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Abstract

Explanation Iterative Supervision via Saliency-guided Data Augmentation
By Siyi Gu

Explanation supervision is a method that involves using human-generated expla-

nations during training to guide the model. Its goal is to enhance both the inter-

pretability and predictability of the model by integrating human understanding into

the training process. Since explanation supervision necessitates a vast amount of

training data, data augmentation is indispensable to increase the size and diversity of

the original dataset. However, data augmentation for complex data like medical im-

ages is particularly difficult due to the following: 1) inadequate training data for the

learning-based data augmenter, 2) complexity in producing sophisticated and realistic

images, and 3) difficulty in ensuring that the augmented data truly enhances the per-

formance of explanation-guided learning. To address these challenges, we propose the

Explanation Iterative Supervision via Saliency-guided Data Augmentation (ESSA)

framework for conducting explanation supervision and adversarial-trained image data

augmentation using a synergistic iterative loop that handles the conversion from an-

notation to sophisticated images and the creation of synthetic image-annotation pairs

with an alternating training strategy. Comprehensive experiments on three medical

imaging datasets demonstrate the effectiveness of our proposed framework in enhanc-

ing both the predictability and explainability of the model.
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Chapter 1

Introduction

Deep learning has shown remarkable performance in computer vision and has been

extensively used in medical imaging [8]. However, due to the ”black box” nature of

deep learning models, it can be challenging to ensure the validity of AI’s decisions

in high-stakes domains like medicine [1]. This has led to a growing interest in Ex-

plainable AI (XAI), particularly in the medical imaging domain [3, 14, 21, 9]. Several

techniques have been proposed to provide saliency maps that identify the most rele-

vant features or sub-parts of an instance for a model’s prediction [10]. However, the

quality of these explanations has not been thoroughly examined, including whether

the explanation accurately reflects the model’s prediction and how to improve the

model’s explainability when the explanation is incorrect [10].

Explanation supervision is a field that has shown promise in enhancing both the

task performance and interpretability of models [11]. While it has been well-explored

in NLP and tabular data, its applications in imaging and geometric data domains,

such as graphs, are relatively under-explored. This is because the geometric patterns

in these domains need to be recognized before supervision can be performed, unlike

NLP and tabular data where patterns are in the form of words and hand-crafted

features. Despite the benefits of explanation-guided learning, it faces a significant
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Figure 1.1: Annotation and alternative corresponding images for apple and nodule.
The first column is examples of explanation annotations for apples and nodules. The
right four columns are possible corresponding images for left annotations.

challenge in terms of the cost of annotating explanations. For example, in the medical

imaging domain, radiologists are required to manually annotate explanation masks,

using their extensive medical domain knowledge. The manual annotation of volu-

metric data can take up to fifteen minutes per study, which exacerbates the cost of

explanation supervision [31]. As a result, researchers are exploring ways to reduce

the cost of annotation and improve the efficiency of explanation supervision in these

domains.

One possible solution to address the annotation scarcity issue in machine learning

is data augmentation, a technique that artificially increases the size and diversity

of the training dataset by generating new samples from existing ones [20]. While

traditional data augmentation methods, such as flipping, rotation, cropping, and

scaling, have been widely used in the field, they may not capture the true invariants

of the patterns and fail to produce diverse and expressive samples. As illustrated in

the first row of Figure 1.1, different images that correspond to the same salient area

can vary widely in appearance and characteristics, which highlights the importance

of more sophisticated and intelligent data augmentation methods that can capture

the underlying semantic patterns relevant to the prediction tasks. One such approach
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is deep generative models that can learn to generate new samples that are similar to

the training data in terms of their features and semantics, while introducing diversity

and variations. These models are particularly important in critical areas like medical

imaging, where data is often unique and complex, as shown in the second row of Figure

1.1. Therefore, developing powerful data augmenters that can learn sophisticated

patterns and generate realistic and diverse samples is a crucial step towards improving

the performance and interpretability of machine learning models.

Augmenting explanation annotation for sophisticated data like medical images is

a complex and under-explored task that involves several key challenges. One of the

most significant challenges is the scarcity of data required to train a learning-based

data augmenter. As human annotators need to mark the corresponding explanation

for each image, obtaining a large amount of explanation annotation for medical images

can be a costly and time-consuming process. This is especially challenging for medical

images, which often require domain experts to annotate the images manually.

Another critical challenge is the difficulty in generating realistic sophisticated

images that accurately represent the patterns found in the data. Medical images are

unique and sophisticated, and it can be challenging for a generative model to learn the

mapping ”from explanation to image.” This requires a large-scale training dataset to

ensure the stability of generative models, making it even more challenging to produce

realistic images. Additionally, ensuring that the augmented data indeed improves

the performance of explanation-guided learning is another crucial challenge. While

data augmentation techniques can increase the number of training samples, it does

not always result in an increase in data variety and explainability. Traditional data

augmentation methods such as rotation, scaling, and cropping are not effective in

explanation supervision tasks. While increasing the number of training samples may

be useful, it does not alter the 1-to-1 mapping relationship between an image and

its corresponding explanation annotation. To address these challenges, researchers



4

are exploring new methods for generating sophisticated image data augmentation

that can improve the performance of explanation-guided learning. These methods

include developing expressive models such as deep generative models that can learn

sophisticated semantic patterns and identify the relevant and irrelevant patterns for

the prediction task. These methods can be especially useful for critical areas such as

medical imaging, where data is always unique and sophisticated, making it challenging

to create large-scale training datasets for learning-based data augmentation.

In response to the challenges discussed earlier, we propose an innovative framework

called Explanation Semi-Supervision via Saliency-guided Data Augmentation (ESSA)

that aims to address the scarcity of annotated data by generating new data samples

while ensuring that the generated data is realistic and relevant to the target task. One

of the primary goals of our proposed framework is to synergize explanation-guided

learning and explanation annotation augmentation through an iterative loop between

them.

To tackle the issue of the scarcity of annotated data, we develop a novel explanation-

guided image generator that can build the mapping between ”explanation to image”

and leverage post-hoc explainer to achieve the ”image to explanation” mapping. By

iterating between these two mappings, we can generate a sufficient amount of data

for training both the image generator and the image classifier. Moreover, to address

the difficulty in generating realistic and sophisticated images, especially for data like

medical images, we design a new stratified image generator guided by the given ex-

planations. Our generator has two generation modules, one for the foreground and

the other for the background, due to their different patterns. This approach helps

generate diverse and representative samples, which can significantly improve the gen-

eralization ability of the model. Finally, we propose an innovative algorithm that

alternately and iteratively trains the generator and image classifier until saturation is

achieved. This algorithm helps ensure that the augmented data indeed boosts the per-
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formance of the explanation-guided learning and helps improve the interpretability of

the model. In summary, our proposed ESSA framework addresses the key challenges

of explanation-guided learning and explanation annotation augmentation through a

synergized iterative loop between them. By developing a novel explanation-guided im-

age generator, a stratified image generator, and an innovative training algorithm, our

framework can generate realistic and diverse images while improving the interpretabil-

ity and generalization ability of the model. Specifically, the major contributions of

this paper are summarized as follows:

1. A novel framework for explanation supervision with

adversarial-trained data augmenter. The framework can jointly achieve

explanation supervision and image data augmentation via a synergized iterative

loop between them.

2. A new proposed generator for ”annotation-to-image” translation. The

generator includes two decoders to capture different patterns for both fore-

ground and background of the explanation annotation to generate realistic and

diverse images, and achieve ”1-to-many” mapping relationship from annotation

to image.

3. A new proposed algorithm for training data augmenter and classifier.

The data augmenter and classifier can be trained alternately for multiple iter-

ations. This training strategy can avoid error back-propagation and generate a

sufficient amount of data for explanation supervision.

4. Extensive experiments are conducted to evaluate our proposed ap-

proach. We use a variety of datasets and evaluation metrics to demonstrate

that our approach can effectively improve both model predictability and ex-

plainability. Furthermore, we conduct a thorough analysis of the generated

explanations to show that they are coherent and informative.
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Chapter 2

Related Work

2.1 Data Augmentation and applications in Med-

ical imaging

Data augmentation has become a widely used technique in deep learning to increase

the size of training datasets, particularly in challenging domains such as medical

imaging where obtaining large datasets can be difficult [33]. One popular method to

generate synthetic image-label pairs is to use semantic labels of anatomical structures

to create synthetic medical images. However, traditional augmentation methods such

as cropping, Gaussian noise, and elastic transformation provide limited variability [7].

To address this issue, researchers have developed more sophisticated approaches based

on adversarial training. These methods have been applied for a variety of purposes,

such as semantic image synthesis, image classification, and image-to-image transla-

tion. For instance, Xu et al. proposed a semi-supervised attention-guided CycleGAN

for brain tumor classification, which augments tumor images from normal images [35].

Other researchers have utilized label image translation techniques to generate syn-

thetic image-mask pairs for semantic image synthesis. Shin et al. and Cao et al.

have applied pix2pixGAN to generate synthetic CT and PET images, and abnormal
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brain MRI images, respectively [32, 5, 17]. However, these approaches mainly focus

on either generating synthetic images from labels or improving the accuracy of seg-

mentation, whereas our focus is on using image and mask pairs as a joint input to

downstream classification tasks.

2.2 Generative Adversarial Networks

Generative Adversarial Networks (GANs) have played a significant role in advanc-

ing computer vision research and have had a notable impact on various tasks like

image-to-image translation, semantic segmentation, and image editing [13, 18, 17].

GANs have become a prevalent technique for generating synthetic data to expand

the size of training datasets and avoid overfitting deep neural networks, particularly

in fields like medical imaging, where acquiring large datasets can be challenging [33].

However, traditional data augmentation methods like cropping, Gaussian noise, and

elastic transformation are limited in terms of variability [7]. Contemporary aug-

mentation approaches are primarily based on adversarial training [7]. In the case of

image-to-image translation, the aim is to learn the mapping between images from one

domain to another. Conditional generative adversarial networks (cGANs)[22] have

been proposed to tackle this problem, either with paired data[17, 6, 25] or unpaired

data [36]. The popular pix2pixGAN [17] model utilizes an encoder-decoder generator

that takes in semantic label maps as input and a PatchGAN discriminator [16]. Mod-

ifications to the generator and discriminator have been made in subsequent works,

such as pix2pixHD [34], SPADE [25], and SESAME [24]. However, these approaches

require precise semantic labels, which can be difficult to obtain in medical imaging.

or example, Xu et al.[35] proposed a semi-supervised attention-guided CycleGAN to

augment tumor images from normal images for brain tumor classification. Label im-

age translation technique is also frequently used for semantic image synthesis, where
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the purpose is to generate synthetic image-mask pairs instead of synthetic images.

Shin et al. and Cao et al. applied pix2pixGAN to generate synthetic CT and PET

images, and abnormal brain MRI images, respectively[32, 5, 17].

2.3 Explanation Supervision

In the fields of NLP and tabular data, there has been significant research on in-

corporating human knowledge into interpretable models through methods such as

attribution and feature regularization [23, 28]. More recently, there has been a grow-

ing awareness of the importance of visual explanations, with saliency maps being a

popular approach to generating local explanations that highlight the input features

responsible for a model’s prediction [23, 28]. The incorporation of network activa-

tions into visualizations has further improved the effectiveness of this approach, as

demonstrated in Grad-CAM [28]. A conceptual framework for image classification

with human annotation in the form of scribble annotations as the explanation su-

pervision signal is HAICS [29]. However, reliance on the accuracy of ground truth

annotations poses a significant challenge in practice. Inaccurate, incomplete, and

inconsistent distribution of human annotation can lead to errors when directly used

as supervision signals for model explanation [12]. To address this challenge, Gao

et al.[12] develop a novel objective that handles these issues. Despite these recent

advances, the acquisition of a large volume of explanation labels is still a significant

challenge due to their high cost[23, 28, 29].
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Chapter 3

Problem Formulation

Given a set of images X =
{
x(i) ∈ RC×H×W

}N

i=1
with their class labels y =

{
y(i)

}N

i=1

and corresponding explanation annotations M =
{
m(i) ∈ RH×W

}N

i=1
for the label,

where N is the sample size, C denotes number of channels, H denotes height, and W

denotes width.

The problem of explanation supervision is to predict the class label ŷ(i) and give

model explanation m̂(i) of the input image x(i) supervised by both ground truth

class label y(i) and annotation m(i) such that both model prediction loss −
∑N

i=1 y
(i) ·

log (ŷ(i)) and model explanation loss
∑N

i=1∥m(i) − m̂(i)∥1 are minimized. However,

getting usable X and M is difficult due to the following challenges.

Challenge 1 (Scarcity of annotation): A learning-based data augmenter re-

quires a large amount of annotated images which are usually marked by human an-

notators. This process can be costly, especially for medical images that need to be

annotated by professionals with specialized knowledge.

Challenge 2 (Generation of sophisticated image): Generating realistic and

sophisticated images is a challenge. This is particularly true for medical images which

are highly unique and sophisticated. It is difficult for a generative model to learn

the mapping from explanation annotation to image due to the diverse and intricate
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Figure 3.1: Illustration of our proposed ESSA Framework. ESSA consists of an Ex-
planation Iterative Supervision module (a) and a Saliency-guided Data Augmentation
module (b). In particular, Saliency-guided Data Augmentation devotes to training
a learning-based data augmenter to achieve ”annotation-to-image” translation and
generate synthetic images. The Explanation Iterative Supervision devotes to the pre-
diction task supervised by annotations and labels iteratively.

patterns in these images.

Challenge 3 (Effectiveness of data augmentation): Ensuring augmented

data can effectively improves explanation-guided learning performance is a challenge.

Data augmentation increases samples but not always diversity or explainability. Tra-

ditional methods such as rotation, scaling, and cropping are ineffective in explanation-

guided tasks since they do not alter the 1-to-1 mapping relationship between image

and annotation.
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Chapter 4

Model

In this section, we will begin by introducing our framework, which we have named

ESSA. Following this, we will present our recently developed adversarial-trained data

augmenter. This augmenter features a specially designed generator that is capable

of addressing the challenge of translating annotations to images. To conclude, we

will introduce a novel algorithm that allows for the iterative and alternate training

of both the image classifier and the generator.

4.1 Proposed Framework

The primary objective of our proposed framework, ESSA, is to enhance both the

predictability and interpretability of the model by utilizing explanation supervision,

where the model is supervised based on both class label and explanation annotation.

However, the scarcity of image-annotation pairs makes it challenging to train the

model effectively. To overcome this challenge, data augmentation is necessary to

generate additional input images, explanation annotations, and prediction label pairs.

While traditional non-learnable data augmentation techniques like rotation, scal-

ing, and cropping exist, they are inadequate to achieve our goal as they do not change

the one-to-one mapping relationship between the image and annotation. In the real-
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world scenario, the relationship between a mask and an image is usually one-to-many,

implying that one annotation can correspond to several images with different patterns

and backgrounds, as illustrated in Fig. 1.1. Therefore, to ensure that the classifier

can recognize the reasonable and predictable explanation annotation from the diverse

and noisy images, we require a model that can perform the annotation-to-image

translation task to augment the data.

The issue of scarcity of image-annotation pairs can be solved by our proposed

ESSA framework, as depicted in Figure 3.1. The framework takes an explanation an-

notation and a random noise vector as input and generates a synthetic image through

a generator. A discriminator is then employed to distinguish between the synthetic

and real images. Once the generator is adequately trained, it is used to generate

synthetic images that are fed, along with their corresponding annotations and labels,

to the classifier for prediction with supervision from both labels and annotations.

This framework achieves annotation-to-image translation, enabling the creation of

multiple images corresponding to a single annotation, providing adequate training

samples for explanation supervision. Traditional data augmentation methods, such

as rotation, scaling, and cropping, are inadequate for this purpose since they do not

alter the 1-to-1 mapping relationship between the image and annotation, whereas in

the real-world setting, the mask-to-image relationship is always 1-to-many, meaning

a single annotation can correspond to several images. Therefore, our framework is

designed to achieve annotation-to-image translation for data augmentation, ensuring

that the classifier can identify the reasonable and predictable explanation annotation

from the diverse, noisy, and realistic images.

Based on the statement above, there are three different losses in our framework:

the model’s prediction loss, the model’s explanation loss, and the data augmenter’s

training loss. The overall objective function of our ESSA framework can be expressed
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as:

min
f,G,D

N∑
i=0

LPred(f(x(i)), y(i)) +
T∑
t=0

LPred(f(x̃(i,t), y(i)))

+

N∑
i=0

LExp(g(f(x(i))),m(i)) +
T∑
t=0

LExp(g(f(x̃(i,t))),m(i))

+

LReg(G,D)

s.t. x̃(i,t) = G(m(i), z(t))

(4.1)

The first term is the prediction loss for both real and synthetic images; The second

term is the explanation loss for explanation annotations generated by the model

explanation method from both real and synthetic images; The last term is the loss for

the data augmenter’s adversarial training; g(·) denotes the model explanation method;

G(·) denotes the generator for data augmentation; D(·) denotes the discriminator for

data augmentation; LPred is the prediction loss (such as the cross-entropy loss); LExp is

the explanation loss to measure the difference between model generated explanation

and ground truth explanation annotation (such as the L1 loss); LAug is the data

augmenter’s training loss (refer to 4.2 for details), and T denotes the number of

augmentation iterations required to reach the optimum.

4.2 Data Augmentation via Adversarial Training

To generate realistic and sophisticated images from annotations, we proposed a nov-

elty data augmenter consisting of a stratified generator and a discriminator trained

by adversarial strategy.

Generator The generator G(·) learns a mapping from annotations m(i) and ran-

dom noise z(t) to synthetic image x̃(i,t):

G :
{
m(i), z(t)

}
→

{
x̃(i,t) ∈ RC×H×W

}
(4.2)
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where t denotes the t-th adversarial training iteration. Realistic and sophisticated

synthetic images should have both reasonable saliency area and background. How-

ever, the distribution of saliency area and background are always highly different. For

example, as shown in row 2 of Fig. 1.1, the patterns in the nodule and those outside

show a big difference. To solve this issue, we establish two decoders {Dec1, Dec2} :

RH×W → RH×W that is designed to generate foreground and background areas respec-

tively. The architecture of the decoder is a U-Net [26]. Decoded input annotation’s

foreground and background are then combined together and fed into a convolution

layer FConv to get the final output. Formally, the generation of synthetic images by

stratified generator G = {Dec1, Dec2, FConv} can be written as:

x̃(i,t) = FConv(m
(i) ⊙Dec1(m

(i), z(t))+

(J−m(i))⊙Dec2(m
(i), z(t)))

(4.3)

where ⊙ denotes element-wise multiplication, JH×W denotes a matrix whose all

elements are 1, and J − m denotes the background area of the annotation m(i) by

reversing its bit pixels.

Discriminator To train such stratified generator G(·), we use an adversarial

training strategy where a conditional discriminator D(·) is leveraged. The conven-

tional way to discriminate the real and synthesized domains is by using a binary

classifier [30]. However, it is infeasible for image generation because of its sparse

supervision. To achieve pixel-level supervision, we use a discriminator architecture

named PatchGAN [16]. The convolution layers of discriminator architecture first map

both real and synthetic image
{
x(i), x̃(i,t)

}
to a patch domain {p, p̃} ∈ RN×N , where

N is the patch size, to classify if each N ×N patch in an image is real or fake. To be

more specific, the objective of the discriminator D(·) is to

min
D
∥p− JN×N∥1+∥p̃−ON×N∥1 (4.4)
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where ON×N and JN×N are matrices with all 0 and 1 elements and with sizes of N×N .

Objective Based on the statement above, the objective of the generator and

discriminator is:

LAug(θG, θD) =
k∑

i=1

[
logD(m(i), x(i)) +

log (1−D(m(i), G(m(i), c(t))))
] (4.5)

where θG denotes the parameters of generator; θD denotes the parameters for discrim-

inator; k denotes number of training samples. We also introduce the L1 regularization

term to the objective function to make the synthetic images generated by the gener-

ator can not only fool the discriminator but also be near the real images.

LL1(θG) =
k∑

i=1

∥x(i) −G(m(i), c(t))∥1 (4.6)

The final objective of the proposed Saliency-guided data augmentation model is

G∗ = arg min
G

max
D

= LGen(θG, θD) + λLL1(θG)) (4.7)

where λ is the weight hyper-parameter for the L1 regularization term.

4.3 Alternating and Iterative Training

From Equation 4.1 we can see that our objective function can be regarded as a con-

strained optimization problem. Since the input images of the classifier are generated

by fixed trained generator G, we can not optimize generator G together with classifier

f when doing back-propagation via LPred and LExp. To solve this problem, we design

an innovative algorithm to train the classifier and data augmenter alternately and

iteratively. To be more specific, our algorithm is first to fix the classifier’s parameter
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Algorithm 1: Alternating and Iterative Training Algorithm

Require: X,M, y
Ensure: f,G,D
1: initialize: best acc = 0, val acc = 0
2: for t = 1 : T do
3: Sample k pairs (X ′,M ′, y′) from (X,M, y)
4: if best acc < val acc then
5: Sample v pairs from (X,M, y) \ (X ′,M ′, y′)
6: for q = 1 : TG do
7: Compute LAug based on Equation 4.7
8: Compute ∇θD and ∇θG based on Equation 4.8, 4.9
9: θD ← θD − ηD∇θD

10: θG ← θG − ηG∇θG

11: end for
12: for q = 1 : TC do
13: Generate v images using (X ′,M ′, y′) via Equation 4.3
14: Compute LPred and LExp based on Equation 4.10, 4.11
15: Compute LReg based on Equation 4.13
16: Compute ∇θf and ∇θG based on Equation 4.12, 4.14
17: θf ← θf − ηf∇θf

18: θG ← θG − ηg∇θG

19: Compute val acc and update best acc
20: end for
21: end if
22: end for
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θf while optimizing generator G and discriminator D, and then fix the generator’s pa-

rameter θG and discriminator’s parameter θD while optimizing classifier f . We repeat

this alternating training process iteratively until the model reaches the termination

criteria.

The overall algorithm is summarized in Algorithm 4.2. (X,M, y) are pre-given

real image, annotation, and label pairs. We first initialize the classifier’s best pre-

diction accuracy to be 0 on Line 1. Then we repeat the whole alternating training

process for T iteration from Line 2-22 which consists of two training modules in each

iteration. Within one iteration, we first randomly sample k image, annotation, and

label pairs (X ′,M ′, y′) from real dataset (X,M, y) on Line 3 for synthetic image gen-

eration and explanation supervision. Then we sample v image annotation pairs from

(X,M, y) and not in (X ′,M ′, y′) on Line 5 for data augmenter training. From Lines

6-11, we train the data augmenter for TG iterations. Specifically, we first use the ran-

domly sampled v image-annotation pairs to compute the data augmenter loss LAug

and its gradient w.r.t. θG and θD, respectively. Gradients are computed as follows:

∇θD =
∂

∂θD
LAug(θG, θD) (4.8)

∇θG =
∂

∂θG
LAug(θG, θD) (4.9)

and then update parameters θG and θD with a learning rate ηG and ηD, respectively,

from Line 9-10.

From Lines 12-20, we train the classifier for TC iterations. We first use trained

generators G from Line 6-11 to generate v synthetic images corresponding to annota-

tions from v sampled pairs on Line 13. Then we use the generated synthetic images

to do predictions with the supervision of labels and annotations. We first compute
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LPred and LExp as follows:

LPred(θf ) = −
v∑

i=1

(y(i) · log f(x̃(i,t))) (4.10)

LExp(θf ) =
v∑

i=1

∥g(f(x̃(i,t)))−m(i)∥1 (4.11)

and then compute their gradient w.r.t. θG as follows:

∇θf =
∂

∂θf
(LPred(θf ) + λLExp(θf )) (4.12)

where λ is the hyper-parameter to balance prediction and explanation loss. In this

training process, we also include a regularization term LReg to make the generated

images to be near the real images:

LReg(θG) =
k∑

i=1

∥x(i) −G(m(i), z(t))∥1 (4.13)

The gradient of regularization term LReg w.r.t. θG is compute as follows:

∇θG =
∂

∂θG
(LReg(θG)) (4.14)

We then update generator G while updating classifier f with a learning rate ηg and

ηf , respectively, from Line 17-18.

On Line 19, we compute the model’s prediction accuracy on the validation set

and update the best accuracy. We repeat the overall alternating training process

stated above for T iterations until the training reaches optimum when the classifier’s

prediction accuracy does not increase on the validation set.
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Chapter 5

Experiment

We test our framework on three datasets in the healthcare domain: LIDC-IDRI [2],

Pancreas-CT [27] and Medical Segmentation Decathlon for two different tasks: pul-

monary nodule classification and pancreatic tumor classification. We first outline

the specific configurations for the experiments and then showcase the quantitative

evaluations of both the model’s predictions and its explanations. Furthermore, we

incorporate various qualitative evaluations, such as case studies of model-generated

explanations and synthetic images, to have a comprehensive assessment of the pro-

posed model.

5.1 Experimental Settings

5.1.1 Pancreatic tumor classification

We acquired normal pancreas images from the Cancer Imaging Archive [27]1, and

abnormal images from the Medical Segmentation Decathlon dataset (MSD) 2. The

dataset comprises 281 CT scans with tumors and 80 CT scans without tumors, and

its objective is pancreatic tumor classification. Since the CT scans are in 3D, we

1The dataset is available at: https://wiki.cancerimagingarchive.net/display/Public/Pancreas-CT
2The dataset is available at: http://medicaldecathlon.com/
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transformed them into 2D by randomly slicing along the z-axis while preserving the

tumor’s presence, resulting in images of size 224 x 224. We balanced the sample size

for training and kept the original ratio for validation and test sets. The MSD dataset

includes two types of annotations, namely, tumor lesions and pancreas segmentation.

We considered the tumor lesions as our explanation labels. To simulate a more

practical scenario where we have limited access to human explanation labels, we

randomly selected 20, 50, and 100 images for training. We split the dataset into 70%

for training, 15% for validation, and 15% for testing.

5.1.2 Pulmonary nodule classification

We used the LIDC-IDRI dataset [2] 3 which contains thoracic computed tomography

(CT) scans for lung cancer screening, with annotated lesions. We preprocessed the

3D nodule images into 2D images by slicing them along the z-axis at the middle. The

dimensions of the resulting images were 224 x 224. The annotations were provided in

XML format by four experienced thoracic radiologists. We computed the consensus

volume among the four annotations for each image at a 50% consensus level, which

was used as the explanation annotation. We further used the surrounding areas of

the nodules as negative samples. After preprocessing, the dataset contained a total of

2625 nodules and 65505 non-nodule images. The objective of the task was to classify

images as containing nodules or not. We split the dataset into 20% for training, 20%

for validation, and 60% for testing.

5.1.3 Evaluation Metrics

To evaluate the model, we consider both its performance in the task and its level of

explainability. For performance evaluation, we use standard metrics like prediction

accuracy and the AUC of the Receiver Operating Characteristic curve. To assess the

3Available at: https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=1966254
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quality of the model’s explanations, we compare them with human-labeled ground

truth in the test set. We use the IoU score described in [4], which is computed by

comparing the ground truth explanation with the binary explanation generated by

the model. The IoU score measures the positive overlap between the two inputs.

In addition, we calculate pixel-wise precision, recall, and F1-score, which provide

a more comprehensive evaluation of the model’s explanations by considering both

positive and negative explanations.

5.1.4 Comparison methods

We compare the performance of the different augmentation methods with RES-G as

the classification model. Concretely, we studied the following methods:

• Baseline: No augmentation methods are applied. We simply train the model

with cross entropy as prediction loss and apply the robust explanation loss from

RES-G.

• Traditional augmentation: We apply a series of augmentation techniques to

the training data: affine, horizontal flip, vertical flip, Gaussian Noise, cropping,

rotation, and elastic transformation at random.

• Pix2pix [29]: A framework that adds the L1 distance to conditional GAN,

comparing the pixel difference between synthetic image and real image. There-

fore, the training loss includes an adversarial loss and an L1 loss. To be specific,

the pix2pix model employs a U-net as the generator and a PatchGAN as the

discriminator.

• SPADE [25]: A framework that modulates the activations in normalization

layers via a spatially adaptive, learned transformation from low to high scales.

Its training loss consists of an adversarial loss, a feature-matching loss, and
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the VGG-based perceptual loss, which heavily learns from the framework of

pix2pixHD [34].

5.1.5 Implementation Details

For all the methods studied in this work, the classification model is based on the

ResNet18 [15] architecture with the addition of a robust explanation loss introduced

by RES [12]. RES is implemented according to the standards outlined in [12]. The

batch size, slack variable α, regularization factor, and attention weight are set to 16,

0.01, 0, and 1, respectively. The models are trained for 50 epochs using the ADAM

optimizer [19] with a learning rate of 0.001. For adversarial training of compari-

son methods, we follow the publicly available implementations without substantial

changes to the architecture. λ, the weight of L1 loss is set to 100. For SPADE, we

specifically set instance labels to False. All models are trained for 100 epochs using

the ADAM optimizer with a learning rate of 0.0002. The batch size is set to 1. We

augment the training data by 100% for all methods besides iterative training, where

the number of iteration training is determined by the optimal validation accuracy.

5.2 Performance

Table 5.1 shows the prediction power and explanation performance for two down-

stream tasks: pulmonary nodule classification and pancreatic tumor classification.

The results are obtained from 5 individual runs. The best results are highlighted

with boldface font and the second bests are underlined. In general, our proposed

framework outperformed all other comparison methods in terms of both prediction

power as well as explainability.

To be specific, in the pancreatic tumor classification task, ESSA consistently yields

the best performance on all metrics, slightly improving classification performance and



23

Table 5.1: The prediction and explanation evaluation on both datasets. The best
results for each task are highlighted with boldface font and the second bests are
underlined. The training sample size for pulmonary nodule classification is 100, and
the sample size for pancreatic tumor classification is 20.

Dataset Model Accuracy ↑ AUC ↑ IoU ↓ Precision ↑ Recall ↑ F1 ↑
Pancreas No augmentation 89.09 ± 2.39 94.70 ± 4.78 5.82 ± 0.91 76.52 ± 1.80 62.22 ± 3.96 64.85 ± 3.45

Traditional 92.72 ± 2.27 98.46 ± 0.06 5.80 ± 0.01 77.78 ± 0.01 63.64 ± 0.02 68.75 ± 0.03
Pix2pix 93.18 ± 1.23 98.53 ± 0.82 7.32 ± 1.82 70.82 ± 3.21 62.82 ± 4.23 65.93 ± 4.12
SPADE 89.18 ± 3.23 88.53 ± 4.82 5.39 ± 0.82 66.82 ± 3.81 52.32 ± 3.83 58.21 ± 3.28

Proposed(1 iter) 95.34 ± 1.91 98.75 ± 0.66 11.58 ± 2.32 81.43 ± 4.74 61.90 ± 4.87 66.38 ± 1.45
Proposed(multiple iters) 96.16 ± 1.21 98.95 ± 0.83 13.21 ± 2.16 85.43 ± 4.28 71.28 ± 3.21 73.82 ± 1.21

LIDC-IDRI No augmentation 94.35 ± 1.95 78.69 ±3.17 8.08 ± 1.83 50.79 ± 7.88 31.06 ± 10.60 36.36 ± 3.23
Traditional 95.33 ± 1.57 81.82 ± 3.71 14.95 ± 2.85 68.58 ± 6.70 41.53 ± 6.74 46.34 ± 51.55

Pix2pix 93.63 ± 0.32 83.07 ± 0.94 19.04 ± 0.90 61.35 ± 3.09 37.10 ± 3.55 42.32 ± 3.09
SPADE 88.79 ± 2.39 78.16 ± 2.1 18.64 ± 2.92 67.34 ± 3.21 43.20 ± 4.23 48.55 ± 3.82

Proposed(1 iter) 96.29 ± 3.28 85.11 ± 2.22 21.07 ± 3.19 62.46 ± 6.49 38.88 ± 3.90 43.30 ± 4.14
Proposed(multiple iters) 95.36 ± 3.95 87.87 ± 2.01 31.31 ± 2.32 81.32 ± 2.82 50.55 ± 3.88 58.18 ± 2.63

Figure 5.1: Model performance under different training sample size scenarios on pan-
creatic tumor classification. The data points and error bars represent the mean value
and standard deviation over 5 runs respectively. (Left) Test accuracy. (Middle) Test
AUC. (Right) Test IoU.

boosting explanation quality significantly, with 1-7.8%, 29-135%, and 8-12% increase

in terms of accuracy, IoU, and explanatory F1 scores, respectively, compared with

the baseline and other comparison methods.

Moreover, for pulmonary nodule classification, the ESSA framework increases the

prediction accuracy and AUC by 1-8.4%, and 5.77-11.6%. ESSA with one iteration

achieves the highest accuracy among all models, while ESSA with iterative train-

ing obtains the highest AUC. This is attributed to the data imbalance issue as the

positive-to-negative ratio is approximately 1:26 for LIDC-IDRI. Moreover, ESSA con-

sistently outperforms other models in terms of model explainability. To be specific,

there is a 285% increase in IoU compared with the baseline. ESSA also outperforms

SPADE and pix2pix by approximately 64%, 21-33%, 18-36%, and 21-38% in terms of

IoU, explanatory precision, recall, and F1.
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We further investigated the utilization of the EESA framework to enhance the

generalization capabilities of DNN models under varying training sample size scenar-

ios. We considered three training sample sizes (20, 50, and 100) using the pancreatic

tumor dataset. The results of the prediction accuracy, AUC, IoU score, and explana-

tory F1, precision, and recall are presented in Figure 5.1. Each data point represents

the mean value calculated from five independent runs, with the error bars indicating

the standard deviation.

The results demonstrate that the proposed framework outperforms other compar-

ison methods in all the scenarios studied, particularly in terms of the explainability

of the DNN models as reflected by IoU, explanatory F1, precision, and recall. In-

terestingly, our results show that when the sample size is limited, such as when the

training sample size is 20, ESSA outperforms all other comparable models. This indi-

cates that the augmented samples are effective at supervising the model performance.

On the other hand, when the training size gets larger, our explanation supervision

framework copes well with the noisy labels. Therefore, the prediction accuracy and

AUC are similar across models when training samples are relatively sufficient.

5.3 Qualitative Analysis of Augmentation

In this section, we compare the effectiveness of different data augmentation tech-

niques for synthesizing medical images. Five representative examples were selected

from each dataset, based on differences in nodule size and the variety of anatomical

structures in the background. The results of the comparison are presented in Figure

5.2. We observe that their proposed framework was able to capture more semantic

structures of the surrounding tissues and offer more data variability. Specifically,

when generating pancreas images, our framework is successful in capturing the shape

of the tumor while also providing a diversity of background information.
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Figure 5.2: Selected visualization of synthetic images on pulmonary nodule clas-
sification (left) and pancreatic cancer classification (right). The first two columns
represent the real images and corresponding masks. The following columns are syn-
thetic images from different augmentation methods.

However, we note that SPADE generated clearer patterns of anatomical structures

due to the application of pix2pixHD. Nonetheless, SPADE and pix2pix exhibit mode

collapse, as seen in column 4 and 5, where they generate similar backgrounds regard-

less of the difference in input masks. We also observe similar patterns in pulmonary

nodule synthesis. Pix2pix and SPADE are unable to capture any or very little back-

ground when the training sample is highly irregular without semantic labels of all the

structures. Although all synthetic images remain differentiable from real images, this

was likely due to the small training size. It is possible that when the training set is

sufficiently large, generation of indistinguishable synthetic images may occur.

5.4 Qualitative Analysis of the Explanation

In this paper, we present a thorough examination of the comparison between model-

generated explanations for both pulmonary nodule classification and pancreatic tu-

mor classification. Our visualization only includes images with positive labels since

they have ground-truth annotation. Our results are displayed in Figure 5.3, where
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Figure 5.3: Selected explanation visualization results on pulmonary nodule classifica-
tion (left) and pancreatic cancer classification (right). The model-generated explana-
tions are represented by the heatmaps overlaid on the original image samples, where
more importance is given to the area with a warmer color.

we present the model-generated explanations in the form of heatmaps generated by

Grad-CAM [28]. The intensity of the color in the heatmaps represents the level of

importance attributed to a particular area in the image.

Pancreatic Tumor Classification: For the pancreatic tumor classification, as

shown in the left half of Figure 5.3, we selected five examples of model-generated ex-

planations under different models. The results of our study indicate that explanations

generated by models using the RES framework outperform the baseline model and

other comparison methods in terms of accuracy and alignment with ground truth in

categorizing scenes as originating from urban or natural environments. As depicted in

Figure 5.3, the explanations generated by the proposed model are more fine-grained,

whereas the baseline model focuses on a high proportion of the image. In the third

and fourth rows, the explanation generated by pix2pix and ESSA are similar but our

model is slightly more fine-grained and more accurate. While all the models provide

correct predictions of where the nodule is located, ESSA exhibits improved robustness

and generalization capabilities by more precise identification of important areas.

Pulmonary Nodule Classification: In the context of pulmonary nodule clas-

sification, we analyzed the explanations generated by different models and visually
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Figure 5.4: The sensitivity study of attention weight on pancreatic tumor classifica-
tion.

compared their performance in the right half of Figure 5.3. Our proposed RES models

were found to generate more accurate and precise heat maps in locating the important

areas, such as nodules, compared to the baseline model and traditional augmentation

methods. These models were only able to provide a broad range of where the nodule

is located, whereas our ESSA model provided a more precise location of the nodule

area. Moreover, the attention mechanism used in the baseline model was found to

be distracted by irrelevant surrounding tissues, whereas our model focused only on

the nodule itself. This was demonstrated in the first row of Figure 5.3, where the

baseline model highlighted multiple areas that were important, while our model fo-

cused solely on the nodule. The accuracy of the explanations generated by baseline

and comparison models was found to be less accurate when there were multiple sur-

rounding tissues. This pattern was observed in the remaining four rows of Figure

5.3, which highlighted the robustness of the proposed ESSA framework in generating

more accurate and refined explanations and improving model explainability.
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5.5 Sensitivity Analysis of Hyper-parameter

To evaluate the impact of attention weight on the performance of our proposed RES

framework for pancreatic tumor classification, we conducted a sensitivity analysis.

The attention weight is the factor that determines the weight of the prediction loss and

attention loss. We varied the attention weight from 0.001, 0.01, 0.1, 1, 10, 100, 1000

and evaluated the model’s prediction accuracy, AUC, and Intersection over Union

(IoU) score, which measures the overlap between the model-generated explanation

and the ground truth explanation. The baseline model’s performance is shown by

red dashed lines in Figure 5.4. The results indicate that the model’s performance is

sensitive to the value of the attention weight, with a concave curvature observed in

all metrics. The model achieves the best accuracy and AUC at an attention weight of

0.1 and the best IoU at an attention weight of 1. As the attention weight increases,

the model becomes more heavily influenced by attention loss, leading to reduced

performance. Conversely, when the attention weight is too small or too large, the

model underperforms compared to the baseline. We conclude that the model yields

the best overall performance when the attention weight is 1, although this comes at

the expense of explainability.
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Chapter 6

Concluding Remarks

Explanation supervision is a challenging task for the model to be trained sufficiently

and effectively. In this paper, we propose Explanation Iterative Supervision via

Saliency-guided Data Augmentation (ESSA) framework. ESSA combines explana-

tion supervision and data augmentation in an iterative loop. Instead of applying

the traditional data augmentation methods or generative models, we develop a novel

explanation-guided image generator, which has two generation modules specialized

for foreground and background due to their different patterns, to build the mapping

“from explanation to image”. We also propose an innovative algorithm that can

alternately and iteratively train the data augmenter and image classifier to do expla-

nation supervision exhaustively. We conduct extensive experiments to evaluate the

robustness of the proposed framework on two medical image classification tasks with

different training sizes. Experiment results show that ESSA can effectively improve

both the predictability and explainability of the model when data samples are limited.

Specifically, ESSA outperforms other approaches by approximately 80% and 18%, on

average, in terms of explanation IoU and F1.



30

Bibliography

[1] Amina Adadi and Mohammed Berrada. Peeking inside the black-box: a survey

on explainable artificial intelligence (xai). IEEE access, 6:52138–52160, 2018.

[2] Samuel G Armato III, Geoffrey McLennan, Luc Bidaut, Michael F McNitt-Gray,

Charles R Meyer, Anthony P Reeves, Binsheng Zhao, Denise R Aberle, Claudia I

Henschke, Eric A Hoffman, et al. The lung image database consortium (lidc)

and image database resource initiative (idri): a completed reference database of

lung nodules on ct scans. Medical physics, 38(2):915–931, 2011.

[3] Alejandro Barredo Arrieta, Natalia Dı́az-Rodŕıguez, Javier Del Ser, Adrien Ben-
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