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Abstract 

Development of Microfluidic Mixing Techniques to study Enzyme Dynamics 

By Drew P. Kise 

 

 Enzymes are biological catalysts with far-reaching implications to the sustaining 

of biological processes and life as we know it. However, even after many years of 

extensive research on enzymes, scientists still have questions as to how enzymes are able 

to do what they do. It is now known that dynamics, in fact, play a role ranging from 

molecular vibrations to large conformational changes. Therefore, technologies are needed 

that can be used to study the dynamic processes in enzymes. Microfluidic mixing has 

been continually developed over the past couple of decades to become one such 

technique used for enzymatic studies. In this dissertation, developments in both 

microfluidic mixers, the instruments utilizing the mixers, and applications to enzymatic 

reactions are discussed. New fabrication methods for microfluidic mixers have been 

created that can produce mixers in a cost-efficient manner. Also, an infrared imaging 

system has been developed to apply microfluidic mixing with infrared spectroscopy. 

Finally, the developments are applied to biological systems. The newly developed 

infrared imaging was used a sandwich-format microfluidic mixer to study a pH jump 

experiment with adenosine monophosphate, which both proved the utility of the 

instrument and established the fast mixing time, defining the timescale of reaction 

kinetics that can be viably studied. Next, fast mixing was employed to study reaction 

kinetics in the catalytic cycle of the enzyme dihydrofolate reductase. A common model 

among enzymatic studies, the hydride step of DHFR catalysis was resolved in mixing 

experiments by following the intrinsic emission of the cofactor, NADPH. Along with 

resolving the kinetics of the pH dependent hydride transfer step, a second process was 

also resolved that was attributed to a pH independent conformational change in DHFR to 

ready itself for the transfer of a hydride from NADPH to substrate, dihydrofolate. Finally, 

the implications and future directions of the developed technologies are then discussed.  
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Chapter 1: Introduction 

 Microfluidics has emerged as an incredibly useful research discipline over the 

past two to three decades. The miniaturization of reaction platforms allows for small 

sample and reagent consumption, less time consumption, lower cost, and high 

throughput. Because of these advantages, the field has grown to cover a wide range of 

topics including, but not limited to, protein folding,1-3 DNA sequencing,4-6, single cell 

analysis,7-9 synthesis,10-12 and reaction kinetics.13-19 Along with the increasing importance 

of microfluidics in today’s research landscape, several journals have been created that 

focus solely on microfluidics, like Lab on a Chip, and thus research articles that deal with 

the topic have been increasing almost exponentially ever since.20 

One particular line of research that has benefitted from the advances in 

microfluidics deals with biochemistry, and specifically the study of proteins and 

enzymatic reactions. Enzymes are a class of proteins that catalyze specific reactions. The 

function of an enzymes is to simply increase the rate of a reaction when compared to the 

uncatalyzed reaction. Rate enhancements of reactions occurring with enzymes have been 

reported up to 107-1019 times faster than without the enzyme.21 These increases in rates of 

reactions are impressive especially due to the fact that enzymes usually must operate in 

aqueous solutions at low concentrations and moderate pH and temperature conditions. 

Synthetic catalysts, on the other hand, often can handle more extreme conditions like 

high or low pH, high temperatures, and high concentrations that optimize their function. 

Because of their utility in biochemical reactions, the study of enzymes is a wide and deep 

field of research.  
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Even so, there still does not exist a full molecular understanding of how enzymes 

do what they do. This is especially evident when researchers attempted to construct non-

natural de novo enzymes. Here, the vast knowledge of enzymatic catalysis is applied to 

designing a brand new enzyme to catalyze a reaction of choice. If the knowledge of 

enzymes that includes enzyme structure and catalytic mechanisms is known so well, then 

we should be able to design new enzymes that rival catalytic efficiencies of naturally 

occurring ones.  

Siegel and coworkers attempted just that, and chose to computationally design an 

enzyme to catalyze a Diels-Alder reaction with high stereoselectivity and substrate 

specificity.22 Their computational designs were quite successful at first, designing 

enzyme active sites with >97% stereoselectivity for the particular reaction. However, that 

result was not without challenge. Of the ~106 computationally designed active sites, only 

50 of those were able to fit into a protein backbone structure. Furthermore, only two of 

those 50 candidates showed any measureable catalytic activity. The best kcat between the 

two was 2.13 hr-1 and the catalytic efficiency (kcat/KM) was 0.455 s-1 M-1.22 Even after 

further studies for backbone refinement23 and directed evolution,24 kcat was only 

improved to 10.8 hr-1 and catalytic efficiency to 103 s-1 M-1.24 The de novo enzymes do 

not come close to average enzyme values (kcat of 10 s-1 and KM of ~105 s-1 M-1) which 

come from analysis of several thousand enzymes in the literature.25 Clearly the models 

that were used to design these de novo enzymes were missing key details as to how 

enzymes function. And according to recent reports, Preiswerk and coworkers suggest the 

key detail that is missing from our understanding of enzymes is that of protein 
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dynamics.24 Protein dynamics can be quite small phenomena, such as molecular 

vibrations, or large, like loop movements. 

To this end, experimental techniques are needed to readily access and unlock the 

details of what enzymes are doing throughout their catalytic cycle and when they are 

doing it. Dynamics associated with enzyme catalysis are known to occur over a range of 

timescales26-29 and are summarized in figure 1.1. Fast timescales, pico- to nanoseconds 

(ps-ns), account for dynamics stemming from fast backbone and side chain motions and 

are commonly studied by NMR relaxation techniques.27,30-33 Conformational changes, 

ligand binding, allosteric regulation, and catalysis can occur on the µs-ms timescale and 

can be studied through relaxation techniques and fast mixing techniques.27 The latter of 

which is the main focus of the work presented here and will be dealt with in detail. There 

is, however, no straightforward relationship between the ps-ns and µs-ms dynamics and 

therefore must be studied independently with different techniques.27 Dynamics occurring 

on the timescale of milliseconds and slower can be studied with microfluidic mixing as 

well as stopped-flow.  

In order to study µs-ms timescales with fast mixing techniques, spectroscopic 

probes are always coupled with mixing. Depending on the events being observed, a 

multitude of probes are available. Commonly, mixers are limited to a single type of 

spectroscopy, but the types have a wide variety including emission,13,34-42 Raman,43,44 

UV/visible absorption,45 infrared,2,14,46-51 NMR,52 and circular dichroism53 to name a few. 
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Figure 1.1: Common timescales for different dynamic events occurring in enzymes 

 

When designing an experiment to study time dependent events like in an enzyme, 

a critical matter is how to initiate the event being studied. As long as all reaction 

conditions like concentrations of reacting species, pH values, and temperature are met, 

the reaction being studied will occur spontaneously and proceed as dictated by the 

kinetics of the particular event. However, therein lies the problem of knowing when the 

reaction is initiated and therefore when to observe the events taking place. The simple 

solution is to create control over initiating the event and therefore know exactly when to 

observe. There are several experimental methods that allow for reaction initiation on all 

timescales mentioned above and microfluidic mixing is no different. And because fast 

microfluidic mixing on the µs-ms timescale is the focus of this work it will be discussed 

in detail. 

Fast mixing is comprised of rapidly mixing solutions in order to initiate a reaction 

or event. The mixing process needs to be complete, or complete enough, in order for 

observations to start. The quicker mixing can occur, the faster the homogeneous event is 

initiated, and the faster the timescales able to be observed. The microfluidic mixer is 

arguably the most important component of a microfluidic mixing system. Not only does it 

dictate reaction initiation by controlling how the mixing of samples will occur, but it also 
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controls the types of reactions that can be studied. In the broadest sense, types of mixers 

can be divided into two categories, passive and active. Passive mixers use no external 

energy or force to mix samples in the device, relying solely on diffusion and advective 

mixing forces.20 Active mixers on the other hand incorporate disturbances by an external 

field to achieve mixing. The external forces can range from pressure, to temperature, to 

dielectrophoretics, and electrokinetics. Active mixers tend to have more complicated 

designs and are more expensive to construct. Because of those disadvantages, all of the 

mixers used in the studies described throughout this work incorporate passive mixers, and 

thus will be the primary focus. 

 In order to discuss passive mixers, operating parameters that describe microfluidic 

mixing first need established. The two most important parameters for the following 

discussion are the Reynolds and Peclet numbers. The Reynolds number represents the 

ratio between momentum and viscous friction of flowing fluids and is defined as: 

𝑅𝑒 =
𝑈𝐷ℎ

𝜈
     (1.1) 

𝐷ℎ =
4𝐴

𝑃
     (1.2) 

where U is the fluid flow velocity, ν is the fluid viscosity and Dh is the hydraulic 

diameter, used in the Reynolds number calculation for the case of fluid flow in a closed 

channel. The hydraulic diameter accounts for the cross-sectional area and wetted 

perimeter of the tube or pipe carrying the fluid. A Reynolds number above the critical 

value of 2300 is said to be turbulent flow, whereas smaller Reynolds numbers indicate 

laminar flow. The Peclet number represents the ratio between the mass transport of 

flowing species due to convection versus diffusion and is defined as: 
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𝑃𝑒 =
𝑈𝐿

𝐷
 

where L is the characteristic length of the mixer and D is the diffusion coefficient of the 

flowing species. When Pe ≪ 1 it is said molecular diffusion will dominate the mixing of 

species, whereas when Pe ≫ 1 convection, and specifically advective forces will 

dominate.54 The Reynolds number is important in microfluidics when describing the type 

of flow in a mixer and the Peclet number aids in describing the forces that dictate mixing 

within the mixer.  

 Due to the simplicity of the passive mixer setup with regards to the lack of 

external forces to aid in mixing and dominating laminar flow, mixing occurs by 

molecular diffusion and chaotic advection. Increasing the cross-sectional contact surface 

between fluids in a mixer, as well as decreasing the pathlength that species must diffuse 

to be considered efficiently mixed, can decrease the required time for molecular 

diffusion. A popular technique to accomplish the latter, is the use of hydrodynamic 

focusing in parallel lamination mixers, as described by Knight and coworkers.37 Parallel 

lamination mixers have inlet substreams which are at first separate and then combine to 

flow in the laminar regime and initiate mixing. The simplest parallel lamination mixer 

has two substreams, but does not utilize hydrodynamic focusing. The basic design is a 

long microchannel with two inlets (arrows). It is commonly known as the T- or Y-mixer, 

as shown in figure 1.1a, and is one of the original microfluidic mixer designs.55-57 Mixing 

in the Y-mixer is dominated by molecular diffusion and therefore requires a long 

microchannel length to ensure complete mixing. One simple way to decrease the mixing 

pathlength is to make the channel more narrow, however that is not always possible. 

Additionally, another substream can be added to the Y-mixer and a focusing mixer 
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results. Here, the two side substreams (commonly called the sheath solutions) 

hydrodynamically focus the center substream (sample) into a narrower and narrower 

stream, effectively decreasing the diffusional pathlength (figure 1.1b).37,58,59 The width of 

the sample stream is dictated by adjusting the pressure ratio between the sheath and 

sample flows.  

 

Figure 1.2: A schematic of simple parallel lamination mixers. (a) The Y-mixer which has 

two substreams joining in a “Y” configuration. (b) The hydrodynamic focusing mixer 

utilizes three substreams in parallel lamination, the two sides act to focus the middle 

substream into a very thin stream. 

 

 In addition to speeding up the process of molecular diffusion as described above, 

increasing chaotic advection within a mixer can also aid in decreasing the amount of time 

to mix samples. Chaotic advection will dominate mixing as long as flow is still within the 

laminar regime and Pe ≫ 1. Increasing the Peclet number can be accomplished in a 

number of ways. Generally, chaotic advection can be generated in passive mixers by 

adding unique geometries to the mixer.20 In a mixer with already relatively high Reynolds 

numbers (Re > 100), inserting obstacles in the flow path60,61 and creating zigzag-shaped 

channels62,63 are common methods to increase chaotic advection. In mixers with 
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intermediate Reynolds numbers (10 < Re < 100), variations in the shape of the channels 

and 3D alterations can increase the effect of chaotic advection. Channels that incorporate 

C-shaped64 or L-shaped65 serpentine segments as well as 3D twisted components66,67 have 

been successful. Finally, in mixers that inherently have low Reynolds number (Re < 10) 

other geometric techniques have been utilized. These mixers often implement subtle 

geometric features such as adding small grooves or ridges at an oblique angle with 

respect to the direction of flow in the channels.68,69 All of these examples exemplify the 

fact that slow mixing by molecular diffusion can be overcome with strategic geometric 

designs. The outcome of an improved design is simply the ability to mix the solutions 

more rapidly than before. 

 As described above, methods are known for ways to design mixers that will mix 

solutions as rapidly as possible without external forces. However, even after the design of 

the mixer is complete, questions still lie in what method to use to fabricate devices in a 

time and cost efficient manner. Then once that procedure is devised to fabricate the 

mixer, there are still questions as to how microfluidic mixing can be more readily 

applicable to various types of spectroscopy and not just a single probe. Finally, answering 

the question as to how the developed microfluidic mixing techniques can ultimately move 

the field forward in finding out novel information within enzymatic reactions. These are 

the questions that will be addressed throughout the following work. Chapter 2 describes 

the microfluidic mixer design that was utilized for many of the flow experiments 

described throughout this paper. The calibration of an inherited mixer is discussed first. 

The calibration allows for a conversion of a length scale within the mixer to time based 

on the linear flow velocity of the sample. Then, work that was done in order to optimize 
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the design of the mixer is discussed and its implications. Multiple fabrication techniques 

are discussed and how those techniques allow for multiple spectroscopic probes within 

the same mixer. Chapter 3 discusses how the need for devices that could be probed in the 

infrared region led to the development of an infrared imaging system used in parallel with 

microfluidic mixing. Further characterization of the mixer was completed with the newly 

developed imaging system and applications of the system are discussed. The continuous 

evolution of the imaging system and its components are also discussed in Chapter 3. 

Finally, in Chapter 4, an application of microfluidic mixing to the study of enzymatic 

catalysis and dynamics is discussed in detail. Mixing studies are utilized to follow the pH 

dependence of the hydride transfer step in the model enzyme, dihydrofolate reductase.  
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Chapter 2. Microfluidic mixer design and optimization 

 

Section 2.1 Introduction to microfluidic mixer design 

Microfluidic mixers that are used in order to follow the kinetics of reactions can 

commonly be placed into one of two categories, fast or slow mixing devices. Fast mixers 

are designed to be able to follow reactions on fast timescales because they mix sample 

solutions more rapidly than slow mixers. However, fast mixers do not mix sample 

solutions instantaneously and always have an amount of time associated with how long 

the mixer requires to create a homogeneous enough mixture between the flowing 

samples. This amount of time is known as the mixing time. Mixing times have a wide 

range in the literature according to design, but reports of mixing times on the order of 10s 

of microseconds are not uncommon for fast mixers.1,35,37  

If the goal is to design a fast mixer, there are many important factors that must be 

addressed. First, is whether the mixer achieves homogeneous mixtures by passive or 

active mixing. These concepts were discussed previously, but briefly, active mixers use 

external forces like pressure,70 electrokinetic instability,71,72 and acoustic 

disturbances.73,74 Pressure disturbances are commonly created by starting and stopping 

fluid flow or by pulsing the flow velocity. Electrokinetic instability utilizes fluctuating 

electric fields to effect mixing, while acoustic disturbances can evoke vibrations on the 

samples as perturbation. Passive mixers on the other hand use no external forces to mix 

samples and rely solely on molecular diffusion and chaotic advection.  

If a passive mixer is utilized and flow is laminar, these mixers can be subdivided 

into one of two categories, in-plane or out-of-plane mixers.71 In-plane, or more 

commonly, two dimensional (2D) mixers, utilize fluid channels that are all located in the 
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same plane. There is a plethora of 2D designs ranging from simply converging two fluid 

streams to one to incorporating many fluid streams in serial lamination with unique 

geometries. On the other hand, out-of-plane, or 3D mixers, can sequentially split, stack, 

and recombine fluid streams in elaborate 3D networks to increase mixing efficiency75 or 

simply utilize all dimensions to hydrodynamically focus sample streams to narrow 

widths.34,35 2D mixers are traditionally less intensive to fabricate whereas 3D mixers 

often are very intricate in their construction. Production techniques of mixers are 

discussed in detail elsewhere.  

The next factor needing addressed when designing a mixer is the material in 

which the mixer is constructed. The first widely used material to produce mixers was 

silicon. The channels were often wet etched from a solid silicon substrate with 

concentrated KOH55,75,76 or dry etched with deep reactive ion etching.77-79 Both wet and 

dry etching use the same concepts in order to obtain etched channels. They both start with 

a solid substrate, apply a mask to the silicon to protect areas that are not to be etched, 

then apply the etching agent to create channels to the locations of the silicon that are not 

covered in the mask (figure 2.1). Wet etching uses liquids to remove material from the 

substrate, of which the amount can be controlled by variables like concentration of 

etcher, temperature, and crystalline structure of the silicon. Dry etching on the other hand 

utilizes high energy reactive plasma beams to remove substrate atoms. After channels are 

etched a glass coverslip is anodically bonded to the top of the channel which both seals 

the channel and provides optical access. However, silicon mixers are usually expensive to 

produce, require cleanroom facilities for fabrication, and are not always chemically or 

biochemically compatible with samples.20 
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Figure 2.1: Etching process to create microfluidic channels from both wet and dry etching 

techniques. A silicon wafer substrate is coated with a mask through a lithographic 

process. The etching agent is then applied and the silicon is etched anywhere there is no 

mask present. 

 

In order to combat the weaknesses presented by etching microfluidic channels 

into silicon, George Whitesides and coworkers at Harvard University pioneered methods 

of mixer fabrication with polymers.80-82 The elastomeric material poly(dimethylsiloxane) 

(PDMS) became the polymer of choice and soon the industry standard. The procedure for 

constructing devices made from PDMS uses replica molding and is relatively simple 

(figure 2.2). First, a rigid master mold is made whose surface has been patterned with the 

relief structures of the eventual channels. The patterns on the mold are commonly made 

from photoresist material applied with lithography techniques.80,83 The liquid polymer 

and curing agents are then poured over the mold and cured in a short amount of time at 

elevated temperatures. After curing, the PDMS mixer is slowly peeled away from the 

mold and a glass substrate is sealed to the mixer creating sealed channels.84 When cast 

against a suitable mold, PDMS can acquire features on the sub 100 nm length scale and 

has many chemical and physical properties suitable for microfluidic mixing. It has optical 
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transparency from 240-1100 nm, it is elastomeric, electrically and thermally insulating, 

water impermeable, stable at pH values from <1 to 12, and chemically inert.82,83 

 

Figure 2.2: Procedure to fabricate microfluidic channels out of PDMS elastomer. 

Photoresist is coated on a silicon wafer on top of which is placed a transparency with the 

channel designs printed and used as a photomask. Light is used to cure the photoresist 

and the uncured photoresist is washed away. This creates the master mold with positive 

relief features (the same procedure could be used to produce negative relief features as 

well). Next, liquid PDMS is poured over the mold and cured at an elevated temperature 

(60-80°C) for 1 hour and then is peeled from the mold. The PDMS replica is then sealed 

to a flat glass substrate to create the microfluidic channels. 

 

PDMS has become one of the most widely used materials to construct 

microfluidic devices for the reasons just discussed. However, there are still some 

drawbacks like the expensive molds and optical transparency. For researchers on a tight 
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budget the soft lithography method can be a large cost each time a different mixer needs 

to be produced. Additionally, because PDMS is only optically transparent from the UV to 

the near-infrared region, any spectroscopic probe outside of that range would be not be 

viable. Therefore, the field could benefit from a production method that is not limited by 

the material of the mixer. To this end, the sandwich-style mixer is a great tool. The 

sandwich-style mixer is discussed in detail later, but briefly, a thin polymer spacer that 

has channels defined in it by the lack of material is sandwiched between two optically 

transparent windows. Because the microfluidic channels are defined by the lack of 

polymer material in the spacer, the probing light is not required to travel through the 

polymer, and therefore eliminates altogether the question of optical transparency of the 

mixer itself. The only necessary optically transparent components of the mixer are the 

windows which sandwich the spacer. Depending on the spectroscopic probe of choice, 

window material can be chosen accordingly. For example, UV and visible light probes 

can use fused silica windows whereas infrared light probes can use CaF2. With the use of 

the sandwich-style mixer the same polymer spacer can be used while the spectroscopic 

probes can be varied from experiment to experiment. 

Producing the polymer spacer is the largest task of this type of mixer. The 

microfluidic channels are defined by areas that lack in polymer material, so there are two 

methods to fabricate these channels. A top down method could be used in which a solid 

piece of polymer has material removed from it to create the channels.85 This can be done 

by laser cutting the channels out of the polymer. Depending on the type of laser and the 

quality of the focused beam, channels can be cut from 100s to 10s of microns in diameter. 

A bottom up method could also be used in which the spacer could be produced from 
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scratch. 3D printing has recently emerged as a cost effective method to produce 

microfluidic mixers and mixer components.86-93 Commercially available printers have x-

y-z-resolution of 10s of microns and can print a wide variety of polymers. 3D printing of 

polymer spacers has recently been implemented and will be discussed in detail in this 

chapter.94    

 

Section 2.2 The 2D fast microfluidic mixer design and calibration  

 The inherited mixer design from previous researchers is a two dimensional (2D) 

focusing mixer that uses two side sheath flows to focus a central sample stream into a 

thin jet (Figure 2.3). The sheath channels meet with a center sample channel at 

approximately a 30° angle and all fluids exit through the same channel straight ahead 

from the sample channel. The width of each channel is dictated by the production 

method, discussed in detail in Chapter 3. Briefly, the channel designs are cut out of a 

polymer spacer with a focused CO2 laser. Therefore the width of the cut channels were 

dependent solely on how tightly focused the laser was. The channels ended up with an 

average width of 125 µm throughout the entire geometry, however some sections have 

diameters as little as 80 µm and others as large as 200 µm. 
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Figure 2.3: A magnified visible image of the mixer showing the three inlet channels 

coming together at the mixing region and the exit channel. 

 

 In order to use the mixer in a way that could relate observed chemical phenomena 

to a timescale, the mixer itself had to be calibrated. The main goal of the calibration was 

to be able to convert camera pixels from an image of a flowing sample to time. Therefore, 

the linear velocity of the sample needed to be determined throughout the entire mixing 

region. The procedure to calibrate the mixer had been done previously to calibrate 

another mixer in the group.34 The method employs a confocal fluorescence microscope 

(Olympus IX81; Center Valley, PA) to image a flowing stream of 40 nm europium (Eu) 

carboxylate-modified fluorescent nanospheres (Life Technologies, Grand Island, NY). A 

375 nm laser focused to a sharp line orthogonal to the flow direction was positioned to 

excite the nanospheres at a single point along the flow (figure 2.4). The beads are 

transiently excited as they pass through the focused laser line, and emit at 610 nm. As the 

beads flow away from the excitation beam, the emission decays with a known lifetime of 

548 μs.34 The linear flow velocity is determined by measuring the flow distance over 
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which the emission decays. This flow velocity is a characteristic of the mixer and is 

transferrable the pixels of whatever detector is imaging the mixer. 

 

Figure 2.4: Images displaying the focused laser line used to excite the Eu nanospheres for 

mixer calibration. (a) Eu nanospheres flowing through the focused laser line at distance = 

0 µm, corresponding to the position where the sample initially meets the sheath solutions. 

At this point, the sample is moving slowly, and therefore the fluorescent decay of the 

nanospheres occurs in a short distance. (b) Eu nanospheres flowing through the focused 

laser line at distance = 280 µm, which is after the sample has accelerated greatly due to 

the interaction with the sheath solution. The fluorescent decay occurs over a greater 

distance because of its higher linear velocity compared to (a). 

 

 The linear flow velocity of the sample is not constant throughout the mixer, 

because it is initially significantly slower than that of the sheath flow, but it is accelerated 

as it flows through the mixing region, interacting with the sheath solution. Therefore, the 

flow calibration was obtained at multiple points along the sample flow, by varying the 

position of the 375 nm excitation laser line. Initially, the mixer was calibrated with the 

laser positioned at the start of the exit channel (Figure 2.3), a position where the sample 

channel is already focused to its final width and flowing at its maximum linear velocity. 

The mixer was calibrated at side flow rates of 15–25 μL min−1 in 1 μL min−1 intervals, 

while the sample flow was kept constant. Figure 2.5a shows that the amount of time 
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contained in one pixel of an image decreases exponentially with increasing flow rate. At 

low flow rates there is over 33 µs per one pixel whereas only about 21 µs is contained in 

one pixel at higher flow rates. This difference in time per pixel based on differing flow 

rates can drastically change the amount of total time that is contained in an entire 1024-

pixel wide image, like that on the fluorescent microscope. The calibration procedure was 

then completed for various positions of the focused excitation laser, from the point where 

the three channels of the mixer initially merge (distance = 0 μm, figure 2.4a) to 

approximately the exit channel (distance = 320 μm) in 10 μm intervals. The side flow 

rates were kept constant at 20 μL min−1 as the laser position was varied. This procedure 

established the positional dependence of the flow velocity through the usable region of 

the mixer. Figure 2.5b shows the sigmoidal dependence on the time contained per pixel 

as the distance from the merge point between sample and sheath solutions increase.  
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Figure 2.5: IR microfluidic mixer calibration data: (a) time per pixel, τpix versus side flow 

rate for the range typically used in mixing experiments (15–25 μL min−1). The data fit 

(solid line) well to an inverse dependence on the flow rate, τpix ∝ 1/v. (b) τpix versus 

position (represented by pixels from the IR detector) downstream from the merge point at 

a fixed side flow rate of 20 μL min−1. The experimental data are fit (solid line) to eqn 

(2.1). 

  

This calibration procedure yields a value for the time per pixel (τpix) along the 

sample flow that can be transferred to the IR imaging system using the relative spatial 

resolutions of the two systems. A conversion factor of 5.5 was determined from the ratio 

of the spatial resolution of the fluorescence microscope (0.50 ± 0.01 μm per pixel) to that 
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of the IR microscope (2.8 ± 0.1 μm per pixel). Figure 2.5a plots the time per pixel, τpix, 

versus sheath flow rates, measured at a position near the exit channel, for which the 

sample stream is focused to its final width. The data fit well to an inverse dependence on 

the volumetric flow rate (v), τpix ∝ 1/v, as expected. The time per pixel values range from 

about 21 to 33 μs per pixel for the highest and lowest side flow rates, respectively. 

Varying the flow rate across this range provides a means to control the time resolution of 

the detection system, the full time window accessible with the field of view observed by 

the array detector, and indirectly, the mixing time since the width of the jet is sensitive to 

the sheath flow rate (see below). 

 The calibration of the linear flow velocity must also account for the acceleration 

of the sample stream by the sheath solution. Assuming incompressible flow, when the 

side channels focus the sample into a small jet, the sample stretches and its velocity 

increases; therefore, the amount of time represented per pixel decreases.95 The region 

where the jet is being focused by the side flows, denoted here as the “pre-focused 

region”, is characterized by slower flow. Since the flow velocity varies along the sample 

jet, we repeated the time per pixel calibration as a function of position through the entire 

pre-focused region as shown in Figure 2.5b. The position dependence of the flow velocity 

was mapped by moving the excitation laser line a total of 320 μm in intervals of 10 μm, 

from the initial merge point of the three channels (pre-focused region) to the exit channel 

(focused region) at a constant side flow rate of 20 μL min−1. The observed behavior is 

sigmoidal as expected for the transition from the prefocused to the focused region, hence 

the data were fit to a sigmoid function in the form: 

𝜏𝑝𝑖𝑥 = 𝜏𝑚𝑎𝑥 +
𝜏𝑚𝑖𝑛

1+𝑒𝑥𝑝[(𝑥ℎ𝑎𝑙𝑓−𝑥)/𝑟𝑎𝑡𝑒]
 (2.1) 
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To apply this calibration to all side flow rates from 15–25 μL min−1, only the τmin value in 

eqn (2.1) is altered (τmax is set by the sample flow rate, which was kept constant). The τmin 

values for this range of flow rates was determined by the first calibration in the focused 

flow (Fig. 2.5a). Taken together, these calibrations enable the conversion of a spatial 

image to a temporal one in a straightforward manner, with numerical integration of the 

sigmoid fit adjusted for the τmin value that corresponds to the experimental side flow rate. 

Finally, when converting from distance to time in the flow experiments described below, 

the error from the calibration fits was propagated through the calculation of the mixing 

times, so that the reported values account for this uncertainty. 

 

Section 2.3 Optimization of 2D mixer design 

The main goal with the design of the 2D focusing mixer was to create a 

microfluidic mixer with the shortest amount of time taken to adequately mix the flowing 

samples. This mixing time dictates the timescales of the reactions the mixer is able to 

follow. Ultimately, the mixer is to follow fast enzyme reactions and therefore the shorter 

the mixing time the better. Due to advective forces and molecular sizes of samples as 

described above, the mixing time is essentially dictated by how fast the sheath solution 

can diffuse into the sample jet. In order to design a mixer that would have the shortest 

mixing time, modeling software, COMSOL Multiphysics version 4.3a (COMSOL Inc., 

Stockholm, Sweden) was implemented in order to optimize the geometry. COMSOL 

includes a microfluidic flow package that is able to assess the flow dynamics and mixing 

behavior. 
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 A laminar flow, stationary study using transport of dilute species was carried out 

in order to simulate how a sample would mix with the sheath solution.  Within the mixer, 

the flow velocity, u, is dictated by the incompressible Navier-Stokes equation: 

 

         (2.2) 

where ρ is the fluid density, u is the velocity field, p is the pressure, μ is the dynamic 

viscosity, and F is a volume force, such as gravity.  The local concentration of the 

reactant was the main result followed in the simulations and is governed by Fick’s Law, 

which is described by the diffusion and convection equation: 

                                                  ∇ ∙ (−𝐷∇𝑐) + 𝑢 ∙ ∇𝑐 = 𝑅     (2.3) 

where D is the diffusion coefficient of the reactant, c is the concentration of the reactant, 

and R is the consumption rate of the reactant. Diffusion coefficients were chosen for both 

the sample and sheath solutions to reflect the coefficient for dihydrofolate reductase (4.7 

x 10-10 m2/s) and large molecules like dihydrofolate (~10-9 m2/s) respectively.96,97 

 Multiple parameters were able to be optimized with COMSOL while keeping the 

same general geometry of the mixer. The main parameters needing optimized were the 

angle at which the side channels meet with the sample channel and the diameter of all 

channels. Simulations were carried out to optimize each parameter independently and are 

summarized in figures 2.6 and 2.7. The results were analysed by following the amount of 

time taken for the species in the side channels, like dihydrofolate, to diffuse into the 

sample jet containing enzyme. The percent concentration of that species in the very 

middle of the sample jet was plotted versus time.  



 u   u  pI   u  u 
T  F
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Figure 2.6: Optimization of the angle at which the sheath channels meet with the sample 

channel. For simplicity, all channels were held at a constant width (25 µm). 
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Figure 2.7: Optimization of channel diameters. (a) The sample channel diameter was 

varied from 25 to 200 µm. All other channels were kept at a constant diameter of 50 µm. 

(b) The diameter of the two side channels were then varied from 25 to 200 µm while the 

sample channel was fixed at a diameter of 25 µm to reflect the optimized size of previous 

simulations. As can be clearly observed in both simulation results, as the diameter 

decreases, so does the time required for the sheath solution to mix into the sample jet. 

 

 Figure 2.6 shows the simulation results for the angle optimization. This is the 

angle at which the sheath channels meet with the sample channel. The flow velocities for 
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the sample and sheath solutions were kept constant and were set to reflect the volumetric 

flow rates commonly used for actual experiments (sample: 0.6 µL/min, sheath: 17 

µL/min). There is a slight trend in the data that suggests the more subtle of an angle the 

sheath channels meet with the sample, the faster mixing will occur. However, as the 

angle was reduced to under 25°, the trend broke down (data not shown). Due to this 

initial result, the 30° channels from the original design were kept the same. 

The results for optimizing the sample and sheath channels are summarized in 

figure 2.7. The simulation results had a very clear message, the smaller the diameter of 

the channels, the shorter the mixing time. The spacer of the current mixer, as described 

previously, had channels cut with a CO2 laser focused to the smallest possible point, and 

therefore narrower channels would not be possible with that method. New methods of 

mixer fabrication were required if the simulation optimization were to become reality. 

With the simulation results along with sample flow concerns, it was decided that 

the optimal diameter for the mixer channels would should be approximately 10-25 µm. 

As is evident from COMSOL, the smaller the diameter the faster the sheath can mix with 

the sample. This is explained by the sample stream starting at a more narrow width and 

being squeezed into an even narrower jet by the side sheath solutions. The sheath solution 

must travel a smaller distance in order to thoroughly mix with the sample and can do so 

in a shorter time. However, aside from mixing time concerns, practicality of the mixer 

design must be accounted for and therefore channels with diameters under 10 µm were 

avoided. Because the mixer was being designed to flow protein samples, aggregation and 

viscosity of the sample must be taken into account. From time to time small protein 

aggregates and other particulates like dust, can be seen flowing through and getting stuck 
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in the channels of the mixer with channel diameters of over 100 µm. These aggregates 

and particulates can sometimes be cleared by using short bursts of sample at high flow 

rates. However, if the same clogs were to happen with channels just a fraction of the old 

diameter, they would not be able to be pushed through as easily. Presumably, the mixer 

would have to be taken apart and cleaned each time an aggregate or particulate appeared, 

substantially decreasing efficiency. Furthermore, if the protein samples being used have 

considerable concentrations (100s µM – 1 mM), which is very normal, the viscosity of 

the sample can become substantial.98 With channels as narrow as, say, 10 µm, it would 

seemingly become a challenge to push the samples through them at desired flow rates. 

Due to these concerns, the compromise at 10-25 µm diameter channels was 

decided. Hence thereafter the next challenge became learning new methods in order to 

produce the optimized mixer design.  

 

Section 2.4 Other production methods for 2D microfluidic mixers 

 The main goals for the new method of spacer production was to be able to 

fabricate in-house and in a cost-effective manner. This led to researching an instrument 

normally reserved for non-scientific hobbyists but were becoming more and more useful 

to the scientific community, 3D printers. The recent emergence of inexpensive 

commercially available 3D printers had led to their application as useful tools for 

producing microfluidic mixers and mixer components.87-92 Commercial desktop printers 

can print with x-y-z axis resolution under 100 microns and printer costs sometimes under 

US$1000, potentially making 3D printing a time and cost effective technique to produce 

micron-sized features in mixers. Furthermore, many 3D printers have wide materials 
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flexibility. There are a multitude of materials on the market that are inexpensive with 

varied chemical and mechanical properties, including solvent compatibility and electrical 

conductivity. For these reasons, 3D printing had the potential to produce mixers with 

channels on the scale of 10s of microns. Being that the investment in a commercially 

available 3D printer was not a large burden, we chose to go this route. 

 After an exhaustive search of hobby-oriented 3D printers due to their low cost, the 

model HD2x from Airwolf3D (Costa Mesa, CA) was determined to have the best 

directional resolution, material compatibility, ease of use, and upgrade options among the 

others. The HD2x uses a heated extruder with a very narrow nozzle opening (350 µm) to 

squeeze melted polymer out in layers approximately 200 µm thick. The thermopolymer 

used for printing was polylactic acid (PLA) from MatterHackers (Lake Forest, CA). PLA 

was chosen due to its cost and ease of printing. It was compatible with biological samples 

but could degrade over long periods of time. It is perfectly feasible to choose another 

material to print with based on chemical and mechanical needs. 3D modeling was 

completed on COMSOL Multiphysics V4.3a (Comsol Inc., Stockholm, Sweden) and 

exported as a .stl file. The .stl file was prepared for slicing (repaired) with Netfabb 

freeware (netfabb GmbH, Parsberg, Germany). The model was sliced with Slic3r, public 

domain freeware used to convert a digital 3D model into printing code for 3D printers. 

Slic3r cut the 3D model into each individual layer the printer would print, one by one on 

top of each other. But because the desired spacer height was already less than the smallest 

height the printer could print in one layer, the design was sliced into the minimum one 

print layer. The printing code (.gcode file) was then loaded into Repetier-Host (Hot 

World GmbH & Co. KG, Willich, Germany), which read the code and translated it to the 
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printer. All designs were printed in one thin layer (200–250 μm) of PLA under conditions 

laid out in Table 2.1.  

Table 2.1: Printer parameters for producing single layer microfluidic mixers 

 

After initial printing parameters were established to produce the highest quality 

prints with the narrowest channel diameters, three designs were chosen to further 

characterize and evaluate the effectiveness of the 3D printing method. The designs were 

all passive mixers utilizing laminar flow and diffusional mixing, although they had vastly 

different applications. The first mixer was a droplet-forming mixer. Droplet-forming 

mixers have been utilized to study many types of reactions99-101 and work by 

encapsulating samples in a microdroplet which acts as a closed system and can be studied 

individually. These mixers have also been shown to be able to perform simple Boolean 

logic functions, which is a critical step towards the creation of a microfluidic computer 

chip.102,103 This method of microfluidics produces highly monodisperse droplets in the 

nano- to micrometer diameter range, with droplet production rates of up to twenty 

thousand per second.104 The microdroplet is usually formed by immiscible interfaces like 

that between air and fluid or aqueous and organic. The second type of mixer designed 

was the serpentine mixer. The serpentine design has been shown to be viable following 
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reaction kinetics on a timescale range of milliseconds to minutes, and therefore has a 

wide range of applications in microfluidics.84 The serpentine design is a convenient 

method to extend viewable timescales without making large mixers.105 Finally, the cross-

shaped mixer, which resembles the mixer described previously and was pioneered by the 

elegant study from Knight et al, which characterized the mixing of a microfluidic cross-

shaped mixer would be the fast mixing design of the three.37 The cross-shaped mixer uses 

side solutions to hydrodynamically focus the sample stream into a very narrow jet. Once 

focused, the stream remains a constant width unless broadened by sample diffusion into 

the side solutions or changes in flow rates occur.37  

 Typically, a grid of 12 mixers was printed at a time (Figure 2.8a), at a cost of 

approximately US$0.005 per mixer, and of the mixers that were printed, the cleanest 

were used and the rest discarded. In our designs, shown in Figure 2.8b, regions without 

printed material define the channels of the mixer, rather than printing actual channel 

wells. However, not all regions that are absent of material represent channels. The other 

regions without material (located on the outside of the perimeters that define actual 

channels) are due to printing with less than 100% infill. We typically use between 0–50% 

infill, which cuts down on material and time usage for each print. Typically, of the 12 

mixers printed per batch, 4–6 mixers were useable. The others sometimes had smudged 

material or sealed channels. The useable mixers were collected and subjected to the 

annealing process, as described below, in order to smooth out the faces of the print as 

well as reduce the diameter of the channels. 
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Figure 2.8: 3D printed mixers (a) grid of twelve single layer mixer prints still on the 

printing bed (b) images of the three mixer designs. The cross-mixer, the droplet-mixer, 

and the serpentine-mixer, left to right. Each circular mixer design has a 25 mm diameter. 

 

During the annealing process, the mixers were squeezed between two glass slides, 

fastened with binder clips, and annealed in an oven at 170 °C for one minute increments. 

This treatment was used primarily to decrease both the thickness of the actual spacer (to 

125–150 μm) and the width of the printed channels as well as to smooth the faces of the 

PLA. This also aided in creating a liquid-tight seal during mixer assembly. Once the 

spacer is annealed and placed into the mixer assembly (see below), there were no 

problems with leaking at the working flow rates described. Even when the flow rates 

were increased to more than two times the working flow rates described below, the 

mixers still had no leaks. If the printed spacers were assembled into the mixer without 
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first annealing, the windows did not properly seal and the mixer leaked through the 

polymer window interface.  

Data were collected from three separate prints of the same region in the droplet 

mixer in order to determine the reproducibility of both the 3D printed mixer pre-

annealing and post-annealing and is shown in table S3. The pre-annealed mixers had an 

average channel diameter of 406 ± 38.9 μm. The annealing process effectively reduced 

the average channel diameter to 151 ± 29.1 μm. The amount of reduction could be 

controlled with temperature and length of time of the annealing process. The annealed 

mixers with the narrowest channel diameter that still maintained the integrity of the 

original printed design were chosen for experimentation. Due to the resolution limitations 

of the printer as well as imperfect reduction in the diameter of the mixer channels during 

the annealing process, small aberrations were still visible in the channels. The 3D 

printing and annealing processes will never be able to reproduce exact copies of a 

specific channel design, but this was not the intention of this approach. Each assembled 

mixer can be independently characterized and calibrated and subsequently used multiple 

times with no need to replace it after each experiment or application. The final 3D printed 

products are shown in Figure 2.8b, with all three designs that will be discussed. From left 

to right are the cross-mixer, the droplet-mixer, and the serpentine-mixer. 

The first mixer characterized was the droplet-forming design. Fluorescence 

spectroscopy was chosen as the probe and the reaction chosen to study with the droplet-

forming mixer was the quenching of the dye fluorescein with iodide ions. Fluorescein 

sodium salt was purchased from Sigma-Aldrich (St. Louis, MO) and dissolved in 

deionized water at a concentration of 4 μM. Potassium iodide (KI) pellets (Alfa Aesar; 
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Ward Hill, MA) were dissolved in deionized water to a concentration of 1 M. Hexanes 

(EMD Chemicals; Gibbstown, NJ) was used as the organic phase to form aqueous 

fluorescein/KI droplets. A fluorescence microscope (Olympus IX81; Center Valley, PA) 

was used to collect data for both this experiment. A 10x objective (Atlanta Microscope 

Service; Atlanta, GA) was used and microscope images were captured on a Hamamatsu 

(Bridgewater, NJ) C9100-14 ImageM-1k EM-CCD Camera. The microscope and camera 

were controlled by Slidebook 5.0 software (Imaging Innovations, Inc.; Denver, CO). The 

water soluble dye, fluorescein, was excited at 482 nm using the filtered output of a HBO 

mercury short-arc lamp from Osram (Danvers, MA). Emission from the sample, which 

peaks at 530nm as shown in Figure 2.9, was transmitted through a long-pass filter at 510 

nm and directed to the camera. Separate fluorescein and KI solutions were flowed at a 

rate of 0.25 μL min−1 while the hexanes flow rate was 14 μL min−1 in the droplet-mixer. 

Fluorescence images were collected with a 50 ms integration time. 

 

Figure 2.9: Absorbance (solid) and fluorescence (dashed) spectrum of fluorescein. The 

excitation filter is a bandpass filter centered at 482 ± 9 nm (solid line) and the 

fluorescence filter is a long-pass filter at 510 nm. 
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Figure 2.10 shows results obtained with the droplet-forming mixer coupled with 

fluorescence imaging to probe the mixing process. The entire field of view was 

illuminated with the 482 nm probe beam, corresponding to fluorescein absorbance and 

then a long-pass filter directed the resulting fluorescein emission having a wavelength of 

510 nm or greater to the CCD camera. The fluorescein sample was mixed with a 

diffusion limited fluorescence quencher, KI, upstream from where the actual droplets 

were produced (figure 2.20 (a) and (b), box 1). The fluorescein and KI mixed while 

traveling down the channel to where the aqueous solution merged with the organic phase, 

in this case hexanes, and droplets were formed (figure 2.10 (a) and (b), box 2). The 

organic phase traveled at more than 20 times the volumetric flow rate of the total aqueous 

phase, and therefore soon after the fluorescein/ KI mixture protruded into the hexanes 

channel, it was quickly pinched off into small droplets that continued down the hexanes 

channel for analysis. 
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Figure 2.10: Droplet mixer with fluorescence detection. (a) Image of the droplet mixer 

along with numbered boxes, corresponding to the fluorescence images. (b) Box 1 shows 

the region where the fluorescein (from left) and KI solution (from top) streams merged. 

Box 2 shows the region where the aqueous fluorescein/KI solution (from top) meets the 

organic hexanes (from left) and the droplet is starting to form. Box 3, which has been 

rescaled to show contrast, shows the fluorescein/KI droplet (moving left to right) at a 

point equivalent to 52 ms downstream from the aqueous/organic merge point. Box 4, 

which has been rescaled to show contrast, shows the droplet farther downstream (moving 

left to right), equivalent to 122 ms from the aqueous/organic merge point. The contrast of 

each image was adjusted to make important details visible (the maximum intensity 

decreases from left to right), therefore the apparent brightness in each image does not 

reflect actual fluorescence intensity. (c) Plot of the average fluorescence intensity 

(counts) with respect to each of the imaged regions of the mixer. 

 

In Figure 2.10a, an image of the mixer is shown with the KI, fluorescein, and 

hexanes inlets labelled as (i), (ii), and (iii), respectively. The fluorescence images shown 
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in figure 2.10b, labelled 1–4, correspond to images taken at the corresponding locations 

shown in figure 2.10a. Images from boxes 3 and 4 show the fluorescein/KI droplets at 52 

and 122 ms downstream from droplet formation. It should be noted that the contrast of 

images 3 and 4 was adjusted to permit the visualization of the fluorescence, which is 

highly quenched at these points (nothing is visible in images 3 and 4 if they are plotted 

with the same contrast as 1). In image 2, the fluorescence is slightly dimmer at the 

interface of the forming droplet with the organic phase, which appears to be due to a 

difference in the focus of the image. This effect is due to the difference in refractive 

index of the two media, which perturbs the focus at the interface. Nevertheless, this effect 

is minor compared to the overall quenching of the sample. Figure 2.10c shows the actual 

average fluorescence intensity of the fluorescein in each image from figure 2.10b. The 

initial fluorescence intensity was high before mixing with KI, but was almost fully 

quenched by the time the droplet formed, and therefore was mixed completely in the 1.6 

ms it took the aqueous solution to merge with the organic one. Changing the flow rates of 

the aqueous solution or altering the design of where the two aqueous solutions meet with 

respect to the organic can tune the amount of time from merge point to droplet formation. 

From the aqueous/organic merge point to further downstream, the fluorescence continued 

to decrease slightly, but the small decrease in intensity levels indicate that mixing was 

almost fully completed by droplet formation. These results showed that the droplet mixer 

design could be useful to follow reactions on the scale of hundreds of milliseconds to 

seconds. 

The next mixer characterized was the serpentine design. A second spectroscopic 

probe, UV/visible absorbance, was used in this characterization. The experiment was 
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performed on the same Olympus microscope but instead used a halogen lamp source 

coupled with the microscope to obtain absorbance images. The dye dimethyl yellow 

(MY) was chosen for its strong UV/visible absorbance. MY was purchased from Sigma-

Aldrich (St. Louis, MO) and dissolved in ethanol at a concentration of 50 ng mL−1.The 

probe light was passed through a bandpass filter at 388 ± 20 nm (Semrock Inc.; Lake 

Forest, IL), corresponding to the peak absorbance of MY (figure 2.11). The filtered light 

was passed through the sample, top to bottom, collected by the objective, and directed to 

the EM-CCD camera. Both MY and ethanol had flow rates of 20 μL min−1 in the 

serpentine-mixer. Absorbance images were collected with a 100 ms camera integration 

time. 

 

Figure 2.11: Absorbance of dye methyl yellow in the visible region. The bandpass filter 

used for absorbance measurements is centered at 388 ± 20 nm (solid line). 

 

Figure 2.12 shows the results from the MY flow experiment. Figure 2.12a shows 

the overall geometry of the printed serpentine mixer along with labelled inlets and 

outlined portions that correspond to the location of the absorbance images shown below 

the mixer. Each absorbance image was produced by calculating the negative log of the 

ratio of a sample image (MY flowing) to a background image (no MY flowing, only 
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ethanol). Absorbance intensity is plotted in greyscale, with the lighter shade of grey 

corresponding to higher absorbance. From left to right, the time from the merge point of 

MY and water was increasing from 22 ms, to 730 ms, to 1.04 s, respectively, and 

therefore the distinct boundary of MY and water that exists in early time fades as slow 

diffusion across the channel occurs. Figure 2.12b shows the calculated absorbance level 

from the cross-section of the channels, defined by the dashed lines in each absorbance 

image. The spectral resolution of each image is limited by the width of the bandpass filter 

used to select the probe wavelengths, which in this case has a FWHM = 20 nm. 

Figure 2.12b clearly shows the gradual mixing between the MY sample and ethanol, by 

the smearing of the boundary. The results also demonstrate that UV/visible absorbance 

spectroscopy is a viable probe of mixing and more generally of reactivity in a sandwich-

format mixer. 
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Figure 2.12: Serpentine mixer with UV/visible absorbance detection. (a) Image of the 

mixer; the three outlined regions represent the positions along the flow corresponding to 

the absorbance images below the mixer. From left to right, the images represent times of 

22 ms, 730 ms, and 1.04 s after the initial merge point. Absorbance was calculated as the 

negative logarithm of the ratio between sample image intensity with MY/ethanol flowing 

through the mixer and background image intensity with only ethanol flowing through the 

mixer. (b) Plots of the cross-sectional absorbance of the MY sample at the designated 

positions shown in the absorbance images above. 

 

For the last mixer, the cross-shaped design, the same probes were implemented as 

just discussed, fluorescence and visible absorbance, as well as infrared spectroscopy. 

Multiple probes were chosen for these studies to exemplify how versatile the sandwich-

style mixer (discussed in detail in Chapter 3) can be. To complete studies with the 

infrared probe a Varian 600 Series FTIR Microscope (Agilent Technologies, Inc.; Santa 

Clara, CA) was used, with modifications. Those modifications are also discussed in detail 

in Chapter 3, Section 5. Briefly, an external quantum cascade laser IR source (QCL; 

Daylight Solutions, San Diego, CA) first travelled through a shutter (to aid in subtracting 

dark noise from each image) and then was fed into the microscope using its transmission 

optical path. After the collimated beam passed through the sample, it was magnified by a 

broadband infrared transmissive ZnSe objective (Edmund Optics Inc; Barrington, NJ). 

The objective magnified the beam onto a cooled Hg:Cd:Te focal plane array (FPA) 

detector for imaging. The FPA detector contains a grid of 128 × 128 pixels that is used to 

acquire an image of the transmitted IR intensity in the range of 2–12 μm. The final 

magnification due to the objective was 14x. The detector integration time was set to 100 
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μs while the detector gain, bias, and DC offset were adjusted to use the full dynamic 

range of the detector. 

 

Figure 2.13: The absorbance spectrum of H2O (solid line) and D2O (dashed line) in the 

mid-infrared region. For the current study, measurements were taken at 1643 cm−1 (solid 

line), corresponding to the strong bending vibrational mode of water. 

 

The experiment chosen for the study was the mixing of H2O and D2O samples. 

H2O contains a strong bending vibrational mode centered at 1643 cm-1 (figure 2.13), 

while D2O is optically silent in that region. Therefore, the QCL was tuned to 1643cm−1 

and an absorbance image for the H2O/D2O flow experiment was produced by acquiring 

both a sample and background image and then computing absorbance as the negative log 

of the ratio of sample to background. Here, the sample image is acquired with a D2O 

sample flow and H2O sheath flow, whereas the background image is acquired with only 

D2O flowing through the mixer. D2O (Cambridge Isotopes, Tewksbury, MA) had a 

sample flow of 3 μL min−1 and the H2O (deionized and filtered) sheath had a flow of 50 

μL min−1 for each side in the cross-mixer. 

Figure 2.14 shows the implementation of IR absorbance imaging with the cross-

shaped mixer. In this case, a simple mixing experiment was conducted between a D2O 
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sample stream that was hydrodynamically focused by H2O side flows. Figure 2.14a 

shows the overall geometry of the cross-shaped printed mixer, along with labelled D2O 

and H2O inlets. The outlined portion of figure 2.14a represents the mixing region; a 

magnified IR absorbance image at 1643 cm−1 of this region is shown in figure 2.14b. The 

absorbance was calculated from the negative log of the ratio of a sample image (D2O 

sample flowing through H2O side flow) and a background image (only D2O flooding the 

mixer). Absorbance intensity is represented as a greyscale image, with light grey 

representing small absorbance. The dark regions are due to the strongly absorbing H2O in 

the side flow. The inset on figure 2.14b plots absorbance versus time from the line profile 

marker out by the dotted line on the absorbance image. The absorbance level stays very 

close to zero at early times before the D2O jet is focused to its final width. Once the jet is 

hydrodynamically focused, advective diffusion works to rapidly mix the D2O and H2O, 

causing the absorbance intensity to quickly increase.  

 

Figure 2.14: Cross mixer with mid-infrared detection. (a) Image of the cross-mixer 

showing the D2O sample inlet and H2O side flow inlets. (b) Magnified mid-infrared 
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absorbance image (grey scale of the mixing region) at 1643 cm−1. Absorbance is 

calculated as the negative logarithm of the ratio of sample and background images as 

described in the text. The H2O side flows squeeze the D2O into a jet, causing mixing, and 

an increase in the absorbance as shown in the inset. The pixel position to time conversion 

was done through COMSOL simulations. D2O had a sample flow of 3 μL min−1 and the 

H2O sheath had a flow of 50 μL min−1 for each side in the cross-mixer. 

 

The cross-shaped mixer was then integrated with UV/visible absorbance and 

fluorescence probes to further demonstrate the utility and versatility of the sandwich-

format mixer. Figure 2.15 shows a UV/visible absorbance image of a sample stream (MY 

dye in ethanol solution) flowing in the cross-shaped mixer. The experiment follows the 

change in absorbance of the MY sample versus time (position along the jet), and thus 

measures the dilution caused by hydrodynamic focusing and advective mixing (dilution) 

of the sample stream with the ethanol side streams. The inset in figure 2.15 plots the 

absorbance of MY, normalized to the highest value, versus the horizontal pixel position 

within the detector for three different side flow rates. As the side flow rate increases, 

hydrodynamic focusing occurs quicker. Therefore advective diffusion mixes the MY and 

water sooner, and the absorbance levels decrease faster, due to dilution of the sample. 

Figure 2.16 shows the results of applying the third spectroscopic probe, fluorescence 

spectroscopy to the cross-shaped mixer. The same fluorescein sample as shown above 

with the droplet mixer was flowed as the sample in the cross-shaped mixer and KI 

solution flowing through the side channels at various flow rates. The KI quenches the 

emission from fluorescein at different positions along the jet, according to the magnitude 

of the KI flow rate. As the flow rate increases for KI, the fluorescein jet is focused to its 
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final width sooner and the KI molecules quench the fluorescence at earlier positions in 

the mixer (figure 2.16, inset). 

 

Figure 2.15: Cross mixer with UV/visible absorbance detection. An ethanol solution of 

MY flowed through the sample channel at 3 μL min−1 and was hydrodynamically focused 

by ethanol side flows. Inset, absorption intensity of MY jet along dashed line (in main 

image), normalized to its maximum value, with respect to horizontal (left to right) pixel 

position of the camera for three separate side flow rates. As the side flow rate increases, 

the amount of advective diffusion increases and the sample is diluted more rapidly, hence 

the faster decrease in absorbance. 

 



43 
 

 

Figure 2.16: The same cross mixer as figure 2.14, applied to another probe technique. In 

figure 2.14, the cross mixer was used with an infrared spectroscopy probe. Here, the cross 

mixer is applied to fluorescence spectroscopy with the same fluorescein sample as in 

figure 2.10. The fluorescein is flowing at 3 μL min−1 and is hydrodynamically focused by 

the side flows. Inset, fluorescence intensity normalized to the maximum intensity along 

the dashed line of the jet (in main image), with respect to the horizontal (left to right) 

pixel position of the camera for three separate KI side flow rates. 

 

Many conclusions were drawn from the studies utilizing 3D printed mixers. First 

and foremost was that even though the current commercially available hobby-oriented 3D 

printers had the x-y-z resolution in order to obtain printed materials with features as little 

as 10s of microns, these small of features were not obtainable due to the material delivery 

method of the printer. The printer utilizes an extruder to deliver material by simply 

melting the polymer and pushing it through a nozzle with a small diameter. The smallest 

nozzle Airwolf 3D offered for its printers had a 0.35 mm diameter, which was used for 
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the previous studies. While this diameter is perfectly acceptable for just about any job a 

hobbyist might complete, it was not sufficient in creating sharp corners or very narrow 

channels. Because of this limitation, producing mixers with a faster mixing time than the 

laser cut mixer would be impossible without further modifications to the printer. 

However, not everyone who uses microfluidic mixing for research purposes is concerned 

with the mixing time of their mixer. Therefore, 3D printing was shown to be an 

extremely cost effective method to produce microfluidic devices with features as small as 

100 µm. Furthermore, when printed mixers are coupled with the sandwich-style assembly 

(discussed in Chapter 3), the versatility of microfluidics and especially spectroscopic 

probes could be extended within the microfluidic mixing community and make that 

community more appealing to new users.  

In addition to 3D printing mixers, other methods have been attempted with a 

lesser degree of success or are still ongoing. One method, which is still ongoing, is a 

piece of quartz that has the etched channels. Dolomite Microfluidics (Norwell, MA) is a 

company that uses hydrofluoric acid to wet etch channel designs into quartz and then 

typically seals the mixer with another piece of glass by irreversible heat fusion. They are 

able to etch channels to a diameter of 10 µm and can create sharp corners, seemingly 

solving all problems associated with mixer production. However, with channel diameters 

on the order of 10 µm, clogged channels, as discussed before, are inevitable with 

biological samples flowing through. This would not be a big deal to clean out of the 

mixer if it were able to be disassembled. Yet, with their method of sealing the channels, 

the etched piece of quartz cannot be separated from the solid cover glass. Therefore, a 

clogged channel would almost certainly put the mixer out of use and with a price 
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upwards of US$1000 per mixer, it would not be an economically feasible method of 

mixer production. 

We chose instead to purchase the etched mixers unsealed. The design of the 

channels resembled the original 2D mixer design with two side channels meeting the 

center sample channel at a 30° angle. The channels were successfully etched to a 

diameter of 10 µm and a depth of 15 µm. The remaining task was to determine a method 

to reversibly seal the channels. It needed to be sealed with a transparent window so that 

light probing the sample can transmit through it. This proves to be quite challenging 

because some sort of compressible gasket is needed in between the mixer and top 

window, or else leaking is inevitable. The mixer and top window are not perfectly flat 

enough to seal against each other due to natural imperfections in the solid surfaces. There 

would end up being microscopic crevices between the two solids allowing fluid to 

escape. Therefore, a gasket made from a compressible material was needed to create a 

better seal. It was also necessary to choose a material that would transmit probe light of 

interest, and be inert with possible biological samples because of its direct contact with 

all fluids in the mixer.  

PDMS, as described previously, was an obvious choice. PDMS, the polymer used 

for the production of the vast majority of microfluidic mixers fit all parameters as well as 

being cheap and easy to use. PDMS is a liquid polymer that can be cured with a chemical 

cross-linker or with heat. Once cured, PDMS is a very durable material but can 

eventually be dissolved in organic solvents like toluene. With all criteria met, a method 

was needed in order to apply a very thin layer of PDMS to a glass cover slide and create 

sealed channels with the etched mixer. After much trial and error, the current method 
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involves spin coating a very thin layer of PDMS (100s of nanometers) onto the glass 

cover slide and curing it. This must be done many times until the layer of PDMS is thick 

enough to slightly compress and seal the channels when tightened in between the glass 

pieces. The layer cannot be too thick anywhere it comes into contact with the etched 

channels or else when the glass pieces are tightened together, the PDMS will compress 

too much and squeeze down into the channel well, ultimately blocking the channel. There 

is a lot of trial and error going into this method and it is still currently ongoing. 

 

Figure 2.17: Bright field microscope images of the polymer gaskets from Dolomite 

Microfluidics. The channels are approximately 10 µm in diameter, however, there are 

obvious areas where the channels appear to be less than that and even completely closed.  

 

Meanwhile, the same company also has a new method to produce polymer 

gaskets that include features on the order of 10s of microns. This method would exactly 

mimic the sandwich style mixer that has been discussed briefly above, and will be 

discussed in detail in Chapter 3. This fabricated gasket is the most promising being that 

no modifications to the mixer or our system are necessary in order to implement it. 

Images of the gaskets produced by Dolomite Microfluidics are shown in figure 2.17. In 

the left image, the top channel is approximately 15 µm in diameter while the exit channel 
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is the desired 10 µm. However, as is evident from both the left and right images, there are 

regions where the channels appear to be extremely narrow and even some regions that 

appear pinched closed. This may be due to the mixer assembly method or the channels 

just may be too narrow to be used. If the gasket is not assembled in the sandwich mixer 

with extreme precision, the fragile polymer gasket can shift slightly and cause channel 

dimensions to become compromised, resulting in channels that look like those in images 

from figure 2.17. Therefore, the ongoing task with these gaskets is to come up with a 

method of assembly such that the integrity of the widths of channels is not compromised.  

 

Section 2.5 Advances in the 3D capillary mixer 

 In addition to the 2D mixers that have been thoroughly discussed so far, a 3D 

mixer is also commonly utilized in the lab. The 3D mixer has the advantage of 

hydrodynamically focusing the sample jet in all dimensions. The outcome is a thinner 

sample jet and ultimately a faster mixing time. Therefore, faster reactions can be studied. 

The original mixer has been described in detail by Burke et al34 but modifications have 

been made since the original report. Briefly, the original mixer is made up of two 

concentric capillaries, the inner capillary carries the sample and is surrounded by the 

outer capillary carrying the sheath solution. The outer capillary has an outer diameter of 

350 µm and an inner diameter of 200 µm, while the inner capillary has an outer diameter 

of 90 µm and an inner diameter of 20 µm. The end of the inner capillary was tapered 

using a flame pulling method to effectively decrease the diameter. To do this, the loose 

capillary was suspended from a support stand with a weight attached to the end, 

providing a pulling force on the capillary. The capillary was then briefly flamed with a 
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propane pencil flame burner torch which caused the capillary to melt and ultimately 

break into two pieces, the ends of which had tapered openings with an inner diameter of 

7-8 µm. 

 This method effectively decreased the diameter of the capillary carrying the 

sample solution and therefore decreased the width of the sample jet exiting that capillary. 

That small initial sample jet diameter, in addition to the hydrodynamic focusing provided 

by the sheath solution, resulted in the capillary mixer having a very fast mixing time, well 

under 100 µm.34 However, the pulled tips were also seemingly the cause for frequent 

clogs within the inner capillary. Inner capillary clogging ultimately was the main 

drawback of the capillary mixer as reported by Burke et al, and therefore, a method that 

would reduce the prevalence of clogging, but also keep the short mixing time was 

desired.  

 

Figure 2.18: The updated capillary mixer. (a) Brightfield image of the new inner capillary 

inside of the outer capillary. The inner capillary shown has an outer diameter of 150 µm 

with an inner diameter of 10 µm. (b) An image showing the emission of a fluorescein 

sample flowing through the inner capillary and out into the outer capillary. This image 
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shows the effect on the sample stream when the inner capillary is not positioned exactly 

in the center of the outer capillary. 

  

 A change was made to an inner capillary that already had a very narrow inner 

diameter. This change made it no longer necessary to flame pull the capillary to decrease 

the eventual sample jet diameter. Instead, the capillaries were purchased already cut with 

a square edge (Polymicro Technologies, Phoenix, AZ) with an outer diameter of 150 µm 

and an inner diameter of 10 µm (figure 2.18a). The switch in inner capillaries seemingly 

solved the clogging issue but in turn created a new challenge. The new inner capillaries 

have an outer diameter of 150 µm, only 50 µm narrower than the inner diameter of the 

outer capillary. Because of this slight difference, if the inner capillary is not positioned 

exactly in the center of the outer capillary (which is almost always the case), the sample 

jet does not flow straight out of the inner capillary but rather gets pushed to one side or 

the other depending on uneven sheath flow pressures (figure 2.18b). If the sample jet is 

pushed in the z-direction, the sample jet is no longer in focus throughout the entire 

viewing window. To combat this problem, tedious assembly is required to ensure the 

inner capillary is directly centered in the outer capillary or images must be taken while 

operating in a confocal setting. 
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Figure 2.19: Calibration results for the new capillary mixer. (a) The distance (number of 

pixels) of Eu fluorescence and emission lifetime was used to calculate the linear velocity 

of the sample based on the distance from the square edge of the inner capillary. The red 

circles represent the data from all four calibrations and the solid black line is the sigmoid 

fit to the average of the four calibrations 

 

The new inner capillary has been able to remedy the clogging problem associated 

with the pulled tip inner capillaries and in order to make it user ready was calibrated in 

the same way as described previously with the excitation of Eu beads as a tracer dye. The 

fluorescent Eu bead sample was excited with a 375 nm source that had been focused to a 

narrow line. The sample was excited as it flowed through the excitation source and then 

fluoresced with a known lifetime. A total of four calibrations were completed. In figure 
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2.19a the linear velocity of the sample stream is plotted versus the distance from the 

square edge of the inner capillary. Just as with the 2D mixer, the sheath solutions act to 

speed the sample solution up due to the drastic differences in volumetric flow rates 

between the two. The linear velocity (ν) dependence on distance from the end of the inner 

capillary was then fit with a sigmoid function (eqn 2.4) to the average of the four 

calibrations (solid black trace in figure 2.19a).  

𝜈 = 0.015 +
0.23

1+𝑒𝑥𝑝(
105−𝐷

88
)
 (2.4) 

where D represents the distance in microns from the edge of the inner capillary. Next, the 

amount time per unit distance (τdis) was plotted versus the distance from the square edge 

of the inner capillary. The average of the four calibrations was fit to a polynomial 

function (dashed black trace in figure 2.19b) and is shown below. 

𝜏𝑑𝑖𝑠  = 36.1 − 0.53𝐷 + 0.0033𝐷2 − 9.4 × 10−6𝐷3 + 9.8 × 10−9𝐷4            (2.5) 

With the completion of the calibration, the new capillary mixer is characterized and ready 

to use just as before.  
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Chapter 3. Development of an infrared imaging system to follow submillisecond 

mixing reactions 

 

Section 3.1 Introduction 

Fluorescence spectroscopy is the most common detection method in microfluidic 

mixing systems because of its simplicity and its single molecule detection 

sensitivity.13,17,34-40,42,47 Molecules that do not contain an intrinsic fluorophore (such as 

tryptophan in proteins), however, require labeling with extrinsic dyes for fluorescence 

detection. The introduction of these probes into various regions of the molecule risks 

perturbing both the structure and dynamics being studied, and in some instances it is not 

possible to probe the specific structural dynamics of interest.106-109 In contrast, infrared 

spectroscopy has the ability to follow intrinsic functional groups that serve as “labels” in 

the infrared region, such as backbone or side chain carbonyl and amide groups, thus 

providing a direct and broadly applicable detection method for microfluidic mixers. Most 

molecules exhibit absorbance in the mid-IR region and the inherent chemical specificity 

of infrared spectroscopy is useful for probing molecular structure, such as secondary 

structure of proteins.110,111 Infrared spectroscopy has been implemented as a detection 

method in microfluidic mixers in a variety of forms, including FTIR,2,19,46-50 attenuated 

total reflectance,112-114 and IR absorbance using a broadband synchrotron source.115 

Nevertheless, the modest time-resolution and sensitivity of these approaches has limited 

the application of infrared spectroscopy as a probe of reaction kinetics in microfluidic 

mixers. 

 This chapter first describes the construction of the two-dimensional fast mixer. 

This is the standard mixer used in many of the flow studies described throughout this 
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paper. Although often overlooked in the literature, the method of construction of the 

mixer is a very important characteristic. Poor construction can have drastic effects on 

things like stability, sample consumption, reliability of the mixer. Because of its 

importance, it is discussed here. Next, the development of the imaging system that 

incorporates infrared spectroscopy as the probe is discussed in detail. Herein, includes the 

setup of the overall system with all optical components as well as how data is collected 

and analyzed. After the setup and building of the imaging system was complete, a 

biological application was performed in order to show the viability. A pH (or more 

correctly, a pD) jump was performed on adenosine monophosphate, which also acted to 

establish the mixing time for the mixer. Finally, modifications that were necessary 

throughout and after the building period are discussed. Most modifications were to aid in 

the decreasing of noise in the data.  

 

Section 3.2 The sandwich-style mixer 

A sandwich-style mixer was primarily used for all microfluidic flow studies 

discussed in this paper. This type of mixer differs from more commonly used mixers with 

respect to its method of production. Traditionally, microchannels are etched into a 

material like PDMS and then sealed with a coverslip to create isolated fluid channels.20 

Instead, the sandwich-style mixer achieves its fluid channels by creating a spacer that will 

define the design of the microchannels. The microchannels are established by the lack of 

material in the spacer. This could be done in one of two ways. A solid piece of spacer 

material could have the microchannel designs removed from it, say, with a laser cutter. 

The spacer could also be produced while purposely leaving out material in the regions of 
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the microchannels. This could be done with methods like 3D printing, as described 

previously. Whichever method is chosen, after the spacer is produced, transparent 

windows then sandwich the polymer spacer to establish the top and bottom boundaries of 

the channels. The outcome is a sealed fluid channel with a rectangular cross-section.  

Other than the spacer itself, the other key feature of the sandwich-style mixer is 

the transparent windows that actually create the sandwich. Because of this design, only 

the transparency of the windows dictate what reaction probe can be used. This is in stark 

contrast to other mixer fabrication methods in the literature. The most common method to 

fabricate microfluidic mixers is to use soft lithography technology to fabricate ‘negative’ 

molds from a silicon wafer.84,116 A PDMS and curing agent mixture is laid over the mold 

and, once cured, is removed and usually permanently sealed with a glass cover slide, 

creating a closed mixer that is optically accessible. Not only can the mold be expensive, 

but also the finished PDMS mixer has optical transparency only from the near-UV to near 

IR regions. PDMS mixers are not compatible with vibrational spectroscopy as a reaction 

probe because PDMS has many strong absorption bands in the mid-IR region.117,118 Such 

mixers are also not suitable for use with native tryptophan fluorescence of proteins, since 

the UV excitation wavelength produces strong background fluorescence from the PDMS. 

Therefore, a mixer fabrication method like the sandwich-style, that is more versatile and 

incorporates multiple spectroscopic probes, could be very useful to the microfluidic 

reasearch community.  

The spacer that was mainly used in the infrared imaging system experiments was 

made from polychlorotrifluoroethylene, or PCTFE (CS Hyde, Lake Villa, IL). This 

polymer was chosen due to its chemical inertness in acidic and basic conditions, as well 
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as with its compatibility with biological samples. Additionally, PCTFE is a cheap 

material and is manufactured in very thin sheets. It is extremely flexible but holds its 

shape very well. At the time of production, the available method to produce the spacer 

was cutting material away from the solid spacer. The channels were cut from the PCTFE 

at the Invention Studio at the Georgia Institute of Technology (Atlanta, GA) with great 

help from an undergraduate engineering student, Matt Marchese. The Invention Studio 

had a Speedy 300 CO2 laser engraver (Trotec Laser Inc., Canton, MI) to cut the channels. 

The laser was focused to a point approximately 100 μm in diameter at minimum. The 

laser cuts through (or more accurately, melts) the polymer when contact is made. Because 

of the melting and subsequent cooling and rehardening of the polymer, the channels are 

not completely uniform or straight edged throughout the entire channel design. Some 

sections ended up with a wavy pattern instead (figure 3.1).

 

Figure 3.1: The differences in microchannel geometry due to the laser cutting 

method. (a) Uniformly cut channel with straight edges. (b) Wavy pattern that occurs in 

some sections of the microchannels. 

 

The cut polymer spacer was then sandwiched in between two calcium fluoride 

windows to create the fluid channels. CaF2 was an obvious first choice due to its optical 

transparency from the UV to mid-infrared region. The bottom window was a solid piece 
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of CaF2 (1” diameter, 2 mm thick) while the top piece (same dimensions) had four 1 mm 

diameter holes drilled through it for sample delivery into the microchannels of the spacer. 

A custom-made stainless steel casing then fit around the mixer sandwich, in yet another 

sandwich formation. The two-piece case was held together with four screws (figure 3.2) 

to hold the mixer sandwich sealed. Fluid channels were drilled through the top piece of 

the metal casing, which fed the samples down into the mixer via the holes in the drilled 

CaF2 window. Polyether ether ketone (PEEK) tubing was connected to the metal casing 

to transport the sample from syringes to the mixer itself. The fluid delivery system 

worked well and was reliable, however, it was found that at least 200 μL of sample was 

required in order to move through the metal casing channels before it arrived in the actual 

microfluidic mixer channels. This could be problematic when attempting to complete 

experiments involving very costly samples or when only a very small volume of sample 

can be obtained and consumed. Therefore, a change was eventually made to a new fluid 

delivery system. Nanoport assemblies (IDEX Health & Science, Oak Harbor, WA) were 

chosen due to the fact that they could be directly attached to the drilled CaF2 window, 

alleviating the need to have samples travel through the metal casing, thus eliminating 

much of the dead volume of sample.  
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Figure 3.2: Fully assembled original microfluidic mixer. The mixer sandwich is held 

together with a custom-made stainless steel case in which PEEK tubing is directly 

connected for sample transport. The case is held together with four screws that keep the 

mixer sealed tightly. 

 

Nanoports consist of two main parts, both made of PEEK polymer. A port base 

adheres to the CaF2 window with a cured adhesive. Once adhered, the port can withstand 

pressures up to 1000 psi without leaking.119 The head of the Nanoport fits PEEK tubing 

through it and screws into the port base to hold the PEEK tubing tight and in place. But 

with the Nanoports being attached directly to the mixer sandwich, a new custom-made 

metal case was needed because the original case obstructed the area where the Nanoports 

were attached. The final outcome is shown in figure 3.3. 

 

Figure 3.3: The left image is the assembled mixer without the tubing connected. In the 

right image, each part of the mixer assembly is shown individually. (i) Screws that hold 

the mixer together. (ii) Top aluminum casing piece along with a rubber protective 

cushion between the aluminum plate and top window. (iii) Top window with Nanoport 
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connections fastened permanently to the window, directly over the through holes drilled 

in the window for liquid transport. (iv) 3D printed mixer spacer that is sandwiched 

between the transparent windows. (v) Bottom transparent window along with a rubber 

cushion. (vi) Bottom aluminum plate with a counter-sunk hole to hold mixer in place. 

 

Section 3.3 Development of Homemade Infrared Imaging System 

An IR imaging system was specifically designed and optimized to implement 

vibrational spectroscopy as a probe of the flowing samples. The optical setup (figure 3.4) 

used a quantum cascade laser (QCL; Daylight Solutions, San Diego, CA) as the IR 

source, operating in continuous wave mode with a bandwidth of 0.1 cm−1. The QCL has a 

mostly coherent and collimated output beam. A 500 mm focal length CaF2 lens was 

placed before the beam reached the sample in order to aid in keeping the laser collimated. 

The beam then passed through a shutter for acquiring light and dark images. The laser 

globally illuminates the mixing region. The illumination is not completely uniform 

throughout the imaging region, however, with the acquisition of background images 

(discussed below), differences in illumination intensity should be accounted for. After 

passing through the sample, the transmitted laser beam was then magnified by a short 

focal length CaF2 lens (f=25.4 mm) and imaged onto an Hg:Cd:Te focal plane array 

(FPA) detector. The magnification of the beam could be controlled by altaring the 

distance between then lens and detector. All components of the optical setup were housed 

in an airtight box being purged with dry air to minimize interference from water vapor 

absorbance.50  
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Figure 3.4: Schematic of the optical design of the infrared imaging system. 

 

The FPA detector contains a grid of 128 × 128 pixels used to acquire an image of 

the transmitted IR intensity in the 2–12 μm wavelength range. The detector had many 

parameters that could be altered in order to obtain the ideal image. Typical detector 

integration times were short (~40 μs) to minimize dark noise and noise from low 

frequency mechanical vibrations. The detector gain, bias and DC offset were adjusted to 

use the full dynamic range of the detector. If a range of wavelengths are needed to 

produce an absorbance spectrum, the laser was typically scanned in 1 cm−1 steps and 

1000 images were acquired at each probe frequency at the full 1 kHz FPA frame rate, 

then signal averaged to decrease the noise level. A hyperspectral absorbance image is 

produced by acquiring both a sample and a background image at each probe wavelength. 
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Absorbance is then computed by equation 3.1. 

𝐴 = −log (
𝐼𝑠𝑎𝑚𝑝𝑙𝑒

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
) (3.1) 

Sample and background images are acquired with and without the sample jet present, 

simply by turning the sample flow on and off, respectively. Since it takes some time to 

stabilize the sample jet, sample images are acquired at each probe wavelength first, and 

then the sample flow is turned off, the cell is equilibrated so that no sample is still 

flowing and then background images are acquired by repeating the probe wavelength 

scan. This procedure produces a hyperspectral absorbance image in which each pixel 

contains the absorbance spectrum over the full range scanned. 

 All data collection is done through an automated program created with LabVIEW 

software (National Instruments, Austin, TX). The user inputs the range of wavelengths 

for the QCL to scan, the increment in which to scan that range, the number of images to 

acquire and average at each wavelength, and a destination folder for the data to be stored. 

At each wavelength (for both the sample and background scans) a light and dark image is 

taken. The light image is taken as the laser travels through the sample and on to the 

detector. A dark image is taken with the shutter closed and no light reaching the sample 

or detector. The program takes all of the data, averages all images at a given wavelength, 

subtracts the dark image from the light image, creates a 128 × 128 matrix of the detector 

intensities, and drops the newly created file into the desired folder. This occurs for each 

wavelength scanned and for both the sample and background scans. Therefore, after data 

collection is complete, there is a minimum of two folders of data created, sample and 

background images. Once they have been created, all images are analyzed in a separate 

program. The analysis takes the images and computes the absorbance as described above 
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at each of the 16384 (1282) pixels to provide an image of the absorbance values to 

evaluate in real time. The LabView analysis program was created to be able to observe 

the absorbance images as they are created in real time. It is very important to be able to 

preliminarily evaluate the absorbance images in real time due to the fact that few of them 

contain data worth evaluating further.  

Multiple factors can contribute to poor data, the worst of which include unstable 

sample jets and high noise levels. Frequently, the mixer is not flowing optimally and will 

cause the sample jet to become unstable or disappear altogether. Sample stability issues 

can happen for a variety of reasons. The first issue is attributed to air bubbles that are 

slowly traveling or stuck in one or more of the microchannels. When the sample and 

sheath solutions are initially attached to the tubing of the mixer, a small gap of air is 

intentionally placed in the tubing between the old and new samples. This serves multiple 

important purposes. First, it evident when the new sample reaches the mixing region 

because it always follows a stream of air bubbles. Secondly, it prohibits the old and new 

samples from mixing with each other in the tubing. Ideally, when the new sample reaches 

the mixing region a stream of air bubbles will pass through with the new sample 

immediately following. However, air bubbles can sometimes get caught in the channels 

and not flow through with the rest. This results in a “plug” in the channel. Samples can 

usually flow around the plug but only at a decreased volumetric flow rate. This inevitably 

affects the integrity of the flow conditions. If the plug is in one of the side channels, that 

side of the sheath will be flowing at a diminished flow rate and cause the sample to bend 

towards that side (figure 3.5). If the bubble is stuck in the center sample microchannel it 

may prohibit the sample from flowing at all and may not form a jet. Many times the plug 
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can be forced through the channels by applying short bursts of high flow rates to the 

specific channel where the plug is located. However, if that method proves unsuccessful, 

the next option is to take apart the mixer, clean it, and reassemble. 

 

Figure 3.5: An example of what an ideal sample jet looks like versus a sample jet that can 

result from air bubbles trapped in the side channels. (a) A typical image of an ideal 

sample jet, flowing directly down the middle of the mixer due to the side channels 

flowing with equal pressure. (b) The result of an air bubble trapped in a side channel (the 

top channel in this image) which causes that particular side channel to flow with less 

pressure compared to the other side and the sample jet to be pushed to the side. 

  

The second reason for flow instability is mixer leaks. Leaking is a problem that is 

not always immediately evident by observing the flow in real-time, and can be easily 

mistaken for other more minor complications. Leaking can also occur for a variety of 

reasons. The two-pieces of metal housing that hold the sandwich style mixer together are 

attached by screws extending from the top piece to bottom piece. Over time, the screws 

become very slightly loosened and are unable to keep the necessary pressure on the mixer 

sandwich to ensure a closed system. When this occurs, sample tends to start leaking out 
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of the channels and into the solid spacer region. The noticeable result is either diminished 

flow rates in certain channels or no flow whatsoever. When the metal casing loosens to a 

point where leaking occurs, the mixer needs to be disconnected from the sample 

solutions, taken apart, cleaned, and put back together. Another reason for leaking is when 

the spacer is not optimally aligned with the inlet holes of the CaF2 window. If the 

alignment is only slightly off, much of the samples may be directed to the solid spacer 

region and not the microchannels. The only remedy for misalignment is taking the mixer 

apart and reassembling. 

The third reason for flow instability is slight variations in flow rates of samples. 

This reason is the hardest to combat because it seemingly happens at random and without 

cause. Variations in flow rates are most common and easiest to identify when there is a 

difference between the two sheath (side) flow rates. This results in the focused sample jet 

being pushed slightly to one side of the mixer, as opposed to forcing a jet down the 

center. If data is taken with this type of jet, further problems arise during analysis, both 

when accounting for uneven advective mixing forces, as well as when converting pixels 

to time. This is due to the fact that the calibration of the mixer, as described elsewhere, 

was done with a stable and straight sample jet.  

If the mixer was operating as desired during data collection, with all channels 

flowing at their correct flow rates and a focused sample jet flowing down the center of 

the mixing region, an even larger problem can still affect the data, and that is noise. Noise 

has always and continues to be a problem with the infrared imaging system. There are, 

again, multiple sources of noise that have been systematically addressed. The main 

sources of noise that have been addressed for the infrared imaging system are vibrational 
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noise, water vapor absorption, and etalon effects.  

Both low and high frequency vibrations can be detrimental to an intensity image. 

Due to the sensitivity of the detector as well as the nature of the absorption calculation, 

even the slightest vibrations have a large effect on noise levels. The FPA detector is 

extremely sensitive to external vibrations from sources such as doors closing in the lab or 

people walking next to the lab table, and are inevitably detected. These vibrations are 

most observable when strong enough to unsteady the laser beam or shake the apparatus 

holding the mixer. In order to combat these vibrations, a floating table was installed for 

the imaging system to rest on. This was able to solve much of the external vibrational 

noise of the surroundings. 

 

Figure 3.6: Custom-made optics box housing all optics for the infrared imaging system. 

The top panel slid open so optics and sample were accessible while tubing entered the far 

left panel to constantly deliver dry air. 

 

The next noise source that has been addressed is artifacts due to the absorption of 
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water vapor. Water vapor absorbs very strongly in the mid-infrared region of interest for 

many biological samples (1500-2000 cm-1)120, which is of great importance to this 

system. Even though the entire building was climate controlled for both temperature and 

humidity, water vapor (especially during the summer months) was very prevalent in the 

lab. Therefore, all optical components of the infrared imaging system were housed in a 

sealed box that was being continuously purged with dry air (figure 3.6). The box was not 

completely air-tight, but was able to combat the sharp absorbance peaks associated with 

water vapor. 

The last, and most difficult source of noise to combat in the imaging system was 

etalon effects in the images. In the case of the infrared imaging system, etalon 

interference occurred when light traveled through two reflecting surfaces and underwent 

multiple reflections before traveling on to the detector. The infrared light had to travel 

through one CaF2 window, then the sample, then finally another CaF2 before making its 

way to the detector. Even though CaF2 has a very high transmission in the mid-IR region, 

even a few percent of the light intensity being reflected between the windows can cause 

the periodic interference pattern in the acquired images (figure 3.7). Etalon effects were 

not always present in the images collected but would occur seemingly at random. 

Therefore, when computing the absorbance between a sample and background image if 

one of the images had etalon interference while the other did not or had a different 

pattern, very large noise values resulted in the absorbance image.  

Many tactics were used to combat the etalon effects with variable degrees of 

success. First, a germanium (Ge) window replaced the bottom, undrilled CaF2 window in 

order to create large differences in refractive indices of the windows to interupt the 
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reflection patterns. This change was able to diminish the etalon effect but not completely 

eliminate it. It seemed to decrease the frequency in occurrence of etalon patterns and 

therefore decrease the chance of pairing two differently patterned images together to 

calculate the absorbance image, but the magnitude of the etalon patterns did not seem to 

decrease.  

 

Figure 3.7: Images from the infrared array detector exemplifying the etalon effect 

plaguing acquired images. The top image is a brightfield image of the mixer with a box 

around the region imaged in the infrared array detector below. Both bottom images are 

identical except for the solid lines on the right image that were applied over the main 

etalon patterns through the middle of the mixer. A dark blue to black color represents 

areas of low transmittance. The mixer edges are well defined by low transmittance as 

well as the sample jet flowing left to right. Green to yellow to red colors represent areas 

of high transmittance and are mostly located in the sheath flow and outside the mixing 

region. 
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The next approach was developed based on the fact that etalon effects tend to be 

strongest when the light traveling through two reflecting surfaces is a coherent source. 

Diffusers are commonly used to eliminate coherence of a light source and are very 

common in the visible light region. However, mid-IR diffusers are less commonly 

developed. Both homemade and commercial diffusers were used in the imaging system 

with little success. In order to make the homemade diffusers, a CaF2 window was 

polished with an alumina suspension that contained 1 µm alumina spheres. The 

commercial diffuser was a sandblasted CaF2 window. Although these diffusers were 

successful in eliminating the coherence of the source, the main drawback was the amount 

of intensity lost when the beam traveled through the diffuser. The light enters the diffuser 

collimated but due to the nature of a diffuser, the output is extremely diffuse light. Even 

with a collimating optic placed immediately after the diffuser to collect all incoherent 

light, the amount of light that reached the detector was far less than without the diffuser. 

It was determined the cons outweighed the pros with the diffuser and was not 

permanently implemented. Because of this, the etalon effects continue to be a source of 

noise that has not been completely eliminated. 

The next step after the development of the imaging system was complete, was to 

utilize the system in order to follow a reaction occurring with a biological sample. This 

would help prove the applicability of following enzymatic reactions with microfluidic 

mixing and infrared spectroscopy. 

 

Section 3.4 Application of infrared imaging system 

The characteristics and capabilities of the infrared imaging system were 
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demonstrated with both mixing experiments and computer simulations. The mixing 

experiments included a fast pH jump (since the experiment is conducted in D2O with 

deuterated buffer, it is actually a “pD jump”) detected using a biologically relevant 

infrared “pD indicator”, adenosine monophosphate (AMP), and an H2O/D2O mixing 

experiment that follows the diffusion of water. The latter experiment allowed for direct 

comparison of the mixer performance to predictions from a simulation. 

For the following experiments, adenosine monophosphate (AMP) was purchased 

from Sigma-Aldrich (St. Louis, MO) and dissolved in D2O (Cambridge Isotopes, 

Tewksbury, MA) at a concentration of 25 mg mL−1 for both equilibrium FTIR and IR 

mixing experiments. The pD of the AMP solution was adjusted with DCl solution 

(Sigma-Aldrich). Equilibrium FTIR data were acquired on a Varian 660-IR spectrometer. 

For mixing experiments, the pD of the AMP solution was adjusted to a starting point of 

3.2. A sheath solution of 250 mM phosphate buffer at pD 6.9 was used to induce a pD 

jump. Data were collected with the AMP sample flowing at 0.60 μL min−1 and each side 

flowing at 17 μL min−1. Spectra were collected from 1600–1680 cm−1, with detailed pD 

analysis occurring at 1624 and 1666 cm−1, corresponding to intense IR absorbance peaks 

of AMP. 
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Figure 3.8: Equilibrium FTIR spectra of AMP. As the pH of AMP increases the peak at 

1624 cm-1 grows in while the 1666 cm-1 peaks diminishes away. 

 

The AMP pD jump experiment was successful in being able to both display a 

biological application of the infrared imaging system and also establish the mixing time 

for the mixer at the same time. The mixing time of the IR microfluidic system was 

characterized by measuring the time to achieve a pD jump of about 3 units, using AMP as 

an infrared pD indicator. Since protons or deuterons diffuse more rapidly than most 

molecules, a pD jump should represent a lower limit of the mixing time for the specific 

configuration of the system (sample and sheath flow rates and jet size). In addition, since 

many biomolecular reactions can be initiated by a change in pD (such as an enzyme 

reaction or protein folding), these experiments demonstrate the feasibility of this 

approach. The mixing is observed as an exponential decay of the deuteron concentration 
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in the focused region and therefore the total mixing time is reported as the 1/e time of the 

fit, plus the “dead time” represented by the pre-focused region (see below). AMP is an 

ideal infrared pD indicator, because it has an infrared spectrum that is strongly dependent 

on pD in a biologically relevant range. It has two strong and clearly resolved IR 

absorbance bands at 1666 and 1624 cm−1, corresponding to the protonated and 

deprotonated states of the adenosine ring, respectively.95 The pKa for this transition 

occurs at 3.8 (or 3.4 in pD units, as applicable in this study).121 The equilibrium FTIR 

spectra (figure 3.8) show the pD dependence of these modes. The 1624 cm−1 mode has 

previously been assigned to the ring C═N stretching vibration of neutral adenosine. At 

low pD, this band shifts to higher frequency as expected for protonation of the ring 

structure.95,122 Thus, the relative intensity of these two bands is an indicator of the 

solution pD; for the protonated (or deuterated) adenosine ring structure below pD 3.4, the 

absorbance at 1666 cm−1 dominates, but as the pD shifts up towards neutral, the 1624 

cm−1 peak instead becomes dominant. A titration curve was created by measuring the 

FTIR spectrum of AMP in D2O as a function of pD (figure 3.X1) and determining the 

ratio of the integrated absorbance of the 1666 and 1624 cm−1 peaks (figure 3.9). Using a 

ratiometric method removes the dependence of the absorbance on the total concentration 

of AMP, which is necessary because the AMP concentration is continuously changing in 

a mixing experiment, due to diffusion of AMP out of the sample stream. The normalized 

absorbance data are related to the pD and pKa by equation 3.2. 

𝐴
1666𝑐𝑚−1

𝐴1624𝑐𝑚−1
=

[𝐷+]+𝑐1𝐾𝑎

𝑐2[𝐷+]+𝑐3𝐾𝑎
 (3.2) 

 A pD jump is generated by flowing an AMP solution initially at pD 3.2 through a 

sheath buffer at neutral pD. The buffering capacity of the sheath solution (250 mM 
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phosphate) is more than sufficient to raise the small volume of the AMP sample stream to 

a final pD that equals the starting sheath buffer pD. The AMP is dissolved in pure D2O 

(no buffer), to minimize the intrinsic buffering capacity of the sample. The rate of 

“deprotonation” (deuteron dissociation) of the acid form of AMP is fast compared to the 

rate of the pD jump (set by the diffusion-limited equilibration of the deuteron 

concentration in the sample stream with the surrounding sheath buffer, see below). 

Therefore, the lifetime of the AMP IR absorbance change is attributed solely to the 

mixing time of the system (the pD jump) rather than the “deprotonation” reaction itself. 

 

Figure 3.9: Experimental data of absorbance versus detector pixel number for images at 

1666 cm-1 (circles) and 1624 cm-1 (squares).  These show what was commonly obtained 

when completing the AMP pD jump experiment.  The 1666 cm-1 peak’s absorbance stays 

relatively constant during the pre-focused region, then decays very rapidly once the 

sample jet is hydrodynamically focused because of the pD jump in the experiment, as 

well as the natural decay of the concentration seen in every flow experiment.  The 1624 

cm-1 peak’s absorbance stays relatively constant during the pre-focused region as well but 

then rapidly jumps up in absorbance as is expected with the pD increase in the sample.  

After the sharp increase, the absorbance appears to stay relatively constant because of the 



72 
 

increase in absorbance due to the pD jump being offset by the natural decay of 

absorbance (concentration) seen in every flow experiment. 

  

Figure3.10a shows the AMP IR absorbance spectra at three separate pixels 

located in the sample jet at various distances downstream from the merge point of the 

sample and side flows. A slow side flow rate of 13 μL min−1 was used for this acquisition 

to test the mixer performance at long times, resulting in a relatively slow pD jump. The 

top spectrum (diamonds) is from a pixel located in the pre-focused region at roughly 1 ms 

in time after the merge point of the three channels; since the peak at 1666 cm−1 is still 

dominant, not much mixing of the sample and sheath has occurred and the pD remains 

close to its starting point of 3.2. The middle spectrum (squares) is located in the focused 

region, over 3 ms from the merge point, at a pixel where mixing has started to occur. 

Mixing is evident from the shift in relative intensity of the two peaks, with the nearly 

equal intensity of the 1666 and 1624 cm−1 peaks indicating a jump past the pKa of AMP, 

to an approximate pD of 4. Lastly, the bottom spectrum (circles) corresponds to a time of 

over 5 ms from the merge point. The concentration of AMP has been diluted by diffusion 

of AMP out of the sample stream, causing the overall absorbance to decrease. 

Nevertheless, it is clear that the 1624 cm−1 peak is now the largest peak and the pD jump 

has progressed closer to neutral pD. 
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Figure 3.10: AMP pD jump experiment (pD 3.2 AMP sample solution and pD 6.9 250 

mM phosphate sheath flow): (a) IR spectra of AMP at three different locations along the 

sample jet for a sample flow rate of 13 μL min−1 (offset vertically for clarity). The IR 

image of the jet is shown in the inset with the approximate location of the three spectral 

traces indicated by the respective symbols. In the pre-focusing region (diamond), little 

mixing has occurred because the 1666 cm−1 peak remains dominant. At the downstream 

positions, the relative peak amplitudes change, indicating the rise in pD. The overall 

absorbance also decreases, due to diffusion of AMP out of the sample stream. (b) AMP 

pD jump plotted as [D+] versus time (diamonds; average of 20 separate jumps). The pre-

focused region (first three points) represents the dead time (127 ± 6 μs) of the mixer, with 
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very little mixing occurring in this region. Efficient mixing occurs in the focused region, 

evident by the sharp decrease in [D+], which is fit to a biexponential decay (see text). 

Inset: equilibrium FTIR spectra of AMP at pD 3.2 (solid trace) and at pD 5.8 (dashed 

trace). 

 

The limit of the mixing time was measured by generating a pD jump using a fast 

sheath flow rate of 17 μL min−1, as shown in figure 3.10b (faster sheath flow rates are 

possible, but the small jet size produced makes it difficult to detect the AMP absorbance). 

The pD of the sample solution as a function of time is determined using a multi-step 

analysis of the data. After using Beer's law to determine the absorbance at each pixel in 

the IR image, an image line profile analysis is used to obtain the absorbance at each pixel 

along the sample jet. This analysis selects the sample path in the image plot, to follow the 

z-axis values (absorbance) versus either the x- or y-axis values (distance in pixels along 

the jet). This analysis is repeated for each probe frequency. Next, the ratio of the 

absorbance profiles at 1666 and 1624 cm−1 is computed and then converted to pD using 

the FTIR calibration. The outcome is the pD profile versus pixel number along the jet. 

Finally, pixel number is converted to time using the calibration described above, yielding 

the pD or [D+] versus time as shown in figure 3.10b. 

There are two key features evident in the time dependence of [D+] for the pD 

jump shown in figure 3.10b. First, there is the region immediately after the three inlet 

channels meet at the merge point (time = 0), where the sheath solutions are acting to 

hydrodynamically focus the sample to a thin jet (pre-focused region). The sample is 

squeezed from its starting width of approximately 110 μm to less than 20 μm within the 

first few time points. As is evident in figure 3.10b, the deuteron concentration in the 
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AMP sample stays relatively constant for the first 127 ± 6 μs, indicating that little mixing 

occurs in the prefocused region. Since these early time points are measured at the center 

of the pre-focused sample flow, they do not account for any mixing that occurs at the 

sample/sheath flow interface. Therefore, these early time points represent the “dead-time” 

of the mixer. After the pre-focused region, the deuteron concentration decays rapidly; this 

decay was fit with a biexponential function with lifetimes of 142 ± 16 μs (90%) and 1.6 ± 

0.1 ms (10%). The primary (142 μs) phase is due to the dominance of the advection 

process at early times, as the sample and sheath flows come together, whereas the slower 

small amplitude phase is dominated by diffusion of deuterons out of the focused sample 

stream. Since 90% of the pD jump occurs in the first phase, we use its lifetime of 142 μs 

to characterize the mixing time. The pD is raised from its initial value of 3.2 to over 4.5 

within this fast phase of the jump. The dead-time of 127 μs was added to the fast phase 

decay time to yield an overall mixing time of 269 ± 16 μs. The total error reported here 

originates from the calibrations of the time per pixel and the deuteron concentration, and 

is propagated through to the time domain. To our knowledge, this experimental mixing 

time is the shortest reported for any microfluidic mixer that utilizes IR spectroscopy to 

probe the reaction progress. 

In addition to the AMP pD jump mixing experiment, the mixing of an H2O 

sample into a D2O sheath flow because it represents a simple mixing process in the 

absence of any chemical reaction. This mixing experiment serves as a model system for 

comparing experimental results with the predictions of a simulation using COMSOL 

Multiphysics software to model the mixing. As previously described, a laminar flow, 

stationary study using transport of dilute species was carried out in order to simulate how 
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a sample would mix with the sheath solution. Within the mixer, the flow velocity is 

dictated by the incompressible Navier–Stokes equation (equation 2.2) while the 

concentrations of each reactant is governed by Fick’s Law, described by the diffusion and 

convection equation (equation 2.3). This mixing experiment was chosen to be simulated 

instead of the pD jump experiment due to the fact that the molecular diffusion of water 

can be modeled in a straightforward way using Fick's law, whereas proton (or deuteron) 

diffusion is a more complex process that is still of research.123 Simulations were carried 

out using the diffusion coefficient of water molecules, D = 2.2 × 10−9 m2s−1,124 for direct 

comparison with the H2O/D2O mixing experiments. Other parameters used in simulation 

can be found in Table 3.1. 

Table 3.1: Parameters for theoretical modeling in COMSOL for H2O/D2O mixing 

experiment 

 

The H2O/D2O mixing experiment used a strongly absorbing H2O sample flowed 

through a D2O sheath solution at 0.60 and 17 μL min−1, respectively. Since the water IR 

absorbance is strongly shifted by isotope substitution, a single probe frequency at 1636 

cm−1 was sufficient to fully characterize the H2O/D2O mixing, even though the IR 

spectrum is broad and featureless in this region. The mixing of the H2O sample stream 
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with the D2O sheath is observed as an exponential decay of the H2O IR absorbance as 

shown in figure 3.11a (diamonds, left axis). The COMSOL simulation of the mixing is 

overlaid on the experimental points (line, right axis). The simulation predicts the 

concentration of H2O in the sample stream as a function of time, where the concentration 

is initially 100% before mixing with the side channels, but then decreases through the 

processes of diffusion and advection. The COMSOL simulation used the actual geometry 

and dimensions of the mixer (figure 3.11b) as well as the flow velocities calculated from 

the volumetric flow rates and other relevant simulation parameters (table 3.1). The 

simulation closely matches the experimentally observed mixing process. The same dead-

time of about 550 μs is observed for the pre-focused region in both the experiment and 

simulation. The exponential decay of the H2O concentration in the focused region has a 

lifetime of 934 ± 46 μs for the experiment, and 908 ± 28 μs for the simulation, again in 

good agreement. Combining the dead-time and exponential decay time yields a total 

mixing time of approximately 1.5 ms. This mixing time is much slower than the AMP pD 

jump, in part due to the faster diffusion of deuterons compared to water, but also because 

the pD jump experiment used a higher sheath flow rate, resulting in stronger advective 

mixing and a tighter focus of the sample stream hence a shorter diffusion distance. 
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Figure 3.11: Comparison of experimental results and simulation of H2O/D2O mixing: (a) 

IR absorbance decay of H2O sample mixing with D2O sheath solution monitored at 1636 

cm−1 (diamonds, left axis). The data are the average of four separate acquisitions. The 

solid line (right axis) is the COMSOL simulation of the mixing using mixer dimensions, 

flow rates, and diffusion coefficients that mirror the experimental conditions. 

(b) Surface plot from the COMSOL simulation showing the concentration of the H2O 

sample. The H2O is hydrodynamically focused into a jet and mixes by advection and 

diffusion with the D2O sheath solution, evident by the drop in concentration of the H2O in 

the sample stream. 

 

A rapid decrease in the H2O concentration in the sample jet is observed in both 

the experiment and simulation. The timescale for this decrease is too short to be simply a 
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consequence of diffusional mass transport and therefore must have a large contribution 

from advective forces acting on the jet.54 This effect can be explained further with the 

advection–diffusion equation that describes the evolution of the concentration of a solute, 

c, as: 

𝜕𝑡𝑐 = −𝑣 ∙ ∇𝑐 + 𝐷∇2𝑐  (3.3) 

where the solute with molecular diffusion constant is moving in a solvent with velocity, 

v. After this equation is made dimensionless, it is evident that for a fluid flow with a 

characteristic length of L and a velocity, V, the molecular diffusion term of equation 3.3, 

D∇2c, is dominant for systems with a small Peclet number (Pe < 1) where Pe = VL/D. On 

the other hand, when Pe ≫ 1, the advection term becomes dominant. When applied to our 

mixer, even when the three channels initially merge and the velocity is at its lowest, the 

Peclet number is still much greater than one, putting it well into the advection-dominant 

regime.54  

 The advection process has important consequences for microfluidic mixing 

experiments with proteins. Conceptually, these experiments rely on slow diffusion of a 

protein out of the sample stream compared to diffusion of a reacting substrate into it, such 

that the protein concentration in the sample stream remains high. In real mixers, however, 

advection complicates this process because it reduces the protein concentration in the 

sample stream. The concentration decreases more quickly as the sheath flow rate is 

increased and advection becomes stronger (figure 3.12). Therefore, a balance must be 

achieved between a high sheath flow rate, in order to decrease the mixing time, and a 

flow rate that is slow enough to maintain a sufficient concentration of the sample in the 

jet during the entire time course of the reaction. The latter depends on the initial 
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concentration and the detection limit of protein signal being monitored. This balance was 

the basis of choosing a sheath flow rate of 17 μL min−1 for the H2O/D2O mixing 

experiment, rather than 25 μL min−1, even though in principle a faster mixing time is 

obtainable. Clearly, the ultimate limit will be determined by the sensitivity of the IR 

absorbance detection method, which has yet to be fully optimized. 

 

Figure 3.12: Simulated concentration decays versus time computed with COMSOL.  The 

different traces correspond to different side flow rates where the red, blue, green, yellow, 

and purple traces correspond to 5, 10, 15, 20, and 25 µL min-1 side flows, respectively.  

The slower the flow rate, the longer the sample stays in the jet but the fatter the jet and 

subsequently the longer the mixing time.  Contrary, the faster the flow rate, the faster the 

sample and sheath solutions mix, but also the concentration decreases more rapidly. 

 

A continuous-flow, microfluidic mixing system utilizing mid-IR hyperspectral 

absorbance imaging to monitor reaction progress, with a sub-millisecond mixing time 

was developed and characterized through the described experiments. The mixer uses a 
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simple sandwich configuration of a laser machined polymer spacer in between two IR 

transparent windows to create a laminar flow, hydrodynamically focused, closed channel 

mixer. The mixer and infrared imaging system were experimentally calibrated in order to 

establish a time per pixel based on flow rates and position within the mixer. The mixing 

time and feasibility of the mixer for studying biomolecular reactions were then 

established through an AMP pD jump experiment. An acidic AMP sample was mixed 

with a neutral phosphate buffer to induce a pD jump through the pKa value of AMP, 

while following two IR absorbance peaks in the 1600 cm−1 region corresponding to the 

two protonation states. Lastly, an H2O/D2O mixing experiment was used to follow the 

absorption decay of the water at 1636 cm−1 and to model that decay with computational 

simulation. The simulation matched well with the experimentally obtained data. 

The reported mixing time of 269 ± 16 μs, is the fastest experimental mixing time 

to date of any microfluidic mixing system that uses IR spectroscopy for detection of the 

reaction progress. Using IR spectroscopy alleviates any need for fluorescence labeling, 

and so avoids the inherent problems of appending large reporter dyes to the biomolecules 

of interest. Infrared absorbance of a protein or its substrate or both can be followed 

through the time course of a reaction using this approach. The connection of IR spectra 

with specific structural features, such as the protein amide I vibration makes this 

approach widely applicable to biological reactions such as protein folding and enzymatic 

reactions.  

 

Section 3.5 Modifications to infrared imaging system 

Before designing the homemade infrared imaging system as described above, the 
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lab was already in possession of a Varian 600 Series FTIR microscope (Agilent 

Technologies, Inc., Santa Clara, CA). This microscope was used in the first attempt to 

implement microfluidic mixing with an infrared imaging system. The main drawback 

with this system was found to be the original objectives in the microscope. They were old 

and in less than fair condition, but mainly, their design did not allow for a small diameter 

laser beam, like that of the QCL, to be effectively magnified and directed towards the 

detector. Instead, there was a solid metal piece situated directly in the middle of the 

objective. The images collected with these objectives had the pattern of that solid metal 

piece directly in the middle of the image, rendering the image useless. At the time the 

microscope was being used, infrared objectives were not routinely produced so there was 

no option to simply purchase another objective that was more suited for our system. 

Therefore, the decision was made to build the homemade system. 

There were, however, multiple structural shortcomings in the homemade system 

that needed to be fixed. Shortcomings like the ability to easily move the mixer in the x- 

and y- directions to obtain an image of the correct section of the mixer, as well as the z-

direction to ensure the mixer was in focus. It was a very tedious process to get the short 

focal length lens in the exact spot to both keep the mixer in focus and direct the 

magnified image through towards the detector, as opposed to having a standard focusing 

knob like is found on any microscope. Furthermore, there was always the difficult task of 

keeping the mixer fasted securely so it would not shift positions from scan to scan. This 

is one of the most important tasks when taking data because of how the entire image is 

used to calculate absorbance values. If the mixer shifts position even a few microns in 

any direction between scans, the sample and background images will not align correctly 
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resulting in useless data. 

At about the same time as these problems were being addressed on the home built 

system, a mid-IR objective was newly available, and so it was decided to convert back to 

using the infrared microscope. The objective (Edmund Optics Inc., Barrington, NJ) was 

made with ZnSe glass and was fully transmissive in the mid-IR. Other than a useful 

objective, the microscope already had all other necessary optics and mechanisms to use in 

the way that was desired. Therefore, with the addition of the new objective the 

microscope was more ideal to use than the previously built imaging system.  

The optical setup for the infrared microscope with an external source is fairly 

simple. The QCL was set up outside of the microscope along with a mirror to direct the 

beam inside the back section of microscope as well as the shutter used for the same 

purpose as before. Once the beam was inside the microscope, a series of mirrors directed 

the beam down towards the base of the microscope and forward towards the front. 

Another mirror sent the beam up through the sample as a collimated beam. After the laser 

traveled through the sample it passed through the objective which effectively magnified 

the image the entire way until it reached the detector. The final image had a 

magnification of approximately 14x. 

Using the infrared microscope vastly improved the stability of the mixer and thus 

the image, being that it now had a stage to sit on securely. Additionally, the xy-stage 

allowed for easy movement of the mixer and the focusing knob was a much easier way to 

focus the image. Modifications were made to the metal casing of the mixer in order to 

lower the objective as close to the mixer sandwich as possible due to the short working 

distance of the objective. The mixer also had to lay upside down on the stage in order to 
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keep the Nanoports and tubing out of the way of the objective. Reverting back to the IR 

microscope has proven to rectify many of the shortcomings of the homemade imaging 

system and continues to be the best option. There still is not, however, a good method to 

combat the etalon effect that is still visible randomly in acquired images. Further work 

would include solving the etalon interferences as well as applying an enzyme flow 

experiment to the imaging system. 
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Chapter 4: Application of microfluidic mixing to enzymatic reactions 

 

Section 4.1: Introduction to biological kinetics methodology from micro- to 

milliseconds 

 Microfluidic mixing has a plethora of applications that are already well 

established and have been discussed previously. The main goal of developing 

microfluidic mixing capabilities in our lab was to ultimately study enzymatic reactions. A 

technique that could use multiple spectroscopic probes depending on whatever was 

necessary to follow specific processes on timescales ranging from hundreds of 

microseconds to a few milliseconds would greatly increase the capabilities of the lab. 

 Microfluidic mixing could have different benefits when compared to other 

established techniques known for their viability of studying enzymatic reactions on fast 

timescales. Two such techniques that are abundantly used in the literature are stopped-

flow125-127 and relaxation methods, like laser-induced temperature-jump.128-130 The 

stopped-flow technique is a simple concept that has been used since the 1950s.131  

 

Figure 4.1: Schematic of a stopped-flow instrument. Two samples, A and B are injected 

by syringe into a mixing region, M, then flow into the cuvette where they are stopped 

abruptly and mixed. Once mixed, spectroscopic signals can follow kinetics.  
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Samples from syringes are injected into a small mixing chamber at high velocities. In that 

chamber the flow is abruptly stopped and turbulent mixing between the sample solutions 

occur, and only then can kinetics be studied (figure 4.1).132 Stopped-flow has been 

combined with a variety of spectroscopic signals to follow reaction kinetics like 

UV/visible absorbance, fluorescence emission, circular dichroism, infrared, and electron 

paramagnetic resonance. Any signal that can be measured through a cuvette is applicable 

to stopped-flow. The timescales on which chemical kinetics can be studied with stopped-

flow depends solely on the dead-time of the instrument. That is, the amount of time the 

instrument requires to homogeneously mix the samples, which is analogous to the mixing 

time in microfluidics. Typically, dead times are on the order of a few milliseconds but 

have recently decreased to 1 ms or slightly less due to miniaturizing instrumental 

components.133 Stopped-flow has the advantages of relatively small sample consumption, 

ease of use, and the ability to study reactions that start as reactants end as only products. 

However, even though stopped-flow consumes a small amount of sample compared to 

large scale reactors, instruments typically still require amounts on the milliliter volume 

scale, which can be costly for precious samples. Furthermore, the dead-time is a continual 

drawback that limits the applicability of these instruments to studying kinetics on very 

fast timescales. 

Relaxation techniques, on the other hand, measure the response to a shift in 

equilibrium of a reversible reaction. This is contrary to methods like microfluidic mixing 

and stopped-flow which follow reactions from reactants all the way to products. One such 

technique to shift the equilibrium of a reaction utilizes jumping the temperature of a 

system, initiating a new thermodynamic equilibrium, called T-jump. A system is poised 
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at a certain equilibrium, then the environment of the system changes due to a form of 

perturbation (like the temperature increase) and finally relaxes to a new equilibrium. 

Typically, the equilibrium is only slightly changed from the initial state and therefore the 

kinetics observed are of systems in an equilibrated state similar to the initial equilibrium. 

The timescales on which relaxation methods can measure depends on the time it takes the 

perturbation to be created as well as the duration of the perturbation and can ideally range 

from 10-4 to 10-11 seconds.  

Furthermore, the observed rates are a complex combination of the microscopic 

rate constants for both the forward and reverse processes involved in reestablishing 

equilibrium.134 The kinetics produced can understandably be more complicated than other 

techniques due to the fact that both directions are occurring while the system is 

reestablishing equilibrium. The signal will ultimately contain a number of relaxation rates 

related to the number of reaction states in the entire equilibrated system. Though this can 

become quite complicated for branched and cyclical pathways, careful experimental 

conditions can force the kinetics to be dominated by a single rate constant. 

 

Figure 4.2: Accessible timescales for relaxation methods, stopped-flow, and microfluidic 

mixing, as described throughout this work. 
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Both stopped-flow and relaxation techniques have been used extensively to study 

the kinetics of enzymatic reactions. However, there is a void to fill in the timescales that 

are readily accessible to these techniques (figure 4.2). Microfluidics, as described 

extensively before, can provide the accessibility to those timescale gaps. 

.  

Section 4.2: Introduction to DHFR catalysis 

 

Figure 4.3: Crystal structure of DHFR. Cofactor NADPH is colored blue and one of the 

substrates, folate, is red. Also, the Met20 loop is labeled. The Met20 loop is in the closed 

confirmation in the ternary complex. PDB: 1RX2. 

 

Dihydrofolate reductase (DHFR) (figure 4.3) catalyzes the stereospecific reaction 

of 7,8-dihydrofolate (DHF) to 5,6,7,8-tetrahydrofolate (THF) facilitated by the cofactor 

NADPH (figure 4.4). The DHFR catalyzed reaction is biologically important due to THF 

being a precursor for the biosynthesis of thymidylate, purine nucleotides, and some 
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amino acids, thereby making DHFR a cancer drug target.125 Furthermore, and more 

important to the current research, DHFR has served as a model system to study the 

relationship between enzyme structure, catalysis, and dynamic processes that contribute 

to catalysis.135-145 During catalysis, DHFR transfers a hydride from NADPH to C6 of the 

pterin ring in DHF while a proton is transferred from either solvent or an adjacent residue 

to N5 position of the pterin ring.125,146 DHFR from E. coli, like the version studied here, 

contains a number of mobile loops that are involved in the catalytic cycle. Movements of 

the Met20 (residues 9-24), FG (residues 116-132) and GH (residues 142-149) loops cause 

DHFR to switch between closed and occluded confirmations during catalysis.135,137 Upon 

binding of the substrate and cofactor, the Met20 loop closes over the active site (figure 

4.3) by forming hydrogen bonds with the FG loop resulting in an optimal environment 

for hydride transfer.137,147 After catalysis, in which THF is produced, the Met20 loop 

opens to release the nicotinamide ring of the oxidized cofactor and also makes new 

hydrogen bonds with the GH loop. This allows the exchange of NADP+ with NADPH 

and eventually for the rate-limiting step of product release (figure 4.5).137  

 

Figure 4.4: DHFR catalyzed reaction of DHF to THF with the cofactor NADPH.  
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Figure 4.5: Catalytic cycle of DHFR where ‘E’ represents DHFR. The steps outlined in 

red are the focus of the microfluidic mixing studies described below. The starting 

complex is the binary complex, E:NADPH, then progressing with the substrate binding 

event and subsequent hydride transfer step. The orientation of the Met20 is also listed for 

each step.  

 

Processes in the catalytic cycle can readily be studied with the spectroscopic 

activity of the cofactor. NADPH absorbs in the near UV at 340 nm and emits at 460 nm 

while NADP+ absorbs at 260 nm and has no fluorescence emission in the same region 

(figures 4.6). Because the two absorption peaks are separated enough not to interfere with 

each other, and the fact that NADP+ lacks an emission peak, NADPH creates a 

convenient fluorescent probe to follow kinetics of DHFR catalysis. As the hydride 

transfer occurs from the NADPH to DHF, the cofactor is oxidized and will thus eliminate 

any emission intensity. These kinetics have been studied previously,125,127 the first 

completed by Fierke et al. using the stopped-flow method.125 Pre-steady state kinetics 

were used to establish rates for processes throughout the entire catalytic cycle. Since the 

following microfluidic mixing study deals with the kinetics of the hydride transfer step in 

the catalytic cycle, that step will be the focus from here on out. Fierke et al. used burst 
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phase kinetics to observe a pH dependent maximum rate of approximately 1000 s-1, 

which was attributed to the hydride transfer rate at low pH. The pH dependence of the 

transfer was studied by Loveridge et al. and observed similar results at low pH.127 There 

is also a temperature dependence on the same step at low pH, during which the product 

release is rate limiting, but then shifts to temperature independent as the hydride transfer 

rate becomes rate limiting itself at high pH.127 The apparent pKa of the pH dependent 

hydride transfer rate is 6.5 ± 0.1.125,127 

 

Figure 4.6: Equilibrium fluorescence spectra of DHFR cofactors and substrate. 

NADPH (green), NADP+ (blue), and DHF (red) at pH 7. 

 

There is reason, however, to question the kinetic results reported by these 

previous studies, both of which utilized the fluorescence emission of cofactor and 

substrate. The observed hydride transfer rates reported of nearly 1000 s-1 at low pH and 

single turnover concentrations implies this step was able to be measured with 
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fluorescence decays on the 1 ms timescale. The apparatus used for these studies were 

commercially available127 or home-built125 stopped-flow instruments with known dead 

times of at least 1 ms. This dead time represents the amount of time required to 

thoroughly mix the samples, analogous to the mixing time in microfluidic mixing. This 

begs the question of the reliability of reported rate that are the apparently the same or 

faster than the amount of time taken to simply mix the samples. Due to this fact, it is 

likely that the reported rates were obtained by an extrapolation of the data to a timescale 

before the actual mixing time of the stopped-flow instrument. Furthermore, these 

previous studies completely neglected conformational fluctuations and dynamics that are 

known to occur throughout the catalytic cycle. Substrate binding to the DHFR:NADPH 

binary complex, followed by hydride transfer from NADPH to DHF no longer 

sufficiently describes all processes that are happening in the enzyme-cofactor-substrate 

complex. Therefore, new studies and methodology are needed to tease out the other 

processes. The motivation behind the current mixing study was to resolve any additional 

dynamics on the micro- to millisecond timescale that may be closely coupled or perhaps 

uncoupled to the substrate binding and subsequent hydride transfer steps.  

 

Section 4.3: DHFR microfluidic mixing experiments 

Wild-type DHFR was expressed and purified similar to methods described 

previously.130 After expression and purification, samples of DHFR were buffer 

exchanged using a HiPrep Desalting column (GE Healthcare) into separate MTEN 

buffers which had been pH adjusted to the designated pH values (4.5, 6.0, 7.0, and 9.0). 

A concentrated stock solution of NADPH (~6 mg/mL) was made by dissolving the 
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sodium salt in filtered deionized water. Concentrations of DHFR and NADPH were 

monitored through absorption peaks at 280 nm (31100 M-1cm-1) and 340 nm (6220 M-

1cm-1), respectively. For mixing experiments, DHFR:NADPH complexes were made by 

diluting DHFR and NADPH stock solutions to final concentrations of 211 µM DHFR and 

250 µM at each pH. The binary complexes were allowed to incubate at 20°C for at least 5 

minutes before running the experiment. A 1 mM DHF solution was made by dissolving 

purified DHF in 5x diluted MTEN buffer pH 7.0 and spectroscopically confirmed at 282 

nm with an extinction coefficient of 28000 M-1 cm-1.  

For the following flow studies the same fluorescence microscope as described 

previously was utilized (Olympus IX81; Center Valley, PA). A 20x objective (Atlanta 

Microscope Service; Atlanta, GA) was used and microscope images were captured on a 

Hamamatsu (Bridgewater, NJ) C9100-14 ImageM-1k EM-CCD Camera. The microscope 

and camera were controlled by Slidebook 5.0 software (Imaging Innovations, Inc.; 

Denver, CO). The cofactor in the DHFR:NADPH complex was excited at 365 ± 5 nm 

using the filtered output of a HBO mercury short-arc lamp from Osram (Danvers, MA). 

Emission from the sample, which peaks at 460 nm was transmitted through a bandpass 

filter at 460 ± 30 nm and directed to the camera. For all images, the sample solution was 

flowed at a rate of 1.00 μL min−1 while each side flow rate was 20 μL min−1 at 20°C. The 

following fluorescence images were collected at least 6 times for each condition at each 

pH value, each with a 20 s integration time. Three separate types of images were 

necessary at each pH value in order to be able to analyze the hydride transfer step of 

DHFR catalysis effectively. The first was the DHFR:NADPH complex flowing in the 

sample channel with dilute MTEN buffer at pH 7.0 flowing in the sheath. This image was 
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to account for the natural decay in NADPH fluorescence not due to oxidation of the 

cofactor but rather the dilution of the sample as it mixes with the sheath solution. Next, 

the enzyme-cofactor complex is again flowed in the sample channel while DHF substrate 

is flowing in the sheath. This image accounts for the NADPH fluorescence decay 

attributed to the hydride transfer from NADPH to the DHF substrate resulting in oxidized 

NADP+. Lastly, an image with only MTEN buffer flowing as the sample and DHF in the 

sheath was required to account for the inherent DHF fluorescence in the same region as 

NADPH (figure 4.6). In all described experimental conditions, the DHF more readily 

diffuses into the sample stream as opposed to the DHFR:NADPH complex diffusing out 

into the sheath. This is simply due to the size differences of each sample. Because the 

DHF is in excess, DHF will inevitably diffuse into the sample stream and end up 

supplementing the fluorescence intensity. Therefore, this last image type helps remove 

the fluorescence contribution in the sample stream due to excess substrate.  

In order to acquire the observed rates at each pH, the NADPH fluorescence 

transients were calculated using the following equation. 

𝐹ℎ𝑦𝑑𝑟𝑖𝑑𝑒 =
𝐼ℎ𝑦𝑑𝑟𝑖𝑑𝑒−𝐼𝐷𝐻𝐹

𝐼𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛
 (4.1) 

In equation 5.1, Ihydride represents the fluorescence intensity profile of the sample jet when 

the enzyme complex is flowing with DHF in the sheath. Examples of images used to 

obtain Ihydride are figures 4.8a, 4.9a, and 4.10a for various pH values. IDHF is the intensity 

of the sample jet when only MTEN buffer is flowing as the sample with DHF in the 

sheath. This is subtracted from Ihydride in order to account for the supplemental intensity 

due to the fluorescent substrate diffusing into the sample jet. The resulting numerator 

follows the changes in fluorescence intensity of the conversion from NADPH to NADP+ 
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by DHFR catalysis as well as the natural decay in intensity through dilution of the 

sample. Therefore, it is ratioed to Idiffusion to eliminate the contribution of fluorescence 

decay by simple dilution. The resulting ratio, Fhydride, represents only the changes in 

NADPH fluorescence due to DHFR catalysis and can be analyzed directly for hydride 

transfer rates. 

 

Figure 4.7: pH dependence of NADPH fluorescence in the DHFR:NADPH binary 

complex. The intrinsic fluorescence clearly increases with pH. Data shown is for 

complexes at pH 4.5 (red), 6.0 (blue), 7.0 (green), and 9.0 (black). 

 

The intensity profiles for each type of image, as described above, are obtained by 

tracing the exact shape of the sample jet from images like those shown in figures 4.8, 4.9, 

and 4.10. The images are shown on a grayscale with white meaning high fluorescence 

intensity and black meaning no fluorescence. For each figure, the left-hand images are 

the DHFR:NADPH complex flowing in the sample channel and dilute MTEN buffer in 

the sheath. This image serves as the background image (and denominator of equation 4.1) 
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since no chemistry is occurring, only the natural decay in fluorescence signal due to 

dilution with the sheath solution. All images are taken with a 20 s integration time and as 

is evident even with the naked eye, the fluorescence intensity of NADPH bound to DHFR 

increases with pH. This is also clear in figure 4.7 which displays the equilibrium 

fluorescence intensity of the binary complex at different pH values. The right-hand 

images in figures 4.8, 4.9, and 4.10 all show the binary complex again flowing in the 

sample channel, but with DHF now flowing in the sheath. This is the condition in which 

hydride transfer occurs and the decrease of the 340 nm NADPH emission peak will be 

observed. Again, just by looking with the naked eye, it is evident that at low pH the 

fluorescence diminishes very quickly, while at higher pH NADPH fluorescence does not. 

This stark contrast clearly shows the differences in timescales of the chemistry step. 

 

Figure 4.8: Background and sample images for DHFR flow studies at pH 4.5. (a) 

DHFR:NADPH complex flowing in the sample stream with MTEN buffer flowing in the 

sheath. This image serves as the background image because no turnover is occurring, 

however, the NADPH fluorescence decreases due to dilution. (b) DHFR:NADPH 

complex flowing in the sample stream with substrate DHF flowing in the sheath. This 
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image serves as the sample image because catalysis is occurring. The rapid decrease in 

NADPH fluorescence is quite evident even when comparing the images by eye. 

 

Figure 4.9: Background and sample images for DHFR flow studies at pH 7.0. (a) 

DHFR:NADPH complex flowing in the sample stream with MTEN buffer flowing in the 

sheath. This image serves as the background image because no turnover is occurring, 

however, the NADPH fluorescence decreases due to dilution. (b) DHFR:NADPH 

complex flowing in the sample stream with substrate DHF flowing in the sheath. This 

image serves as the sample image because catalysis is occurring. The decrease in the 

NADPH fluorescence is still evident when comparing the images by eye, however, it 

clearly does not decay as early as at pH 4.5. 
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Figure 4.10: Background and sample images for DHFR flow studies at pH 9.0. (a) 

DHFR:NADPH complex flowing in the sample stream with MTEN buffer flowing in the 

sheath. This image serves as the background image because no turnover is occurring, 

however, the NADPH fluorescence decreases due to dilution. (b) DHFR:NADPH 

complex flowing in the sample stream with substrate DHF flowing in the sheath. This 

image serves as the sample image because catalysis is occurring. The decrease in the 

NADPH fluorescence is no longer evident when comparing the images by eye due to the 

much lower turnover rate at higher pH. 

  

Once the sample jet analysis is complete on all images and ratioed as described 

above according to equation 4.1, the resulting fluorescence intensity is averaged among 

the multiple images taken with the same conditions, and normalized to the maximum 

intensity. The resulting transients are shown in figure 4.11. At low pH, like 4.5 (red) and 

6.0 (blue) the fluorescence decay occurs on the fastest timescale, while slowest at high 

pH like 9.0 (black). The transient curves, however, do not fit well to a single exponential 

decay (fits not shown). However, the data do fit well to a biexponential function, 

suggesting there may in fact be other processes occurring on this timescale that are 

contributing to NADPH emission quenching other than hydride transfer. Therefore, the 

transients are fit with a double exponential function in order to resolve the other process. 

One of the decay rates in the biexponential fit was held constant at the literature values 

for the hydride transfer rates at each pH. They were previously reported at temperatures 

of 10 and 25°C.127 The Arrhenius equation was then used to calculate what the hydride 

transfer rates should theoretically be at 20°C based on this data. The biexponential fits are 

laid overtop the data in figure 4.11. 
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Figure 4.11: NADPH fluorescence decay transients and exponential fits for all pH values 

(red is pH 4.5, blue is pH 6.0, green is pH 7.0, and black is pH 9.0). The decay profiles 

are the result of the ratio of sample over background images. At low pH the decay is 

clearly much faster than at high pH. All transients are fit to a double exponential equation 

with one of the rates defined as the hydride transfer rate for the particular pH value.127 

The decay rates from the fit equation were in pixels and then transformed to the time 

regime using the calibration, described previously. 

 

The data from the fit equations is displayed in table 4.1. The hydride transfer rate 

represented the literature values127 for that step in the catalytic cycle at each pH, which 

were held constant during the fitting process. The hydride transfer rate is well known to 

be very pH dependent, occurring much faster at low pH values. The following discussion 

assumes that the literature values for the hydride transfer step are in fact reliable and the 

true rates. However, as discussed previously, there is cause for concern with these 

reported rates due to the experimental method used to obtain them. Therefore, it may be 
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that those rates should be ignored altogether and the fit equations just allowed to fit the 

data with no constraints. Nevertheless, for the time being, the literature values are still 

assumed to be correct.  

The ‘Fit Rate’ is table 4.1 is the rate that was then free to make the best fit to the 

data. As is evident, the second rate stays relatively consistent for each pH value tested. 

Within the error of each reported value, they are essentially the same rate. This would 

suggest a second process is being resolved in the data that is pH independent in addition 

to the hydride transfer. The binary complex, DHFR:NADPH flowing through the sample 

channel first comes into contact with the DHF in the sheath solution and must bind prior 

to the hydride transfer step. Previous kinetic studies have resolved this substrate binding 

process125,130 and would be too fast to be resolved at the conditions currently described 

for mixing studies when the mixing time is taken into account. However, in the recent 

study by Reddish et al. laser-induced temperature-jump spectroscopy was utilized and 

was able to resolve another, slower rate, in addition to the much faster substrate binding 

event.130 The slower phase was on the order of 300-400 s-1, depending on the specific 

complex being studied. This slower rate would also be slow enough to be resolved in 

stopped-flow methods, previously used to establish the kinetic scheme of DHFR 

catalysis.125 However, these studies were focused on establishing rates only for the 

processes known to occur based on an induced fit model, neglecting conformational 

dynamics now known to occur throughout the catalytic cycle.96,130,137,148-152 Therefore, 

even if this additional process was resolvable, previous studies were neglecting it.  
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Table 4.1: Kinetic data for pH biexponential fits of DHFR transients 

 

 

The second rate in the exponential fits of the current data agree well with the 

previously resolved rates, and therefore are initially attributed to the same dynamic 

process. Since the substrate binding process is not resolvable with the current method, the 

process responsible for the second resolved rate must occur after substrate binding. It has 

been suggested this is possibly a conformational change coupled to the substrate binding 

process.130 A conformational change associated with possible loop motions after substrate 

binding could act to quench NADPH emission before oxidation of the cofactor during 

hydride transfer completely eliminates fluorescence (figure 4.6). Whatever the 

conformational change exactly is, the current data suggest that it occurs on the same 

timescale at all pH values (figure 4.12). Even though the hydride transfer step is strongly 

pH dependent, the conformational changes that poise the complex ready for hydride 

transfer does not appear to be. Furthermore, it has been suggested the conformational 

change associated with the second observed rate corresponds to the fluctuations of the 

protein during its search for a favored conformation for hydride transfer.130 These 

statements, however, cannot be proven definitively with the current results studying 

NADPH emission through substrate binding and subsequent hydride transfer.  
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Figure 4.12: Resolved rates from the biexponential fit versus pH of complex. The rates 

associated with the hydride transfer step (red circles) are plotted and fit with a sigmoid 

curve (red dashed line) signifying the pKa of the hydride step of 6.45. These data are 

clearly pH dependent while the second resolved rate (blue squares) stays essentially the 

same, independent of pH. 

 

In fact, these results may prompt more questions than answers for the time being, 

with more experiments needed in the future to get the answers. Both stopped-flow studies 

and this microfluidic mixing study were resolving rates in burst phase kinetics. The fit 

rate resolved with the current study occurs in a few milliseconds and would therefore be 

accessible to previous techniques. Even though the previous stopped-flow studies were 

not specifically studying dynamic processes within the catalytic cycle, they still should 

have resolved this rate. So why was this rate missed with stopped-flow but now resolved 

with microfluidic techniques? In attempting to answer this question, two possible 

scenarios need to be considered. First, is that this resolved rate is unfortunately just some 

sort of instrument response that results in an apparent rate of approximately 400 s-1. 
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Perhaps eliminating DHFR from the study and replicating the experimental conditions 

with only NADPH flowing in the sample channel when acquiring the Ihydride and Idiffusion 

images (equation 4.1) could test this scenario. Therefore, no hydride transfer should 

occur between the NADPH and DHF on the applicable timescale and if the same rate is 

still resolved, it must be due to the instrument. The second, and more biologically 

interesting scenario, would be that the resolved rate is in fact due to enzymatic dynamics 

either coupled or uncoupled to the hydride transfer step. Further studies to test this 

scenario could be to replace the substrate DHF with other substrates or inhibitors of 

DHFR, like folate that is reduced by DHFR albeit at much slower rates135 or 

methotrexate, which binds to DHFR but completely inhibits catalysis.153 Furthermore, 

there are known mutations in DHFR that can knock out the hydride transfer step 

altogether,154 as well as site-specific labeled DHFR variants that could be used to study 

key regions of DHFR, like the Met20 loop,155-158 to determine the source of the rate. If 

the resolved rate of 400 s-1 is still present during experimental conditions like the ones 

just described, those methods may be able to more definitively attribute it to 

conformational changes in the enzyme. Whatever the case may be, it is clear that the 

current results are just a step in the process of deciphering dynamic processes occurring 

in DHFR and that further kinetic studies are quite necessary. 

Nevertheless, as is evident from the previous study, studying enzymatic reactions 

on the timescale of hundreds of microseconds to a few milliseconds is viable in the 

sandwich-style fast microfluidic mixer. NADPH fluorescence emission was studied with 

fast mixing techniques, resulting in decay profiles fit to biexponential functions that were 

used to resolve the pH dependent hydride transfer rates in the DHFR catalytic cycle as 
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well as a previously observed rate on the order of 400-500 s-1, which appears to be pH 

independent. The methods employed in the past to establish the currently accepted rates 

have seemingly missed important processes occurring in the catalytic cycle or may be 

wrong altogether. These processes can be studied and resolved with the reported 

microfluidic mixing methodology, furthering the capabilities in the field. It may even turn 

out that these microfluidic mixing techniques are much better developed to study kinetics 

on these timescales. The widely accepted rates for DHFR catalysis could quite possibly 

be incorrect due to the experimental methods employed to obtain them. 
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Chapter 5: Conclusions 

 This paper has discussed multiple aspects of the developments and improvements 

made to mixers and instruments utilized in the microfluidic mixing field. Extensive work 

has gone into the design and fabrication techniques of microfluidic mixers, specifically 

the sandwich-style mixer. New techniques to utilize fast microfluidic mixing with 

infrared spectroscopic probes have been developed and the successful application of the 

mixer and techniques to biomolecules like with the model enzyme, dihydrofolate 

reductase. 

 With regard to the design and fabrication techniques, the sandwich-style mixer 

was utilized in three unique designs and produced with a commercially available 3D 

printer. This study proved the utility of the fabrication technique with respect to multiple 

spectroscopic probes. The sandwich-style mixer created mixers with far wider 

applicability to different spectroscopic probes than previous techniques. Two optically 

transparent windows sandwich a spacer for the assembly of the mixer. In this case, the 

spacer was a 3D printed polymer with the microfluidic channels defined by lack of 

printed material and the only optically transparent requirement was the sandwiching 

windows. Serpentine, droplet, and cross-shaped mixers were printed and incorporated 

into the sandwich format mixer and used alongside three separate spectroscopic probes. 

Fluorescence, visible absorption, and IR absorption spectroscopies were the three types 

of spectroscopic probes used to exhibit the versatility of the sandwich-format mixer. In 
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addition to showing all three spectroscopic probes with different mixer designs, the same 

mixer was also implemented with the three probes as well, in order to prove its utility. 

Furthermore, the coupling of the sandwich-format mixer with 3D printed spacers helps to 

extend the versatility of the mixer, creating more of a custom microfluidic production 

platform. 3D printing provided an effective method to quickly and cheaply design and 

produce the spacers for the mixer, which completely determine the geometry of the 

microfluidic channels. The fabrication method can be applied to extending versatility 

within the microfluidic mixing community and ultimately make that community more 

appealing to new users. The 3D printing method did not prove to be viable in its original 

task of producing mixers with channel diameters on the order of 10s of microns, 

however, it did create a very applicable method to fabricate mixers very cheaply and 

quickly. This has implications for the microfluidic mixing community as a whole and 

especially for research groups that would otherwise be unable to break into the 

microfluidics field due to economic constraints. In addition to the 3D printing method of 

fabrication, there are currently two new types of mixers being tested in the lab that push 

the capabilities of our microfluidic mixers. The newest mixers include a laser cut spacer 

applicable to the sandwich-style mixer, but with much narrower channel diameters, as 

well as a quartz mixer that has microchannels etched in it with the same narrow diameters 

as the new spacer. With these developments, microfluidic mixing experiments will soon 

be able to study reactions on faster timescales than is currently accessible.  

The sandwich-style mixer was also utilized in a mid-IR hyperspectral absorbance 

imaging system, capable of monitoring the progress of reactions with a sub-millisecond 

mixing time. The mixer and infrared imaging system were experimentally calibrated in 
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order to establish a time per pixel based on flow rates and position within the mixer. The 

applicability of the mixer for studying biomolecular reactions were then established 

through an AMP pD jump experiment. An acidic AMP sample was mixed with a neutral 

phosphate buffer to induce a pD jump through the pKa value of AMP, while following 

two IR absorbance peaks in the 1600 cm−1 region corresponding to the two protonation 

states. This pD jump experiment not only proved the utility of the imaging system but 

effectively reported the mixing time of the sandwich-style mixer with the laser cut spacer 

of 269 ± 16 μs. The final study reported with the infrared imaging system was a H2O/D2O 

mixing experiment was used to follow the absorption decay of the water at 1636 cm−1 and 

to model that decay with computational simulation. The simulation matched well with the 

experimentally obtained data. The reported mixing time was the fastest experimental 

mixing time to date of any microfluidic mixing system that uses IR spectroscopy for 

detection of the reaction progress. Using IR spectroscopy alleviates the requirement of 

intrinsic fluorescence or bulky fluorescence labels to biomolecules of interest. Infrared 

absorbance of a protein or its substrate or both can be followed through the time course of 

a reaction using this approach. The connection of IR spectra with specific structural 

features, such as the protein amide I vibration makes this approach widely applicable to 

biological reactions such as protein folding and enzymatic reactions. There are, however, 

still some obstacles that need to be overcome with the imaging system. Mainly, they lie 

with reducing signal-to-noise ratio primarily due to etalon interference patterns in 

acquired images.  

Lastly, a microfluidic mixing experiment studying enzymatic reaction kinetics 

was performed on the model enzyme, dihydrofolate reductase. Previous kinetic studies 
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had been completed to follow steps throughout the catalytic cycle of DHFR, and were 

able to establish rates for many processes in the cycle using methods like stopped-flow 

and T-jump.125,127,130 One of the steps, the hydride transfer from NADPH to substrate 

DHF, is known to be pH dependent. Therefore, a mixing study was completed to follow 

the pH dependence of the hydride transfer. In doing so, a second process was observed in 

addition to the hydride transfer that has also been observed previously on the same 

timescale.130 This process was observed at a rate of 400–500 s-1 for each pH of DHFR 

studied with little deviation. According to the results and previous reports, the observed 

second process seems to be a pH independent conformational change DHFR goes 

through to ready itself for the hydride transfer step. This could be due to fluctuations in 

the mobile loops of DHFR, but in order to definitely assign the process, more kinetic 

studies are needed.  

The progress outlined in this paper represents the beginning of the microfluidic 

mixing technique being utilized regularly in our lab to study enzymatic catalysis, and 

specifically, the dynamics that are coupled to catalysis. It is with great hope that the 

discussed developments can be used fruitfully and regularly in order to answer questions 

regarding how enzymes really work. 
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