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Abstract 

 
Targeting Bacterial Tolerance and  

Resistance with Small Molecules 
 

Ana Victoria Cheng Jaramillo 
 
 

The overuse and misuse of antibiotics has put evolutionary pressure on bacteria to alter or 

bypass the targets of drugs or otherwise develop resistance, rendering a large percentage of 

our available medicines and pesticides ineffective. Novel antibiotics are quickly met with 

resistance, and treatment efforts are further complicated by bacterial tolerance mechanisms. 

Altogether we are facing a perfect storm of resistance and tolerance which threatens to kill 

millions and unravel our current approach to medicine in the process. I have focused my 

research efforts on two classes of molecules: 1) synthetic retinoids that can kill bacterial 

persisters with low resistance development potential, and 2) small molecule inhibitors of 
LexA, the gatekeeper of the bacterial SOS response.  
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Chapter 1. Introduction 

1.1 A Brief History 

Human use of antibiotics predates modern drugs by thousands of years.1 Various 

herbs, plants, and minerals such as St. John’s Wort (Hypericum perforatum), aloe, and 

malachite have been used throughout history to treat burns, wounds, and other infections.2,3 

For example, multiple cultures and texts recommend molds as treatments for surface 

wounds. It is likely that the healers in these communities kept cultures of Penicillium or 

Aspergillus species which produce multiple antibiotic compounds such as penicillin, though 

they might not have known the exact mechanism(s) of antibacterial action. 

In one famous example of an “ancientbiotic,” a 10th century Anglo-Saxon leechbook details 

the careful preparation of a salve for the treatment of a sty caused by the bacterium 

Staphylococcus aureus. The recipe includes multiple ingredients known to have antibacterial 

activity—garlic, onion, wine, and oxgall combined in a brass or bronze (copper alloys) vessel 

and left to stand for nine days. In 2015 researchers empirically tested this recipe and verified 

its ability to kill methicillin-resistant S. aureus (MRSA).4 Although each individual component 

was not wholly effective in killing bacteria, the combination proved synergistic. Another 

investigation identified some molecules belonging to the flavonoid family in traditional 

Chinese medicinal plants used to treat infectious gastroenteritis.5 These and other recent 

studies have served to corroborate the knowledge passed down through folklore and 

medical texts, speaking to the advanced expertise and careful trial-and-error performed by 

past civilizations and demonstrating the rich history of antibiotic use predating modern-day 

drugs. 
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It wasn’t until the early 1900s that the first modern antibiotic was discovered. Many 

histories of antibiotics mistakenly begin with the tale of penicillin, but it is a common 

misconception that it was the first modern antibiotic. Paul Ehrlich (University of Göttingen) 

beat penicillin to the punch in 1907 with his development of the syphilis drug Salvarsan (or 

arsphenamine, as it is known today), introduced in clinics in 1910. He referred to his 

discovery as a magic bullet for its ability to selectively target infection, with little toxic effect 

on the human host.  

Figure 1.1: World War II era penicillin poster. (Source: Science History Institute. Public Domain.) 
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Figure 1.2: Timeline of antibiotic commercial application. 
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Some years later the first natural product antibiotic, penicillin, was (re)discovered by 

Alexander Fleming. Though multiple researchers between 1870 and 1920 had observed the 

ability of Penicillium species to prevent the growth of bacteria, their findings received little 

attention. Fleming observed the effect of mold on S. aureus in 1928, but it was not until 1938 

that Howard Florey and his team at Oxford University (including Ernst Chain, who later 

shared the Nobel Prize in Medicine with Fleming and Florey) identified penicillin as the 

active antibacterial compound in the mold, leading to its clinical application in 1942 (Figure 

1.1). It was followed by a flurry of discovery: between the 1940s and 1970s, over 20 new 

classes of antibiotics were approved by the United States Food and Drug Administration 

(FDA), a time commonly referred to as the “Golden Age” or “Golden Era” of antibiotics (Figure 

1.2).   

1.2 Antibiotic Overview 

In general, antibiotics disrupt the normal function of a bacterial cell, rendering it 

unable to divide properly or damaging it so severely that it dies. Typically, this is done 

through the binding of a small molecule inhibitor to an enzyme, though some bind to or 

damage cell structures directly. Although there exist at least 200 conserved essential 

Figure 1.3: DNA synthesis-targeting antibiotics. Not shown: folate acid inhibitors (sulfonamides). 
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proteins in bacteria, most antibiotics target one of just four processes: DNA synthesis (Figure 

1.3), ribonucleic acid (RNA) synthesis, protein synthesis (Figure 1.4), or cell wall synthesis 

(Figure 1.5).6 The enzymes involved in these systems are structurally different from their 

counterparts in eukaryotic cells or are totally nonexistent in eukaryotes, enabling their 

inhibitors to disrupt bacteria while leaving the host undisturbed. 

Antibiotics vary widely in structure, function, and effects, necessitating multiple 

methods of classification. For example, antibacterials are commonly categorized as either 

bactericidal or bacteriostatic depending on whether they kill bacteria or simply inhibit their 

growth (respectively). The words stem from the Latin -cida (to kill) and -statica (to stand, 

balance). This designation is somewhat fuzzy, as there are bactericidal antibiotics that 

exhibit a bacteriostatic effect at lower concentrations and bacteriostatic antibiotics that 

exhibit a bactericidal effect at higher concentrations. Additionally, it is not predictive of the 

Figure 1.4: RNA and protein synthesis-targeting antibiotics. 
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action of an antibiotic in the human body—a complicated system prone to fluctuations in 

infection site conditions and drug concentrations, as well as variation from person to person. 

There is an argument that concentration- vs. time-dependent killing may be a more useful 

classification since bacteriostatic drugs display bactericidal properties if given more time, 

while other drugs (like penicillin) appear to reach a concentration of peak activity.7 However, 

this measure is not yet standard and thus lacks enough evidence to support clinical 

relevance. 

Another common categorization of antibiotics specifies the range of species of 

bacteria they are effective against. The term broad-spectrum is typically applied to 

antibiotics with activity against both Gram-positive and Gram-negative bacteria (though this 

does not necessarily mean they are effective against all species). In contrast, narrow-

spectrum agents are effective against a smaller group of bacteria—sometimes as small as a 

single species.8 Prescription of broad-spectrum antibiotics does not require a diagnostic test 

Figure 1.5: Cell wall synthesis-targeting antibiotics.  
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to ascertain the species causing a patient’s illness, unlike narrow-spectrum drugs. However, 

they are accompanied by certain risks. Broad-spectrum agents place antibiotic pressure on 

not only the cause of an infection, but also on other species of bacteria present in a patient’s 

body, potentially contributing to antibiotic resistance (discussed in section 1.3). They can 

also kill commensal bacteria in the microbiome, leading to dysbiosis. Narrow-spectrum 

antibiotics, in comparison, mostly eschew these risks due to their enhanced ability to target 

the cause of an infection while leaving the microbiome largely undisturbed. Unfortunately, 

there is a cultural preference within the pharmaceutical industry and medicine for broad-

spectrum drugs since they can be prescribed more easily and have a comparatively larger 

market due to their broad applicability. Since narrow-spectrum agents can be prescribed in 

fewer cases, there is less incentive to develop and prescribe them, despite their advantages 

in decreasing side effects and resistance. 

Finally, all antibiotics fall within one of three groups based on their origin: natural 

products, synthetics, or semi-synthetics. Natural products are compounds produced by 

living organisms. While some are derived from plants and herbs, a majority of natural 

product antibiotics come from bacteria themselves. In nature, microbes wage biological 

warfare on each other as they compete for space and resources. One of the main mechanisms 

they employ is the production and excretion of antimicrobial compounds to eliminate their 

competition. As a result, we have been able to exploit these compounds for medicinal use. 

Over 200 antibiotic drugs are direct natural products.9 These natural antibiotics often 

feature intricate polycyclic carbon systems with multiple chiral centers which are easily 

synthesized by enzymes. In comparison, synthetic compounds are completely human-

designed and typically primarily contain aromatic rings and heterocycles. However, many 
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drugs (some 250) are semi-synthetic, meaning that medicinal chemists have optimized a 

natural product through trial-and-error modifications of the chemical structure.9 Antibiotics 

with related structures derived from similar origins are organized into groups called classes. 

1.3 Resistance 

Resistance is the ability of a bacterium to survive antibiotic treatment due to an 

advantageous genetic change, quantified in the laboratory by a corresponding increase in 

the effective MIC of the applied antibiotic. It is a manifestation of natural selection: antibiotic 

pressure stifles the growth of or eliminates susceptible cells in a population, enriching those 

with beneficial resistant mutations in the gene pool. And though the rule of natural selection 

holds true for all life, the evolutionary clock is dramatically faster for bacteria than for 

organisms that reproduce at slower rates. If their success has proven anything, it is that they 

are nature’s most adaptive machines. 

Paradoxically, the advent of modern antibiotics has seemingly expedited the spread 

of resistance due to improper use. The attitude toward antibiotics as “cure-all” solutions 

rather than precious resources to be used sparingly is one of the main causes of antibiotic 

resistance. The CDC estimates that 47 million courses of antibiotics are unnecessarily 

prescribed each year, accounting for 30% of all antibiotic prescriptions.10 Accurate diagnosis 

and proper prescription require a diagnostic test, but few rapid tests exist. Thus, a blood test 

is usually required to identify the cause of an infection. This leaves sick patients waiting 

several days for test results. Instead, many clinicians default to prescribing broad-spectrum 

drugs to offer an immediate solution. However, unnecessary exposure to antibiotics can have 

deleterious effects on a patient’s microbiome and lead to resistance among commensal 

species—which can later be transferred to pathogenic bacteria. Many patients are also 
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mislabeled with β-lactam allergies and are prescribed alternate antibiotics often associated 

with lower efficacy or increased side effects, such as glycopeptides or fluoroquinolones.11 

Subsequently, these patients are at higher risk for adverse outcomes and infection by 

resistant bacteria.  

Perhaps the most egregious misuse of antibiotics is in the context of animal 

husbandry. Every year, 73% of all manufactured antibiotics are used for this purpose, 

including some of the most important classes of antibiotics in human healthcare.12 Though 

they are sometimes necessary for veterinary medicine should an animal fall ill, they have 

primarily been used as feed additives in the rearing of livestock to improve growth (Figure 

1.6) and as prophylactics.13,14 Medicated feed is also used in fish farming, and in some 

instances, antibiotics are even sprayed directly onto the surface of the water. As a 

consequence of this exposure, farmed animals’ gastrointestinal tracts are bustling breeding 

grounds for resistant bacteria. These resistant strains as well as undigested antibiotics 

Figure 1.6: Antibiotic food additives. Chickens fed Streptomyces aureofaciens mash supplement (right) grow up to 2.5x the size of 

those fed no supplements.14 
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themselves15 are then spread through animal urine and feces, contaminated meat, and 

animal byproducts to consumers and the environment. 

Campylobacter is a genus of Gram-negative bacteria most often transmitted through 

ingestion of contaminated poultry and raw dairy products (a result of antibiotic animal feed 

additives). However, they do not easily survive stomach acid so serious illness is only 

observed in cases of exposure to a large number of bacteria. Campylobacter jejuni and 

Campylobacter coli are the most common causes of these infections. Altogether, the genus 

causes 1.5 million infections a year (in the United States), 448,400 of which are 

fluoroquinolone or macrolide resistant.10 

In 2017, the FDA asked pharmaceutical companies to relabel antibiotics used in 

human medicine to remove livestock feed as an approved usage. However, this call was 

voluntary and, though it was accompanied by a decrease in livestock-related antibiotic sales, 

an alarming number of drugs are still used as feed additives. Additionally, the global use of 

antibiotics in farming has risen every year as the practice gains popularity in more countries. 

Pesticides and pharmaceutical waste are two other sources of environmental antibiotic 

exposure which follow trajectories like those of feed additives—spreading through either 

food crops or the water supply. It is through this constant, low-dosage exposure to so much 

of our antibiotic arsenal that the bacterial gene pool in our bodies, food, and the environment 

is being constantly strengthened under evolutionary pressure. 

Though antibiotic-producing microbes possess intrinsic resistance, clinically relevant 

antibiotic resistance arises either from mutagenesis or through transfer of genes from one 

bacterium to another. Mutations occur due to mistakes made by typical DNA polymerases or 

through the action of repair mechanisms triggered by environmental stress. When met with 
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DNA damage, a lack of nutrients, or other extreme conditions, established stress responses 

deploy a host of enzymes to alleviate and prevent damage. These enzymes include error-

prone polymerases which introduce mutations at a higher rate than those responsible for 

normal DNA synthesis.16 

Resistance genes (acquired or intrinsic) can be disseminated to other bacteria 

through a phenomenon known as horizontal gene transfer (HGT). HGT enables the lateral 

sharing of genes between species of bacteria and is the primary culprit in the spread of 

antibiotic resistance. It does not require the transfer of the genome in its entirety—as few as 

a single gene may be transferred at a time—though it can. A reasonably complex process, 

HGT can happen through multiple mechanisms: conjugation, transduction, or 

Figure 1.7: Horizontal gene transfer mechanisms 
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transformation (Figure 1.7).17 The mobile genetic elements transferred in these processes 

are commonly termed pathogenicity islands or gene cassettes and play roles in both 

resistance and virulence.  

Several islands and cassettes have been shown to confer resistance to antibiotics, 

such as the staphylococcal cassette chromosome mec (SCCmec). SCCmec is the hallmark of 

MRSA strains (Table 4.1). It contains the mecA gene which encodes an alternative penicillin 

binding protein with low affinity for ß-lactam antibiotics (PBP2a). This cassette may have 

been transferred to S. aureus from the human commensal bacterium Staphylococcus 

epidermis, though researchers are yet uncertain.18 Inter-genus transfers are also possible, 

like in the case of vancomycin-resistant S. aureus, which is believed to have acquired the 

resistant vanA gene from vancomycin-resistant Enterococcus.19 

Bacteria can also develop cross-resistance, or resistance to one drug as a result of 

resistance to a similarly acting drug conferred by a single genetic determinant. It has the 

highest potential of occurring when two antibiotics share a common binding site, target, or 

other pathway of action and is most common within a class of antibiotics. Researchers have 

voiced concerns about cross-resistance since during the antibiotic Golden Era.20  

On a biochemical level, there are a few ways that bacteria may resist the effects of an 

antibiotic. These mechanisms are not mutually exclusive and may cumulatively contribute 

to heightened levels of resistance in a bacterium. The first is through direct drug 

modification: bacteria can produce enzymes that remove an active moiety from a drug or 

append a group to reduce its ability to bind to its target.21–23 Other resistance mechanisms 

involve altering the other participant in a drug–target interaction—the enzyme or substrate 

target. Enzyme alteration often arises from point mutations in the binding site of an 
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antibiotic to decrease its affinity for the target without substantially affecting enzyme 

activity, or through modification of a target enzyme by another enzyme. It may also mean 

production of an alternative enzyme with similar catalytic activity altogether.24–26 Bacteria 

may also resist antibiotics by overproducing or completely circumventing the drug 

target.27,28 

ß-lactamases are an ancient group of enzymes that deactivate ß-lactam antibiotics. 

They have no apparent function other than to hydrolyze the ß-lactam ring which is integral 

to the antibiotics’ ability to inhibit the transpeptidases involved in cell wall synthesis. A large 

class of enzymes with several subtypes, ß-lactamases are most commonly produced by 

Gram-negative bacteria, although a few instances of expression by Gram-positive species 

such as S. aureus and Enterococcus faecalis have been reported.21 Typical ß-lactamases do 

not hydrolyze expanded-spectrum cephalosporins. However, in the past 40 years or so, new 

extended-spectrum ß-lactamase (ESBL)-producing Enterobacteriaceae have emerged with 

this capability.22 Genes encoding ESBLs are often found on plasmids shared via HGT and are 

increasingly associated with co-transfer of aminoglycoside resistance: some bacteria 

possess HGT-associated N-acetyltransferases, O-nucleotidyltransferases, and O-

phosphotransferases that acetylate or phosphorylate different amino and hydroxyl sites of 

antibiotics, such as aminoglycosides.23 These modified drugs have a marked decrease in 

binding affinity to the ribosome due to added steric hindrance. 

Because most antibiotic targets are intracellular, cell permeability plays an important 

role in drug efficacy. While some antibiotics can passively diffuse through cells, others rely 

on the help of membrane porins to gain entry. However, under antibiotic pressure, bacteria 

may evolve modified porins designed to exclude the offending molecule or downregulate 
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production of porins.29 Permeability is also affected by the degree and type of efflux activity 

in a cell. Efflux pumps are a broad family of membrane transporters whose function is to 

remove molecules, including signaling molecules, metabolites, metals, and antibiotics, from 

a cell.30 Although in many species, efflux plays a role in regular cellular upkeep unrelated to 

resistance, the mutation of these pumps to remove non-native antibiotic substrates or the 

horizontal acquisition of a pump from another species falls under the definition of resistance. 

Due to the cumulative breadth of these transporters, their upregulation is implicated in 

cross-resistance to multiple classes of antibiotics, making them a desirable target for the 

design of inhibitors to treat multidrug-resistant bacteria.31 

Bacteria’s ability to adjust to virtually any environment does not come free of cost. 

Acquiring and deploying the aforementioned resistance mechanisms drains the limited 

energetic and biosynthetic resources in a cell that would otherwise contribute to metabolism 

and reproduction. This concept, known as fitness cost, manifests as a reduced rate of growth 

in a resistant strain compared to the wild-type strain.32 Recall that there are several paths 

through which a bacterium may grow resistant to antibiotics (drug or target alteration, 

circumvention, etc.). The fitness cost of a resistance mutation informs the success and 

prevalence of that mutation compared to the other possibilities. While some mutations 

appear cost-free, others drastically affect a cell’s ability to reproduce and infect. However, 

the observed slowing of growth due to fitness cost is a temporary state to afford resistant 

strains the luxury of survival until they are able to resume normal growth rates. This can be 

accomplished through compensatory mutations, or secondary mutations that partially or 

fully restore cellular function to pre-resistance efficiency. Once these mutations are 

introduced, reversion to a susceptible phenotype is unlikely. Thus, resistant bacteria with 
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compensatory mutations can go on to acquire resistance to other drugs without losing 

resistance to the initial drug, resulting in multidrug-resistant pathogens.33 

1.4 Tolerance and Persistence 

Antibiotic tolerance can also complicate the treatment of bacterial infections. 

Tolerance is the ability of bacteria to withstand high concentrations of antibiotics due to a 

transient physiological state, usually (but not always) in which cells are slow-growing or 

even fully dormant. Because most antibiotics target processes important for cell division, 

growth arrest reduces or removes the target, rendering bacteria tolerant of the drug. Indeed, 

the killing rates of several antibiotics are directly proportional to the growth rates of the 

bacteria they eradicate.34 Tolerance may also reduce the efficacy of drugs which require 

active transport to gain intracellular entry since this process may also be halted in slow-

growing cells. 

There is agreement among researchers that both resistance and tolerance exist and 

differ from each other, but the precise line which divides them exists in a philosophical gray 

area. For the purposes of this dissertation, I separate the two on the basis of genetic 

differences between antibiotic-susceptible and unsusceptible cells. Tolerance differs from 

resistance in that the former is a transient state stemming from epigenetics rather than 

mutations. In fact, tolerant cells are genetically identical to their drug-susceptible 

counterparts. In contrast, resistance stems from a genetic difference and may be quantified 

by a change in MIC. Colonies regrown from a resistant population maintain the resistance of 

their predecessors, whereas a population borne of tolerant cells may easily revert to a 

susceptible state with no observed change in MIC. Furthermore, a tolerant bacterium may be 

unaffected by multiple classes of antibiotics, while resistance mutations typically only confer 
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immunity to one class. However, confusing the matter is the fact that the two phenomena are 

closely intertwined. They can be triggered through the same mechanisms and may lead to 

one another. For instance, the DNA damage-induced SOS response not only triggers various 

tolerant phenotypes, but it also results in expression of error-prone DNA polymerases which 

increase the likelihood of resistance development.35 In the reverse, mutations can enhance a 

cell’s time in dormancy by 10 times, increasing its capacity for tolerance.36 

Compared to antibiotic resistance, tolerance has received little attention, though it is 

by no means new—tolerance has been observed since 1944.37 However, it remains difficult 

to study in the lab because it is difficult to quantify, and consequently lacks a universal 

standard measurement. Tolerant cells must undergo antibiotic therapy for a longer time 

before being killed, so some researchers have taken to assessing the minimum time duration 

required to kill 99% of a bacterial population, or minimum duration for killing (MDK), 

measured from a time-kill curve.34 Others instead use the MBC/MIC ratio to quantify 

tolerance. 

Persistence is sometimes used interchangeably with tolerance, though many use it 

strictly to refer to tolerance observed only in a small subpopulation of bacteria as opposed 

to in the population as a whole. The difference between the two may be visualized in a time-

kill curve, as the presence of persister cells results in a bimodal curve, whereas a fully 

tolerant population exhibits a simple decay curve (Figure 1.8). However, on a unicellular 
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phenotypic level, tolerance and persistence are one and the same. For the most part, the 

cause of tolerance/persister formation remains a mystery with a few proposed hypotheses. 

Some researchers have hypothesized that there is no actual mechanism of persister 

formation and that it results from accidental protein misfolding or stochastic overexpression 

of specific genes.38,39 However, the proportion of persisters in a population seems to be 

connected to growth phases—tolerance may be naturally enhanced while a bacterial 

population is in the lag and stationary phases, when conditions do not encourage explosive 

growth. Together these observations indicate that tolerance depends on a mix of stochastic 

and deterministic factors. 

A tolerant state may also be produced by environmental conditions such as a lack of 

nutrients or by antibiotic stress. For example, some studies indicate that the stringent 

response, which induces transient growth arrest as a response to the accumulation of the 

signal molecule guanosine tetraphosphate (ppGpp), can trigger dormancy in nutrient-

depleted conditions.40 Thus far, several gene knockouts have been connected to a decrease 

in persisters, but they are mostly global regulators and genes involved in nucleotide 

synthesis and metabolism. There are still many questions surrounding the actual mechanism 

of persister formation.41 One informative gene that has been repeatedly connected to 

Figure 1.8: Time-kill curves for susceptible, tolerant, and persister populations. 
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persister formation, however, is hipA.42–45 It encodes a toxic kinase that, left unchecked, 

induces stasis. It is part of a toxin-antitoxin (TA) module, and is typically neutralized by its 

antitoxin, hipB. While deletion of hipBA leads to a sharp decrease in persisters, it does not 

fully abolish persister formation, both lending credence to the TA theory of formation and 

indicating that there is redundancy in tolerance mechanisms. 

Even though it only affects a small number of cells, persistence is a useful survival 

strategy for bacteria—it is the bacterial equivalent of a diverse investment portfolio. 

Although some growth is sacrificed, the formation of at least some persisters ensures the 

survival of a few cells whose progeny may go on to repopulate an environment in the event 

of antibiotic exposure or lack of nutrients (Figure 1.9). In healthcare, persistence manifests 

as chronic infections which are difficult to eradicate using available antibiotics. Several 

recurring diseases are suspected to be perpetuated by persister cells, such as syphilis, which 

is known to have secondary and tertiary presentations. In addition, persisters may play a 

role in the recalcitrance of Lyme disease and tuberculosis46 as well as in Pseudomonas 

Figure 1.9: Resistance vs. persistence. 
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aeruginosa infections in patients with cystic fibrosis.47 Persisters can also withstand the 

harsh environment of human macrophages. Once engulfed, these intracellular infections 

may be transported in the bloodstream away from the initial site of colonization, 

subsequently establishing infections in other tissues. Salmonella infections, which are mainly 

contracted through ingestion of contaminated food products, are intracellular. These species 

employ a number of immune evasion strategies in order to take up residence in various host 

cell types, including macrophages, epithelial cells, and dendritic cells.48 

Virulence refers to a bacterium’s pathogenicity, or its ability to cause disease. It takes 

many forms, including colonization, immunoevasion, immunosuppression, toxin production, 

and nutrient acquisition by bacteria within a host, among other effects. The specific 

molecules important to these processes are called virulence factors. Virulence factors may 

be native to a bacterium or may be acquired through HGT in the form of pathogenicity 

islands. Mechanisms that contribute to virulence but are not technically virulence factors are 

sometimes informally called “virulence behaviors.” Like other concepts we have discussed, 

virulence is sometimes difficult to define because the interplay between resistance, 

tolerance, and virulence can be rather complex. Some virulence factors and behaviors also 

contribute to normal bacterial survival, so the line between life-sustaining processes and 

virulence becomes similarly blurred. Thus, in many cases, because resistance and tolerance 

enhance survivability, both contribute to virulence either indirectly through increased 

survival or directly through mutations in virulence genes. However, they may also 

theoretically decrease the virulence of a bacterium if there is an associated fitness cost or if 

a resistance mutation inadvertently disrupts virulence genes. It may be said that commensal 

bacteria are avirulent. 
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1.5 Current Outlook 

 “There may be a danger, though, in underdosage. It is not difficult to make microbes 

resistant to penicillin in the laboratory by exposing them to concentrations not sufficient to 

kill them, and the same thing has occasionally happened in the body. The time may come 

when penicillin can be bought by anyone in the shops. Then there is the danger that the 

ignorant man may easily underdose himself and by exposing his microbes to non-lethal 

quantities of the drug make them resistant…. If you use penicillin, use enough.”  

- Alexander Fleming in his Nobel Prize acceptance speech, 1945 

The future appeared bright in the Golden Era of antibiotics. In 1962, after decades of 

rapid drug discovery, Nobel laureate Sir Frank Macfarlane Burnet wrote, “One can think of 

the middle of the twentieth century as the end of one of the most important social revolutions 

in history, the virtual elimination of the infectious diseases as a significant factor in social 

life.”49 Unfortunately, it may have been this attitude that led to the decline in antibiotic 

research and the predicament we find ourselves in today. Because of our brash 

overconfidence, we shrugged off the looming issue of resistance despite Fleming’s warning 

in 1945. As a result, the rate of introduction of novel classes of antibiotics has significantly 

slowed. New antibiotics from existing classes have been developed, but they typically 

provide only temporary relief since they almost always have the same biological targets as 

their predecessors. Worsening the issue, the number of pharmaceutical companies with 

devoted antibiotic divisions has plummeted from 20 in the 1980s to just 4 in 2018.50 The 

driving force behind these cutbacks is largely economic—a 1 to 2 week course of antibiotics 

brings in meager profits compared to treatments for long-term diseases like chronic 

hepatitis C or cancer, which are among the most expensive medications. Additionally, it is 



21 
 

financially unappealing to develop a pharmaceutical which will be limited in sales by 

antibiotic conservation efforts. This reduction in industrial research has left the bulk of the 

work in the hands of academic labs and startups with fewer resources, creating a discovery 

void in the field. In 2020, there were just 42 antibiotics at any stage of the drug development 

process, only a quarter of which possess a new mechanism of action.10 Although resistance 

certainly precedes modern medicine (recall that bacteria have used antibiotics against each 

other long before humans began to), we are experiencing an unprecedented spike in the 

number of antibiotic resistant bacterial strains. This spike has accompanied the increased 

manufacture and widespread use of antibiotics for both medical and nonmedical 

applications. The quest to address resistance is only further confounded by tolerance and 

persistence, which boost resistance and are relatively poorly understood. 

Fully addressing the resistance crisis would also require tightening regulations 

around antibiotic use by limiting access for uses other than life-saving medical treatments—

something which also takes years to change. Though some states like California and 

Maryland have banned the use of antibiotics in livestock at the state level, global action is 

required. Further, despite some potentially promising discoveries and re-education 

initiatives such as the U.S. National Strategy for Combating Antibiotic-Resistant Bacteria, no 

new antibiotic classes have been approved by the FDA since 2007 and there has been only 

modest improvement in national statistics.51 

As a result of these impediments, the situation has become critical. Today, antibiotic 

resistant bacteria and fungi cause nearly 3 million infections in the United States each year, 

killing 35,900 patients and incurring billions in healthcare costs.10 Previously treatable 

infections are no longer responsive to typical antibiotics, forcing clinicians to resort to more 



22 
 

extreme “last-defense” drugs. It has been estimated that by 2050, 10 million people will die 

each year due to resistant infections.52 This trajectory of resistant and tolerant infections 

threatens to undo most of the achievements of modern medicine, rendering even simple 

procedures life-threatening. Without breakthroughs on multiple fronts in the near future, 

the outlook is bleak. 

 

Material in this chapter reprinted with permission from: 

Antibacterials; American Chemical Society, 2021. Copyright 2021 American Chemical 

Society.   
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Chapter 2. Anti-MRSA Retinoids 

2.1 Methicillin-resistant Staphylococcus aureus 

In recent decades, several pathogens have emerged as serious global health risks, 

including Staphylococcus aureus—more specifically, methicillin-resistant S. aureus (MRSA). 

S. aureus is a gram-positive bacterium commonly found in the upper respiratory tract and 

on the skin of up to 50% of the human population.53 It was first identified in 1884 when 

Friedrich Julius Rosenbach differentiated it from Staphylococcus albus (now Staphylococcus 

epidermidis).54 He named it aureus from the Latin aurum (gold) for its yellow pigmentation.  

Active infections of S. aureus can cause minor skin issues such as impetigo, boils, 

cellulitis, folliculitis, carbuncles, scalded skin syndrome, and abscesses, while more serious 

infections can lead to pneumonia, meningitis, osteomyelitis, endocarditis, toxic shock 

syndrome, bacteremia, and sepsis.55 A variety of virulence factors in S. aureus contribute to 

this pathology. Primary among these is alpha-hemolysin (also known as alpha-toxin), a pore-

forming beta-barrel toxin that lyses host cells with a special affinity for platelets and 

monocytes.54 It is so critical to virulence that alpha-hemolysin expression levels directly 

correlate with virulence of a given S. aureus strain.56 In addition to toxins, S. aureus also 

produces surface proteins called adhesins which facilitate adhesion to host cells and 

eventual biofilm formation or intracellular infections.55,57  

Although cases of MRSA have decreased over the past 15 years, it still infects 323,700 

Americans, leading to 10,600 deaths and $1.7 billion in healthcare costs each year.10 

Counterintuitively, one of the more common settings to acquire a MRSA or other resistant 

infection is during a hospital or other healthcare visit. These infections are referred to as 
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healthcare-associated infections (HAI)  or nosocomial infections. Patients who see a doctor 

for a resistant infection are liable to spread the bacterium through contact with medical 

personnel or contamination of common surfaces and equipment. Infections may then be 

transmitted to other patients who are at a high risk due to their immunocompromised status, 

including babies, the elderly, those with chronic conditions, those taking 

immunosuppressive medications or other antibiotics, or those undergoing invasive 

procedures such as surgery. Concerns about transmission of these infections has led some 

clinics to introduce strict isolation and disinfection procedures such as cohorting patients 

and nurses, daily antiseptic baths, hydrogen peroxide vapor disinfection of equipment, and 

use of disposable materials wherever possible.58 Between 2005 and 2008, 17,508 of 21,503 

(81%) invasive MRSA infections were HAI.59 The rest were spread through less common 

routes—through community contact (community-associated infection, CAI) or through 

interaction with livestock (livestock-associated infection, LAI).60 

The primary therapies for S. aureus infection are β-lactam antibiotics, but production 

of β-lactamases by S. aureus enables the hydrolysis and resultant deactivation of β-lactam 

antibiotics.61,62 Additionally, the mobile genetic element staphylococcal cassette 

chromosome mec (SCCmec) contains the mecA gene (the hallmark of MRSA), which encodes 

penicillin-binding protein (PBP) 2a, an altered PBP with decreased affinity for all β-lactam 

antibiotics.18,63,64 Resistance to vancomycin, a glycopeptide antibiotic and the next line of 

defense against MRSA, has also emerged as a result of acquisition of the vanA gene cluster 

from vancomycin-resistant enterococci (VRE).65 Today, clinicians may opt for last-line of 

defense drugs such as linezolid to treat MRSA and VRSA infections. However, resistance to 

linezolid has also been observed.66 
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2.2 Staphylococcus aureus Persistence 

In addition to resistance, S. aureus is also a concern due to its ability to assume 

tolerant states. In liquid culture, S. aureus persisters have been shown to tolerate 

aminoglycosides, fluoroquinolones, and β-lactams.67 Persisters are also present in high 

concentration within S. aureus biofilms, which have been implicated in osteomyelitis, 

periodontitis, endocarditis, chronic rhinosinusitis, ocular infections, chronic wound 

infections, and medical device infections (more detail on biofilms in section 4.1.1).68,69 

Further, S. aureus is known to form small colony variants (SCVs)—slow-growing, abnormal 

subpopulations of bacteria that are particularly suited to invade host cells and form 

intracellular infections.70 SCVs commonly invade osteoblasts, fibroblasts, keratinocytes, and 

endothelial and epithelial cells to evade antibiotic treatment only to later re-emerge and re-

establish infection, contributing to many latent and chronic infections.57,71 Altogether, S. 

aureus tolerance makes some infections virtually untouchable, posing a major problem in 

healthcare.72 

Because bacteria in a tolerant state are frequently dormant or have unique 

physiology, treatments for these infections cannot rely on active transport to gain 

intracellular entry and cannot act on traditional, metabolically active antibiotic targets. Thus, 

standard antibiotics are ineffective, requiring creative solutions. One such approach is the 

activation of the caseinolytic protease system (Clp), which plays a role in bacterial 

homeostasis through the degradation of misfolded or short-lived peptides. While its action 

is typically ATP-dependent, agonism by small molecules results in indiscriminate 

degradation of large peptides, leading to persister cell death. This has been accomplished in 

a research setting with various acyldepsipeptides and the natural product sclerotiamide.73,74 
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Researchers have also seen some anti-persister success by co-dosing antibiotics with 

metabolic stimuli as a means to “wake up” the antibiotic target. In one study, addition of 

fructose induced gentamicin susceptibility in S. aureus persisters.67  

Membrane-targeting antibiotics can also eradicate persister cells (both planktonic 

and in biofilm).73 Unlike the targets of traditional antibiotics, the bacterial membrane is 

accessible regardless of persister status. These antibiotics are also unconstrained by issues 

of cell permeability that plague many other would-be antibiotics and are less likely to be met 

by resistance due to their rapid bactericidal activity and the general conservation of bacterial 

membranes. Unfortunately, they are difficult to develop due to their risk of toxicity to 

mammalian cells. However, there exist key differences in the characteristics and 

composition of bacterial and mammalian cells that permit some directed selectivity for one 

over the other. Bacterial membranes are covered with negatively charged teichoic acids 

(Gram-positive) or lipopolysaccharides (Gram-negative), neither of which are present in 

mammalian membranes. Instead, the mammalian cell membrane is populated by neutral 

lipids. Subsequently, membrane-perturbing efforts have focused on linear and cyclic cationic 

peptides, quaternary ammonium compounds, and other positively charged small 

molecules.75–77 

2.3 Retinoids and CD437 

Retinoids are molecules derived from the vitamin A family, stored in our bodies as 

retinyl esters (primarily retinyl palmitate) in the liver, intestine, eyes, lungs, adipose tissue, 

testes, skin, and spleen, where they perform essential functions.78 In the eye, 11-cis-retinal 

binds to the protein opsin to form rhodopsin and iodopsin complexes. It dissociates from the 

complexes upon light-mediated isomerization to the trans form, triggering a signal to the 
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optic nerve in the brain. Lack of sufficient vitamin A to power this process results in night 

blindness and, eventually, total blindness.79 Throughout our bodies, retinoic acid (produced 

by retinaldehyde dehydrogenases) binds to nuclear receptors that regulate the expression 

of specific genes, including the well-studied gene for phosphoenolpyruvate carboxykinase, 

which plays a crucial role in gluconeogenesis.80 Retinoids also contribute to immunity—

retinoic acid regulates the differentiation of T cells and dormancy of hematopoietic stem 

cells, among other functions.81,82 

The retinoids are separated into three generations according to structure (Figure 

2.1).83 The first generation comprises cyclohexene-containing scaffolds with a polyene side 

chain and terminal polar groups. These are found in nature and include vitamin A and its 

metabolites (retinol, retinal, retinoic acid, tretinoin, etc.). The second generation is a group 

of synthetic vitamin A derivatives which replace the cyclohexene ring with a benzene ring. 

The third generation of retinoids have polyaromatic scaffolds that confer them with more 

rigid structures, resulting in higher receptor specificity.  

Retinoids are commonly used as topicals in the skin-care and beauty industry due to 

their ability to slow signs of aging.83 They are also used clinically for the treatment of various 

skin disorders—second-generation retinoids acitretin and etretinate are used for severe 

psoriasis and adapalene, a third-generation synthetic retinoid, is used to treat acne and 

keratosis pilaris.83 Topical retinoids also enhance the efficacy of other topical applications 

when used together.84 

CD437 (also sometimes called AHPN), a third generation retinoid, was first studied in 

1992 when it was developed as a selective inhibitor of the gamma isoform of retinoic acid 

receptor (RARγ).85 Since, it has been studied for its RAR binding and its pro-apoptotic 
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activity, making it a promising anticancer therapy.86–89 However, the mechanism of action in 

cancer long eluded researchers. It wasn’t until 2016 that Han and co-workers showed that 

CD437 exerts its anticancer activity by directly binding to POLA1, a subunit of DNA 

polymerase α that initiates DNA synthesis.90 Through a seemingly selective mechanism that 

has yet to be elucidated, this promotes apoptosis in cancer cells but not in healthy cells. More 

recently, CD437 has also been studied in aortic valve calcification and as an adjuvant in other 

therapies.91,92 

2.4 Anti-MRSA Retinoids 

In pursuit of a new class of S. aureus drugs, our collaborators in the Mylonakis group 

performed a high throughput screen of 82,000 FDA-approved molecules using a whole 

animal C. elegans-S. aureus infection model, which supplies preliminary toxicity information 

concurrently with initial activity results.93,94 Two of the 185 hits, the synthetic retinoids 

CD437 and CD1530, shared a common scaffold and were thus further investigated. These 

retinoids not only killed MW2, a community-associated MRSA strain, with a minimum 

Figure 2.1: Selected retinoid structures.  
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inhibitory concentration (MIC) of 1 μg/mL in just two hours, but they also killed persister 

cells from 13 clinical isolates at 8-10x MIC in 1-4 hours and showed synergy with 

gentamicin.93 Further, they killed persisters of VRS1 (a multi-drug resistant strain) at 10x 

MIC as well as those in biofilms at 16-32x MIC. A resistance assay revealed mutations in graS, 

yjbH, and manA (membrane physiology genes), implicating the membrane in the retinoid 

mechanism of action. A SYTOX green uptake assay and biomembrane-mimicking giant 

unilamellar vesicle experiments further confirmed that the retinoids target the bacterial 

membrane.93 All-atom molecular dynamics simulations predicted that they do so through a 

multi-step process: the phenol and acid groups first attract the molecule to the polar 

phosphate heads of the membrane before the greasy adamantyl group intercalates into the 

lipid tails. The embedded retinoid disrupts the membrane, inducing cell death (Figure 2.2). 

Although we remain healthily skeptical of this precise step-by-step mechanism, the 

simulation suggests the importance of the terminal groups and the adamantane.  

A preliminary structure-activity relationship (SAR) study conducted by our group 

probed the acid and phenol anchor points in CD437, which displayed faster killing of MW2 

persisters than CD1530. Methylation of the phenol resulted in loss of activity, as did 

Figure 2.2: Cartoon representation of molecular dynamics simulation of CD437 activity.  
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replacing the acid with a methyl ester or amide.93 Repositioning of the phenol and addition 

of second and third phenols were also disfavored. However, substitution of adamantane with 

benzyl was tolerated and reduction of the acid to a primary alcohol resulted in a highly 

potent (MIC 2 μg/mL) analogue with reduced hemolytic activity and cytotoxicity. 

2.5 Role of Globularity in Anti-MRSA Activity 

Antibacterial mechanism of action studies indicated that the retinoids target bacterial 

membranes. Based on the aforementioned all-atom molecular dynamics simulations and 

SAR study,93 I hypothesized that the hydrophobic adamantyl moiety is essential to this action 

and functions by interacting with the lipid tails in the membrane. Further, previous SAR 

studies of a related scaffold (ST1926) in various cancer cell lines determined that removal of 

adamantane or replacement with other hydrophobic groups led to a decrease in anticancer 

activity.95,96 Thus, I chose the hydrophobic adamantane as the focal point of my SAR study. 

To explore its role in both MRSA and cancer, I synthesized analogues with varied 

substitutions at this position. I probed the role of globularity with analogues featuring both 

smaller and larger hydrophobic groups than the adamantane present in CD437. I also 

synthesized a group of lipid-mimicking analogues with unsaturated and saturated alkyl 

chains of varying lengths with the goal of altering protein binding in polymerase α while 

inducing a stronger interaction between the alkyl chains and the lipid tails in bacterial 

Figure 2.3: Previous SAR study findings.  
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membranes. For all analogues, both the carboxylic acid and primary alcohol derivatives were 

synthesized to investigate whether the decreased toxicity of the primary alcohol derivative 

of CD437 was a trend, and whether it resulted in lowered anticancer potency as previously 

observed in similar retinoids.96 To this end I synthesized and our collaborators tested 20 

analogues.97 

Each analogue was made in 3−5 steps following the same general synthesis (Figure 

2.4): the 2-substituted 4-bromophenols were assembled and protected, Miyaura borylated 

for use in a Suzuki cross coupling, then deprotected. Each analogue’s acid was also reduced 

to yield the primary alcohol derivatives. My sole departure from the route previously used 

by our group was the replacement of an electrophilic borylation using n-butyllithium and 

trimethyl borate, which resulted in several oligomers in low yield and had to be carried on 

as a crude mixture. Instead, I opted for the milder Miyaura borylation which eliminated the 

need to use sensitive and harsh reagents like n-BuLi and could be carried through without 

hydrolysis of the boronic ester. For the first group, commercially available 4-bromophenol, 

4-bromo-2-methylphenol, and 4-bromo-2-(tert-butyl)phenol were protected with 2-

Figure 2.4: General synthesis of retinoid globularity panel.  
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methoxyethoxymethyl ether (MEM) before Miyaura borylation and subsequent Suzuki 

coupling to methyl-6-bromo-2-naphthoate. The phenol and acid were deprotected, and a 

portion of each was reduced to yield analogues 2.1−2.3 and 2.5−2.7. Similarly, 4-bromo-2-

(3,5-dimethyl-1- adamantyl)phenol was synthesized first using a Friedel−Crafts alkylation, 

then was carried through the aforementioned route. For the lipid-mimics, 5-

bromosalicylaldehyde was MEM-protected before Wittig reactions were used to append 

ylides with 4-, 6-, and 8-carbon length chains, yielding analogues 2.9-2.14. A further 

hydrogenation provided fully saturated analogues 2.15−2.20 (Figure 2.5). Full synthetic 

details are provided in the Supporting Information. 

Antimicrobial and antineoplastic activity of the analogues were tested using MRSA 

MW2 and a human liver cancer cell line, HepG2 (Table 2.1). This testing confirmed the 

importance of a bulky hydrophobic moiety to antibacterial action as analogues 2.1, 2.2, 2.5, 

and 6, which featured either no substitution or a methyl, exert no killing against MW2 cells. 

Figure 2.5: General synthesis of lipid mimics.  
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This finding provides further evidence for the putative method of membrane disruption: 

previous simulations suggest that the hydrophobic group intercalates into the membrane, 

facilitating retinoid embedment.93 Analogues possessed cLogP values between 3.75 and 

8.75, with 2.1 and 2.5 the lowest, making them the least likely to be localized in the lipid 

bilayer. The larger substitutions in analogues 2.3, 2.4, 2.7, and 2.8 displayed modest activity 

against MRSA, indicating that increased steric bulk leads to increased antibacterial activity. 

However, none were more active and less toxic than CD437 and its alcohol derivative, 

confirming the putative role of adamantane in CD437—without a sufficiently bulky 

hydrophobic group, the retinoids are unable to effectively burrow into the membrane. 

Figure 2.6: SAR panel.  
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In the case of the lipid-mimics, I was curious about whether the (albeit slight) 

increased rigidity of the unsaturated analogues had any effect since we had previously 

observed favorable results with a benzyl substitution.93 I also sought to observe what effect 

chain length might have on anti-MRSA activity. It has been previously shown that small 

molecules that function by lysing bacterial cells benefit from a 10−12 carbon length chain 

mimicking the phospholipid composition.98 However, we have shown that retinoids do not 

lyse bacterial cells, thus shorter carbon chains were used.93 Again, modest activity (in 

comparison to CD437) was observed. From analogues 2.9−2.11 it might be deduced that 

increased chain length correlates with antibacterial activity. However, this trend is less 

Table 2.1: Retinoid biological testing: minimum inhibitory concentration (MIC) 

against MW2 MRSA cells, median lethal concentration (LC50) in human hepatoma 

cells (HepG2), and median hemolytic concentration (HC50). 
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pronounced between analogues 2.15−2.17 and in the primary alcohol analogues. Analogues 

2.12−2.14 and 2.18−2.20 instead exhibit a steep drop-off in bacterial killing with the 

longest length chains. I imagine that the acid analogues might anchor the retinoids to the 

bacterial membrane more rigidly, enforcing this chain length trend, while the primary 

alcohol analogues are more flexible, rendering the chain length less important. These results 

indicate that, although the lipid mimics exert anti-MRSA activity, a more globular 

substitution is better able to disrupt the bacterial lipid bilayer.  

We further tested our most active analogue, 2.4, in another common MRSA strain 

(JE2), a healthcare-associated MRSA strain (ATCC 33591), and a vancomycin-resistant strain 

(VRS1). Analogue 2.4 maintained a similar activity profile to CD437, with a MIC of 2 μg/mL 

in all strains. Likewise, 2.4 killed MW2 persister cells with almost identical speed to CD437, 

eradicating 5 × 107 CFU/mL MRSA persisters within 1 h. Unfortunately, all analogues 

(including CD437) lose activity in media with 10% fetal bovine serum due to high serum 

protein binding. This binding is detrimental to the bioavailability of the drug in an in vivo 

system—protein-bound drug cannot exert its effects on the bacterial target. Addressing this 

problem is crucial for the advancement of these retinoids to in vivo studies. 

In most cases, anti-MRSA activity loosely correlates with HepG2 killing. However, 

primary alcohol analogues 2.14 and 2.20 appear to be selective for HepG2 killing over MRSA 

killing. No trends can be extrapolated on the basis of primary alcohols since the primary 

alcohol derivative of CD437, which we previously reported, showed the reverse selectivity.93 

Table 2.2: Minimum inhibitory concentration (MIC) of analogue 4 in additional 

MRSA strains (μg/ mL). 
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We further examined the anticancer activity of 2.4, 2.14, and 2.20 as well as that of 2.16, 

our most active nontoxic analogue, in HeLa cells. In all cases, we observed lower LC50 values 

than in HepG2 cells. Most active were 2.4 (LC50 = 0.49 μg/mL) and 2.16 (LC50 = 0.60 μg/mL), 

two carboxylic acid analogues. However, CD437 remained the most potent (LC50 = 0.21 

μg/mL), supporting a previous study of a similar scaffold, which observed decreased 

apoptotic activity in analogues lacking a carboxylic acid or with different hydrophobic 

groups.96 

These results verify the importance of a sterically large hydrophobic group to the 

anti-MRSA activity of synthetic retinoids. Adamantane was revealed to be the optimal size, 

as CD437 and its primary alcohol derivative are the most active compared to any other acid-

alcohol pair tested, while complete removal of the hydrophobic group resulted in loss of 

antibacterial activity. Although analogues furnished with lipid-mimicking groups displayed 

modest bacterial killing, they did not have the activity I had hoped for. Generally, the 

carboxylic-primary alcohol analogue pairs show similar activity (with the exceptions of 

2.11/2.14 and 2.17/2.20). Perhaps most interestingly, almost all analogues show low or no 

hemolytic activity, despite their bacterial membrane disruption ability. However, no clear 

trend in toxicity or cancer killing can be gleaned. Overall, CD437 presents a possible solution 

to the problems of MRSA, VRSA, and S. aureus persistence in a landscape that otherwise 

leaves much to be desired. 

 

Material in this chapter reprinted with permission from: 

ACS Med. Chem. Lett. 2020, 11, 3, 393–397. Copyright 2019 American Chemical Society.  



37 
 

Chapter 3. Expanding the Retinoid Spectrum 

3.1 Targeting Gram-negative Bacteria 

Like mammalian cells, bacterial cells are encased by a phospholipid bilayer 

membrane. This membrane protects cellular contents and allows for a difference in electric 

potential between the intracellular and extracellular spaces, created by differences in 

concentration of ions. A cell wall composed of peptidoglycan surrounds the cytoplasmic 

membrane and provides structural reinforcement and protection. But here we observe a 

split in bacteria—while some species possess a very thick, multilayered cell wall, others have 

a thinner cell wall as well as a second membrane surrounding it. These factions are referred 

to as Gram-positive (single membrane) and Gram-negative (double membrane) bacteria 

based on their susceptibility to Gram staining (Figure 3.1.) The differences between Gram-

positive and Gram-negative bacteria make infections caused by the latter uniquely difficult 

to treat, though both present a challenge in the fight against antibiotic resistance. 

The Gram-negative outer membrane is composed of a hybrid phospholipid-

lipopolysaccharide complex containing lipoproteins and porins, unlike the cytoplasmic 

membrane (a simple phospholipid bilayer).99 The lipopolysaccharide (LPS) covering the 

outer membrane of Gram-negatives is composed of a lipophilic anchor adorned with six or 

seven fatty acid chains (called lipid A) and a chain of oligosaccharides and polysaccharides 

(broken into segments called the core and O antigen). An abundance of hydroxy and 

phosphate groups, stabilized by divalent cations, gives LPS its anionic character. The 

negative charge and tight packing of the LPS make the outer membrane highly ordered in 

comparison to the cytoplasmic membrane.100 Subsequently, it is incredibly hard for small 
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molecule antibiotics to diffuse through the outer membrane—in some cases even up to 100 

times harder.101 Drugs that do manage to penetrate these cells do so either through porins 

or through a self-promoted uptake process.102 However, porins are narrow and lined with 

charged amino acids, making them similarly difficult for small molecules to traverse. Even if 

a compound makes it into the periplasmic space, it still has to contend with the inner 

membrane, which has orthogonal exclusion criteria to the outer membrane.103 Even still, 

these antibiotics may be met by resistance upon cell entry, or may be foiled by mutations in 

porins and efflux pumps that decrease cell permeability and accumulation.100,104 

This lack of cell permeability is largely responsible for the difference in antibiotic 

susceptibility between Gram-positive and Gram-negative species: even though common 

antibiotic targets are conserved across both groups, most antibiotics are simply unable to 

penetrate Gram-negative cells to reach their targets. Only some drugs are able to do so, such 

Figure 3.1: Gram-positive vs. Gram-negative bacterial membranes.  
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as certain β-lactams, amphenicols, tetracyclines, fluoroquinolones, polymyxins, 

aminoglycosides, and macrolides.102,103,105 Gram-negative species’ impenetrability poses a 

major threat—in their 2019 antibiotic resistance report, the Centers for Disease Control and 

Prevention listed ten species or genera of Gram-negative bacteria as healthcare threats.10 

Altogether, the listed threats account for close to 1.5 million infections in the United States 

each year. Our antibiotic arsenal for Gram-negative pathogens is already smaller than that 

for Gram-positive, and these species display resistance to some or all available antibiotics. 

Troublingly, no new classes of Gram-negative antibiotics have been approved since 1964, 

spelling out a dire future unless researchers find solutions soon.106 

In pursuit of guidance, researchers have sought to elucidate trends in compounds that 

accumulate intracellularly in Gram-negative bacteria. In a 2008 retrospective study of Gram-

negative-active compounds à la Lipinski,107 researchers examined the physicochemical 

characteristics of 147 antibacterial compounds (both commercial and under development) 

against those of Gram-positive and nonantibacterial compounds.108 They found that Gram-

negative active compounds tended to have a molecular weight below 600 Da and were more 

polar than Gram-positive and nonantibacterial drugs (as measured with relative polar 

surface area, ClogD7.4, and hydrogen bond donor and acceptor numbers). In a similar study 

in 2014, analysis of roughly 3200 compounds with whole cell activity against any bacteria 

revealed that Gram-negative active compounds were either highly polar and low in 

molecular weight or zwitterionic and very large.109 In 2018, the “eNTRy rules” narrowed this 

criteria even further.103 The rules state that Gram-negative accumulating compounds 

possess a sterically unencumbered ionizable nitrogen 1°>2°>3°, low globularity, and few 

rotatable bonds (≤5). These rules have been validated by the conversion of multiple Gram-
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positive therapies into broad-spectrum antibiotics, most famously in the conversion of 

penicillin G to ampicillin.103,110 In a few instances, addition of an alkylamine was the only 

modification needed to unlock Gram-negative activity.111–113 

3.2 Applying eNTRy Rules to Membrane Perturbing Antibiotics 

Serial passaging, giant unilamellar vesicle experiments, SYTOX green uptake assays, 

and transmission electron microscopy indicate that CD437 kills MRSA by perturbing the cell 

membrane.93 However, CD437 and another membrane perturbing compound studied in our 

lab (bithionol) lack compelling Gram-negative activity.114 The difference in activity is 

compatible with the putative mechanism of action—to have an effect on Gram-negative 

bacteria, CD437 and bithionol would have to access the inner membrane or the inner leaflet 

of the outer membrane. Other membrane permeabilizing agents face similar issues.115 

In theory, CD437 and bithionol are only hindered by their inability to penetrate the 

Gram-negative outer membrane. However, both meet two of the three criteria of the eNTRy 

rules: they are mostly planar and have few rotatable bonds. The only deficiency is their lack 

of an ionizable amine. Thus, addition of a primary amine might theoretically grant activity in 

Gram-negative bacteria. If these compounds could enter the periplasm, they could 

potentially disrupt the outer membrane or inner membrane, thereby releasing degradative 

periplasmic enzymes into the cytoplasm.99 

As an initial exploration into this strategy, I decided that it would be synthetically 

simple to append an alkylamine to an existing phenol handle as opposed to installing a 

primary amine directly. I first designed analogues 3.1 and 3.2 based on a compound 

explored in a previous SAR campaign by our group. Then, fellow graduate student Cassandra 

Schrank joined the project and together, using the existing phenols in CD437 and bithionol, 
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we synthesized analogues 3.3 and 3.4, while she alone synthesized analogue 3.5. We 

reasoned that, although the phenols had been proven important to antibacterial activity, that 

appending a cationic amine might simply extend the polar anchor that the phenols provide. 

In any case, they were easily synthesized from intermediates already on hand. Taking 

inspiration from the arylomycins, we opted for ethylamine as our appendage.116 

I synthesized analogues 3.1 and 3.2 as previously reported,  beginning with 

preparation of an alkyl phosphonate for a Horner-Wadsworth-Emmons reaction with 4-

bromobenzaldehyde.93 The resultant alkene was then treated with trifluoroacetic acid and 

acetic anhydride to initiate a cyclization, forming the naphthalene core of the retinoid. A 

Suzuki coupling simultaneously completes the scaffold and removes the acetyl group. At this 

stage, the phenol was capped with Boc-protected ethylamine, leaving only deprotections and 

a reduction to yield the final analogues (see Supporting Information for synthetic details). 

Analogues 3.3-3.5 were prepared through the direct capping of CD437 and bithionol, 

followed by deprotection and, in the case of analogue 3.4, a reduction to yield the primary  

Figure 3.2: Analogue panel.  
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Figure 3.3: Synthesis of analogues 3.1-3.4.  
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alcohol. Due to synthetic difficulties, we were unable to synthesize an analogue with 

ethylamine appended to the primary alcohol of the reduced CD437 scaffold. 

All analogues were tested for activity against four MRSA strains (MW2, BF1, BF2, and 

BF3) as well as Gram-negative pathogens Pseudomonas aeruginosa (PA14), Klebsiella 

pneumoniae (WGLW2), and Acinetobacter baumannii (ATCC 17978). Unfortunately, our 

modifications to CD437 and bithionol did not afford broad-spectrum activity. In fact, in the 

cases of analogues 3.3-3.5, they abolished all activity, including that against MRSA. 

Analogues 3.1 and 3.2, however, still displayed anti-MRSA activity comparable to that of the 

parent compound. This is unsurprising considering what we know of bithionol and the 

retinoids so far. Thus, these results reinforce what past studies have shown: the phenols are 

integral to antibacterial activity. Our attempt to elicit Gram-negative activity from our 

membrane perturbers via addition of alkylamines was unsuccessful. 

 

Material in this chapter reprinted with permission from: 

Bioorganic Med. Chem. Lett. 2020, 30, 127099. DOI: 10.1016/j.bmcl.2020.127099. Copyright 

2020 Elsevier Ltd. 

  



44 
 

Chapter 4. Small Molecule Inhibitors of LexA 

4.1 Stress Responses 

Because bacteria live in a wide range of environments where they may encounter any 

number of conditions, they must remain dynamic and adaptable. To this end, bacteria have 

evolved several overlapping and conserved stress responses that regulate expression of 

specific genes in response to extreme stimuli, such as changes in temperature, pH, nutrients, 

salts, and oxidation. The genes controlled by these responses are often involved in 

mutagenesis and tolerance, providing means for bacteria to survive such conditions.  

Most genetic mutations are detrimental, making constant mutation a poor strategy. 

However, a transient increase in mutation can be beneficial in dire situations. Thus, multiple 

stress responses induce the expression of error-prone polymerases. The SOS response (a 

DNA damage response) controls expression of low fidelity translesion repair polymerases 

Pol IV and Pol V from the Y family of polymerases.117 Pol IV expression is also induced by the 

general stress response, the onset of which coincides with bacteria entering stationary 

phase. Other stress responses, including the heat-shock response and the stringent response, 

also induce mutagenesis.16,118 Further, stress responses have been connected to the 

dissemination of mobile genetic elements.119 Thus, they promote both the development and 

spread of resistance. 

Stress responses have also been implicated in the formation of persisters and other 

tolerance phenotypes. It has even been suggested that all stress responses induce persister 

formation.38 Specific responses, such as the oxidative stress response, the stringent 

response, and the SOS response, have been connected to increased persistence via ppGpp- 
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and cAMP-mediated mechanisms.40,120 Stress responses can also initiate the formation of 

other tolerance phenotypes, such as biofilms, filaments, and spores. 

4.1.1 Biofilms 

Biofilms are among the most cunning tolerance strategies utilized by bacteria (Figure 

5.3). They are matrices composed of polysaccharides, proteins, nucleic acids, and lipids that 

act as strongholds for communities of multiple species of bacteria on a variety of surfaces, 

both medical and industrial. The thick extracellular polymeric substance (EPS) which 

envelops the biofilm provides the colony with structural stability and enables adhesion to 

surfaces. It has also been speculated that, because cells are confined to such close quarters, 

biofilms facilitate intercellular coordination and recycling of dead cell material.121 Moreover, 

EPS protects resident cells from host immune response, UV damage, metal toxicity, acid, 

dehydration, and antibiotics.122–126 Depending on the biofilm density, diffusion of antibiotics 

may be hindered and bacterial growth rates may decrease, making biofilm infections 

particularly hard to eradicate. Additionally, biofilms contain high concentrations of persister 

cells, so much so that researchers have considered redefining biofilms as adherent 

persisters.69 As with other tolerance mechanisms, cells may disperse from the biofilm and 

reassume a susceptible, planktonic (free-floating) state (Figure 4.1). Subsequently, biofilms 

are responsible for the majority of recalcitrant infections.43 Due to the protective functions 

Figure 4.1: The life cycle of a bacterial biofilm.  
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of biofilms and their ability to enhance the spread of infection, they also greatly contribute 

to virulence. Indeed, knockouts of relevant genes lead to decreased virulence in several 

biofilm-producing pathogens.127 Most commonly formed in high shear environments 

(environments with high velocity liquid movement), biofilms cause between 65% and 80% 

of human infections in the United States and are known to adhere to epithelial surfaces in 

the heart, the lungs of patients with cystic fibrosis (CF), and the gums, causing infective 

endocarditis, CF pneumonia, and periodontal disease (respectively).127,128 They pose a 

unique threat in healthcare settings as they can contaminate medical surfaces such as 

catheters and implants. They are also responsible for biofouling, a huge problem in the 

shipping industry, as they provide a sticky and nutrient-rich surface for larger organisms to 

adhere to.129 Despite the omnipresence of biofilm-based infections, only a few antibiofilm 

therapies have been successfully demonstrated in humans.130 

4.1.2 Endospores 

Certain species of (mostly Gram-positive) bacteria can alter their morphology to a 

reduced cellular form, called an endospore. These spores are tough, dormant forms of 

bacteria that are immune to ultraviolet light, heat, freezing, desiccation, and antibiotics. They 

are composed of just DNA and a few limited proteins encased in multiple protective layers 

(an inner membrane, a germ cell wall, a spore cortex, an outer membrane, and a spore 

coat).131 The spore coat contains a variety of species-specific enzymes and acts as a sort of 

chemical defense by deactivating potentially harmful molecules. Large amounts of 

dipicolinic acid in the cytoplasm appear to stabilize the DNA and confer some of the spore’s 

tolerant properties. 
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They are formally known as endospores because they first form within a bacterial cell. 

The process begins when specialized sporulation proteins direct an asymmetrical cell 

division resulting in the engulfment of a pre-spore daughter cell by the mother cell. The 

peptidoglycan cortex and the spore coat are then formed. When the mother cell decomposes, 

a mature spore is released. The sporulation process is triggered by nutrient depletion. It is 

reversed through a process called germination in which receptors (embedded in the spore 

coat layers) bind to key signal molecules called germinants and signal to the spore that 

conditions are appropriate for growth. While many of the finer mechanistic details of 

sporulation and germination are still unknown, it is obvious that sporulation is a very 

successful tolerance strategy. Endospores are perhaps the most durable cells in existence, 

with reports of spores remaining viable for millions of years.132 Destruction of spores 

requires extreme measures, such as burning, heating under pressure to 121 °C, or exposure 

to ionizing radiation. In the laboratory, they are typically sterilized using ethylene oxide or 

10% bleach, or through cycles of heating in a method known as tyndallization. 

For example, Clostridioides difficile is an urgent endospore forming bacterium that 

typically resides in the human colon. It is responsible for 223,900 infections and 12,800 

deaths per year in the United States alone.10 Its spores, which are spread via infected people’s 

feces, can survive on a variety of surfaces and, if ingested, will traverse a new host’s 

gastrointestinal tract, unaffected by stomach acid to settle in a new colon. The likelihood of 

contracting a serious C-diff infection is increased if a patient has recently received a course 

of antibiotics for another bacterial infection, with fluoroquinolones among the most 

implicated drugs. This allows C. difficile, which is typically a weak competitor for nutrients, 

to flourish, especially in clinical environments. 
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4.1.3 Filamentation 

Certain rod-shaped bacteria grow in filaments—long strand-like forms which arise 

when bacteria grow without dividing. These are multinucleated cells, meaning that they 

contain multiple nucleoids evenly spaced along the filament, sometimes separated by septa. 

Some non-pathogenic species naturally prefer to form filaments, while others only do so 

under stress, such as DNA damage, high temperatures, or the presence of cell wall synthesis-

targeting antibiotics.133 For example, the DNA-damage SOS response induces expression of 

sulA, a cell division inhibitor.134 In other cases, treatment with ß-lactam antibiotics 

(especially cefuroxime and ceftazidime) is believed to cause filamentation in Escherichia coli 

and P. aeruginosa through the inhibition of PBP3, which is responsible for peptidoglycan 

cross-linking at the septal wall.135 Even in the absence of stress, filaments are usually present 

in small amounts. Release from the inducing stress results in resumption of cell division, 

splitting the filament into regular cells. 

Filamentation, although it may be transient, can enhance the virulence of a bacterium. 

It promotes adherence both in vitro and in vivo to host epithelial cells through increased 

cellular surface area.136 Filaments’ larger size also impedes engulfment by neutrophils and 

phagocytes in the host immune system, as well as predation by protists in marine 

environments.137 It has been observed that filamentation mediates the development of 

antibiotic resistance: in cases of SOS-induced filament formation, cells also experience a 

higher rate of mutagenesis. Concerted filamentation and mutation allows these cells to 

accumulate resistance mutations as the filament extends, and, upon SOS response cessation, 

leads to the release of the most drug-resistant cells from the ends of the filament.138 It is also 

possible that adaptation results from chromosomal recombination within the filament. 
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4.2 The SOS Response 

Several resistance and tolerance pathways have been connected to the bacterial SOS 

response. The response is triggered by DNA damage caused by UV exposure, reactive oxygen 

species, or antimicrobials. Damaged DNA stalls transcription, exposing single-stranded DNA. 

RecA, a DNA damage sensor protein, is then recruited to the ssDNA, which templates RecA’s 

filamentation and activation, creating RecA*. Interaction between RecA* and LexA then 

induces a conformational change, moving one of LexA’s β-turns into LexA’s proteolytic site, 

which in turn causes the cleavage of LexA.139 Ultimately, this leads to the disassociation of 

LexA from the SOS promoter region of the DNA, allowing the unrepressed transcription of 

the SOS genes—over 40 genes including low-fidelity DNA polymerases that promote 

mutagenesis and genes that induce persister cell formation, dissemination of mobile gene 

elements, and resistance determinants (Figure 4.2).119,134,140–146  

Multiple commercial antibiotics increase resistance development through stress 

response induction. The SOS response has specifically been incriminated in this 

phenomenon. Indeed, interruption of the SOS response with a non-cleavable LexA mutant 

mitigates acquired resistance to fluoroquinolones.147 Furthermore, attenuation of the SOS 

Figure 4.2: The SOS Response. The response is controlled by repressor-protease LexA.  
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response via recA inactivation not only reduces acquired resistance of Escherichia coli to 

several antibiotics, but also sensitizes the bacteria to some antibiotics.148 Mutations in recA 

also decrease mutation rate in low-level quinolone-resistant E. coli strains and decrease 

biofilm production by 22-80%.149 This is not the only time the SOS response has been 

connected to biofilm formation.150,151 LexA represses transcription of fnbB, a fibronectin-

binding protein important for adherence to extracellular matrix components and, as a result, 

biofilm formation.152,153 As a result, recA mutants display diminished stress-induced biofilm 

formation (4x), whereas recA-complemented strains regain biofilm formation ability.149,150 

SOS is integral to bacterial colonization—compared to a wildtype, an SOS-impaired 

strain of E. coli is less fit to colonize the gut in a mouse model.154 It also contributes to the 

formation of filaments, spores, and persisters.144,151,155 In fact, tisB, the first verified persister 

gene, is under SOS control.38 These factors make the SOS response an attractive target for 

the abrogation of acquired resistance and biofilm formation, among other adaptive 

responses. An inhibitor of this stress response could be co-administered with traditional 

antibiotics to extend—perhaps indefinitely—their clinical shelf life. 

Most investigations of the SOS response utilize genetic engineering to compare 

wildtype and SOS-interrupted bacteria. Only a handful of studies have attempted to use 

inhibitors, and those that have targeted RecA activity or filamentation.156–162 However, RecA 

is homologous to the fundamental eukaryotic Rad51 recombinase family, making it a 

problematic antibiotic target.163 Seeing as the key step of SOS response initiation is the 

RecA*-induced cleavage of LexA, LexA (which has no eukaryotic homologs) would be a more 

ideal target.164 
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4.3 Small Molecule Inhibitors of LexA 

In 2018 our collaborators in the Kohli Group, who have been researching the SOS 

response for some time, designed a high-throughput screen to identify small molecule 

inhibitors of SOS.165–168 In bacteria, LexA exists as a homodimer with each unit composed of 

a DNA-binding N-terminal domain and a proteolytic C-terminal domain. Our collaborators 

built a FlAsH-LexA construct in which the N-terminal domain was replaced with a 

tetracysteine tag that binds to the FlAsH fluorophore. This construct could then be used to 

measure RecA*-dependent LexA autoproteolytic activity as a function of fluorescence in a 

high throughput manner. In a partnership with GlaxoSmithKline, they used FlAsH-LexA to 

screen a library of approximately 1.8 million compounds and subsequently identified 144 

potential lead compounds. These were further narrowed down on the basis of potency, cell 

permeability, and selectivity, leaving compound GSK-1 (Figure 4.2) as  the chosen lead for 

advancement. 

Figure 4.3: Previous SAR study. 
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Although GSK-1 had shown potent activity in in vitro assays, there was room for 

improvement in whole cell testing. The Kohli group performed a preliminary SAR study 

which yielded some basic information about the functional groups adorning GSK-1.169 

Methylation of either amide nitrogen completely abolished activity, as did truncation or 

elongation of the B portion of the molecule. Removal or replacement of the primary amine 

with a hydrocarbon also resulted in a total loss of activity, while various other modifications 

were accompanied by decreases (but not loss) of activity. Ultimately, it was most beneficial 

to maintain the central scaffold while making modifications to the substitutions of the outer 

aryl rings (Figure 4.2). This strategy provided an inhibitor 4x more potent than GSK-1. While 

GSK-1 appeared to inhibit the RecA*-LexA interaction, 4.1 inhibited low levels of proteolysis 

that LexA naturally undergoes in the absence of RecA*, indicating that it functions by 

specifically interacting with LexA.  

4.4 Expanded SAR Library 

Intrigued by LexA as a target, I proposed a collaboration with the Kohli group. Though 

they had conducted a SAR campaign, they had outsourced synthesis of their compounds to a 

Figure 4.4: Original research proposal  
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private company. I proposed to synthesize an expanded library of small molecule inhibitors 

with a wider array of substitutions on the outer rings as well as trifluoroethylamine 

analogues, proteomic probes, and peptidomimetic analogues (Figure 4.3). I also proposed 

some downstream biological assays, including measuring mutation rate and biofilm growth 

in the presence of inhibitors. 

I began with the small molecule library, the potencies of which would inform the 

other analogues I had proposed. I envisioned assembling the analogues with a convergent 

synthesis: the relevant anilines would be amide coupled with 2-bromoacetyl bromide, 

followed by respective substitution with either a cyanide or azide nucleophile, and finally 

united with a base-catalyzed click reaction used in the previous SAR study.169 However, the 

click reaction presented synthetic difficulties. None of the reported conditions yielded the 

desired product. In fact, I was only able to isolate an unexpected side product (a 

dihydropyrrolone) which I later purified for testing (4.12). In a dark twist of fate, my 

troubleshooting was interrupted by the COVID-19 pandemic. It wasn’t until several months 

and many frustrations later that a simple solvent and base swap yielded the desired click 

product (troubleshooting information in the Supporting Information). 

With the click reaction working, I synthesized a panel of 12 compounds, including 4.1, 

the previous lead (Figure 4.5). Unfortunately, upon IC50 testing, none of the synthesized 

analogues improved LexA cleavage inhibition. Even in the case of analogues 4.2-4.5, which 

Figure 4.5: Synthesis of small molecule panel. 
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combined the most potent A and B fragments from the previous SAR study, no improvement 

was observed. Further, addition of electron-withdrawing substitutions and heteroatoms also 

decreased inhibitor potency. 

The counterintuitive bioactivity observed for analogues 4.2-4.5 might be explained 

by conformational similarities between our small molecules and the native cleavage region 

of LexA. In the active conformation of LexA, the cleavage loop adopts a β-turn shape. Our 

small molecules center a 1,2,3-triazole, which has been used in the past to mimic β-turn 

structures.170,171 Thus, the inhibitors could be directly competing with the native cleavage 

loop for binding to the active site of LexA by adopting this shape, positioning the A and B 

rings proximal to each other. As a result, simultaneous changes in these two rings might be 

synergistic or antagonistic. 

Figure 4.6: Small molecule panel. 
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Alongside the small molecule panel, I had begun efforts toward the synthesis of the 

proteomic probes and peptidomimetics. However, due to differences in project goals 

between us and our collaborators as well as my graduation timeline, I ceased working on the 

other components of the proposal. 

 

  

Table 4.1: LexA IC50 of small molecules.  
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Supporting Information 

 

Chapter 2 Supporting Information 
Biology Experimental Section 

Biology completed by Wooseong Kim and Iliana E. Escobar. 

Bacterial strains, growth conditions. Methicillin-resistant S. aureus strains MW2 BAA-

1707, ATCC 33591, and JE21, and vancomycin-resistant S. aureus strain VRS12 were grown 

in tryptic soy broth (TSB) (BD, Franklin Lakes, NJ, USA). 

Minimal inhibitory concentration (MIC) assay. The MICs of each analog were determined 

by the standard micro-dilution method recommended by the Clinical and Laboratory 

Standards Institute.1 MIC assays were conducted in biological triplicate. 

Persister killing assay. We have shown previously that MRSA MW2 become persisters that 
when grown to stationary phase are tolerant to conventional antibiotics such as gentamicin, 
ciprofloxacin and vancomycin.3-5 We prepared MW2 persister cells by growing cultures 
overnight to stationary phase at 37°C at 225 rpm. The overnight cultures were washed three 
times with PBS and diluted to ~5×107 CFU/ml with the same buffer. 1 mL of ~108 CFU/mL 
MRSA persisters was added to 1 mL of PBS containing 2-fold of the desired concentration of 
antibiotics in a 96-well assay block (Corning Costar 3960). The assay block was incubated at 
37 °C, with shaking at 200 rpm. At specific times, 400 μL aliquots were removed, washed 
once with PBS, serially diluted and spot-plated on TSA plates. Colonies were counted to 
enumerate the number of live cells after overnight incubation at 37 °C. These experiments 
were conducted in biological triplicate. 

Human blood hemolysis. Hemolytic activity was evaluated as described in a previous 

study.2 Briefly, 50 µL of 4% human erythrocytes (Rockland Immunochemicals, Limerick, PA, 

USA) was added to 50 µL of 2-fold serial dilutions of compounds in PBS, 0.2% DMSO 

(negative control), or 2% Triton-X 100 (positive control) in a U-bottom 96-well plate. The 

96-well plate was incubated at 37 °C for 1 h and then centrifuged at 500×g for 5 min. 50 µL 

of the super-natant was transferred to a fresh flat-bottom 96-well plate, and absorbance of 

supernatants was measured at 540 nm. Percent hemolysis was calculated using the following 

equation: (A540nm of compound treated sample − A540nm of 0.1% DMSO treated sample) / 

(A540nm of 1% Triton X-100 treated sample − A540nm of 0.1% DMSO treated sample) × 100. 

The assay was conducted in triplicate. HC50 (median hemolytic concentrations) was 

determined using GraphPad Prism 7 (GraphPad Software, La Jolla, CA, USA). 

Cytotoxicity against  human cell lines. HepG2 (human hepatoma, ATCC HB-8065) and 

HeLa (human cervical adenocarcinoma ATCC CCL-2) cells were maintained in DMEM 

containing 10% fetal bovine serum in a humidified 5% CO2 incubator at 37°C. For 

cytotoxicity tests, HepG2 and HeLa cells were plated at 1.0X106, 0.3X106, and 0.4X106  

cells/mL (respectively) in tissue culture treated 96-well plates in a volume of 50 μL/well of 
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corresponding serum free media. The cells were then treated with a range of concentrations 

of compounds in the serum-free culture media at a final volume of 100 µL for a total of 24 h. 

For the last 2 h of the 24 h period 10 µl of WST-1 (Roche, Mannheim, Germany) were added 

in each well of 96-well plates. WST-1 reduction was measured at 450 nm. The percent 

fluorescence relative to that of the no-treatment control was calculated. The assay was done 

in triplicate. LC50 (median lethal concentrations) was determined using GraphPad Prism 7 
(GraphPad Software, La Jolla, CA, USA). 
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Chemistry Experimental Section 

Chemistry completed by Ana V. Cheng. 

General Methods and Instrumentation 

NMR spectra were recorded using the following spectrometers: Varian INOVA400, Varian 

INOVA500, VNMR400, and Bruker Ascend 600. Chemical shifts are quoted in ppm relative to 

the indicated solvents. The following abbreviations are used to describe splitting: br (broad), 

s (singlet), d (doublet), t (triplet), q (quartet), p (pentet), m (multiplet), dd (doublet of 

doublets), dt (doublet of triplets), etc. 

Accurate mass spectra were recorded using a Thermo LTQ-FTMS. 

Non-aqueous reactions were performed using flame-dried glassware under an atmosphere 

of Argon with HPLC-grade solvents purified on a Pure Process Technology solvent 

purification system. Brine refers to a saturated solution of sodium chloride, sat. Na2CO3 to a 

saturated aqueous solution of sodium carbonate, sat. NH4Cl to a saturated aqueous solution 

of ammonium chloride, etc. Column chromatography was performed using a Biotage® flash 

chromatography purification system. Chemicals were used as received from Oakwood, 

Sigma-Aldrich, Alfa Aesar, or AK Scientific. At least 95% purity of final compounds was 

assessed using 1H NMR integrations and/or HPLC. LogP and topological polar surface area 
(TPSA) were calculated using Molinspiration Cheminformatics 2019 software. 
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Figure S1. Synthesis of bulk panel (R = H, Me, or tBu). 

Figure S2. Synthesis of bulk panel (R = dimethyladamantyl). 



76 
 

  

  

Figure S3. Synthesis of lipid mimics. 

Table S1. Calculated LogP and TPSA for final analogs 
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General procedure A: MEM-protection of phenols. 2-substituted-4-bromophenol (1 eq) 

was dissolved in THF in a flame-dried flask at 0°C and sodium hydride (60% dispersion, 2.0 

eq) was added. The solution was warmed to room temperature. After 30 min, MEMCl (1.5 

eq) was added and the reaction was stirred for 2 h. Water was added and the aqueous layer 

was extracted with EtOAc 3x. The combined organic layers were washed with brine, dried 

over Na2SO4, concentrated, and purified by column chromatography to afford the product. 

General procedure B: Miyaura borylation and Suzuki coupling. Bromide (1 eq), sodium 

carbonate (1.5 eq), and bis(pinacolato)diboron (1.2 eq) were dissolved in toluene and argon 

was bubbled through for 20 min. Pd(dppf)Cl2 (3%) was added and the solution was degassed 

further 10 min. The reaction was heated to 110°C and monitored by TLC. Water was added 

and the aqueous layer was extracted with EtOAc 3x. The combined organic layers were 

washed with brine, dried over Na2SO4, and concentrated. Then, the boronic ester (crude), 

methyl 6-bromo-2-naphthoate (1 eq), and sodium carbonate (5.0 eq) were dissolved in 4:1 

dioxane:water and argon was bubbled through for 20 min. Pd(PPh3)4 (3%) was added and 

the solution was degassed further 10 min. The reaction was heated to 100°C and monitored 

by TLC. Water was added and the aqueous layer was extracted with EtOAc 3x. The combined 

organic layers were washed with brine, dried over Na2SO4, concentrated, and purified by 
column chromatography to afford the product. 

General procedure C: Deprotections. Methyl 6-substituted-4-((2-methoxyethoxy) 

methoxy)phenyl)-2-naphthoate (1 eq) was dissolved in 4M HCl in dioxane and stirred at 

room temperature for 1 h. The reaction was quenched with sat. NaHCO3 and the aqueous 

layer was extracted with EtOAc 3x. The combined organic layers were washed with brine, 

dried over Na2SO4, and concentrated. The resultant solid was then dissolved in 1:1 

THF:MeOH with 2 mL 2M NaOH and stirred at room temperature overnight. The solution 

was acidified to pH = 1 with aqueous HCl, extracted with EtOAc 3x, washed with brine, dried 
over Na2SO4, concentrated, and purified by column chromatography to afford the product. 

General procedure D: Reduction of a carboxylic acid to a primary alcohol. Acid (1 eq) was 

suspended in ether and THF was added until fully dissolved. Lithium aluminium hydride (1.2 

eq mmol) was added and the solution was stirred at room temperature and monitored by 

TLC. The reaction was quenched with aqueous HCl, extracted with EtOAc 3x, washed with 

brine, dried over Na2SO4, concentrated, and purified by column chromatography to afford 
the product. 

General procedure E: Wittig reaction. Alkyltriphenylphosphonium bromide (1.2 eq) 

dissolved in THF at -20°C was treated with n-BuLi (1.1 eq) and stirred for 1 h. Aldehyde 18 

(1 eq) was added and the reaction was warmed to room temperature and monitored by TLC. 

The reaction was quenched with sat. NH4Cl and extracted with EtOAc 3x. The combined 

organic layers were washed with brine, dried over Na2SO4, concentrated, and purified by 

column chromatography to afford the product as a mixture of E and Z alkenes. 

General procedure F: Hydrogenation. Alkene (1 eq) was suspended in MeOH and EtOAc 

was added until dissolved. Argon was bubbled through for 20 min. Pd/C (10%, 135 mg, 0.13 
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mmol) was added and the mixture was evacuated and backfilled with H2 3x. The flask was 

outfitted with a hydrogen balloon and stirred for 20 h. The mixture was filtered through 
celite and concentrated to afford the product. 
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Procedures and Characterization 

 

 

1-bromo-4-((2-methoxyethoxy)methoxy)benzene. 2.S1 was prepared from 4-

bromophenol using general procedure A (80% yield). Structure was confirmed by 

comparison to published data. 1H NMR (500 MHz, Chloroform-d) δ 7.36 (d, J = 9.0 Hz, 2H), 

6.93 (d, J = 9.1 Hz, 2H), 5.23 (d, J = 0.7 Hz, 2H), 3.84 – 3.75 (m, 2H), 3.57 – 3.51 (m, 2H), 3.36 

(d, J = 0.8 Hz, 3H). 13C NMR (126 MHz, Chloroform-d) δ 156.48, 132.43, 118.22, 114.34, 93.66, 

71.69, 67.85, 59.16. 

 

 

4-bromo-1-((2-methoxyethoxy)methoxy)-2-methylbenzene. 2.S2 was prepared from 4-

bromo-2-methylphenol using general procedure A (78% yield). Structure was confirmed by 

comparison to published data. 1H NMR (400 MHz, Chloroform-d) δ 7.26 – 7.24 (m, 1H), 7.22 

(ddd, J = 8.6, 2.6, 0.6 Hz, 1H), 6.97 (d, J = 8.6 Hz, 1H), 5.26 (s, 2H), 3.84 – 3.77 (m, 2H), 3.59 – 

3.51 (m, 2H), 3.37 (s, 3H), 2.19 (s, 3H). 13C NMR (100 MHz, acetone) δ 154.40, 133.17, 129.37, 

116.23, 115.37, 113.64, 93.37, 71.47, 67.59, 58.87, 16.06. 

 

 

4-bromo-2-(tert-butyl)-1-((2-methoxyethoxy)methoxy)benzene. 2.S3 was prepared 

from 4-bromo-2-(tert-butyl)phenol using general procedure A (72% yield). Structure was 

confirmed by comparison to published data. 1H NMR (400 MHz, Chloroform-d) δ 7.36 (d, J = 

2.5 Hz, 1H), 7.25 (dd, J = 8.7, 2.5 Hz, 1H), 7.06 (d, J = 8.7 Hz, 1H), 5.30 (s, 2H), 3.85 – 3.78 (m, 

2H), 3.61 – 3.53 (m, 2H), 3.39 (s, 3H), 1.36 (s, 9H). 13C NMR (100 MHz, acetone) δ 155.32, 

140.72, 129.76, 116.27, 115.26, 114.14, 93.28, 71.60, 67.81, 59.09, 35.13, 29.67. 
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Methyl 6-(4-((2-methoxyethoxy)methoxy)phenyl)-2-naphthoate. 2.S4 was prepared 

from 2.S1 using general procedure B (48% yield). 1H NMR (600 MHz, Chloroform-d) δ 8.61 

(s, 1H), 8.07 (dd, J = 8.6, 1.7 Hz, 1H), 8.02 (s, 1H), 8.00 (d, J = 8.7 Hz, 1H), 7.91 (d, J = 8.7 Hz, 

1H), 7.78 (dd, J = 8.5, 1.8 Hz, 1H), 7.66 (d, J = 8.7 Hz, 2H), 7.19 (d, J = 8.8 Hz, 2H), 5.34 (s, 2H), 

3.99 (s, 3H), 3.92 – 3.73 (m, 2H), 3.68 – 3.52 (m, 2H), 3.40 (s, 3H). 13C NMR (151 MHz, 

Chloroform-d) δ 167.44, 157.43, 140.65, 136.05, 134.36, 131.55, 130.98, 129.99, 128.70, 

128.43, 127.31, 126.40, 125.84, 125.07, 116.88, 93.64, 71.78, 67.90, 59.21, 52.37. HRMS 
Accurate mass (ES+): Found 389.13613, C22H22O5Na (M+Na+) requires 389.13650. 

 

 

Methyl 6-(4-((2-methoxyethoxy)methoxy)-3-methylphenyl)-2-naphthoate. 2.S5 was 

prepared from 2.S2 using general procedure B (70% yield). 1H NMR (400 MHz, Chloroform-

d) δ 8.61 (s, 1H), 8.07 (dd, J = 8.6, 1.7 Hz, 1H), 8.01 (s, 1H), 7.99 (d, J = 8.8 Hz, 1H), 7.90 (d, J = 

8.9 Hz, 1H), 7.78 (dd, J = 8.5, 1.8 Hz, 1H), 7.54 – 7.49 (m, 2H), 7.23 (d, J = 8.3 Hz, 1H), 5.37 (s, 

2H), 3.99 (s, 3H), 3.91 – 3.83 (m, 2H), 3.63 – 3.55 (m, 2H), 3.40 (s, 3H), 2.34 (s, 3H). 13C NMR 

(100 MHz, Chloroform-d) δ 167.27, 155.48, 140.64, 135.89, 133.72, 131.32, 130.82, 129.82, 

129.75, 128.25, 127.79, 127.00, 126.27, 125.89, 125.61, 124.79, 114.18, 93.46, 71.66, 67.74, 

59.07, 52.22, 16.59. HRMS Accurate mass (ES+): found 403.15172, C23H24O5Na (M+Na+) 

requires 403.15215. 
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Methyl 6-(3-(tert-butyl)-4-((2-methoxyethoxy)methoxy)phenyl)-2-naphthoate. 2.S6 

was prepared from S3 using general procedure B (62% yield). 1H NMR (400 MHz, 

Chloroform-d) δ 8.62 (s, 1H), 8.07 (dd, J = 8.6, 1.7 Hz, 1H), 8.02 – 7.96 (m, 2H), 7.92 (d, J = 8.6 

Hz, 1H), 7.78 (dd, J = 8.5, 1.9 Hz, 1H), 7.65 (d, J = 2.4 Hz, 1H), 7.53 (dd, J = 8.5, 2.3 Hz, 1H), 

7.31 (d, J = 8.5 Hz, 1H), 5.40 (s, 2H), 3.99 (s, 3H), 3.91 – 3.85 (m, 2H), 3.64 – 3.59 (m, 2H), 3.42 

(s, 3H), 1.47 (s, 9H). 13C NMR (100 MHz, Chloroform-d) δ 167.41, 156.35, 141.32, 138.92, 

136.01, 133.61, 131.41, 130.94, 129.87, 128.36, 127.12, 126.57, 126.23, 126.16, 125.72, 

125.00, 115.03, 93.29, 71.73, 67.90, 59.21, 52.34, 35.25, 29.99. HRMS Accurate mass (ES+): 
found 445.19880, C26H30O5Na (M+Na+) requires 445.19910. 

 

 

6-(4-hydroxyphenyl)-2-naphthoic acid. 2.1 was prepared from 2.S4 using general 

procedure C (84% yield). 1H NMR (600 MHz, Acetone-d6) δ 11.27 (br s, 1H), 8.66 (s, 1H), 

8.57 (br s, 1H), 8.19 (s, 1H), 8.13 (d, J = 8.5 Hz, 1H), 8.08 (dd, J = 8.6, 1.6 Hz, 1H), 8.04 (d, J = 

8.6 Hz, 1H), 7.90 (dd, J = 8.5, 1.8 Hz, 1H), 7.72 (d, J = 8.7 Hz, 2H), 7.00 (d, J = 8.7 Hz, 2H). 13C 

NMR (151 MHz, Acetone) δ 167.77, 158.59, 141.57, 136.99, 132.39, 132.27, 131.54, 130.69, 

129.36, 129.16, 128.35, 126.86, 126.59, 125.07, 116.79. HRMS Accurate mass (ES-): found 
263.07156, C17H11O3 (M-H+) requires 263.07082. LogP = 4.32, TPSA = 57.53 Å2. 

 

 

6-(4-hydroxy-3-methylphenyl)-2-naphthoic acid. 2.2 was prepared from 2.S5 using 

general procedure C (68% yield). 1H NMR (600 MHz, Acetone-d6) δ 11.19 (br s, 1H), 8.65 (s, 

1H), 8.45 (s, 1H), 8.18 (br s, 1H), 8.12 (d, J = 8.6 Hz, 1H), 8.07 (dd, J = 8.6, 1.6 Hz, 1H), 8.03 (d, 

J = 8.6 Hz, 1H), 7.90 (dd, J = 8.5, 1.8 Hz, 1H), 7.62 (d, J = 1.7 Hz, 1H), 7.52 (dd, J = 8.1, 2.2 Hz, 

1H), 6.98 (d, J = 8.3 Hz, 1H), 2.32 (s, 3H). 13C NMR (151 MHz, Acetone) δ 167.79, 156.62, 

141.80, 137.02, 132.36, 132.24, 131.55, 130.65, 130.62, 129.16, 128.27, 126.95, 126.63, 

126.57, 125.81, 125.01, 116.12, 16.35. HRMS Accurate mass (ES): found 278.09419, 
C18H14O3 (M) requires 278.09430. LogP = 5.17, TPSA = 57.53 Å2. 
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6-(3-(tert-butyl)-4-hydroxyphenyl)-2-naphthoic acid. 2.3 was prepared from 2.S6 using 

general procedure C (93% yield). 1H NMR (600 MHz, Acetone-d6) δ 11.31 (br s, 1H), 8.65 (s, 

1H), 8.62 (s, 1H), 8.19 (s, 1H), 8.13 (d, J = 8.8 Hz, 1H), 8.07 (dd, J = 8.5, 1.6 Hz, 1H), 8.04 (d, J 

= 8.8 Hz, 1H), 7.90 (dd, J = 8.5, 1.8 Hz, 1H), 7.71 (d, J = 2.3 Hz, 1H), 7.52 (dd, J = 8.2, 2.3 Hz, 

1H), 7.00 (d, J = 8.2 Hz, 1H), 1.50 (s, 9H). 13C NMR (151 MHz, Acetone) δ 167.75, 157.04, 

142.31, 137.24, 137.03, 132.21, 131.55, 130.63, 129.15, 128.22, 127.10, 126.76, 126.74, 

126.54, 125.10, 117.80, 35.47, 29.89. HRMS Accurate mass (ES+): found 321.14907, 

C21H21O3 (M+H+) requires 321.14907. LogP = 6.42, TPSA = 57.53 Å2. 

 

4-(6-(hydroxymethyl)naphthalen-2-yl)phenol. 2.5 was prepared from 2.1 using general 

procedure D (64% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.51 (s, 1H), 8.07 (d, J = 1.9 Hz, 

1H), 7.92 (d, J = 4.9 Hz, 1H), 7.90 (d, J = 4.9 Hz, 1H), 7.85 (s, 1H), 7.77 (dd, J = 8.6, 1.9 Hz, 1H), 

7.66 (d, J = 8.6 Hz, 2H), 7.51 (dd, J = 8.5, 1.7 Hz, 1H), 6.98 (d, J = 8.8 Hz, 2H), 4.80 (d, J = 5.9 

Hz, 2H), 4.34 (t, J = 5.8 Hz, 1H). 13C NMR (151 MHz, Acetone) δ 158.15, 140.79, 138.83, 

134.13, 133.21, 133.01, 129.09, 128.82, 126.48, 126.07, 125.26, 125.12, 116.70, 64.81. HRMS 

Accurate mass (ES+): found 273.08875, C17H14O2Na (M+Na+) requires 273.08915. LogP = 

3.75, TPSA = 40.46 Å2. 

 

 

4-(6-(hydroxymethyl)naphthalen-2-yl)-2-methylphenol. 2.6 was prepared from 2.2 

using general procedure D (82% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.40 (s, 1H), 8.06 

(d, J = 1.3 Hz, 1H), 7.93 – 7.86 (m, 2H), 7.84 (s, 1H), 7.76 (dd, J = 8.5, 1.9 Hz, 1H), 7.56 (d, J = 

2.4 Hz, 1H), 7.51 (dd, J = 8.4, 1.7 Hz, 1H), 7.46 (dd, J = 8.3, 2.4 Hz, 1H), 6.96 (d, J = 8.3 Hz, 1H), 

4.80 (d, J = 5.7 Hz, 2H), 4.36 (t, J = 5.8 Hz, 1H), 2.31 (s, 3H). 13C NMR (151 MHz, Acetone) δ 

156.15, 140.71, 139.03, 134.15, 133.18, 133.01, 130.43, 129.01, 128.80, 126.45, 126.35, 
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126.15, 125.62, 125.27, 125.07, 116.05, 64.83, 16.37. HRMS Accurate mass (ES+): found 

287.10434, C18H16O2Na (M+Na+) requires 287.10480. LogP = 4.59, TPSA = 40.46 Å2. 

 

 

2-(tert-butyl)-4-(6-(hydroxymethyl)naphthalen-2-yl)phenol. 2.7 was prepared from 

2.3 using general procedure D (82% yield). 1H NMR (600 MHz, Acetone-d6) δ 8.52 (s, 1H), 

8.06 (d, J = 1.9 Hz, 1H), 7.91 (dd, J = 8.4, 2.4 Hz, 2H), 7.85 (s, 1H), 7.77 (dd, J = 8.5, 1.9 Hz, 1H), 

7.67 (d, J = 2.3 Hz, 1H), 7.51 (dd, J = 8.4, 1.6 Hz, 1H), 7.46 (dd, J = 8.2, 2.3 Hz, 1H), 6.97 (d, J = 

8.2 Hz, 1H), 4.81 (s, 2H), 4.33 (s, 1H), 1.50 (s, 9H). 13C NMR (151 MHz, Acetone) δ 156.54, 

140.66, 139.54, 137.05, 134.15, 133.15, 132.86, 129.03, 128.80, 126.52, 126.46, 126.44, 

126.29, 125.27, 125.14, 117.69, 64.83, 35.43, 29.92. HRMS Accurate mass (ES-): found 
305.15363, C21H21O2 (M-H+) requires 305.15416. LogP = 5.85, TPSA = 40.46 Å2. 

 

 

4-bromo-2-((1r,3R,5S,7r)-3,5-dimethyladamantan-1-yl)phenol [2.S7]. 3,5-

dimethyladamantanol (200 mg, 1.1 mmol) and 4-bromophenol (1.1 eq, 211 mg, 1.2 mmol) 

were dissolved in 2 mL DCM with 1.5 mL acetic acid and 0.3 mL sulfuric acid and stirred at 

room temperature for 2 d. The reaction was quenched with sat. Na2CO3 and extracted with 

EtOAc 3x. The combined organic layers were washed with brine, dried over Na2SO4, 

concentrated, and purified by column chromatography to afford the product as a white solid 

(269 mg, 73% yield). 1H NMR (400 MHz, Chloroform-d) δ 7.29 (d, J = 2.4 Hz, 1H), 7.15 (dd, J 

= 8.4, 2.4 Hz, 1H), 6.53 (d, J = 8.4 Hz, 1H), 4.79 (s, 1H), 2.16 (hept, J = 3.2 Hz, 1H), 1.90 (d, J = 

1.9 Hz, 2H), 1.76 – 1.60 (m, 4H), 1.47 – 1.32 (m, 4H), 1.20 (d, J = 1.8 Hz, 2H), 0.87 (s, 6H). 13C 

NMR (100 MHz, Chloroform-d) δ 153.61, 138.31, 130.37, 129.48, 118.44, 113.35, 51.09, 

46.61, 43.21, 38.86, 38.77, 31.56, 30.99, 30.07. HRMS Accurate mass (ES): found 334.09248, 
C18H23OBr (M) requires 334.09323. 
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(1r,3R,5S,7r)-1-(5-bromo-2-((2-methoxyethoxy)methoxy)phenyl)-3,5-

dimethyladamantane. 2.S8 was prepared from 2.S7 using general procedure A (89% 

yield). 1H NMR (400 MHz, Chloroform-d) δ 7.31 (d, J = 2.5 Hz, 1H), 7.23 (dd, J = 8.7, 2.5 Hz, 

1H), 7.02 (d, J = 8.7 Hz, 1H), 5.28 (s, 2H), 3.85 – 3.80 (m, 2H), 3.61 – 3.53 (m, 2H), 3.39 (s, 3H), 

2.14 (hept, J = 3.1 Hz, 1H), 1.89 (dd, J = 3.0, 1.5 Hz, 2H), 1.75 – 1.58 (m, 4H), 1.45 – 1.32 (m, 

4H), 1.24 – 1.14 (m, 2H), 0.86 (s, 6H). 13C NMR (101 MHz, Chloroform-d) δ 155.58, 140.34, 

129.96, 129.59, 116.42, 114.51, 93.43, 71.62, 67.91, 59.14, 51.05, 46.79, 43.16, 39.03, 38.90, 

31.49, 31.05, 30.01. HRMS Accurate mass (ES+): found 445.13469, C22H31O3BrNa (M+Na+) 
requires 445.13543. 

 

 

 

Methyl 6-(3-((1r,3R,5S,7r)-3,5-dimethyladamantan-1-yl)-4-((2-methoxyethoxy) 

methoxy)phenyl)-2-naphthoate. 2.S9 was prepared from 2.S8 using general procedure B 

(37% yield). 1H NMR (400 MHz, Chloroform-d) δ 8.59 (s, 1H), 8.05 (dd, J = 8.6, 1.7 Hz, 1H), 

7.99 – 7.95 (m, 2H), 7.91 (d, J = 8.6 Hz, 1H), 7.76 (dd, J = 8.5, 1.8 Hz, 1H), 7.58 (d, J = 2.3 Hz, 

1H), 7.48 (dd, J = 8.5, 2.3 Hz, 1H), 7.24 (d, J = 2.3 Hz, 1H), 5.36 (s, 2H), 3.97 (s, 3H), 3.89 – 3.85 

(m, 2H), 3.62 – 3.56 (m, 2H), 3.40 (s, 3H), 2.17 (p, J = 3.2 Hz, 1H), 2.00 (s, 2H), 1.85 – 1.70 (m, 

4H), 1.47 – 1.35 (m, 4H), 1.21 (s, 2H), 0.87 (s, 6H). 13C NMR (100 MHz, Chloroform-d) δ 

167.43, 156.58, 141.42, 138.56, 136.01, 133.83, 131.41, 130.96, 129.85, 128.38, 127.11, 

126.64, 126.23, 126.07, 125.71, 125.02, 115.17, 93.44, 71.75, 68.03, 59.22, 52.34, 51.24, 

47.10, 43.36, 39.27, 39.13, 31.62, 31.18, 30.21. HRMS Accurate mass (ES+): found 

529.29516, C34H41O5 (M+H+) requires 529.29540. 
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6-(3-((1r,3R,5S,7r)-3,5-dimethyladamantan-1-yl)-4-hydroxyphenyl)-2-naphthoic 

acid. 2.4 was prepared from 2.S9 using general procedure C (92% yield). 1H NMR (400 MHz, 

Acetone-d6) δ 8.65 (s, 1H), 8.18 (s, 1H), 8.13 (d, J = 8.6 Hz, 1H), 8.07 (dd, J = 8.6, 1.6 Hz, 1H), 

8.04 (d, J = 8.6 Hz, 1H), 7.90 (dd, J = 8.6, 1.8 Hz, 1H), 7.66 (d, J = 2.3 Hz, 1H), 7.51 (dd, J = 8.2, 

2.4 Hz, 1H), 6.97 (d, J = 8.2 Hz, 1H), 2.19 (p, J = 3.2 Hz, 1H), 2.11 (d, J = 2.0 Hz, 2H), 1.96 – 1.83 

(m, 4H), 1.53 – 1.38 (m, 4H), 1.24 (s, 2H), 0.89 (s, 6H). 13C NMR (151 MHz, Acetone-d6) δ 

167.84, 157.22, 142.39, 137.01, 132.42, 132.22, 131.55, 130.64, 129.14, 128.32, 127.13, 

126.74, 126.58, 126.56, 125.10, 117.99, 51.89, 47.34, 44.01, 39.65, 39.46, 32.10, 31.43, 31.07, 

30.59. HRMS Accurate mass (ES+): found 427.22715, C29H31O3 (M+H+) requires 
427.22732. LogP = 7.75, TPSA = 57.53 Å2. 

 

 

2-((1r,3R,5S,7r)-3,5-dimethyladamantan-1-yl)-4-(6-(hydroxymethyl)naphthalen-2-

yl)phenol. 2.8 was prepared from 2.7 using general procedure D (72% yield). 1H NMR (400 

MHz, Acetone-d6) δ 8.51 (s, 1H), 8.05 (s, 1H), 7.90 (dd, J = 8.5, 2.5 Hz, 2H), 7.84 (s, 1H), 7.76 

(dd, J = 8.5, 1.8 Hz, 1H), 7.61 (d, J = 2.3 Hz, 1H), 7.51 (dd, J = 8.4, 1.7 Hz, 1H), 7.45 (dd, J = 8.2, 

2.3 Hz, 1H), 6.95 (d, J = 8.2 Hz, 1H), 4.81 (d, J = 5.0 Hz, 2H), 4.37 (t, J = 5.8 Hz, 1H), 2.18 (p, J = 

3.1 Hz, 1H), 2.10 (d, J = 3.2 Hz, 2H), 1.94 – 1.84 (m, 4H), 1.52 – 1.38 (m, 4H), 1.24 (s, 2H), 0.89 

(s, 6H). 13C NMR (151 MHz, Acetone-d6) δ 156.71, 140.62, 139.63, 136.83, 134.13, 133.13, 

133.03, 129.03, 128.78, 126.47, 126.43, 126.32, 126.27, 125.28, 125.13, 117.88, 64.83, 51.89, 

47.35, 44.01, 39.66, 39.41, 32.08, 31.44, 31.06. HRMS Accurate mass (ES-): found 411.23320, 

C29H31O2 (M-H+) requires 411.23240. LogP = 7.18, TPSA = 40.46 Å2. 
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5-bromo-2-((2-methoxyethoxy)methoxy)benzaldehyde. 2.S10 was prepared from 5-

bromosalicylaldehyde using general procedure A (92% yield). 1H NMR (400 MHz, 

Chloroform-d) δ 10.40 (s, 1H), 7.93 (d, J = 2.6 Hz, 1H), 7.61 (dd, J = 9.0, 2.6 Hz, 1H), 7.19 (d, J 

= 8.9 Hz, 1H), 5.38 (s, 2H), 3.89 – 3.83 (m, 2H), 3.57 – 3.54 (m, 2H), 3.37 (d, J = 0.4 Hz, 3H). 
13C NMR (151 MHz, Acetone-d6) δ 188.45, 158.73, 138.45, 131.07, 126.86, 117.39, 114.96, 

93.97, 71.60, 68.52, 59.19. HRMS Accurate mass (ES+): found 289.00740, C11H14O4Br 

(M+H+) requires 289.00755. 

 

 

4-bromo-1-((2-methoxyethoxy)methoxy)-2-(pent-1-en-1-yl)benzene. 2.S11 was 

prepared from 2.S10 using general procedure E (85% yield, mixture of ~1:1.8 E:Z alkenes). 
1H NMR (400 MHz, Chloroform-d) δ E alkene: 7.55 (d, J = 2.5 Hz, 1H), 7.24 (dd, J = 8.8, 2.5 Hz, 

1H), 7.01 (d, J = 8.8 Hz, 1H), 6.63 (dt, J = 15.9, 1.5 Hz, 1H), 6.20 (dt, J = 15.9, 7.0 Hz, 1H), 5.27 

(s, 2H), 3.85 – 3.79 (m, 2H), 3.57 – 3.53 (m, 2H), 3.38 (s, 3H), 2.26-2.18 (m, 2H), 1.56-1.41 (m, 

2H), 0.99-0.90 (m, 3H). Z alkene: 7.35 (d, J = 2.5 Hz, 1H), 7.29 (dd, J = 8.9, 2.6 Hz, 1H), 7.05 (d, 

J = 8.7 Hz, 1H), 6.44 (dt, J = 11.6, 1.8 Hz, 1H), 5.75 (dt, J = 11.6, 7.3 Hz, 1H), 5.26 (s, 2H), 3.85 

– 3.79 (m, 2H), 3.57 – 3.53 (m, 2H), 3.37 (s, 2H), 2.26-2.18 (m, 2H), 1.56-1.41 (m, 2H), 0.99-

0.90 (m, 3H). 13C NMR (151 MHz, CDCl3) δ 153.94, 153.03, 134.22, 133.22, 132.69, 130.61, 

130.35, 130.03, 129.66, 128.97, 123.27, 123.23, 116.76, 116.49, 114.71, 113.86, 93.96, 93.88, 

71.65, 71.63, 67.90, 67.88, 59.09, 35.51, 30.66, 23.01, 22.60, 13.86, 13.82. HRMS Accurate 
mass (ES-): found 327.06017, C15H22BrO3 (M-H+) requires 327.059581. 

 

 

4-bromo-2-(hept-1-en-1-yl)-1-((2-methoxyethoxy)methoxy)benzene. 2.S12 was 

prepared from 2.S10 using general procedure E (87% yield, mixture of ~1:3.4 E:Z alkenes). 
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1H NMR (400 MHz, Chloroform-d) δ E alkene: 7.53 (d, J = 2.5 Hz, 1H), 7.22 (dd, J = 8.8, 2.5 Hz, 

1H), 7.00 (d, J = 8.8 Hz, 1H), 6.61 (dt, J = 15.9, 1.6 Hz, 1H), 6.19 (dt, J = 15.9, 7.0 Hz, 1H), 5.26 

(s, 2H), 3.83 – 3.77 (m, 2H), 3.56 – 3.51 (m, 2H), 3.37 (s, 3H), 2.27 – 2.16 (m, 2H), 1.51 – 1.36 

(m, 2H), 1.35 – 1.24 (m, 4H), 0.94 – 0.83 (m, 3H). Z alkene: 7.33 (d, J = 2.5 Hz, 1H), 7.28 (dd, J 

= 8.7, 2.5 Hz, 1H), 7.04 (d, J = 8.8 Hz, 1H), 6.40 (dt, J = 11.8, 2.0 Hz, 1H), 5.74 (dt, J = 11.6, 7.4 

Hz, 1H), 5.24 (s, 2H), 3.83 – 3.77 (m, 2H), 3.56 – 3.51 (m, 2H), 3.36 (s, 3H), 2.27 – 2.16 (m, 

2H), 1.51 – 1.36 (m, 2H), 1.35 – 1.24 (m, 4H), 0.94 – 0.83 (m, 3H). 13C NMR (126 MHz, CDCl3) 

δ 153.84, 152.93, 134.36, 133.38, 132.58, 130.52, 130.25, 129.93, 129.54, 128.85, 122.99, 

116.64, 116.36, 114.62, 113.78, 93.85, 93.77, 71.58, 71.55, 67.82, 67.80, 59.02, 33.38, 31.48, 

31.47, 29.45, 29.05, 28.54, 22.58, 22.54, 14.10, 14.08. HRMS Accurate mass (ES+): found 
379.08836, C17H25O3BrNa (M+Na+) requires 379.08848. 

 

 

4-bromo-1-((2-methoxyethoxy)methoxy)-2-(non-1-en-1-yl)benzene. 2.S13 was 

prepared from 2.S10 using general procedure E (78% yield, mixture of ~1:7 E:Z alkenes). 
1H NMR (400 MHz, Chloroform-d) δ E alkene: 7.53 (d, J = 2.5 Hz, 1H), 7.22 (dd, J = 8.7, 2.5 Hz, 

1H), 7.00 (d, J = 8.8 Hz, 1H), 6.60 (dt, J = 16.0, 1.6 Hz, 1H), 6.19 (dt, J = 15.9, 7.0 Hz, 1H), 5.26 

(s, 2H), 3.83 – 3.78 (m, 2H), 3.56 – 3.52 (m, 2H), 3.37 (s, 3H), 2.27 – 2.16 (m, 2H), 1.48 – 1.36 

(m, 2H), 1.33 – 1.21 (m, 8H), 0.92 – 0.83 (m, 3H). Z alkene: 7.33 (d, J = 2.5 Hz, 1H), 7.28 (dd, J 

= 8.8, 2.5 Hz, 1H), 7.04 (d, J = 8.8 Hz, 1H), 6.40 (dt, J = 11.6, 1.8 Hz, 1H), 5.73 (dt, J = 11.7, 7.4 

Hz, 1H), 5.24 (s, 2H), 3.83 – 3.78 (m, 2H), 3.56 – 3.52 (m, 2H), 3.36 (s, 3H), 2.27 – 2.16 (m, 

2H), 1.48 – 1.36 (m, 2H), 1.33 – 1.21 (m, 8H), 0.92 – 0.83 (m, 3H). 13C NMR (151 MHz, CDCl3) 

δ 153.97, 153.06, 134.53, 133.58, 132.72, 130.64, 130.37, 130.09, 129.69, 129.01, 123.07, 

116.79, 116.51, 114.75, 113.91, 94.00, 93.92, 71.70, 71.67, 67.92, 59.15, 33.50, 31.97, 31.94, 

29.87, 29.48, 29.34, 29.31, 29.27, 28.67, 22.79, 22.76, 14.21. HRMS Accurate mass (ES+): 
found 407.11965, C19H29O3BrNa (M+Na+) requires 407.11978. 
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Methyl 6-(4-((2-methoxyethoxy)methoxy)-3-(pent-1-en-1-yl)phenyl)-2-naphthoate. 

2.S14 was prepared from 2.S11 using general procedure B (63% yield, mix of ~1:1 E:Z 

alkenes). 1H NMR (400 MHz, Chloroform-d, mix of alkenes) δ 8.62 (s, 2H), 8.09 (d, J = 1.7 Hz, 

1H), 8.07 (d, J = 1.7 Hz, 1H), 8.04 – 8.00 (m, 3H), 7.99 (d, J = 3.1 Hz, 1H), 7.93 (d, J = 3.2 Hz, 

1H), 7.91 (d, J = 3.0 Hz, 1H), 7.82 – 7.76 (m, 3H), 7.61 (d, J = 2.4 Hz, 1H), 7.57 (dd, J = 8.5, 2.4 

Hz, 1H), 7.52 (dd, J = 8.5, 2.4 Hz, 1H), 7.29 (d, J = 8.5 Hz, 1H), 7.26 (d, J = 8.6 Hz, 1H), 6.78 (d, 

J = 16.0 Hz, 1H), 6.59 (d, J = 11.6 Hz, 1H), 6.34 (dt, J = 15.9, 6.9 Hz, 1H), 5.81 (dt, J = 11.6, 7.3 

Hz, 1H), 5.39 – 5.33 (m, 4H), 3.99 (s, 6H), 3.90 – 3.85 (m, 4H), 3.61 – 3.57 (m, 4H), 3.42 – 3.37 

(m, 6H), 2.37 – 2.21 (m, 4H), 1.61 – 1.44 (m, 4H), 1.03 – 0.91 (m, 6H). 13C NMR (100 MHz, 

Chloroform-d, mix of alkenes) δ 167.40, 167.39, 154.88, 154.05, 140.86, 140.75, 136.00, 

135.99, 134.33, 133.70, 133.66, 132.58, 131.50, 131.50, 130.95, 130.94, 129.98, 129.90, 

129.29, 128.40, 128.39, 128.33, 128.06, 127.25, 127.23, 127.08, 126.97, 126.47, 126.38, 

125.80, 125.77, 125.48, 125.07, 125.04, 124.32, 115.39, 115.15, 93.91, 93.88, 93.84, 93.80, 

71.75, 71.72, 67.93, 59.19, 52.37, 52.35, 35.71, 30.96, 23.21, 22.77, 14.02, 13.94. HRMS 
Accurate mass (ES-): found 433.20254, C27H29O5 (M-H+) requires 433.20150. 

 

 

Methyl 6-(3-(hept-1-en-1-yl)-4-((2-methoxyethoxy)methoxy)phenyl)-2-naphthoate. 

2.S15 was prepared from 2.S12 using general procedure B (59% yield, mix of ~1:1.5 E:Z 

alkenes). 1H NMR (400 MHz, Chloroform-d) δ E alkene: 8.62 (s, 1H), 8.09 (d, J = 1.8 Hz, 1H), 

8.03 – 7.98 (m, 2H), 7.90 (d, J = 5.0 Hz, 1H), 7.81 – 7.76 (m, 2H), 7.51 (dd, J = 8.6, 2.4 Hz, 1H), 

7.25 (d, J = 8.6 Hz, 1H), 6.77 (d, J = 15.9 Hz, 1H), 6.34 (dt, J = 15.9, 6.9 Hz, 1H), 5.37 (s, 2H), 

3.99 (s, 3H), 3.91 – 3.85 (m, 2H), 3.61 – 3.56 (m, 2H), 3.40 (s, 3H), 2.38 – 2.23 (m, 2H), 1.56 – 

1.29 (m, 6H), 0.94 – 0.83 (m, 3H). Z alkene: 8.62 (s, 1H), 8.07 (d, J = 1.7 Hz, 1H), 8.03 – 7.98 

(m, 2H), 7.92 (d, J = 5.0 Hz, 1H), 7.81 – 7.76 (m, 1H), 7.61 (d, J = 2.4 Hz, 1H), 7.57 (dd, J = 8.5, 

2.4 Hz, 1H), 7.29 (d, J = 8.5 Hz, 1H), 6.58 (d, J = 11.6 Hz, 1H), 5.81 (dt, J = 11.6, 7.3 Hz, 1H), 

5.36 (s, 2H), 3.99 (s, 3H), 3.91 – 3.85 (m, 2H), 3.61 – 3.56 (m, 2H), 3.40 (s, 3H), 2.38 – 2.23 

(m, 2H), 1.56 – 1.29 (m, 6H), 0.94 – 0.83 (m, 3H). 13C NMR (100 MHz, Chloroform-d, mix of 

alkenes) δ 167.38, 167.37, 154.87, 154.03, 140.85, 140.73, 135.99, 135.98, 134.31, 133.87, 

133.68, 132.84, 131.49, 130.94, 129.95, 129.89, 129.26, 128.37, 128.33, 128.04, 127.23, 

127.21, 127.05, 126.94, 126.45, 126.37, 125.79, 125.76, 125.45, 125.06, 125.02, 124.13, 

115.38, 115.13, 93.90, 93.86, 93.82, 93.79, 71.74, 71.71, 67.92, 59.17, 52.35, 33.61, 31.75, 

31.63, 29.73, 29.28, 28.93, 22.73, 22.70, 14.20. HRMS Accurate mass (ES+): found 
463.24847, C29H35O5 (M+H+) requires 463.24845. 
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Methyl 6-(4-((2-methoxyethoxy)methoxy)-3-(non-1-en-1-yl)phenyl)-2-naphthoate. 

2.S16 was prepared from 2.S13 using general procedure B (50% yield, mix of ~1:2.5 E:Z 

alkenes). 1H NMR (400 MHz, Chloroform-d) δ E alkene: 8.62 (s, 1H), 8.09-8.07 (m, 1H), 8.04 

– 7.98 (m, 2H), 7.94 – 7.90 (m, 1H), 7.83 – 7.74 (m, 2H), 7.51 (dd, J = 8.5, 2.4 Hz, 1H), 7.25 (d, 

J = 8.8 Hz, 1H), 6.77 (d, J = 16.0 Hz, 1H), 6.34 (dt, J = 15.9, 6.9 Hz, 1H), 5.37 (s, 2H), 3.99 (s, 

3H), 3.90 – 3.85 (m, 2H), 3.61 – 3.57 (m, 2H), 3.40 (s, 3H), 2.37 – 2.23 (m, 2H), 1.54 – 1.22 (m, 

10H), 0.93 – 0.80 (m, 3H). Z alkene: 8.62 (s, 1H), 8.09-8.07 (m, 1H), 8.04 – 7.98 (m, 2H), 7.94 

– 7.90 (m, 1H), 7.83 – 7.74 (m, 1H), 7.61 (d, J = 2.4 Hz, 1H), 7.57 (dd, J = 8.5, 2.4 Hz, 1H), 7.29 

(d, J = 8.5 Hz, 1H), 6.57 (d, J = 11.5 Hz, 1H), 5.81 (dt, J = 11.6, 7.3 Hz, 1H), 5.36 (s, 2H), 3.99 (s, 

3H), 3.90 – 3.85 (m, 2H), 3.61 – 3.57 (m, 2H), 3.40 (s, 3H), 2.37 – 2.23 (m, 2H), 1.54 – 1.22 (m, 

10H), 0.93 – 0.80 (m, 3H). 13C NMR (100 MHz, Chloroform-d, mix of alkenes) δ 167.39, 

154.89, 154.04, 140.87, 140.75, 136.01, 134.32, 133.89, 133.69, 132.86, 131.50, 130.95, 

129.96, 129.90, 129.28, 128.39, 128.05, 127.24, 127.06, 126.95, 126.47, 126.38, 125.79, 

125.77, 125.47, 125.07, 125.03, 124.14, 124.11, 115.39, 115.13, 93.92, 93.87, 93.84, 93.83, 

71.75, 71.72, 67.93, 59.19, 52.37, 52.35, 33.66, 31.99, 31.97, 30.07, 29.62, 29.53, 29.40, 29.37, 

29.35, 28.97, 22.81, 22.76, 14.25, 14.21. HRMS Accurate mass (ES+): found 491.27978, 
C31H39O5 (M+H+) requires 491.27975. 

 

 

6-(4-hydroxy-3-(pent-1-en-1-yl)phenyl)-2-naphthoic acid. 2.9 was prepared from 

2.S14 using general procedure C (87% yield, mix of ~1:1.4 E:Z alkenes). 1H NMR (600 MHz, 

Acetone-d6) δ E alkene: 8.66 (s, 1H), 8.23 (s, 1H), 8.15 – 8.11 (m, 1H), 8.09 – 8.04 (m, 2H), 

7.94 – 7.88 (m, 2H), 7.54 (dd, J = 8.3, 2.4 Hz, 1H), 7.02 (d, J = 8.3 Hz, 1H), 6.81 (d, J = 16.0 Hz, 

1H), 6.48 (dt, J = 16.0, 7.0 Hz, 1H), 2.25 (qd, J = 7.2, 1.5 Hz, 2H), 1.57 – 1.48 (m, 2H), 0.98 (t, J 
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= 7.4 Hz, 3H). Z alkene: 8.66 (s, 1H), 8.19 (s, 1H), 8.15 – 8.11 (m, 1H), 8.09 – 8.04 (m, 2H), 

7.94 – 7.88 (m, 1H), 7.68 (d, J = 2.4 Hz, 1H), 7.60 (dd, J = 8.3, 2.4 Hz, 1H), 7.05 (d, J = 8.3 Hz, 

1H), 6.62 (d, J = 11.6 Hz, 1H), 5.78 (dt, J = 11.6, 7.3 Hz, 1H), 2.36 (qd, J = 7.4, 1.8 Hz, 2H), 1.57 

– 1.48 (m, 2H), 0.95 (t, J = 7.4 Hz, 3H). 13C NMR (151 MHz, Acetone, mix of alkenes) δ 167.79, 

155.99, 155.29, 141.71, 141.66, 136.99, 133.66, 132.70, 132.30, 132.08, 132.00, 131.57, 

131.56, 130.76, 130.64, 129.72, 129.19, 128.34, 128.31, 127.90, 127.55, 126.99, 126.89, 

126.63, 126.57, 126.42, 126.30, 126.10, 125.72, 125.27, 125.20, 125.16, 117.13, 116.87, 

36.35, 31.59, 23.73, 23.38, 14.15, 14.05. HRMS Accurate mass (ES-): 331.13425, C22H19O3 
(M-H+) requires 331.13342. LogP = 6.94, TPSA = 57.53 Å2. 

 

6-(3-(hept-1-en-1-yl)-4-hydroxyphenyl)-2-naphthoic acid. 2.10 was prepared from 

2.S15 using general procedure C (96% yield, mix of ~1:1.6 E:Z alkenes). 1H NMR (600 MHz, 

Acetone-d6) δ E alkene: 11.26 (br s, 1H), 8.66 (s, 1H), 8.45 (br s, 1H), 8.22 (s, 1H), 8.17 – 8.11 

(m, 1H), 8.09 (t, J = 1.9 Hz, 1H), 8.06 – 8.02 (m, 1H), 7.94 – 7.88 (m, 2H), 7.55 (dd, J = 8.3, 2.4 

Hz, 1H), 7.02 (d, J = 8.3 Hz, 1H), 6.80 (d, J = 16.0 Hz, 1H), 6.49 (dt, J = 15.9, 7.0 Hz, 1H), 2.27 

(qd, J = 7.2, 1.6 Hz, 2H), 1.54 – 1.48 (m, 2H), 1.39 – 1.28 (m, 4H), 0.91 (t, J = 7.1 Hz, 3H). Z 

alkene: 11.26 (br s, 1H), 8.66 (s, 1H), 8.45 (br s, 1H), 8.18 (s, 1H), 8.17 – 8.11 (m, 1H), 8.07 (t, 

J = 1.9 Hz, 1H), 8.06 – 8.02 (m, 1H), 7.94 – 7.88 (m, 1H), 7.68 (d, J = 2.6 Hz, 1H), 7.61 (dd, J = 

8.3, 2.4 Hz, 1H), 7.05 (d, J = 8.4 Hz, 1H), 6.61 (d, J = 11.6 Hz, 1H), 5.78 (dt, J = 11.6, 7.3 Hz, 1H), 

2.38 (qd, J = 7.4, 1.8 Hz, 2H), 1.54 – 1.48 (m, 2H), 1.39 – 1.28 (m, 4H), 0.87 (t, J = 7.1 Hz, 3H). 
13C NMR (151 MHz, Acetone, mix of alkenes) δ 167.76, 167.75, 156.00, 155.29, 141.73, 

141.67, 137.00, 133.89, 132.70, 132.31, 132.29, 132.08, 131.58, 131.56, 130.76, 130.65, 

129.71, 129.21, 129.18, 128.34, 128.31, 127.89, 127.54, 127.00, 126.91, 126.63, 126.57, 

126.45, 126.30, 126.10, 125.51, 125.21, 125.16, 125.11, 117.14, 116.87, 34.26, 32.36, 32.25, 

30.59, 30.32, 30.02, 29.52, 23.24, 14.35, 14.33. HRMS Accurate mass (ES-): found 359.16569, 

C24H23O3 (M-H+) requires 359.16472. LogP = 7.95, TPSA = 57.53 Å2. 
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6-(4-hydroxy-3-(non-1-en-1-yl)phenyl)-2-naphthoic acid. 2.11 was prepared from 

2.S16 using general procedure C (84% yield, mix of ~1:3.4 E:Z alkenes). 1H NMR (600 MHz, 

Acetone-d6) δ E alkene: 8.66 (s, 1H), 8.22 (s, 1H), 8.16 – 8.13 (m, 1H), 8.09 – 8.03 (m, 2H), 

7.93 – 7.88 (m, 2H), 7.54 (dd, J = 8.3, 2.3 Hz, 1H), 7.02 (d, J = 8.3 Hz, 1H), 6.81 (d, J = 15.9 Hz, 

1H), 6.48 (dt, J = 15.9, 6.9 Hz, 1H), 2.27 (q, J = 8.2 Hz, 2H), 1.54 – 1.47 (m, 2H), 1.38 – 1.23 (m, 

8H), 0.92 – 0.78 (m, 3H). Z alkene: 8.66 (s, 1H), 8.18 (s, 1H), 8.16 – 8.13 (m, 1H), 8.09 – 8.03 

(m, 2H), 7.93 – 7.88 (m, 1H), 7.68 (d, J = 2.4 Hz, 1H), 7.60 (dd, J = 8.3, 2.4 Hz, 1H), 7.05 (d, J = 

8.3 Hz, 1H), 6.61 (d, J = 11.6 Hz, 1H), 5.78 (dt, J = 11.7, 7.4 Hz, 1H), 2.38 (qd, J = 7.4, 1.7 Hz, 

2H), 1.54 – 1.47 (m, 2H), 1.38 – 1.23 (m, 8H), 0.92 – 0.78 (m, 3H). 13C NMR (151 MHz, 

Acetone) δ 167.73, 155.99, 155.28, 141.73, 141.68, 137.00, 133.89, 132.70, 132.32, 132.30, 

132.08, 131.57, 131.56, 130.76, 130.65, 129.72, 129.20, 129.19, 128.36, 128.32, 127.89, 

127.54, 127.01, 126.92, 126.62, 126.57, 126.44, 126.30, 126.09, 125.52, 125.21, 125.17, 

125.15, 117.11, 116.85, 34.29, 32.61, 32.58, 30.63, 30.34, 29.52, 23.34, 23.29, 14.36, 14.32. 

HRMS Accurate mass (ES-): found 387.19704, C26H27O3 (M-H+) requires 387.19602. LogP 

= 8.67, TPSA = 57.53 Å2. 

 

 

4-(6-(hydroxymethyl)naphthalen-2-yl)-2-(pent-1-en-1-yl)phenol. 2.12 was prepared 

from 2.9 using general procedure D (35% yield, mix of ~1:1 E:Z alkenes). 1H NMR (600 MHz, 

Acetone-d6, mix of alkenes) δ 8.10 (d, J = 1.8 Hz, 1H), 8.06 (d, J = 1.8 Hz, 1H), 7.94 – 7.88 (m, 

4H), 7.87 (d, J = 2.4 Hz, 1H), 7.85 (s, 2H), 7.79 (dd, J = 8.5, 1.9 Hz, 1H), 7.76 (dd, J = 8.5, 1.9 Hz, 

1H), 7.64 (d, J = 2.3 Hz, 1H), 7.55 (dd, J = 8.3, 2.4 Hz, 1H), 7.53 (s, 1H), 7.51 (s, 1H), 7.49 (dd, J 

= 8.3, 2.4 Hz, 1H), 7.04 (d, J = 8.3 Hz, 1H), 7.01 (d, J = 8.3 Hz, 1H), 6.83 (dt, J = 16.0, 1.6 Hz, 

1H), 6.64 (dt, J = 11.3, 1.8 Hz, 1H), 6.46 (dt, J = 16.0, 7.0 Hz, 1H), 5.77 (dt, J = 11.6, 7.3 Hz, 1H), 

4.82 (s, 4H), 4.40 (s, 2H), 2.36 (qd, J = 7.3, 1.8 Hz, 2H), 2.25 (qd, J = 7.1, 1.6 Hz, 2H), 1.58 – 

1.47 (m, 4H), 0.98 (t, J = 7.4 Hz, 3H), 0.95 (t, J = 7.4 Hz, 3H). 13C NMR (151 MHz, Acetone, mix 

of alkenes) δ 155.47, 154.81, 140.69, 140.64, 138.93, 138.88, 134.09, 133.48, 133.31, 133.20, 
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132.68, 131.77, 129.48, 129.15, 129.04, 128.83, 128.82, 127.63, 127.34, 126.50, 126.45, 

126.25, 126.16, 126.06, 126.04, 125.93, 125.83, 125.37, 125.29, 125.21, 125.17, 117.03, 

116.75, 64.84, 64.83, 36.34, 31.58, 23.73, 23.37, 14.16, 14.06. HRMS Accurate mass (ES-): 

found 317.15505, C22H21O2 (M-H+) requires 317.15416. LogP = 6.37, TPSA = 40.46 Å2. 

 

 

2-(hept-1-en-1-yl)-4-(6-(hydroxymethyl)naphthalen-2-yl)phenol. 2.13 was prepared 

from 2.10 using general procedure D (65% yield, mix of ~1:1.6 E:Z alkenes). 1H NMR (600 

MHz, Acetone-d6) δ E alkene: 8.41 (br s, 1H), 8.09 (d, J = 1.8 Hz, 1H), 7.94 – 7.84 (m, 4H), 7.79 

(dd, J = 8.5, 1.8 Hz, 1H), 7.55 – 7.50 (m, 1H), 7.49 (dd, J = 8.3, 2.3 Hz, 1H), 7.01 (d, J = 8.3 Hz, 

1H), 6.82 (d, J = 16.0 Hz, 1H), 6.47 (dt, J = 15.9, 6.9 Hz, 1H), 4.82 (s, 2H), 4.38 (s, 1H), 2.26 (qd, 

J = 7.0, 1.5 Hz, 2H), 1.56 – 1.46 (m, 2H), 1.40 – 1.28 (m, 4H), 0.91 (t, J = 7.1 Hz, 3H). Z alkene: 

8.41 (br s, 1H), 8.06 (d, J = 1.8 Hz, 1H), 7.94 – 7.84 (m, 3H), 7.76 (dd, J = 8.5, 1.9 Hz, 1H), 7.64 

(d, J = 2.4 Hz, 1H), 7.55 (dd, J = 8.3, 2.4 Hz, 1H), 7.55 – 7.50 (m, 1H), 7.03 (d, J = 8.4 Hz, 1H), 

6.63 (d, J = 11.6 Hz, 1H), 5.78 (dt, J = 11.6, 7.4 Hz, 1H), 4.82 (s, 2H), 4.38 (s, 1H), 2.37 (qd, J = 

7.5, 1.7 Hz, 2H), 1.56 – 1.46 (m, 2H), 1.40 – 1.28 (m, 4H), 0.87 (t, J = 7.1 Hz, 3H). 13C NMR (151 

MHz, Acetone, mix of alkenes) δ 155.48, 154.80, 140.71, 140.66, 138.93, 138.88, 134.09, 

133.70, 133.31, 133.20, 132.68, 132.03, 129.46, 129.13, 129.03, 128.82, 128.79, 127.61, 

127.31, 126.50, 126.44, 126.27, 126.16, 126.07, 126.03, 125.93, 125.63, 125.30, 125.21, 

125.16, 117.03, 116.75, 64.82, 34.24, 32.35, 32.23, 30.59, 30.32, 30.01, 29.51, 23.23, 14.35. 

HRMS Accurate mass (ES-): found 345.18621, C24H25O2 (M-H+) requires 345.18546. LogP 
= 7.38, TPSA = 40.46 Å2. 

 

 

4-(6-(hydroxymethyl)naphthalen-2-yl)-2-(non-1-en-1-yl)phenol. 2.14 was prepared 

from 2.11 using general procedure D (43% yield, mix of ~1:3.2 E:Z alkenes). 1H NMR (600 

MHz, Acetone-d6) δ E alkene: 8.55 (br s, 1H), 8.09 (d, J = 1.9 Hz, 1H), 7.93 – 7.85 (m, 4H), 7.79 

(dd, J = 8.5, 1.9 Hz, 1H), 7.53 – 7.51 (m, 1H), 7.49 (dd, J = 8.3, 2.4 Hz, 1H), 7.00 (d, J = 8.3 Hz, 
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1H), 6.81 (d, J = 15.9 Hz, 1H), 6.46 (dt, J = 16.0, 7.0 Hz, 1H), 4.82 – 4.81 (m, 2H), 4.34 (s, 1H), 

2.27 (qd, J = 7.1, 1.6 Hz, 2H), 1.54 – 1.46 (m, 2H), 1.40 – 1.23 (m, 8H), 0.88 (t, J = 6.9 Hz, 3H). 

Z alkene: 8.35 (br s, 1H), 8.06 (d, J = 1.3 Hz, 1H), 7.93 – 7.85 (m, 3H), 7.76 (dd, J = 8.5, 1.9 Hz, 

1H), 7.64 (d, J = 2.3 Hz, 1H), 7.55 (dd, J = 8.4, 2.4 Hz, 1H), 7.53 – 7.51 (m, 1H), 7.02 (d, J = 8.3 

Hz, 1H), 6.61 (d, J = 11.6 Hz, 1H), 5.77 (dt, J = 11.6, 7.4 Hz, 1H), 4.82 – 4.81 (m, 2H), 4.34 (s, 

1H), 2.38 (qd, J = 7.5, 1.8 Hz, 2H), 1.54 – 1.46 (m, 2H), 1.40 – 1.23 (m, 8H), 0.83 (t, J = 6.9 Hz, 

3H). 13C NMR (151 MHz, Acetone, mix of alkenes) δ 155.51, 154.82, 140.79, 140.74, 138.95, 

138.89, 134.12, 133.70, 133.33, 133.23, 132.70, 132.05, 129.48, 129.14, 129.04, 128.83, 

128.80, 127.63, 127.32, 126.49, 126.45, 126.29, 126.17, 126.08, 126.04, 125.94, 125.64, 

125.27, 125.26, 125.23, 125.19, 117.03, 116.75, 64.83, 64.81, 34.29, 32.59, 32.58, 30.65, 

30.34, 29.95, 29.53, 23.33, 23.29, 14.36, 14.34. HRMS Accurate mass (ES-): found 373.21754, 

C26H29O2 (M-H+) requires 373.21676. LogP = 8.33, TPSA = 40.46 Å2. 

 

 

Methyl 6-(4-((2-methoxyethoxy)methoxy)-3-pentylphenyl)-2-naphthoate. 2.S17 was 

prepared from 2.S14 using general procedure F (94% yield). 1H NMR (400 MHz, 

Chloroform-d) δ 8.61 (s, 1H), 8.08 (dd, J = 8.6, 1.7 Hz, 1H), 8.02 (s, 1H), 7.99 (d, J = 8.7 Hz, 

1H), 7.91 (d, J = 8.6 Hz, 1H), 7.79 (dd, J = 8.5, 1.8 Hz, 1H), 7.54 – 7.49 (m, 2H), 7.25 (d, J = 7.7 

Hz, 1H), 5.37 (s, 2H), 3.99 (s, 3H), 3.89 – 3.86 (m, 2H), 3.62 – 3.59 (m, 2H), 3.41 (s, 3H), 2.75 

– 2.68 (m, 2H), 1.72 – 1.62 (m, 2H), 1.42 – 1.37 (m, 4H), 0.93 (t, J = 7.1 Hz, 3H). 13C NMR (100 

MHz, Chloroform-d) δ 167.36, 155.27, 140.88, 135.98, 133.82, 132.55, 131.40, 130.90, 

129.82, 129.12, 128.33, 127.09, 126.43, 125.96, 125.69, 124.91, 114.37, 93.52, 71.73, 67.79, 

59.16, 52.30, 31.93, 30.60, 29.96, 22.70, 14.19. HRMS Accurate mass (ES+): found 
437.23271, C27H33O5 (M+H+) requires 437.23280. 
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Methyl 6-(3-heptyl-4-((2-methoxyethoxy)methoxy)phenyl)-2-naphthoate. 2.S18 was 

prepared from 2.S15 using general procedure F (96% yield). 1H NMR (400 MHz, 

Chloroform-d) δ 8.61 (s, 1H), 8.07 (dd, J = 8.6, 1.7 Hz, 1H), 8.01 (s, 1H), 7.98 (d, J = 8.6 Hz, 

1H), 7.90 (d, J = 8.6 Hz, 1H), 7.78 (dd, J = 8.5, 1.8 Hz, 1H), 7.55 – 7.47 (m, 2H), 7.24 (d, J = 8.6 

Hz, 1H), 5.36 (s, 2H), 3.98 (s, 3H), 3.90 – 3.85 (m, 2H), 3.62 – 3.57 (m, 2H), 3.41 (s, 3H), 2.75 

– 2.68 (m, 2H), 1.70 – 1.62 (m, 2H), 1.42 – 1.28 (m, 8H), 0.90 (t, J = 6.8 Hz, 3H). 13C NMR (100 

MHz, Chloroform-d) δ 167.31, 155.23, 140.84, 135.95, 133.78, 132.52, 131.36, 130.86, 

129.78, 129.07, 128.29, 127.05, 126.39, 125.92, 125.65, 124.86, 114.33, 93.48, 71.70, 67.76, 

59.11, 52.25, 31.94, 30.61, 30.26, 29.69, 29.32, 22.78, 14.22. HRMS Accurate mass (ES+): 

found 465.26403, C29H37O5 (M+H+) requires 465.26410. 

 

 

Methyl 6-(4-((2-methoxyethoxy)methoxy)-3-nonylphenyl)-2-naphthoate. 2.S19 was 

prepared from 2.S16 using general procedure F (98% yield). 1H NMR (399 MHz, 

Chloroform-d) δ 8.61 (s, 1H), 8.07 (dd, J = 8.6, 1.7 Hz, 1H), 8.01 (s, 1H), 7.99 (d, J = 8.6 Hz, 

1H), 7.91 (d, J = 8.6 Hz, 1H), 7.79 (dd, J = 8.5, 1.8 Hz, 1H), 7.53 – 7.49 (m, 2H), 7.24 (d, J = 9.2 

Hz, 1H), 5.36 (s, 2H), 3.99 (s, 3H), 3.89 – 3.85 (m, 2H), 3.62 – 3.58 (m, 2H), 3.41 (s, 3H), 2.73 

– 2.68 (m, 2H), 1.69 – 1.60 (m, 2H), 1.43 – 1.24 (m, 12H), 0.89 (t, J = 6.7 Hz, 3H). 13C NMR 

(100 MHz, Chloroform-d) δ 167.43, 155.31, 140.95, 136.03, 133.89, 132.62, 131.45, 130.95, 

129.87, 129.17, 128.37, 127.14, 126.49, 125.99, 125.74, 124.96, 114.42, 93.57, 71.78, 67.83, 

59.21, 52.36, 32.06, 30.67, 30.32, 29.79, 29.74, 29.71, 29.51, 22.83, 14.27. HRMS Accurate 
mass (ES+): found 493.29547, C31H41O5 (M+H+) requires 493.29540. 
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6-(4-hydroxy-3-pentylphenyl)-2-naphthoic acid. 2.15 was prepared from 2.S17 using 

general procedure C (97% yield). 1H NMR (400 MHz, Acetone-d6) δ 11.33 (br s, 1H), 8.65 (s, 

1H), 8.46 (br s, 1H), 8.20 (s, 1H), 8.13 (d, J = 8.6 Hz, 1H), 8.07 (dd, J = 8.6, 1.6 Hz, 1H), 8.04 (d, 

J = 8.4 Hz, 1H), 7.91 (dd, J = 8.6, 1.9 Hz, 1H), 7.63 (d, J = 2.3 Hz, 1H), 7.53 (dd, J = 8.3, 2.4 Hz, 

1H), 6.98 (d, J = 8.3 Hz, 1H), 2.73 (dd, J = 8.6, 7.0 Hz, 2H), 1.70 (qd, J = 8.4, 7.4, 4.7 Hz, 2H), 

1.43 – 1.35 (m, 4H), 0.91 (t, J = 7.1 Hz, 3H). 13C NMR (151 MHz, Acetone) δ 167.74, 156.29, 

141.90, 137.03, 132.39, 132.24, 131.56, 130.63, 129.97, 129.16, 128.22, 126.99, 126.62, 

126.55, 125.02, 116.43, 32.58, 31.01, 30.50, 23.28, 14.37. HRMS Accurate mass (ES-): found 
333.14998, C22H21O3 (M-H+) requires 333.14907. LogP = 7.09, TPSA = 57.53 Å2. 

 

 

6-(3-heptyl-4-hydroxyphenyl)-2-naphthoic acid. 2.16 was prepared from 2.S18 using 

general procedure C (85% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.65 (s, 1H), 8.19 (s, 1H), 

8.13 (d, J = 8.8 Hz, 1H), 8.07 (dd, J = 8.6, 1.6 Hz, 1H), 8.03 (d, J = 8.6 Hz, 1H), 7.91 (dd, J = 8.6, 

1.8 Hz, 1H), 7.63 (d, J = 2.4 Hz, 1H), 7.53 (dd, J = 8.3, 2.4 Hz, 1H), 6.99 (d, J = 8.3 Hz, 1H), 2.76 

– 2.71 (m, 2H), 1.70 (p, J = 7.4 Hz, 2H), 1.47 – 1.28 (m, 8H), 0.88 (t, J = 6.9 Hz, 3H). 13C NMR 

(151 MHz, Acetone) δ 167.78, 156.29, 141.89, 137.03, 132.38, 132.24, 131.56, 130.64, 

130.63, 129.97, 129.16, 128.26, 126.99, 126.62, 126.57, 125.02, 116.43, 32.65, 31.04, 30.82, 

30.34, 30.00, 23.36, 14.37. HRMS Accurate mass (ES-): found 361.18001, C24H25O3 (M-H+) 
requires 361.18037. LogP = 8.09, TPSA = 57.53 Å2. 

 

 

6-(4-hydroxy-3-nonylphenyl)-2-naphthoic acid. 2.17 was prepared from 2.S19 using 

general procedure C (84% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.65 (s, 1H), 8.19 (s, 1H), 

8.13 (d, J = 8.6 Hz, 1H), 8.07 (dd, J = 8.6, 1.6 Hz, 1H), 8.03 (d, J = 8.6 Hz, 1H), 7.91 (dd, J = 8.6, 
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1.9 Hz, 1H), 7.63 (d, J = 2.4 Hz, 1H), 7.53 (dd, J = 8.3, 2.4 Hz, 1H), 6.98 (d, J = 8.3 Hz, 1H), 2.77 

– 2.70 (m, 2H), 1.75 – 1.65 (m, 2H), 1.46 – 1.24 (m, 12H), 0.87 (t, J = 6.7 Hz, 3H). 13C NMR 

(151 MHz, Acetone) δ 167.80, 156.28, 141.89, 137.03, 132.39, 132.24, 131.55, 130.63, 

129.98, 129.15, 128.28, 126.99, 126.61, 126.57, 125.02, 116.42, 32.64, 31.03, 30.79, 30.59, 

30.37, 30.35, 30.32, 23.33, 14.35. HRMS Accurate mass (ES-): found 389.21212, C26H29O3 

(M-H+) requires 389.21167. LogP = 8.75, TPSA = 57.53 Å2. 

 

4-(6-(hydroxymethyl)naphthalen-2-yl)-2-pentylphenol. 2.18 was prepared from 2.15 

using general procedure  E (74% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.37 (s, 1H), 8.07 

(d, J = 1.2 Hz, 1H), 7.90 (d, J = 8.4 Hz, 2H), 7.84 (d, J = 1.0 Hz, 1H), 7.77 (dd, J = 8.5, 1.8 Hz, 1H), 

7.57 (d, J = 2.4 Hz, 1H), 7.51 (dd, J = 8.5, 1.7 Hz, 1H), 7.46 (dd, J = 8.3, 2.4 Hz, 1H), 6.97 (d, J = 

8.3 Hz, 1H), 4.81 (s, 2H), 4.40 (s, 1H), 2.76 – 2.71 (m, 2H), 1.70 (dt, J = 14.9, 7.4 Hz, 2H), 1.43 

– 1.36 (m, 4H), 0.92 (t, J = 7.0 Hz, 3H). 13C NMR (151 MHz, Acetone) δ 155.78, 140.59, 139.11, 

134.13, 133.14, 133.02, 130.45, 129.72, 129.01, 128.79, 126.43, 126.32, 126.17, 125.29, 

125.05, 116.35, 64.85, 32.57, 31.02, 30.52, 23.27, 14.38. HRMS Accurate mass (ES-): found 
319.17025, C22H23O2 (M-H+) requires 319.16981. LogP = 6.52, TPSA = 40.46 Å2. 

 

2-heptyl-4-(6-(hydroxymethyl)naphthalen-2-yl)phenol. 2.19 was prepared from 2.16 

using general procedure D (70% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.37 (s, 1H), 8.07 

(d, J = 1.5 Hz, 1H), 7.90 (d, J = 8.3 Hz, 2H), 7.84 (s, 1H), 7.77 (dd, J = 8.5, 1.9 Hz, 1H), 7.57 (d, J 

= 2.4 Hz, 1H), 7.51 (dd, J = 8.4, 1.7 Hz, 1H), 7.46 (dd, J = 8.3, 2.4 Hz, 1H), 6.97 (d, J = 8.3 Hz, 

1H), 4.81 (s, 2H), 4.38 (s, 1H), 2.76 – 2.70 (m, 2H), 1.75 – 1.66 (m, 2H), 1.44 – 1.28 (m, 8H), 

0.89 (t, J = 6.9 Hz, 3H). 13C NMR (151 MHz, Acetone) δ 155.79, 140.61, 139.12, 134.13, 133.15, 

133.01, 130.45, 129.72, 129.01, 128.79, 126.43, 126.32, 126.17, 125.29, 125.05, 116.35, 

64.84, 32.64, 31.06, 30.84, 30.33, 30.00, 23.34, 14.38. HRMS Accurate mass (ES-): found 
347.20183, C24H27O2 (M-H+) requires 347.20111. LogP = 7.53, TPSA = 40.46 Å2. 
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4-(6-(hydroxymethyl)naphthalen-2-yl)-2-nonylphenol. 2.20 was prepared from 2.17 

using general procedure D (45% yield). 1H NMR (400 MHz, Acetone-d6) δ 8.35 (s, 1H), 8.06 

(s, 1H), 7.90 (dd, J = 8.5, 2.4 Hz, 2H), 7.84 (s, 1H), 7.77 (dd, J = 8.5, 1.9 Hz, 1H), 7.57 (d, J = 2.4 

Hz, 1H), 7.51 (dd, J = 8.5, 1.7 Hz, 1H), 7.46 (dd, J = 8.3, 2.4 Hz, 1H), 6.96 (d, J = 8.3 Hz, 1H), 

4.80 (d, J = 5.9 Hz, 2H), 4.35 (t, J = 5.8 Hz, 1H), 2.76 – 2.70 (m, 2H), 1.74 – 1.65 (m, 2H), 1.46 

– 1.25 (m, 12H), 0.88 (t, J = 6.8 Hz, 3H). 13C NMR (151 MHz, Acetone) δ 155.81, 140.67, 

139.13, 134.15, 133.17, 133.03, 130.46, 129.75, 129.01, 128.79, 126.44, 126.33, 126.18, 

125.28, 125.06, 116.36, 64.84, 32.64, 31.05, 30.83, 30.37, 30.35, 30.32, 23.33, 14.36. HRMS 

Accurate mass (ES-): found 375.23316, C26H31O2 (M-H+) requires 375.23240. LogP = 8.43, 
TPSA = 40.46 Å2. 
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Chapter 3 Supporting Information 
Biology 
 
Biology completed by Wooseong Kim and Iliana E. Escobar. 

Minimum Inhibitory Concentration assays were carried out as described by the Clinical and 
Laboratory Standard Institute. In brief, bacterial strains grown overnight in appropriate 
media for 20-23 hours were diluted to 10X105 CFU/mL in MHB (Gibco). In a 96-well plate 
50μl of diluted culture were added to 50μl of serial two-fold diluted drug in MHB to a final 
concentration of 5X105 CFU/mL. All assays were performed in triplicate. Experimental 
plates were incubated for 20-22 hours at 37°C. Optical density (OD) at 600nm was measured 
using a spectrophotometer (SpectraMax M2, Molecular Devices) as a measure of 
bacterial growth. MIC was defined as OD600 £ 0.1 after background subtraction. 
 
Chemistry 
 
Chemistry in Chapter 3 completed by Ana V. Cheng and Cassandra L. Schrank. Synthetic 
procedures provided only for chemistry completed by Ana V. Cheng (note: Schrank and Cheng 
shared intermediates and performed each reaction in preparation of analogues 3.3 and 3.4.)  
 
General Methods: NMR spectra were recorded using the following spectrometers: Varian 
INOVA400, Varian INOVA500, VNMR400, and Bruker Ascend 600. Chemical shifts are quoted 
in ppm relative to the indicated solvents. The following abbreviations are used to describe 
splitting: s (singlet), d (doublet), t (triplet), q (quartet), m (multiplet), and dd (doublet of 
doublets). Accurate mass spectra were recorded using a Thermo LTQ-FTMS. Non-aqueous 
reactions were performed using flame-dried glassware under an atmosphere of Argon with 
HPLC-grade solvents purified on a Pure Process Technology solvent purification system. 
Brine refers to a saturated solution of sodium chloride, sat. Na2CO3 to a saturated aqueous 
solution of sodium carbonate, sat. NaHCO3 to a saturated solution of sodium bicarbonate, 
and Na2SO4 to magnesium sulfate. Column chromatography was performed using a 
Biotage® flash chromatography purification system. Chemicals were used as received from 
Oakwood, Sigma-Aldrich, Alfa Aesar, or AK Scientific. All final compounds were assessed for 
>95% purity using an Agilent Technologies 1100 Series HPLC with the following parameters: 
5μm 9.4 x 250mm FLOW column, a mobile phase gradient of water-acetonitrile dosed with 
0.1% formic acid, and a MWD UV/Vis Detector. 
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Figure S4. Synthesis of analogues 3.1-3.4. 
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Ethyl 6-(3-((3r,5r,7r)-adamantan-1-yl)-4-((2-methoxyethoxy)methoxy)phenyl)-4- 
(2-((tertbutoxycarbonyl)amino)ethoxy)-2-naphthoate [3.S2]. 3.S193 (1.0 eq, 263 mg, 
0.495 mmol) and K2CO3 (8.0 eq, 547 mg, 3.96 mmol) were dissolved in DMF (5 mL) and 
stirred at 50 °C. After 1 h, N-Boc-2-bromoethylamine (5.0 eq, 554 mg, 2.48 mmol) was added 
and the reaction was stirred for 3 d. Once complete, water was added and the reaction 
solution was extracted with ethyl acetate 4x. The organic layers were combined, washed 
with brine, dried with sodium sulfate, concentrated, and purified via flash column 
chromatography in a gradient of hexanes and ethyl acetate to yield the product as a yellow 
solid (216 mg, 65% yield). 1H NMR (400 MHz, Acetoned6) δ 8.56 (s, 1H), 8.23 (s, 1H), 8.08 
(d, J = 8.4 Hz, 1H), 7.90 (dd, J = 8.6, 1.9 Hz, 1H), 7.66 (d, J = 2.4 Hz, 1H), 7.60 (dd, J = 8.4, 2.3 
Hz, 1H), 7.43 (d, J = 1.4 Hz, 1H), 7.28 (d, J = 8.5 Hz, 1H), 6.42 (t, J = 6.2 Hz, 1H), 5.42 (s, 2H), 
4.40 (q, J = 7.1 Hz, 2H), 4.32 (t, J = 5.3 Hz, 2H), 3.92 – 3.85 (m, 2H), 3.70 (q, J = 5.5 Hz, 2H), 
3.62 – 3.55 (m, 2H), 3.32 (s, 3H), 2.25 (d, J = 2.9 Hz, 6H), 2.10 (s, 3H), 1.83 (s, 6H), 1.41 (t, J = 
7.1 Hz, 3H), 1.35 (s, 9H). 13C NMR (126 MHz, Acetone-d6) δ 166.92, 157.50, 156.83, 155.79, 
141.47, 139.57, 134.44, 133.20, 130.41, 128.97, 128.65, 127.59, 126.77, 126.70, 123.80, 
120.07, 116.07, 104.59, 94.25, 78.74, 72.40, 68.96, 68.74, 61.59, 58.84, 41.39, 40.73, 37.97, 
37.75, 30.02, 28.61, 14.69. 
 
6-(3-((3r,5r,7r)-Adamantan-1-yl)-4-hydroxyphenyl)-4-(2-aminoethoxy)-2-naphthoic 
acid [3.1]. 3.S2 (1.0 eq, 84 mg, 0.13 mmol) was dissolved in 4.0 M HCl in dioxane (3 mL) and 
stirred at room temperature for 1 h. The solution was quenched with saturated aqueous 
Na2CO3 solution and extracted with ethyl acetate 3x. The organic layers were combined, 
washed with brine, dried with sodium sulfate, and concentrated. The resultant intermediate 
was dissolved in 5 mL 2:1 methanol:THF and 1 mL 1 M aqueous NaOH and stirred for 3 h. 
The solution was heated to 50 °C for a further 2 h to drive the reaction to completion, then 
quenched with 1 M aqueous HCl and extracted with ethyl acetate 3x. The organic layer were 
combined, washed with brine, dried with sodium sulfate, concentrated, and purified via 
preparative TLC utilizing a mobile phase of 5% methanol in dichloromethane and 1% acetic 
acid to yield the product as a light tan solid (50 mg, 88% yield). 1H NMR (400 MHz, 
Methanol-d4) δ 8.42 (d, J = 1.8 Hz, 1H), 7.85 (d, J = 8.5 Hz, 1H), 7.72 (dd, J = 8.5, 1.9 Hz, 1H), 
7.50 – 7.44 (m, 2H), 7.42 (dd, J = 8.2, 2.3 Hz, 1H), 7.00 (d, J = 1.3 Hz, 1H), 6.84 (d, J = 8.2 Hz, 
1H), 4.76 (s, 2H), 4.47 (t, J = 5.0 Hz, 2H), 3.55 (t, J = 5.0 Hz, 2H), 2.25 (d, J = 2.9 Hz, 6H), 2.09 
(s, 3H), 1.84 (s, 6H). 13C NMR (151 MHz, d6-DMSO) δ 156.08, 153.85, 140.28, 137.44, 
135.78, 132.46, 130.81, 127.84, 125.69, 125.24, 124.95, 124.49, 118.05, 117.03, 116.48, 
104.66, 63.22, 40.43, 40.06, 36.66, 36.31, 28.43, 22.24. HRMS Accurate mass (ES+): found 
458.23153, C29H32O4N (M+H+) requires 458.56868. 
 
2-((3r,5r,7r)-Adamantan-1-yl)-4-(8-(2-aminoethoxy)-6-(hydroxymethyl)naphthalen 
-2-yl)phenol [3.2]. 3.S2 (1.0 eq, 102 mg, 0.15 mmol) was dissolved in 4.0 M HCl in dioxane 
(3 mL) and stirred at room temperature for 1 h. The solution was quenched with saturated 
aqueous Na2CO3 solution and extracted with ethyl acetate 3x. The organic layers were 
combined, washed with brine, dried with sodium sulfate, and concentrated. The resultant 
intermediate was suspended in 2 mL diethyl ether and THF was added until fully dissolved. 
Lithium aluminum hydride (1.2 eq, 7 mg, 0.18 mmol) dissolved in ether was added and the 
solution was stirred at room temperature for 3 h. The solution was quenched with 1 M 
aqueous HCl and extracted with ethyl acetate 3x. The organic layers were combined, washed 
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with brine, dried with sodium sulfate, concentrated, and purified via flash column 
chromatography in a gradient of dichloromethane with 1% acetic acid and methanol to yield 
the product as a tan solid (67 mg, 99% yield). 1H NMR (600 MHz, DMSO-d6) δ 9.73 (s, 1H), 
8.44 (s, 1H), 8.11 (s, 1H), 7.95 (d, J = 8.4 Hz, 1H), 7.75 (d, J = 8.0 Hz, 1H), 7.49 (d, J = 8.2 Hz, 
1H), 7.45 – 7.33 (m, 2H), 6.97 (d, J = 8.2 Hz, 1H), 4.40 (s, 2H), 3.33 (s, 2H), 2.13 (s, 6H), 2.02 
(s, 3H), 1.71 (s, 6H). 13C NMR (151 MHz, DMSO) δ 169.31, 156.44, 153.31, 139.48, 135.82, 
132.10, 131.86, 130.52, 129.24, 126.61, 126.03, 125.68, 125.25, 122.41, 118.38, 117.10, 
105.24, 64.96, 40.43, 38.46, 36.69, 36.35, 28.45. HRMS Accurate mass (ES+): found 
444.25257, C29H34O3N (M+H+) requires 444.58516. 
 
6-(3-((3r,5r,7r)-Adamantan-1-yl)-4-(2-((tert-butoxycarbonyl)amino)ethoxy)phenyl) 
-2-naphthoic acid [3.S3]. CD437 (1.0 eq, 32 mg, 0.080 mmol) and potassium carbonate 
(10.0 eq, 111 mg, 0.80 mmol) were dissolved in 1 mL DMF at 60 °C and stirred for 15 mins. 
tert-butyl (2-bromoethyl)carbamate (8.0 eq, 143 mg, 0.6424 mmol) then added at 
temperature and stirred for 2-3 d. The reaction was quenched with sat. Na2CO3 and extracted 
with EtOAc (3x). The combined organic layers were dried over MgSO4, concentrated, and 
purified by flash column chromatography in a gradient of hexanes and ethyl acetate to afford 
the product as a white solid (28 mg, 65% yield). 1H NMR (500 MHz, CDCl3) δ 8.61 (s, 1H), 
8.06 (dd, J = 8.6, 1.7 Hz, 1H), 8.02 – 7.96 (m, 2H), 7.91 (d, J = 8.6 Hz, 1H), 7.78 (dd, J = 8.5, 1.8 
Hz, 1H), 7.59 (d, J = 2.3 Hz, 1H), 7.43 (dd, J = 8.1, 2.2 Hz, 1H), 6.79 (d, J = 8.1 Hz, 1H), 4.91 (s, 
1H), 4.45 (t, J = 5.2 Hz, 2H), 3.64 – 3.56 (m, 2H), 2.21 (s, 7H), 2.13 (s, 4H), 1.82 (s, 7H), 1.46 
(s, 9H). 13C NMR (126 MHz, CDCl3) δ 154.81, 141.59, 137.09, 136.19, 133.10, 131.37, 
131.15, 129.88, 128.42, 126.65, 125.89, 125.74, 124.86, 117.53, 110.17, 40.74, 37.21, 37.09, 
29.20, 28.54. 
 

6-(3-((3r,5r,7r)-Adamantan-1-yl)-4-(2-aminoethoxy)phenyl)-2-naphthoic acid [3.3]. 
3.S3 (1.0 eq, 97 mg, 0.17 mmol) was dissolved in 0.5 mL DCM with 0.5 mL trifluoroacetic 
acid (10 eq, 1.7 mmol). This reaction stirred at room temperature for 18 h. It was then 
quenched with sat. NaHCO3, extracted with DCM (3x), and dried over MgSO4, concentrated, 
and purified by flash column chromatography in a gradient of hexanes and ethyl acetate to 
yield a white solid (74 mg, 95% yield). 1H NMR (500 MHz, DMSO-d6) δ 13.03 (s, 1H), 8.60 
(d, J = 1.7 Hz, 1H), 8.22 (s, 1H), 8.11 (dd, J = 38.9, 8.6 Hz, 2H), 7.93 (ddd, J = 42.1, 8.5, 1.8 Hz, 
2H), 7.63 (dd, J = 8.4, 2.3 Hz, 1H), 7.58 (d, J = 2.4 Hz, 1H), 7.09 (d, J = 8.6 Hz, 1H), 6.98 (t, J = 
5.5 Hz, 1H), 4.07 (t, J = 5.7 Hz, 2H), 3.44 (q, J = 5.7 Hz, 2H), 2.15 (s, 7H), 2.06 (s, 4H), 1.84 – 
1.68 (m, 7H). 13C NMR (126 MHz, DMSO-d6) δ 167.45, 157.60, 155.57, 140.17, 138.09, 
135.46, 131.51, 130.90, 130.22, 129.82, 128.34, 127.63, 125.91, 125.67, 125.47, 125.16, 
124.06, 113.07, 77.67, 66.19, 36.68, 36.53, 28.49, 28.21. HRMS (ES+): Found 442.2378 (0.82 
ppm) C₂₉H₃₂O₃N (M+H+) requires 442.2377. 
 
(6-(3-((3r,5r,7r)-Adamantan-1-yl)-4-(2-aminoethoxy)phenyl)naphthalen-2-
yl)methanol [3.4]. Lithium aluminum hydride (1.1 eq, 2.0 mg, 0.05 mmol) was dissolved in 
0.4 mL Et2O. To this, 3.3 (1.0 eq, 20 mg, 0.045mmol) was added at 0 °C. The reaction mixture 
stirred, warming to room temperature, for 2 h. It was then cooled to 0 °C and quenched with 
0.4 mL of water and 0.4 mL of 1M aqueous NaOH. The slurry was filtered over celite and 
washed with EtOAc. The collected filtrate was then extracted with EtOAc (3x). The combined 
organic layers were washed with brine, dried over MgSO4, filtered, concentrated, and 
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purified by flash column chromatography in a gradient of hexanes and ethyl acetate to yield 
a yellow oil (14 mg, 73% yield). 1H NMR (600 MHz, Acetone-d) δ 8.10 (dd, J = 1.9, 0.8 Hz, 
1H), 7.93 (d, J = 8.4 Hz, 2H), 7.87 – 7.85 (m, 1H), 7.79 (dd, J = 8.5, 1.8 Hz, 1H), 7.64 (d, J = 2.4 
Hz, 1H), 7.59 (dd, J = 8.4, 2.4 Hz, 1H), 7.52 (dd, J = 8.4, 1.7 Hz, 1H), 7.11 (d, J = 8.4 Hz, 1H), 
6.16 (s, 1H), 4.80 (s, 2H), 4.18 (t, J = 5.8 Hz, 2H), 3.62 (q, J = 5.8 Hz, 3H), 2.24 (s, 6H), 2.10 (s, 
3H), 1.90 – 1.77 (m, 7H). 13C NMR (151 MHz, Acetoned) δ 317.23, 315.77, 315.62, 310.51, 
310.29, 305.51, 302.74, 302.71, 301.74, 290.23, 255.22, 243.84, 241.17, 217.82, 217.43, 
214.19, 209.04, 205.01, 199.74, 193.37, 190.77. HRMS (ES+): Found 428.2581 (-0.68 ppm) 
C₂₉H₃₄O₂N (M+H+) requires 428.2584. 
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Chapter 3 Supporting Information 
Biology 
 
Biology was completed by Michael Cory. 

[SI] 

Chemistry 

Chemistry was completed by Ana V. Cheng. 

General Methods: NMR spectra were recorded using the following spectrometers: Varian   
INOVA 600, INOVA500, INOVA400, two VNMRS400, two Mercury300, Bruker AVANCE III HD 
600, Bruker NANO HD III 400, Bruker AVANCE 600 WB SSNMR, and Bruker AVANCE III 300 
WB SSNMR. Chemical shifts are quoted in ppm relative to the indicated solvents. The 
following abbreviations are used to describe splitting: s (singlet), d (doublet), t (triplet), q 
(quartet), m (multiplet), and dd (doublet of doublets). Accurate mass spectra were recorded 
using a Thermo LTQ-FTMS. Non-aqueous reactions were performed using flame-dried 
glassware under an atmosphere of Argon with HPLC-grade solvents purified on a Pure 
Process Technology solvent purification system. Brine refers to a saturated solution of 
sodium chloride, sat. Na2CO3 to a saturated aqueous solution of sodium carbonate, sat. 
NaHCO3 to a saturated solution of sodium bicarbonate, and Na2SO4 to magnesium sulfate. 
Column chromatography was performed using a Biotage® flash chromatography 
purification system. Chemicals were used as received from Oakwood, Sigma-Aldrich, Alfa 
Aesar, or AK Scientific. All final compounds were assessed for >95% purity using either 1H 
NMR integrations or an Agilent Technologies 1100 Series HPLC with the following 
parameters: 5μm 9.4 x 250mm FLOW column, a mobile phase gradient of water-acetonitrile 
dosed with 0.1% formic acid, and a MWD UV/Vis Detector. 
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General procedure G: To a solution of substituted aniline in dichloromethane (1.0 eq) was 

added triethylamine (1.1 eq) followed by 2-bromoacetyl bromide (1.0 eq). The solution 

stirred at room temperature for 3-5 hours at room temperature during which a darkening 

of color was observed. Reaction progress was monitored via TLC (eluent: 4:1 hexanes:ethyl 

acetate). Upon consumption of starting material, the solution was washed with water, 

brine, then dried over Na2SO4. The organic layer was filtered through a silica plug which 

was then rinsed with ethyl acetate. The resultant solution was concentrated to yield pure 
amide product (typically a white or yellow solid). 

Figure S5. General synthesis of LexA inhibitors. 

Table S2. Base-catalyzed click troubleshooting 
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General procedure H: Substituted 2-bromoacetamides (1.0 eq) were combined with 

sodium azide (1.2 eq) in EtOH and heated to reflux. Reaction progress was monitored via 

TLC (eluent: 4:1 dichloromethane:ethyl acetate). Upon consumption of starting material, 

the reaction solution was concentrated and suspended in water. The aqueous layer was 

extracted 3x with ethyl acetate. The organic layer was washed with brine, dried over 

Na2SO4, and concentrated. The product was purified via column chromatography 
(hexanes/ethyl acetate) to yield a yellow solid. 

General procedure I: Substituted 2-azidoacetamides (1.0 eq) were combined with 4.S13 

(1.7 eq) and K2CO3 (6.0 eq) in acetonitrile. The resultant suspension was stirred at reflux 

for 3-5 hours. Reaction progress was monitored via TLC (eluent: 4:1 dichloromethane:ethyl 

acetate). Upon consumption of the limiting reagent (and appearance of a more polar spot 

that stained with ninhydrin), the mixture was concentrated and suspended in water. The 

aqueous layer was extracted 3x with ethyl acetate. The organic layer was washed with 

brine, dried over Na2SO4, and concentrated. The product was purified via column 

chromatography (hexanes/ethyl acetate) and then further purified via HPLC for biological 
testing. 
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2-bromo-N-phenylacetamide. 4.S1 was prepared from aniline using general procedure G 

(94% yield). Structure was confirmed by comparison to published data.172,173 1H NMR (400 

MHz, Chloroform-d) δ 8.18 (s, 1H), 7.53 (d, J = 7.5 Hz, 2H), 7.41 – 7.31 (m, 2H), 7.17 (t, J = 7.4 

Hz, 1H), 4.02 (s, 2H). 

2-bromo-N-(4-ethoxyphenyl)acetamide. 4.S2 was prepared from 4-ethoxyaniline using 

general procedure G (81% yield). Structure was confirmed by comparison to published 

data.174 1H NMR (400 MHz, Chloroform-d) δ 8.05 (s, 1H), 7.41 (d, J = 9.0 Hz, 2H), 6.87 (d, J = 
9.0 Hz, 2H), 4.02 (q, J = 7.0 Hz, 2H), 4.02 (s, 2H) 1.41 (t, J = 7.0 Hz, 3H). 

2-bromo-N-cycloheptylacetamide. 4.S3 was prepared from cycloheptylamine using 

general procedure G (57% yield). Structure was confirmed by comparison to published 

data.175 1H NMR (400 MHz, Chloroform-d) δ 6.46 (s, 1H), 4.00 – 3.87 (m, 1H), 3.86 (s, 2H), 

2.00 – 1.38 (m, 12H). 

2-bromo-N-(o-tolyl)acetamide. 4.S4 was prepared from o-toluidine using general 

procedure G (89% yield). Structure was confirmed by comparison to published data.174 1H 

NMR (400 MHz, Chloroform-d) δ 8.15 (s, 1H), 7.85 (dd, J = 7.9, 1.4 Hz, 1H), 7.26 – 7.19 (m, 

2H), 7.12 (td, J = 7.5, 1.3 Hz, 1H), 4.08 (s, 2H), 2.31 (s, 3H). 

2-bromo-N-(p-tolyl)acetamide. 4.S5 was prepared from p-toluidine using general 

procedure G (91% yield). Structure was confirmed by comparison to published data.173,174 
1H NMR (400 MHz, Chloroform-d) δ 8.13 (s, 1H), 7.40 (d, J = 8.5 Hz, 2H), 7.15 (dd, J = 8.7, 0.8 
Hz, 2H), 4.01 (s, 2H), 2.33 (s, 3H). 
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2-bromo-N-(2,4-dimethylphenyl)acetamide. 4.S6 was prepared from 2,4-

dimethylaniline using general procedure G (96% yield). Structure was confirmed by 

comparison to published data.176 1H NMR (400 MHz, Chloroform-d) δ 8.07 (s, 1H), 7.64 (d, J 
= 8.8 Hz, 1H), 7.05 – 6.98 (m, 2H), 4.06 (s, 2H), 2.30 (s, 3H), 2.26 (s, 3H). 

2-bromo-N-(4-chlorophenyl)acetamide. 4.S7 was prepared from 2,4-dimethylaniline 

using general procedure G (88% yield). Structure was confirmed by comparison to published 

data.173 1H NMR (400 MHz, Chloroform-d) δ 8.15 (s, 1H), 7.49 (d, J = 8.9 Hz, 2H), 7.32 (d, J = 

8.9 Hz, 2H), 4.02 (s, 2H). 

2-bromo-N-(2,4,6-trichlorophenyl)acetamide. 4.S8 was prepared from 2,4,6-

trichloroaniline using general procedure G (99% yield). Structure was confirmed by 

comparison to published data.177 1H NMR (400 MHz, Acetone-d6) δ 9.36 (s, 1H), 7.61 (s, 2H), 
4.15 (s, 2H). 

2-bromo-N-(4-methoxyphenyl)acetamide. 4.S9 was prepared from 4-methoxyaniline 

using general procedure G (72% yield). Structure was confirmed by comparison to published 

data.173,174 1H NMR (400 MHz, Chloroform-d) δ 8.07 (s, 1H), 7.42 (d, J = 9.0 Hz, 2H), 6.88 (d, 

J = 9.0 Hz, 2H), 4.01 (s, 2H), 3.80 (s, 3H). 

 

2-bromo-N-(N-Boc-4-aminophenyl)acetamide. 4.S10 was prepared from N-Boc-4-

aminoaniline (obtained in 99% yield from p-phenylenediamine)178 using general procedure 
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G (96% yield). Structure was confirmed by comparison to published data.179 1H NMR (400 

MHz, Acetone-d6) δ 9.40 (s, 1H), 8.36 (s, 1H), 7.57 (d, J = 9.1 Hz, 2H), 7.51 (d, J = 9.1 Hz, 2H), 
4.01 (s, 2H), 1.48 (s, 9H). 

Methyl 4-(2-bromoacetamido)benzoate. 4.S11 was prepared from methyl 4-

aminobenzoate using general procedure G (94% yield). Structure was confirmed by 

comparison to published data.174 1H NMR (400 MHz, Chloroform-d) δ 8.28 (s, 1H), 8.04 (d, J 

= 8.8 Hz, 2H), 7.63 (d, J = 8.7 Hz, 2H), 4.04 (s, 2H), 3.91 (s, 3H). 

2-bromo-N-(4-(trifluoroacetyl)phenyl)acetamide. 4.S12 was prepared from 4-

trifluoroacetylaniline (obtained over 2 steps in 94% yield)180 using general procedure G 

(99% yield). 1H NMR (600 MHz, Chloroform-d) δ 8.35 (s, 1H), 8.10 (d, J = 8.5 Hz, 2H), 7.76 

(d, J = 8.8 Hz, 2H), 4.06 (s, 2H). 13C NMR (151 MHz, CDCl3) δ 179.60, 179.37, 179.14, 178.91, 

163.89, 143.36, 131.98, 126.35, 119.75, 119.46, 117.82, 115.89, 113.96, 29.33. HRMS 

Accurate mass (APCI+): found 309.96876 (0.83 ppm), C₁₀H₈O₂N⁷⁹BrF₃ (M+H+) requires 
309.9685. 

2-cyano-N-phenylacetamide 4.S13. To 4.S1 (2.206 g, 10.31 mmol, 1.0 eq) in 

dimethylformamide (10 mL) was added potassium cyanide (1.410g, 21.65 mmol, 2.1 eq). 

The mixture was stirred at room temperature overnight. Reaction progress was monitored 

by TLC (eluent: 4:1 dichloromethane:ethyl acetate). Upon consumption of starting material, 

the mixture was concentrated, suspended in water, and extracted with ethyl acetate 3x. The 

organic layer was washed with brine, dried over Na2SO4, and concentrated. The resultant 

crude mixture was purified via column chromatography in a gradient of hexanes/ethyl 

acetate (product eluted at 30% ethyl acetate) to yield the product as a pale orange solid (95% 

yield). Structure was confirmed by comparison to published data.181 1H NMR (400 MHz, 

Acetone-d6) δ 9.49 (s, 1H), 7.61 (dd, J = 8.5, 1.1 Hz, 2H), 7.33 (dd, J = 8.5, 7.5 Hz, 2H), 7.11 (t, 
J = 7.4 Hz, 1H), 3.82 (s, 2H). 
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2-azido-N-(4-ethoxyphenyl)acetamide. 4.S14 was prepared from 4.S2 using general 

procedure H. Product was carried on without full characterization. 1H NMR (400 MHz, 

Chloroform-d) δ 7.96 (s, 1H), 7.41 (d, J = 9.0 Hz, 2H), 6.86 (d, J = 9.0 Hz, 2H), 4.11 (s, 2H), 4.00 
(q, J = 6.9 Hz, 2H), 1.40 (t, J = 7.0 Hz, 3H). 

2-azido-N-cycloheptylacetamide. 4.S15 was prepared from 4.S3 using general procedure 

H (91% yield). 1H NMR (600 MHz, Chloroform-d) δ 6.26 (s, 1H), 3.96 – 3.91 (m, 1H), 3.91 (s, 

2H), 1.94 – 1.39 (m, 12H). 13C NMR (151 MHz, CDCl3) δ 165.25, 52.83, 50.55, 35.01, 28.00, 

24.05. HRMS Accurate mass (APCI+): found 197.13943 (-1.33 ppm), C₉H₁₇ON₄ (M+H+) 
requires 197.13969. 

2-azido-N-(o-tolyl)acetamide. 4.S16 was prepared from 4.S4 using general procedure H. 

Product was carried on without full characterization. 1H NMR (600 MHz, Chloroform-d) δ 

7.97 (s, 1H), 7.84 (d, J = 8.1 Hz, 1H), 7.23 – 7.18 (m, 2H), 7.11 (t, J = 7.2 Hz, 1H), 4.15 (s, 2H), 

2.28 (s, 3H).  

2-azido-N-(p-tolyl)acetamide. 4.S17 was prepared from 4.S5 using general procedure H 

(96% yield). Structure was confirmed by comparison to published data.182 1H NMR (600 

MHz, Chloroform-d) δ 8.01 (s, 1H), 7.41 (d, J = 8.4 Hz, 2H), 7.14 (d, J = 8.3 Hz, 2H), 4.10 (s, 
2H), 2.32 (s, 3H). 

2-azido-N-(2,4-dimethylphenyl)acetamide. 4.S18 was prepared from 4.S6 using general 

procedure H. Product was carried on without full characterization. 1H NMR (600 MHz, 

Chloroform-d) δ 7.88 (s, 1H), 7.65 (d, J = 8.7 Hz, 1H), 7.05 – 6.97 (m, 2H), 4.15 (s, 2H), 2.30 
(s, 3H), 2.24 (s, 3H).  
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2-azido-N-(4-chlorophenyl)acetamide. 4.S19 was prepared from 4.S7 using general 

procedure H. Product was carried on without full characterization. 1H NMR (400 MHz, 

Chloroform-d) δ 8.04 (s, 1H), 7.50 (d, J = 8.8 Hz, 2H), 7.31 (d, J = 8.8 Hz, 2H), 4.14 (s, 2H). 

2-azido-N-(2,4,6-trichlorophenyl)acetamide. 4.S20 was prepared from 4.S8 using 

general procedure H (79% yield). 1H NMR (600 MHz, Chloroform-d) δ 7.83 (s, 1H), 7.40 (s, 

2H), 4.20 (s, 2H). 13C NMR (151 MHz, CDCl3) δ 165.13, 134.35, 134.28, 130.03, 128.69, 52.77. 

HRMS Accurate mass (APCI+): found 278.95977 (-1.45 ppm), C₈H₆ON₄³⁵Cl₃ (M+H+) requires 
278.96017. 

2-azido-N-(4-methoxyphenyl)acetamide. 4.S21 was prepared from 4.S9 using general 

procedure H (99% yield). Structure was confirmed by comparison to published data.183 1H 

NMR (400 MHz, Chloroform-d) δ 8.02 (s, 1H), 7.42 (d, J = 9.0 Hz, 2H), 6.86 (d, J = 9.0 Hz, 2H), 

4.08 (s, 2H), 3.78 (s, 3H). 

2-azido-N-(N-Boc-4-aminophenyl)acetamide. 4.S22 was prepared from 4.S10 using 

general procedure H (91% yield). 1H NMR (600 MHz, Chloroform-d) δ 8.04 (s, 1H), 7.43 (d, J 

= 8.9 Hz, 2H), 7.32 (d, J = 8.4 Hz, 2H), 6.61 (s, 1H), 4.09 (s, 2H), 1.50 (s, 9H). 13C NMR (151 

MHz, CDCl3) δ 164.46, 152.87, 135.56, 132.08, 121.04, 119.25, 53.11, 31.07, 28.48. HRMS 

Accurate mass (ESI+): found 314.12228 (-0.26 ppm), C₁₃H₁₇O₃N₅²³Na (M+Na+) requires 

314.12236. 
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Methyl 4-(2-azidoacetamido)benzoate. 4.S23 was prepared from 4.S11 using general 

procedure H. Product was carried on without full characterization. 1H NMR (400 MHz, 

Chloroform-d) δ 8.21 (s, 1H), 8.02 (d, J = 8.8 Hz, 2H), 7.64 (d, J = 8.8 Hz, 2H), 4.17 (s, 2H), 3.90 
(s, 3H).  

2-azido-N-(4-(trifluoroacetyl)phenyl)acetamide. 4.S24 was prepared from 4.S12 using 

general procedure H (91% yield). 1H NMR (600 MHz, Chloroform-d) δ 8.31 (s, 1H), 8.08 (d, J 

= 8.5 Hz, 2H), 7.76 (d, J = 8.8 Hz, 2H), 4.21 (s, 2H). 13C NMR (151 MHz, CDCl3) δ 179.60, 

179.37, 179.14, 178.91, 165.11, 143.24, 131.98, 126.17, 119.75, 119.54, 117.82, 115.89, 

113.96, 53.08. HRMS Accurate mass (APCI+): found 273.05905 (-1.24 ppm), C₁₀H₈O₂N₄F₃ 
(M+H+) requires 273.05939. 

5-Amino-N-(4-methoxyphenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.S25 was prepared from 4.S21 using general procedure I (68% yield). 1H NMR 

(600 MHz, Acetone-d6) δ 9.93 (s, 1H), 9.58 (s, 1H), 8.35 (d, J = 7.5 Hz, 2H), 8.00 (d, J = 9.1 Hz, 

2H), 7.79 (dd, J = 8.6, 7.3 Hz, 2H), 7.53 (t, J = 7.4 Hz, 1H), 7.34 (d, J = 9.1 Hz, 2H), 6.63 (s, 2H), 

5.60 (s, 2H), 4.22 (s, 3H). 13C NMR (151 MHz, Acetone) δ 164.47, 161.79, 157.31, 147.45, 

140.00, 132.48, 129.52, 124.09, 123.29, 121.97, 120.45, 114.78, 55.66, 50.02. HRMS 

Accurate mass (APCI+): found 367.15062 (-1.89 ppm), C₁₈H₁₉O₃N₆ (M+H+) requires 
367.15131. 

5-Amino-N-(N-Boc-4-aminophenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.S26 was prepared from 4.S22 using general procedure I (18% yield). 1H NMR 

(400 MHz, Acetone-d6) δ 9.55 (s, 1H), 9.13 (s, 1H), 8.38 (s, 1H), 7.91 (d, J = 8.8 Hz, 2H), 7.59 

– 7.48 (m, 4H), 7.34 (dd, J = 8.6, 7.4 Hz, 2H), 7.08 (t, J = 7.4 Hz, 1H), 6.24 – 6.17 (s, 2H), 5.17 
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(s, 2H), 1.47 (s, 9H). 13C NMR (151 MHz, DMSO) δ 163.63, 160.79, 152.80, 146.50, 139.06, 

135.31, 133.00, 128.46, 122.94, 119.91, 119.60, 78.89, 48.40, 28.13. HRMS Accurate mass 
(ES+): found 474.18554 (-1.02 ppm), C₂₂H₂₅O₄N₇²³Na (M+Na+) requires 474.18602. 

5-Amino-N-(4-ethoxyphenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.1 was prepared from 4.S14 using general procedure I (49% yield over 2 steps). 
1H NMR (600 MHz, DMSO-d6) δ 10.31 (s, 1H), 10.03 (s, 1H), 7.83 (d, J = 7.4 Hz, 2H), 7.49 (d, 

J = 9.1 Hz, 2H), 7.30 (t, J = 7.9 Hz, 2H), 7.04 (t, J = 7.3 Hz, 1H), 6.89 (d, J = 9.1 Hz, 2H), 6.56 (s, 

2H), 5.10 (s, 2H), 3.98 (q, J = 7.0 Hz, 2H), 1.30 (t, J = 7.0 Hz, 3H). 13C NMR (151 MHz, DMSO) 

δ 163.53, 160.79, 154.67, 146.48, 139.05, 131.62, 128.46, 122.94, 121.24, 120.61, 119.90, 

114.49, 63.06, 48.38, 14.67. HRMS Accurate mass (ES+): found 381.16684 (-0.33 ppm), 
C₁₉H₂₁O₃N₆ (M+H+) requires 381.16697. 

5-Amino-N-cycloheptyl-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-acetamide 

4.2 was prepared from 4.S15 using general procedure I (62% yield). 1H NMR (600 MHz, 

DMSO-d6) δ 10.00 (s, 1H), 8.20 (d, J = 7.8 Hz, 1H), 7.82 (d, J = 7.4 Hz, 2H), 7.30 (t, J = 7.9 Hz, 

2H), 7.04 (t, J = 7.4 Hz, 1H), 6.45 (s, 2H), 4.85 (s, 2H), 3.83 – 3.65 (m, 1H), 1.86 – 1.31 (m, 

12H). 13C NMR (151 MHz, DMSO) δ 163.97, 160.78, 146.36, 139.04, 128.45, 122.94, 121.30, 

119.90, 49.93, 47.97, 34.19, 27.81, 23.62. HRMS Accurate mass (APCI+): found 357.20296 (-

1.08 ppm), C₁₈H₂₅O₂N₆ (M+H+) requires 357.20335. 

5-Amino-N-(o-tolyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-acetamide 4.3 

was prepared from 4.S16 using general procedure I (77% yield over 2 steps). 1H NMR (600 

MHz, DMSO-d6) δ 10.03 (s, 1H), 9.68 (s, 1H), 7.83 (d, J = 7.5 Hz, 2H), 7.47 (d, J = 7.6 Hz, 1H), 

7.30 (t, J = 7.9 Hz, 2H), 7.23 (d, J = 7.4 Hz, 1H), 7.17 (t, J = 7.4 Hz, 1H), 7.10 (t, J = 7.1 Hz, 1H), 

7.04 (t, J = 7.4 Hz, 1H), 6.57 (s, 2H), 5.18 (s, 2H) 2.26 (s, 3H). 13C NMR (151 MHz, DMSO) δ 

164.24, 160.79, 146.46, 139.05, 135.67, 131.34, 130.40, 128.46, 126.01, 125.34, 124.56, 

122.95, 121.30, 119.91, 48.27, 17.83. HRMS Accurate mass (APCI+): found 351.15596 9-1.24 
ppm), C₁₈H₁₉O₂N₆ (M+H+) requires 351.1564. 
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5-Amino-N-(p-tolyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-acetamide 4.4 

was prepared from 4.S17 using general procedure I (83% yield). 1H NMR (600 MHz, DMSO-

d6) δ 10.29 (s, 1H), 10.03 (s, 1H), 7.83 (d, J = 7.4 Hz, 2H), 7.48 (d, J = 8.5 Hz, 2H), 7.30 (t, J = 

7.9 Hz, 2H), 7.14 (d, J = 8.3 Hz, 2H), 7.04 (t, J = 7.4 Hz, 1H), 6.56 (s, 2H), 5.10 (s, 2H), 2.26 (s, 

3H). 13C NMR (151 MHz, DMSO) δ 163.81, 160.79, 146.50, 139.06, 136.05, 132.55, 129.26, 

128.46, 122.95, 121.24, 119.91, 119.10, 48.44, 20.43. HRMS Accurate mass (ES): found 

351.15597 (-1.24 ppm), C₁₈H₁₉O₂N₆ (M+H+) requires 351.1564. 

5-Amino-N-(2,4-dimethylphenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.5 was prepared from 4.S18 using general procedure I (29% yield over 2 steps). 
1H NMR (600 MHz, DMSO-d6) δ 10.02 (s, 1H), 9.61 (s, 1H), 7.83 (d, J = 7.6 Hz, 2H), 7.33 – 7.28 

(m, 3H), 7.07 – 7.01 (m, 2H), 6.97 (d, J = 8.0 Hz, 1H), 6.56 (s, 2H), 5.15 (s, 2H), 2.24 (s, 3H), 

2.21 (s, 3H). 13C NMR (151 MHz, DMSO) δ 164.18, 160.79, 146.44, 139.05, 134.44, 133.07, 

131.31, 130.90, 128.46, 126.50, 124.62, 122.94, 121.30, 119.90, 48.23, 20.45, 17.75. HRMS 

Accurate mass (APCI+): found 365.17174 (-0.85 ppm), C₁₉H₂₁O₂N₆ (M+H+) requires 
365.17205. 

5-Amino-N-(4-chlorophenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.6 was prepared from 4.S19 using general procedure I (47% yield over 2 steps). 
1H NMR (600 MHz, DMSO-d6) δ 10.53 (s, 1H), 10.03 (s, 1H), 7.83 (d, J = 8.0 Hz, 2H), 7.62 (d, 

J = 8.9 Hz, 2H), 7.40 (d, J = 8.8 Hz, 2H), 7.30 (t, J = 7.9 Hz, 2H), 7.04 (t, J = 7.4 Hz, 1H), 6.58 (s, 

2H), 5.13 (s, 2H). 13C NMR (151 MHz, DMSO) δ 164.25, 160.77, 146.49, 139.05, 137.53, 

128.82, 128.46, 127.16, 122.95, 121.22, 120.67, 119.90, 48.47. HRMS Accurate mass 
(APCI+): found 371.10186 (0.22 ppm), C₁₇H₁₆O₂N₆³⁵Cl (M+H+) requires 371.10178. 

5-Amino-N-(2,4,6-trichlorophenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.7 was prepared from 4.S20 using general procedure I (43% yield). 1H NMR 
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(600 MHz, DMSO-d6) δ 10.34 (s, 1H), 10.02 (s, 1H), 7.82 (dd, J = 8.5, 1.1 Hz, 2H), 7.79 (s, 2H), 

7.30 (dd, J = 8.6, 7.3 Hz, 2H), 7.04 (t, J = 7.4 Hz, 1H), 6.57 (s, 2H), 5.23 (s, 2H). 13C NMR (151 

MHz, DMSO) δ 164.53, 160.73, 146.45, 139.01, 134.20, 132.67, 131.63, 128.46, 128.38, 

122.97, 121.27, 119.92, 47.68. HRMS Accurate mass (APCI+): found 439.024 (0.38 ppm), 
C₁₇H₁₄O₂N₆³⁵Cl₃ (M+H+) requires 439.02383. 

5-Amino-N-(4-hydroxyphenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.8 was prepared from 4.S25. 4.S25 (60 mg, 0.164 mmol, 1.0 eq) was dissolved 

in dichloromethane and treated with BBr3 (1.0 M in DCM, 4.0 eq) at room temperature. 

Addition of BBr3 was accompanied by a color change from scarlet red to a dark wine red. 

Reaction progress was monitored via TLC (eluent: 4:1 dichloromethane:ethyl acetate). Upon 

consumption of starting material, the solution was diluted with ethyl acetate, washed with 

saturated NaHCO3, water, and brine. The organic layer was dried over Na2SO4 and 

concentrated. The resulting crude mixture was purified via column chromatography in a 

gradient of hexanes/ethyl acetate. The product was obtained as red solid and was further 

purified via HPLC to yield a white solid (39.4 mg, 68% yield). 1H NMR (600 MHz, DMSO-d6) 

δ 10.18 (s, 1H), 10.02 (s, 1H), 9.32 (s, 1H), 7.83 (d, J = 7.4 Hz, 2H), 7.37 (d, J = 8.9 Hz, 2H), 7.30 

(t, J = 7.9 Hz, 2H), 7.04 (t, J = 7.4 Hz, 1H), 6.71 (d, J = 8.9 Hz, 2H), 6.55 (s, 2H), 5.07 (s, 2H). 13C 

NMR (151 MHz, DMSO) δ 163.32, 160.80, 153.61, 146.47, 139.06, 130.18, 128.46, 122.94, 

121.25, 120.83, 119.90, 115.19, 48.36. HRMS Accurate mass (APCI+): found 353.13566 (-

0.01 ppm), C₁₇H₁₇O₃N₆ (M+H+) requires 353.13566. 

5-Amino-N-(4-aminophenyl)-4-[(phenylamino)carbonyl]-1H-1,2,3-triazole-1-

acetamide 4.9 was prepared from 4.S26. S26 (195 mg, 0.433 mmol) was dissolved in 4.0 M 

HCl in dioxane (5 mL) at room temperature for 2 hours. The reaction was monitored via TLC. 

Upon completion, the solution was quenched with saturated Na2CO3 then diluted in water. 

The aqueous layer was extracted with ethyl acetate (3x). The resultant organic layer was 

washed with brine, dried over Na2SO4, and concentrated. The product was obtained as a red 

solid and purified via HPLC to yield a white solid (126 mg, 83% yield). 1H NMR (400 MHz, 

DMSO-d6) δ 10.06 (s, 1H), 10.05 (s, 1H), 7.83 (d, J = 7.5 Hz, 2H), 7.34 – 7.26 (m, 2H), 7.23 (d, 

J = 8.8 Hz, 2H), 7.04 (t, J = 7.3 Hz, 1H), 6.56 (s, 2H), 6.51 (d, J = 8.8 Hz, 2H), 5.05 (s, 2H), 4.92 

(s, 2H). 13C NMR (101 MHz, DMSO) δ 163.02, 160.85, 146.51, 145.13, 139.09, 128.51, 127.70, 
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123.00, 121.29, 120.81, 119.95, 113.89, 48.41. HRMS Accurate mass (APCI-): found 

350.1368 (-0.84 ppm), C₁₇H₁₆O₂N₇ (M-) requires 350.1371. 

 

Methyl 4-(2-(5-amino-4-(phenylcarbamoyl)-1H-1,2,3-triazol-1-yl)acetamido) 

benzoate 4.10 was prepared from 4.S23 using general procedure I (56% yield over 2 steps). 
1H NMR (400 MHz, DMSO-d6) δ 10.81 (s, 1H), 10.05 (s, 1H), 7.95 (d, J = 8.8 Hz, 2H), 7.83 (d, 

J = 8.6 Hz, 2H), 7.74 (d, J = 8.8 Hz, 2H), 7.35 – 7.26 (m, 2H), 7.04 (t, J = 7.4 Hz, 1H), 6.60 (s, 

2H), 5.75 (s, 2H), 3.82 (s, 3H). 13C NMR (101 MHz, DMSO) δ 165.79, 164.77, 160.81, 146.54, 

142.99, 139.08, 130.46, 128.51, 124.35, 123.00, 121.25, 119.94, 118.61, 51.97, 48.65. HRMS 

Accurate mass (APCI+): found 395.14635 (0.3 ppm), C₁₉H₁₉O₄N₆ (M+H+) requires 

395.14623. 

5-amino-1-(2-oxo-2-((4-(2,2,2-trifluoroacetyl)phenyl)amino)ethyl)-N-phenyl-1H-

1,2,3-triazole-4-carboxamide 4.11 was prepared from 4.S24 using general procedure I 

(83% yield). 1H NMR (400 MHz, DMSO-d6) δ 10.58 (s, 1H), 10.05 (s, 1H), 7.83 (d, J = 7.4 Hz, 

2H), 7.59 (d, J = 9.0 Hz, 2H), 7.52 (d, J = 8.7 Hz, 2H), 7.34 – 7.26 (m, 2H), 7.04 (t, J = 7.4 Hz, 

1H), 6.59 (s, 2H), 5.14 (s, 2H). 13C NMR (101 MHz, DMSO) δ 164.25, 160.81, 146.52, 139.08, 

138.47, 132.12, 128.49, 127.30, 122.97, 121.25, 119.92, 118.50, 46.84. HRMS Accurate mass 

(APCI+): found 433.12332 (0.63 ppm), C₁₉H₁₆O₃N₆F₃ (M+H+) requires 433.12305. 

(Z)-3-amino-5-(4-ethoxybenzylidene)-4-(2-phenylacetyl)-1,5-dihydro-2H-pyrrol-2-

one. 4.12. To a solution of 4.S2 (220 mg, 0.851 mmol, 1.0 eq) in ethanol (10 mL) was added 

sodium azide (66 mg, 1.02 mmol, 1.2 eq). The mixture was heated to reflux for 2 hours. 
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Separately, 4.S13 (150 mg, 0.936 mmol, 1.1 eq) was dissolved in a solution of sodium 

ethoxide (70 mg, 1.02 mmol, 1.2 eq) in ethanol (10 mL) and stirred for 10 minutes at room 

temperature. The two solutions were combined, sonicated for 20 seconds, then heated to 40 

°C for 5 hours. The reaction solution was concentrated, suspended in water, and extracted 

with ethyl acetate (3x).  The organic layer was washed with brine, dried over Na2SO4, and 

concentrated. The resultant solid was purified via column chromatography in a gradient of 

hexanes and ethyl acetate. 4.12 was obtained as a yellow solid (10 mg, 0.029 mmol, 3% 

yield). 1H NMR (600 MHz, Chloroform-d) δ 10.56 (s, 1H), 7.62 (d, J = 7.6 Hz, 2H), 7.53 (s, 1H), 

7.40 (s, 1H), 7.33 (t, J = 7.9 Hz, 2H), 7.09 (t, J = 7.4 Hz, 1H), 6.95 (d, J = 8.9 Hz, 2H), 6.92 (d, J = 

9.0 Hz, 2H), 5.74 (s, 2H), 4.04 (q, J = 6.9 Hz, 2H), 1.44 (t, J = 7.0 Hz, 3H). 13C NMR (151 MHz, 

CDCl3) δ 165.32, 162.82, 156.79, 149.98, 148.56, 139.57, 138.30, 129.10, 124.09, 122.88, 

120.03, 115.65, 97.15, 63.98, 14.98. HRMS Accurate mass (APCI+): found 351.14443 (1.7 

ppm), C₁₉H₁₉O₃N₄ (M+H+) requires 351.14517. 
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4.12 

Crystallographic study performed by John Bacsa. 
 
Table 1 Crystal data and structure refinement for 4.12. 

Identification code 4.12 

Empirical formula C19H18N4O3 

Formula weight 350.380 

Temperature/K 100.0(2) 

Crystal system monoclinic 

Space group I2/a 

a/Å 15.3981(5) 

b/Å 8.65781(19) 

c/Å 26.5131(8) 

α/° 90 

β/° 95.216(3) 

γ/° 90 

Volume/Å3 3519.94(17) 

Z 8 

ρcalcg/cm3 1.322 

μ/mm-1 0.755 

F(000) 1476.3 

Crystal size/mm3 0.454 × 0.369 × 0.05 

Radiation Cu Kα (λ = 1.54184) 
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2Θ range for data collection/° 6.7 to 140.58 

Index ranges -17 ≤ h ≤ 18, -10 ≤ k ≤ 7, -32 ≤ l ≤ 32 

Reflections collected 14790 

Independent reflections 3270 [Rint = 0.0407, Rsigma = 0.0256] 

Data/restraints/parameters 3270/27/398 

Goodness-of-fit on F2 1.083 

Final R indexes [I>=2σ (I)] R1 = 0.0366, wR2 = 0.1004 

Final R indexes [all data] R1 = 0.0390, wR2 = 0.1021 

Largest diff. peak/hole / e Å-3 0.25/-0.21 
 
 

  

Table 2 Fractional Atomic Coordinates (×104) and Equivalent Isotropic Displacement 
Parameters (Å2×103) for 4.12. Ueq is defined as 1/3 of of the trace of the 
orthogonalised UIJ tensor. 

Atom x y z U(eq) 

O2 9187.9(6) 9023.5(11) 2853.7(4) 18.8(2) 

O1 8559.7(6) 3207.2(11) 2375.7(4) 20.8(2) 

O3 4855.0(7) 3138.6(11) 4533.6(4) 21.6(2) 

N1 7645.2(8) 4453.1(13) 2894.4(4) 16.3(3) 

N4 7981.0(7) 9230.4(13) 3304.3(4) 16.2(3) 

N3 7075.0(7) 6490.7(12) 3405.6(4) 15.1(3) 

N2 9459.3(8) 6152.9(15) 2370.6(5) 18.4(3) 

C2 8752.4(8) 5902.7(15) 2610.0(5) 14.0(3) 

C5 8522.4(9) 8466.3(15) 3013.1(5) 14.3(3) 

C4 7583.9(8) 5953.4(15) 3091.2(5) 13.7(3) 

C1 8328.0(9) 4339.2(15) 2601.5(5) 15.7(3) 

C8 5850.5(9) 5129.0(16) 4441.4(5) 17.7(3) 

C11 5952.2(9) 4423.3(15) 3423.1(5) 15.9(3) 

C6 6469.7(8) 5602.0(15) 3648.4(5) 14.6(3) 

C7 6389.4(9) 5968.8(15) 4156.3(5) 17.2(3) 

C3 8280.5(8) 6867.6(14) 2893.6(5) 13.5(3) 

C9 5360.6(9) 3901.3(15) 4219.7(5) 16.2(3) 

C10 5402.6(9) 3565.1(16) 3709.0(5) 17.0(3) 

C12 8124.9(9) 10637.8(15) 3562.7(5) 17.0(3) 

C13 8887.4(10) 11509.2(16) 3557.2(6) 22.6(3) 

C17 7473.0(10) 11131.6(17) 3858.3(6) 23.7(3) 

C15 8351.7(11) 13313.1(18) 4153.6(6) 29.8(4) 

C16 7588.1(11) 12452.2(18) 4154.7(6) 28.6(4) 

C14 8993.5(11) 12837.4(18) 3852.3(6) 28.5(4) 
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C18 4420.3(14) 1778(2) 4351.9(7) 38.1(5) 

C19 3952.5(18) 1117(3) 4778.2(8) 55.7(7) 

  

Table 3 Anisotropic Displacement Parameters (Å2×103) for 4.12. The Anisotropic 
displacement factor exponent takes the form: -2π2[h2a*2U11+2hka*b*U12+…]. 

Atom U11 U22 U33 U12 U13 U23 

O2 17.6(5) 11.3(5) 28.5(5) -2.5(4) 6.9(4) -1.5(4) 

O1 22.1(5) 11.4(5) 30.2(6) -1.7(4) 8.8(4) -5.5(4) 

O3 24.5(5) 19.5(5) 21.4(5) -8.0(4) 6.0(4) -3.5(4) 

N1 17.8(6) 9.9(6) 21.6(6) -1.6(5) 5.0(5) -2.2(4) 

N4 17.0(6) 10.0(5) 21.8(6) -1.9(4) 3.3(5) -2.4(4) 

N3 16.6(6) 9.7(5) 19.3(6) -1.1(4) 4.2(4) -1.3(4) 

N2 18.3(6) 12.4(6) 25.1(6) 1.4(5) 6.1(5) -0.4(5) 

C2 14.7(6) 9.1(6) 18.5(6) -0.3(5) 3.6(5) -0.8(5) 

C5 15.4(6) 8.9(6) 18.7(6) -0.8(5) 2.9(5) -1.7(5) 

C4 13.2(6) 10.0(6) 18.4(6) -0.5(5) 3.4(5) -0.7(5) 

C1 17.1(7) 9.2(6) 21.2(7) 0.4(5) 4.3(5) -2.6(5) 

C8 19.9(7) 15.5(7) 18.1(7) -4.4(5) 3.4(5) -3.5(5) 

C11 15.9(6) 15.2(6) 16.9(7) -2.3(5) 2.3(5) -2.0(5) 

C6 14.9(6) 11.4(6) 17.8(7) -1.8(5) 2.3(5) -2.3(5) 

C7 18.7(7) 13.7(6) 19.8(7) -4.1(5) 4.9(5) -4.2(5) 

C3 14.3(6) 8.4(6) 18.1(6) -0.9(5) 3.0(5) -1.8(5) 

C9 17.0(6) 13.6(6) 18.2(7) -2.8(5) 3.1(5) -1.7(5) 

C10 17.9(7) 15.1(6) 18.1(7) -3.8(5) 2.4(5) -2.7(5) 

C12 18.2(7) 9.8(6) 22.6(7) 0.6(5) 0.4(5) -2.9(5) 

C13 23.9(8) 14.0(7) 30.1(8) -5.1(6) 3.0(6) -5.3(6) 

C17 20.4(8) 18.5(7) 32.2(8) 1.4(6) 2.8(6) -10.0(6) 

C15 33.1(9) 18.2(8) 36.4(9) 2.2(6) -6.7(7) -13.0(6) 

C16 28.3(8) 23.0(8) 34.0(9) 6.6(6) -0.7(7) -14.0(7) 

C14 32.0(9) 17.1(7) 35.8(9) -4.8(7) -0.7(7) -10.1(6) 

C18 54.2(12) 35.9(10) 26.7(9) -29.7(9) 16.4(8) -10.1(7) 

C19 82.1(17) 52.4(14) 36.4(11) -50.6(13) 26.8(12) -16.4(10) 

H00C 39(12) 38(12) 23(11) -7(10) -2(9) -8(9) 

H00D 56(14) 39(12) 16(4) -2(10) 7(3) -6(2) 

H00F 34(11) 20(9) 54(13) -10(5) -7(7) -11(6) 

H00K 38(13) 52(15) 62(15) -25(11) 31(12) -40(12) 

H00I 48(13) 35(12) 50(13) -6(11) 1(11) -13(11) 

H005 38(12) 50(14) 56(16) -20(6) 8(8) 16(9) 

H004 62(17) 38(14) 65(18) -32(14) 22(14) 0(13) 

H00M 110(20) 31(9) 57(13) -4(10) -6(13) -30(6) 
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H00N 46(14) 79(18) 50(14) 5(13) 16(12) -37(14) 

H00a 38(14) 6(11) 100(20) 3(11) 12(14) -6(12) 

H00b 52(16) 47(15) 42(15) 15(13) 8(13) -17(13) 

H00h 79(12) 81(16) 80(20) -42(6) 17(9) -44(12) 

H00O 24(12) 31(13) 130(20) -16(11) 18(14) -9(14) 

H00e 140(20) 69(16) 80(19) 18(9) 76(13) 12(11) 

H00j 180(30) 57(18) 69(11) -36(17) -27(8) -22(10) 

H00L 52(16) 47(15) 120(20) 0(13) 59(16) 1(15) 

H00g 66(12) 100(20) 44(11) -35(10) 5(6) 19(9) 

H00p 220(30) 84(12) 67(19) -115(10) 40(20) -28(10) 

  

Table 4 Bond Lengths for 4.12. 

Atom Atom Length/Å   Atom Atom Length/Å 

O2 C5 1.2411(16)   C4 C3 1.4677(17) 

O1 C1 1.2187(16)   C8 C7 1.3793(19) 

O3 C9 1.3612(16)   C8 C9 1.4014(19) 

O3 C18 1.4174(18)   C11 C6 1.3953(18) 

N1 C4 1.4062(16)   C11 C10 1.3999(19) 

N1 C1 1.3662(17)   C6 C7 1.3999(19) 

N4 C5 1.3585(17)   C9 C10 1.392(2) 

N4 C12 1.4055(17)   C12 C13 1.397(2) 

N3 C4 1.2821(17)   C12 C17 1.396(2) 

N3 C6 1.4085(17)   C13 C14 1.392(2) 

N2 C2 1.3267(17)   C17 C16 1.389(2) 

C2 C1 1.5025(17)   C15 C16 1.392(2) 

C2 C3 1.3750(18)   C15 C14 1.388(2) 

C5 C3 1.4606(17)   C18 C19 1.507(2) 

  

Table 5 Bond Angles for 4.12. 

Atom Atom Atom Angle/˚   Atom Atom Atom Angle/˚ 

C18 O3 C9 118.29(11)   C7 C6 N3 115.83(11) 

C1 N1 C4 111.02(11)   C7 C6 C11 118.74(12) 

C12 N4 C5 128.43(12)   C6 C7 C8 121.19(13) 

C6 N3 C4 124.60(11)   C5 C3 C2 123.88(12) 

C1 C2 N2 120.97(12)   C4 C3 C2 107.90(11) 

C3 C2 N2 131.28(12)   C4 C3 C5 127.86(12) 

C3 C2 C1 107.74(11)   C8 C9 O3 115.30(12) 

N4 C5 O2 124.93(12)   C10 C9 O3 124.96(12) 
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C3 C5 O2 119.77(12)   C10 C9 C8 119.72(13) 

C3 C5 N4 115.29(11)   C9 C10 C11 119.97(13) 

N3 C4 N1 129.94(12)   C13 C12 N4 123.96(13) 

C3 C4 N1 106.84(11)   C17 C12 N4 116.73(12) 

C3 C4 N3 123.11(12)   C17 C12 C13 119.25(13) 

N1 C1 O1 127.74(12)   C14 C13 C12 119.74(15) 

C2 C1 O1 125.84(12)   C16 C17 C12 120.56(15) 

C2 C1 N1 106.42(11)   C14 C15 C16 119.20(14) 

C9 C8 C7 119.84(13)   C15 C16 C17 120.24(15) 

C10 C11 C6 120.41(13)   C15 C14 C13 121.00(15) 

C11 C6 N3 125.43(12)   C19 C18 O3 107.69(14) 

  

Table 6 Torsion Angles for 4.12. 

A B C D Angle/˚   A B C D Angle/˚ 

O2 C5 N4 C12 -13.23(18)   N4 C12 C13 C14 -175.72(15) 

O2 C5 C3 C2 0.25(16)   N4 C12 C17 C16 175.42(13) 

O2 C5 C3 C4 172.49(12)   N3 C4 C3 C2 173.94(14) 

O1 C1 N1 C4 -179.84(15)   N3 C4 C3 C5 0.71(16) 

O1 C1 C2 N2 -1.99(17)   N3 C6 C11 C10 176.87(13) 

O1 C1 C2 C3 178.19(15)   N3 C6 C7 C8 -176.70(12) 

O3 C9 C8 C7 179.51(12)   N2 C2 C3 C5 -3.50(18) 

O3 C9 C10 C11 -179.57(13)   N2 C2 C3 C4 -177.06(16) 

N1 C4 N3 C6 3.50(18)   C8 C7 C6 C11 3.89(16) 

N1 C4 C3 C2 -2.59(12)   C8 C9 C10 C11 1.87(15) 

N1 C4 C3 C5 -175.82(10)   C12 C13 C14 C15 0.02(18) 

N1 C1 C2 N2 177.89(11)   C12 C17 C16 C15 1.03(18) 

N1 C1 C2 C3 -1.93(12)   C13 C14 C15 C16 -0.67(19) 

N4 C5 C3 C2 -179.10(11)   C17 C16 C15 C14 0.16(19) 

N4 C5 C3 C4 -6.86(15)             

  

Table 7 Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement 
Parameters (Å2×103) for 4.12. 

Atom x y z U(eq) 

H00C 5783(13) 5400(20) 4843(7) 34(5) 

H00D 5971(13) 4180(20) 3026(7) 37(5) 

H00F 6790(12) 6920(20) 4334(8) 37(5) 

H00K 9397(14) 11150(30) 3307(9) 49(7) 

H00I 5024(14) 2630(20) 3511(8) 44(5) 
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H005 7493(15) 8500(30) 3421(9) 48(6) 

H004 7233(17) 3570(30) 2945(10) 54(7) 

H00M 8421(18) 14340(20) 4403(9) 68(8) 

H00N 7065(14) 12800(30) 4386(8) 58(7) 

H00a 9745(15) 7250(20) 2422(10) 46(7) 

H00b 9778(15) 5260(30) 2216(9) 47(6) 

H00h 3430(20) 1880(30) 4864(11) 80(8) 

H00O 9617(13) 13530(20) 3838(11) 61(8) 

H00e 4870(20) 980(30) 4201(11) 93(10) 

H00j 4350(20) 1080(30) 5137(11) 103(11) 

H00L 6884(16) 10470(30) 3865(11) 70(8) 

H00g 3964(17) 2140(30) 4025(9) 71(8) 

H00p 3670(30) 20(40) 4676(11) 124(12) 

Experimental 

Single crystals of C19H18N4O3 (4.12) were recrystallized from acetonitrile. A suitable 
crystal was selected and [] on a XtaLAB Synergy, Dualflex, HyPix diffractometer. The 
crystal was kept at 100.0(2) K during data collection. Using Olex2 [1], the structure was 
solved with the ShelXT [2] structure solution program using Intrinsic Phasing and refined 
with the ShelXL [3] refinement package using Least Squares minimisation. 

1. Dolomanov, O.V., Bourhis, L.J., Gildea, R.J, Howard, J.A.K. & Puschmann, H. (2009), J. 
Appl. Cryst. 42, 339-341. 

2.  
3. Sheldrick, G.M. (2015). Acta Cryst. C71, 3-8. 

Crystal structure determination of 4.12 

Crystal Data for C19H18N4O3 (M =350.380 g/mol): monoclinic, space group I2/a (no. 
15), a = 15.3981(5) Å, b = 8.65781(19) Å, c = 26.5131(8) Å, β = 95.216(3)°, V = 
3519.94(17) Å3, Z = 8, T = 100.0(2) K, μ(Cu Kα) = 0.755 mm-1, Dcalc = 1.322 g/cm3, 14790 
reflections measured (6.7° ≤ 2Θ ≤ 140.58°), 3270 unique (Rint = 0.0407, Rsigma = 0.0256) 
which were used in all calculations. The final R1 was 0.0366 (I>=2u(I)) and wR2 was 0.1021 
(all data). 

Refinement model description 

Number of restraints - 27, number of constraints - 0. 
Details: 
1. Rigid body (RIGU) restrains 
 C11, H00D 
 with sigma for 1-2 distances of 0.003 and sigma for 1-3 distances of 0.003 
 C19, H00p 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 C19, H00h 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 H005, N4 
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 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 C18, H00e 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 C15, H00M 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 H00j, C19 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 C7, H00F 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 C18, H00g 
 with sigma for 1-2 distances of 0.005 and sigma for 1-3 distances of 0.005 
 


