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Abstract 

 

 

Critical Periods in the Development of Amygdala Inhibition: Effects of Prenatal Stress 

 

By 

 

David Ehrlich 

 

 

The amygdala plays a key role in emotional processing, and dysfunction of the amygdala 

is implicated in a variety of psychiatric disorders. Growing evidence suggests many disorders, 

including anxiety, depression, autism, and schizophrenia, are neurodevelopmental in origin. 

During development, brain circuits undergo “sensitive periods” when environmental factors have 

potent effects that include long-term consequences for emotional processing. We hypothesized 

that a risk factor for psychiatric disorders, prenatal stress, alters the trajectory of amygdala 

maturation and thereby influences emotional outcomes. In order to test this hypothesis, however, 

it was necessary to first understand how the amygdala typically develops. While a number of 

gross structural and functional changes have been identified in the normally developing 

amygdala, no studies have characterized amygdala development in terms of the function of 

neurons. Here, we report the first findings of changes to electrophysiology of the developing 

amygdala. We used patch clamp in ex vivo rat brain slices to describe the electrophysiology of 

amygdala neurons, discovering a number of changes. Amygdala neurons exhibited profound 

maturation of their intrinsic properties from birth through infancy, including reduced excitability, 

faster action potentials produced at higher rates, and altered expression of membrane currents and 

the ion channels that mediate them. Developing amygdala neurons also showed corresponding 

morphological changes, including expansion of dendritic arbors and the emergence of dendritic 

spines. In addition, synapses for the neurotransmitter gamma-aminobutyric acid (GABA) 

exhibited changes to kinetics, excitability, and synaptic plasticity. GABA regulates a variety of 

neurodevelopmental processes, including cell proliferation, migration, and differentiation, as well 

as synapse maturation, suggesting perturbation of the GABA system could alter amygdala 

development. We found that GABAergic function in the amygdala was altered by exposure to 

prenatal stress, with deficits emerging during infancy that preceded long-term changes to neuron 

excitability. Furthermore, these changes to amygdala maturation correspond with deficits in 

amygdala-dependent, emotional behavior. In sum, we have provided the first account of 

physiological development of amygdala neurons, and identified ways in which this process is 

perturbed by a risk factor for psychiatric illness. 
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1.1 Neurodevelopmental Basis of Anxiety Disorders 

1.1.1 Emergence of Anxiety Disorders in Children and Adolescents 

Psychiatric disorders are increasingly considered developmental phenomena, largely due 

to high prevalence in juveniles. Of all adults with a mental disorder, over 50% were first 

diagnosed before 15 years of age (Kim-Cohen et al., 2003). In terms of cases of specific 

disorders, an estimated 50% of anxiety disorders emerge by age 11, 90% of impulse control 

disorders by age 19, and 25% of mood disorder cases by age 18. The most prevalent psychiatric 

disorders in children are, by most accounts, anxiety disorders, due to their early onset and high 

lifetime prevalence of nearly 30% (Kessler et al., 2005). For example, around 15% of children 

and adolescents are diagnosed with specific phobias, nearly 10% with social phobias, and around 

5% with separation anxiety disorder (Beesdo-Baum and Knappe, 2012). 

Anxiety disorders in children pose a significant societal burden, due not only to excessive 

expression of fear that detracts from quality of life and can require treatment and care, but also to 

the effects on other health outcomes. Although there are a number of appropriate, age-specific 

fears that normally manifest during temporal windows throughout development (Gullone, 2000), 

the expression of excessive or age-inappropriate fears can occur throughout most of life. While 

the symptoms may change with age, the fearful responses experienced in those with anxiety 

disorders often continue into adulthood. Furthermore, anxiety disorders in youths contribute to 

the emergence of secondary psychological complications that include other anxiety disorders, 

depressive disorders, and substance abuse (Beesdo-Baum and Knappe, 2012). Because of high 

rates of homo- and heterotypic continuity for anxiety disorders, there is great need for treatments 

of juvenile anxiety that can intervene and potentially halt the progression of psychiatric illness.  

The early emergence of anxiety disorders and the limited treatment options targeted to 

juvenile anxiety disorders highlight the need for research targeted specifically at their 

pathogenesis in early life (Cartwright-Hatton et al., 2006). The current conceptualization of 
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anxiety in juveniles is based almost exclusively on models of adult anxiety disorders. Reframing 

anxiety disorders as developmental phenomena with distinct pathology in adults and children will 

be a critical step toward understanding their etiology (Cartwright-Hatton, 2006). Many potentially 

promising treatments for juvenile anxiety exist, but treatment efficacy is difficult to evaluate 

because of a limited understanding of the pathophysiology of anxiety disorders in the immature 

brain (Reinblatt and Riddle, 2007). These limitations stem from a lack of basic research targeted 

to the development of emotion; the normative development of brain regions that process emotion 

serves as a platform for the actions of genetic and environmental factors that promote emergence 

of neurodevelopmental disorders. 

1.1.2 Early Life Sensitivity to Stress 

One well-documented risk factor for anxiety disorders is exposure to stress. Although the 

response to an acute stressor is often adaptive, enabling an organism to mobilize an appropriate 

reaction to the stressor, exposure to chronic or particularly potent stressors is capable of 

permanently influencing an organism’s stress response and emotional behavior. Anxiety disorders 

can be conceptualized as hyper-activation of certain components of the stress response, and 

chronic stress has been proposed to predicate anxiety disorders through sensitization to 

subsequent stressors (Chrousos and Gold, 1992; McEwen, 2004, 2007). 

An association between stress and emotional dysfunction is present at all ages, but the 

effects of stress are particularly robust when exposure occurs during development. The timing of 

stress exposure is a critical factor, along with duration and intensity, in determining the effects on 

the brain and emotional outcomes (for review, see Lupien et al., 2009). Early life stress (ELS) is a 

well-documented risk factor for anxiety disorders, as well as depression, substance abuse, 

attention deficit hyperactivity, and autism spectrum disorders (MacMillan et al., 2001; Welberg 

and Seckl, 2001; Nemeroff, 2004; Moffitt et al., 2007; Kinney et al., 2008; Ronald et al., 2010; 

Wang et al., 2013). Studies in numerous animal models, including rodents and primates, confirm 
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the potency of ELS in promoting emotional deficits and abnormal stress reactivity later in life 

(Sanchez et al., 2001; Teicher et al., 2003). In line with the allostatic load model, that the 

cumulative burden of stress over one’s lifetime drives dysfunctional stress reactivity and 

psychiatric illness, the later-life stress response is influenced by ELS (Graham et al., 1999; 

McEwen, 2004; Heim et al., 2008; Juster et al., 2010). 

1.1.2.1 Effects of Early Life Stress 

Animal studies have proven extremely useful in characterizing the effects of ELS, 

particularly in recognizing the variability and complexity of those effects. Many such studies 

have recapitulated a number of long-term behavioral deficits caused by ELS in humans; these 

studies have also identified a variety of neurological and physiological effects discussed in detail 

below (Maccari and Morley-Fletcher, 2007; Weinstock, 2008). 

The specific effects of ELS are dependent on the developmental timing of stress 

exposure. While direct stress to a child is the prototypical form of ELS, the indirect stress 

exposure of a fetus, termed prenatal stress (PS), in some cases has more pronounced effects than 

early postnatal stress (Estanislau and Morato, 2005). A number of studies have linked stress 

exposure in pregnant mothers to a host of deficits in their offspring (Kofman, 2002; Van den 

Bergh et al., 2005; Talge et al., 2007), including anxiety (Weinstock, 2001; O'Connor et al., 2003; 

Van den Bergh and Marcoen, 2004), depression (Weinstock, 2001; Huizink et al., 2007; 

Markham and Koenig, 2011), schizophrenia (Koenig et al., 2002; Khashan et al., 2008), attention 

deficit hyperactivity disorder (Huizink et al., 2007; Ronald et al., 2010), and autism spectrum 

disorders (Kinney et al., 2008; Ronald et al., 2010), as well as developmental delays and altered 

stress reactivity (Huizink et al., 2003; Bergman et al., 2007; Glover et al., 2010).  

To add another layer of complexity, the impact of PS varies with a number of factors, 

including the timing of stress exposure during pregnancy. For example, stress to mothers during 

early pregnancy alters stress reactivity and stress neurotransmitter and hormone systems in the 
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brains of the offspring (Mueller and Bale, 2008). In contrast, stress towards the end of pregnancy 

causes developmental delays in offspring, influencing a number of physiological and behavioral 

milestones (Barlow et al., 1978).  

The effects of PS also depend on the quality of the stressor. For example, PS that occurs 

at unpredictable intervals results in developmental delays in rats, while predictable PS does not 

(Fride and Weinstock, 1984). However, there may be an interaction between stressor 

predictability and timing on offspring outcomes. Another study in rats comparing predictable and 

unpredictable stress restricted to the last week of gestation found opposite results: that the 

predictable stressor elicited the most robust changes in anxiety-like behavior and stress reactivity 

(Richardson et al., 2006). Comparing studies with different stress paradigms is not 

straightforward, as stressor intensity controls the long-term effects. Mild PS in some cases has 

little impact on the offspring (Mabandla et al., 2008), but can also promote fearful behaviors later 

in life (Griffin et al., 2003; Dickerson et al., 2005). Together, these studies highlight the potent 

but complex effects of PS, which depends on the timing, potency, and predictability of the 

stressor during pregnancy.  

The impact of PS also depends on the sex of the offspring (Darnaudery and Maccari, 

2008). One study found early gestation stress altered behavioral and endocrine components of the 

stress response and emotional behavior in male, but not female, mouse offspring (Mueller and 

Bale, 2008). The effects of slightly later gestational stress, presented from E10 to E18, were also 

detected in male but not female rat offspring, manifesting as emotional and memory deficits at 4 

and 6 weeks of age, respectively (Nishio et al., 2001). However, another study found that stress in 

developing rats, from embryonic day (E)10 to E19 (of the 22-23 day long gestation), increased 

anxiety-like behavior selectively in female offspring at 4 weeks of age (Baker et al., 2008). 

Finally, restraint stress from E14 to E21 in rats resulted in a more pronounced increase in anxiety-

like behavior in female offspring, but spatial memory deficits selectively in male offspring at 5 

weeks of age (Zagron and Weinstock, 2006). Interestingly, the placentas of male but not female 
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offspring exhibited altered protein expression following early PS (Mueller and Bale, 2008). These 

findings suggest there are sex differences in the basic mechanisms by which PS alters 

neurodevelopment, but the effects on each sex vary depending on the age and type of stress 

exposure. 

While the work summarized in this section suggests PS contributes solely to negative 

outcomes, contrasting reports support a role for some types of PS in promoting resiliency (see 

Section 1.4.2). 

1.1.2.2 Maturation of the Stress Response 

In order to understand how ELS contributes to the pathogenesis of anxiety disorders, it is 

necessary to consider the normative and maladaptive function of stress systems. Anxiety 

disorders can be considered as improper mobilization of the cognitive aspects of the stress 

response (Charney and Deutch, 1996). The perception of a stressor, defined as an actual or 

hypothetical disturbance of an individual’s environment, leads to the shift of resources towards 

body systems necessary for immediate survival. The ‘stress response’ is initiated by activation of 

a variety of brain regions and involves release of myriad neurotransmitters and hormones. 

Corticotropin-releasing factor (CRF) is a neurotransmitter that coordinates many of the 

behavioral, endocrine, and autonomic aspects of the stress response (Vale et al., 1981; Dunn and 

Berridge, 1990; Owens and Nemeroff, 1991; Smagin et al., 2001). The perception of a stressor 

triggers immediate release of CRF from the hypothalamus and extended amygdala, which 

activates the hypothalamic-pituitary-adrenal (HPA) axis. The HPA axis, in turn, stimulates many 

physiological components of the stress response, including release of catecholamine 

neurotransmitters and activation of the sympathetic nervous system (for review, see Joels and 

Baram, 2009). HPA axis activation induces the release from the adrenal glands of hormones of 

the glucocorticoid family (cortisol in humans, corticosterone in rodents). Glucocorticoids elicit 

peripheral effects contributing to the stress response, but also pass through the blood-brain barrier 
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and activate receptors in the brain that provide negative feedback on the HPA axis (Zarrow et al., 

1970; Joels and Baram, 2009). Dysfunctional CRF release and activation of the HPA axis have 

been implicated in the pathophysiology of both anxiety and depressive disorders (Arborelius et 

al., 1999; Yehuda, 2001; Nemeroff and Vale, 2005). 

The function of the HPA axis is not consistent throughout life, and developmental 

changes in the stress response may contribute to vulnerability to early-life stress. Normative 

increases in stress reactivity occur during childhood and adolescence, and may generally be 

adaptive for the novel experiences of this developmental period (Spear, 2009). For example, 

prepubertal rodents exhibit a prolonged response to acute stress compared to adults, 

corresponding with increased activation of the paraventricular nucleus of the hypothalamus 

(Romeo et al., 2006). However, this window of stress hyper-reactivity may intensify a propensity 

for excessive anxiety in at-risk individuals (Spear, 2009). In contrast, infancy seems to represent a 

period of reduced sensitivity to stress. In rats, the stress response reaches maturity at the age of 

weaning (Takahashi et al., 1991). In contrast, during infancy, in rodents there exists a period of 

reduced responsiveness to stressors, called the “stress hypo-responsive period” (SHRP) or “stress 

non-responsive period” (Sapolsky and Meaney, 1986). An analogous window of reduced stress 

reactivity is thought to be expressed in infant humans as well (Gunnar and Quevedo, 2007). Rat 

pups during this period have low basal and stress-induced cortisol levels (for review, see Levine, 

2005). The SHRP is thought to involve active suppression of the stress response (Levine, 2001). 

1.1.2.3 Mediators of Early Life Stress Sensitivity 

The potent effects of ELS may be explained by heightened sensitivity of the immature 

brain to chemical mediators of the stress response. The SHRP has been suggested to protect the 

developing brain from stress hormones (Sapolsky and Meaney, 1986; Francis et al., 1999b), and 

particularly stressful experiences can elicit a stress response during the SHRP and may thereby 

cause later life deficits (Levine, 1967; Ladd et al., 2004). The SHRP may be necessary because 
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the effects of CRF are more potent in the immature brain – infants are far more sensitive than 

adults to the pro-convulsant effects of CRF, in part because they possess a much higher density of 

CRF receptors in the brain (Baram and Schultz, 1991; for review, see Korosi and Baram, 2008). 

Expression of the CRF1 receptor peaks at 180% of adult values during infancy in the amygdala, a 

critical brain region for the expression and sensitivity to stress that is introduced in Section 1.2 

(Avishai-Eliner et al., 1996). During development from conception through P21, transient 

overexpression of CRF in the amygdala and throughout the forebrain is anxiogenic later in life, 

suggesting early CRF sensitivity of the brain may be a key mediator of ELS effects (Kolber et al., 

2010). 

The effects of PS are mediated, at least in part, by exposure of the fetus to maternal 

glucocorticoids (Barbazanges et al., 1996; Talge et al., 2007; Field and Diego, 2008). However, 

the role of glucorcorticoids is still unclear, considering maternal cortisol responses to stress are 

reduced late in pregnancy, but early in pregnancy, maternal cortisol may be less accessible to the 

fetus (Talge et al., 2007). One explanation is that, because PS can reduce expression of 11-

βHSD2, the placental enzyme responsible for metabolizing cortisol and insulating the fetus (for 

review, see O'Donnell et al., 2009), chronic PS may weaken the placental barrier and 

subsequently influence the fetus late in gestation. 

PS may also influence offspring through effects on maternal behavior, which has been 

shown to influence the development of the stress response in the offspring. Variations in maternal 

care are thought to reflect aspects of the environment, and as such can influence emotional 

behavior in the offspring (for review, see Zhang et al., 2006). In support of the notion that 

maternal behavior mediates some effects of PS, cross-fostering to control dams can attenuate 

some effects of late PS (Barlow et al., 1978; Maccari et al., 1995; however, see Del Cerro et al., 

2010). Furthermore, fostering offspring of control dams to dams exposed to stress during 

pregnancy introduces some mild effects of PS. These findings suggest the effects of PS are 
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mediated both directly at the time of stress and indirectly by maternal behavior after birth 

(Barlow et al., 1978).  

1.1.3 ‘Critical Periods’ in Development as Windows of Vulnerability 

In order to understand how ELS contributes to anxiety disorder etiology, it is necessary to 

consider its effects in the context of ongoing development of the nervous system. Developmental 

changes in brain function have been hypothesized to increase an organism’s sensitivity to 

environmental influences (Casey et al., 2000). This notion is exemplified by ‘critical periods’ 

(CP), defined as specific developmental windows when ongoing changes align to produce 

heightened sensitivity to stimuli. Our understanding of CPs has been derived mostly from 

research in development of the visual system. During visual development, temporary occlusion of 

a single eye leads to permanent loss of acuity in that eye, which is achieved through re-

organization of visual cortex to provide less cortical area for the processing of information from 

the occluded eye (Wiesel and Hubel, 1963). This effect can only be achieved during a specific 

developmental window, due to heightened sensitivity to the visual occlusion because of ongoing 

reorganization of synapses in the visual cortex that naturally occurs during said window (for 

review, see Hensch, 2005).  

It is possible to extend this concept of CPs to the study of emotional development, raising 

the hope of identifying developmental windows and corresponding processes that are most 

vulnerable to risk-factors for psychiatric disease. CPs in the development of emotional behaviors 

have been suggested to reflect CPs for underlying emotional brain circuits (Machado and 

Bachevalier, 2003). Human studies are beginning to provide support for considering CPs as 

windows of vulnerability for the effects of ELS (Andersen et al., 2008). However, interpreting the 

impact of ELS on the development of healthy and maladaptive emotion requires consideration of 

normative brain development, with specific focus on windows of heightened plasticity and the 

changing brain circuits that may exhibit CPs for stress sensitivity. To this end, Section 1.2 
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introduces the basolateral amygdala, a brain region that is implicated in the pathophysiology of 

anxiety disorders, undergoes protracted and marked development, and is sensitive to the effects of 

stress across the lifespan. 

1.2 Juvenile and Adult Anxiety Disorders Involve Dysfunction of the 

Amygdala 

The amygdala is a temporal lobe structure critically involved in emotional processing and 

behavior. The involvement of the amygdala in social and emotional cognition was first described 

through gross experimental and specific lesions, (Rosvold et al., 1954; Pellegrino, 1968; Kling et 

al., 1970; Adolphs et al., 1994; Adolphs et al., 1998; Aggleton and Saunders, 2000). We now 

know the amygdala functions to assign emotional valence to sensory input, including social 

stimuli (Adolphs et al., 2000; Davis and Whalen, 2001; Adolphs, 2010) and plays a key role in 

both the experience and learning of fear and safety (Goddard, 1964; Davis, 2000; LeDoux, 2000). 

The amygdala contributes not only to the perception and processing of negative stimuli, but we 

now know it is involved in positive emotional responses including reward (Breiter et al., 1996; 

Maren, 2003; Hennenlotter et al., 2005; Costafreda et al., 2008).  

The amygdala is comprised of many distinct nuclei that act together in a well described 

circuit, together known as the extended amygdala. Aligned with its role in sensory processing, the 

amygdala receives input from a number of primary and higher-order sensory regions, the majority 

of which enters at its basolateral complex, which includes the basolateral nucleus of the amygdala 

(BLA; McDonald, 1998). The BLA is critical for the production of appropriate emotional 

responses and the processing of emotional memories (Davis et al., 2003; LeDoux, 2007; Pape and 

Pare, 2010; Stuber et al., 2011). The BLA not only receives input from a wide variety of brain 

regions, but also has widespread output: it innervates amygdala output nuclei like the central 

nucleus (CeA) and the bed nucleus of the stria terminalis (BNST), which mediate fearful and 

anxious behaviors (for review, see Walker and Davis, 2008); innervates sensory areas to 

influence sensory perception and memory (Pessoa and Adolphs, 2010; Chavez et al., 2013; Chen 
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et al., 2013); and innervates the nucleus accumbens to regulate the reward system (Ambroggi et 

al., 2008; Stuber et al., 2011). 

1.2.1 Implicating Amygdala Dysfunction in Anxiety Disorders 

The amygdala contributes to the pathophysiology of both adult and juvenile anxiety 

disorders. The amygdala as a whole was first implicated in anxiety because lesions in humans 

have anxiolytic effects (Narabayashi et al., 1963). A variety of studies have, more recently, 

implicated amygdala dysfunction, particularly that of the BLA, in the pathophysiology of anxiety 

disorders (Davis et al., 1994; Quirk and Gehlert, 2003; Rainnie et al., 2004; Boyle, 2013). 

Furthermore, changes to amygdala function following traumatic events may underlie disorders 

like PTSD (Bremner, 2007; Rainnie and Ressler, 2009), consistent with the allostatic load model 

(McEwen, 2007). 

The amygdala, along with other brain structures involved in emotional regulation like the 

prefrontal and cingulate cortices and the hippocampus, is implicated in the pathophysiology a 

variety of juvenile affective disorders (Mana et al., 2010). Functional imaging studies indicate 

that children and adolescents with anxiety disorders exhibit increased amygdala activation, 

consistent with findings in adults. Excessive activation of the amygdala is also observed in 

healthy juveniles at high risk for anxiety, including children of parents with anxiety disorders, 

suggesting amygdala hyper-reactivity is not only a symptom but a risk-factor for anxiety 

disorders (for review, see Blackford and Pine, 2012). Anxious children show exaggerated 

amygdala responses to fearful faces, while children with major depression have blunted amygdala 

responses to the same stimuli. The degree of amygdala hyper-activation positively correlates with 

the severity of anxiety symptoms (Thomas et al., 2001b). 

Hyper-activation of the amygdala in adolescence may be due to limited top-down control 

of its activity by frontal cortices. In its role as a hub, the BLA innervates the amygdala output 

regions, the CeA and BNST, and can regulate the activity of the amygdala as a whole (Figure 
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1.1). Via inputs to the BLA, frontal cortices including the medial, ventrolateral, and ventromedial 

prefrontal cortices (mPFC, vlPFC, and vmPFC) and the anterior cingulate cortex regulate 

amygdala function and emotional reactivity (Ochsner and Gross, 2005; Eippert et al., 2007; 

Goldin et al., 2009; Sotres-Bayon and Quirk, 2010; Schulze et al., 2011). An imbalance in the 

activity of the amygdala and prefrontal cortex during adolescence, brought about by relatively 

delayed cortical development (Van Eden and Uylings, 1985; Bourgeois et al., 1994), may 

underlie the heightened emotionality and susceptibility to psychiatric disease onset during 

adolescence (Drevets, 2003; Yurgelun-Todd, 2007; Casey et al., 2010; Somerville et al., 2010). 

Further supporting the late emergence of BLA-PFC interactions, projections from the BLA to the 

mPFC and cingulate cortex continue to mature and increase in density during adolescence 

(Cunningham et al., 2002, 2008). 

Indeed, a number of studies show deficits in PFC function, particularly in terms of its 

regulation of the amygdala, in juveniles with anxiety disorders. Negative functional connectivity 

of the amygdala and vlPFC, indicative of cortical suppression of amygdala activity, is diminished 

in the youths with generalized anxiety disorder and correlates with symptom severity and 

amygdala response to angry faces (Monk et al., 2008). Adolescents with higher trait anxiety 

exhibit less habituation of amygdala responses in repeated emotional tests, also correlating with 

diminished functional connectivity of the amygdala and vlPFC (Hare et al., 2008). 

Diminished top-down regulation of the amygdala, caused by excessive stress, may 

promote the emergence of anxiety disorders. Chronic stress reduces the influence of vmPFC 

afferents on amygdala sensitivity to emotional stimuli (Correll et al., 2005). Importantly, children 

previously exposed to socioemotional deprivation as orphans exhibit diminished integrity of the 

fiber bundle connecting the amygdala and PFC, the uncinate fasciculus (Eluvathingal et al., 2006; 

Govindan et al., 2010). These studies suggest chronic stress and ELS can cause deficits in the 

regulation of the amygdala by frontal cortices. 
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As explained in Section 1.2.2, the amygdala plays a role initiating the stress response, 

and in turn its function and physiology can be altered by stress. Towards understanding how 

stress exposure early in life alters emotional development, Section 1.3 covers the normative 

development of the amygdala and Section 1.4 details how that development is altered by ELS. 

1.2.2 The BLA in the Responses to Acute and Chronic Stress 

The amygdala helps coordinate many aspects of the stress response and is situated to do 

so via widespread connectivity throughout the brain (Goldstein et al., 1996; Herman et al., 2003; 

Jankord and Herman, 2008; Dedovic et al., 2009). The BLA sends projections to the CeA and 

BNST, which in turn target the hypothalamus and brainstem nuclei to activate the stress response 

(for review, see Walker and Davis, 2008). The CeA and BNST are thought to be involved in 

phasic and sustained fear responses, respectively, with the latter more akin to anxiety (ibid.). The 

amygdala may contribute, more specifically, to initiating the response to psychological, rather 

than physical, stressors (for review, see Herman and Cullinan, 1997). Traumatic experiences 

correspond with reductions in amygdala volume and decreased amygdala reactivity, suggesting 

effectors of the stress response can, in turn, alter amygdala function (for review, see Shin et al., 

2006). 

Many chemical mediators of the stress response influence the function of neurons in the 

amygdala (Rodrigues et al., 2009). In vitro application of corticosterone reduces inhibitory 

synaptic transmission, mediated by the neurotransmitter γ-aminobutyric acid (GABA), in the 

BLA (Duvarci and Pare, 2007). Norepinephrine, a mediator of the stress response, suppresses 

GABAergic transmission in the amygdala and promotes synaptic plasticity (Tully et al., 2007). 

However, some of the most robust effects on amygdala function are caused by CRF, the stress 

neurohormone. CRF is released in the amygdala following acute stress and contributes to the 

behavioral aspects of the stress response, including anxiety-like behaviors (Merlo Pich et al., 

1995; Gray and Bingaman, 1996; Sajdyk et al., 1999; Cook, 2004). Furthermore, CRF release in 
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the BLA promotes aversive memory formation (Roozendaal et al., 2002). The effects of acute 

CRF exposure are explained, in part, by its impact on the function of BLA principal neurons, 

including increased excitability and reduced action potential slow afterhyperpolarization (Rainnie 

et al., 1992), as well as enhanced sensitivity to afferent stimulation (Ugolini et al., 2008). These 

effects on amygdala inputs and neuronal excitability, combined with attenuation of GABAergic 

transmission in the BLA, promote synaptic plasticity and thereby contribute to stress-induced 

facilitation of the learning of fearful associations (Rodriguez Manzanares et al., 2005). 

The effects of acute and chronic stress can differ wildly, with chronic exposure to stress 

often found to be detrimental (Brunson et al., 2003). There are mixed reports of the effects of 

chronic stress on HPA axis function (Miller et al., 2007), suggesting the link between chronic 

stress and psychopathology may occur elsewhere in the brain. Following chronic stress, 

exaggerated responses to subsequent stressors and psychiatric disorder pathogenesis may be due 

to well-documented alterations to amygdala function (McEwen, 2007; Roozendaal et al., 2009). 

Specifically, stress-induced release of CRF has been hypothesized to induce plasticity in the BLA 

that contributes to the persistent overexpression of anxiety (Shekhar et al., 2005). Chronic stress 

in rats increases dendritic arborization and spine density of BLA principal neurons (Vyas et al., 

2002; Vyas et al., 2006; Cui et al., 2008). Chronic activation of CRF receptors in the BLA has a 

long-lasting (>30 day) anxiogenic effect, with a long-term attenuation of GABAergic 

transmission in the BLA that causes hyper-excitability (Rainnie et al., 2004).  

Even weak or acute activation of the stress response can cause deficits in amygdala 

function. Subthreshold activation of CRF receptors in the BLA, which does not cause acute 

behavioral effects, sensitizes animals to panicogenic agents (Sajdyk et al., 1999). Like CRF, 

subthreshold doses of GABA receptor antagonists in the BLA ‘prime’ anxiety-like behavior and 

physiological aspects of the stress response (Sanders et al., 1995). This suggests the long-term 

effects of CRF in the amygdala may act via alterations in GABAergic transmission. Acute stress 

may also promote anxiety through actions on the amygdala; for instance, long term enhancement 
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of fear learning by acute stress exposure coincides with reduced expression of GABA receptor 

subunits in the BLA (Ponomarev et al., 2010). 

1.2.3 GABA, a Key Regulator of BLA Function 

As mentioned above, GABAergic transmission in the BLA is sensitive to acute and 

chronic stress. This is relevant to the pathogenesis of anxiety for two reasons: 1) GABA is a key 

neurotransmitter in the amygdala that is linked to adult anxiety, and 2) GABA systems are 

classically regulated by brain development. For these reasons, GABAergic dysfunction is 

proposed to be a key mediator of neurodevelopmental disorders (Chattopadhyaya and Cristo, 

2012; King et al., 2013). 

GABAergic transmission has been well characterized in the mature BLA (Washburn and 

Moises, 1992; Martina et al., 2001). GABAergic transmission, which mediates all of the fast 

synaptic inhibition in the amygdala, occurs primarily from BLA interneurons. The BLA is a 

cortical-like structure, with a similar distribution of cell types as the neocortex and hippocampus 

– a mix of principal neurons and inhibitory, GABAergic interneurons (Carlsen and Heimer, 

1988). Principal neurons of the BLA are excitatory, projection neurons that constitute 

approximately 80-85% of its total cell population and mediate all of the output of the nucleus. 

The remainder is local-circuit interneurons that release GABA and inhibit the neighboring 

principal neurons (McDonald, 1985; Rainnie et al., 1993). GABAergic fibers in the BLA mainly 

originate from local interneurons, but also include extrinsic inhibitory inputs from nearby 

paracapsular intercalated cells, as well as the basal forebrain (Marowsky et al., 2005) (Mascagni 

and McDonald, 2009). BLA interneurons are highly interconnected, being targets of BLA 

principal neurons and extrinsic excitatory fibers; activation of excitatory inputs to the BLA elicits 

robust feed-forward inhibition that limits the response of the amygdala (Rainnie et al., 1991a). 

GABA determines the excitability of the amygdala and thereby regulates emotional 

behavior and learning (Shekhar et al., 2003; Ehrlich et al., 2009). A balance of excitatory and 
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inhibitory synaptic transmission is critical for the function of local circuits in the brain (Shu et al., 

2003). Activation of amygdala principal neurons is thought to bidirectionally influence anxiety 

states and aversive learning; GABAergic transmission in the amygdala is suggested to alleviate 

anxiety by reducing excitability of the nucleus as a whole. To this end, blocking GABA receptors 

in the BLA promotes fearful and anxious behaviors (for review, see Quirk and Gehlert, 2003), 

whereas enhancing GABA function attenuates these behaviors (Davis et al., 1994; Sanders and 

Shekhar, 1995). Furthermore, ablation of a subset of BLA interneurons reduces sociability (Truitt 

et al., 2007). GABA receptor activation blocks signal propagation throughout the amygdala 

(Wang et al., 2001), and loss of GABAergic transmission in the amygdala results in 

generalization of fearful associations (Shaban et al., 2006). Acute stress induces GABA release in 

the amygdala (Cook, 2004), but chronic stress attenuates GABA release caused by subsequent 

stressors, suggesting reductions in amygdala GABAergic transmission may contribute to stress 

allostasis (Reznikov et al., 2008). GABAergic transmission in the amygdala is, for all these 

reasons, a classic target of anxiolytic drugs, including benzodiazepines and barbiturates (Sandford 

et al., 2000). 

Described further in Section 1.3.3.1, the amygdala plays a well-defined role in a form of 

associative fear learning called classical or Pavlovian fear conditioning. In classical fear 

conditioning, a benign (conditioned) stimulus is repeatedly presented along with a noxious 

(unconditioned) stimulus, and the conditioned stimulus comes to independently elicit a fear 

response. Synaptic input representing the conditioned and unconditioned stimuli converge in the 

BLA, where synaptic plasticity is thought to enable the conditioned stimulus to elicit the same 

response as the unconditioned stimulus (Fendt and Fanselow, 1999; Davis, 2000; LeDoux, 2007). 

GABA receptors exert control over classical fear conditioning, including the acquisition and 

expression of memories for the fear association (Ehrlich et al., 2009).  

Not only does BLA inhibition regulate fear learning, but it is also essential for the learned 

suppression of conditioned fear known as ‘extinction.’ Learning to extinguish fearful associations 
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is particularly relevant for anxiety disorders, which involve excessive fear responses to benign 

stimuli that must be curbed by treatment (Coles and Heimberg, 2002; Lissek et al., 2005; Rainnie 

and Ressler, 2009). In extinction training, the formerly conditioned CS is repeatedly presented 

without the US, and over time the fearful response is curbed as the CS loses predictive value. 

This learning depends on the formation of a new memory in the BLA that inhibits the fearful 

memory (Rescorla, 2001; Barad et al., 2006; Bouton et al., 2006; Myers and Davis, 2007), and 

requires strengthening of GABAergic synapses in the amygdala (Lin et al., 2009). Furthermore, 

infusion of a GABA receptor agonist in the BLA enhances extinction (Akirav et al., 2006). Fear 

extinction enhances expression in the amygdala of genes related to GABAergic function, and fear 

conditioning causes a downregulation of GABA-related genes, suggesting the amygdala GABA 

system can be bidirectionally modulated to control the balance of fear and safety learning (Heldt 

and Ressler, 2007). 

1.2.3.1 Parvalbumin Interneurons Organize BLA Activity 

The most common class of interneuron found in the amygdala, cerebral cortex, and 

hippocampus is identified by its expression of the calcium-binding protein, parvalbumin 

(McDonald and Pearson, 1989; Baimbridge et al., 1992; Kemppainen and Pitkanen, 2000; 

McDonald and Mascagni, 2001; Schwaller et al., 2002). Parvalbumin-expressing (PV
+
) 

interneurons comprise a large portion of basket cells, which form periosmatic baskets on principal 

neurons that provide robust inhibition at the soma (Somogyi et al., 1983; Bartos and Elgueta, 

2012). In the BLA, these neurons have a variety of electrophysiological properties and include 

both burst-firing and stutter-firing interneurons (Rainnie et al., 2006). PV
+
 neurons in the BLA 

and elsewhere in the brain innervate hundreds of neighboring neurons and can form multiple 

synapses on each of those neurons (Tamas et al., 1997; Wang et al., 2002; Rainnie et al., 2006). 

As shown in the BLA and elsewhere, the diverse projections of PV
+
 interneurons are 

useful for coordinating the activity of groups of principal neurons (Chapter 6; Cobb et al., 1995; 
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Miles et al., 1996; Ryan et al., 2012). PV
+
 basket cells control rhythms in neural networks, 

organizing their target neurons into oscillations that are critical for network function (for review, 

see Freund and Katona, 2007). In the hippocampus, PV
+
 neurons contribute to gamma 

oscillations in the hippocampus and thereby support memory function (Bartos et al., 2002; Fuchs 

et al., 2007; Sohal et al., 2009). In the BLA and throughout the brain, PV
+
 neurons form a 

syncytium with dendritic and axonal gap junctions, coordinating their activity and supporting 

their role in oscillation production (Muller et al., 2005). Supporting the critical role of PV
+
 

interneurons in the BLA circuit, acute stress and a variety of anxiogenic agents cause activation 

of parvalbumin neurons in the rat BLA as measured by immediate early genes (Reznikov et al., 

2008; Hale et al., 2010). 

While parvalbumin is typically considered solely a neuronal marker, its expression does 

influence the function of interneurons. Parvalbumin functions as a so-called “slow-onset” calcium 

buffer in synaptic terminals, and genetic deletion of parvalbumin enhances short-term facilitation 

of synapses, strengthening repetitive GABAergic release events (Caillard et al., 2000; 

Vreugdenhil et al., 2003; Collin et al., 2005; Orduz et al., 2013). However, in neurons with low 

parvalbumin concentrations, it has no effect on synaptic transmission (Eggermann and Jonas, 

2012). Furthermore, the concentration of parvalbumin in individual neurons and its variability 

across neurons differs by brain region (ibid.). Increases in parvalbumin concentration also reduce 

the excitability of fast-spiking interneurons (Bischop et al., 2012; Orduz et al., 2013). Together 

these data support a role for the expression of parvalbumin protein in reducing GABAergic 

transmission through synaptic depression and reducing interneuron excitability. In line with this 

logic, an inbred rat strain with high emotionality and anxiety has greater density of PV
+
 neurons 

in the BLA (Yilmazer-Hanke et al., 2002). 
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1.2.3.2 GABA Promotes Network Oscillations Observed During Fear 

As mentioned above, PV
+
 interneurons play an important role in organizing neurons into 

network oscillations. These neurons exemplify the complex role of GABA in the brain; this 

neurotransmitter not only serves to dampen the activity of amygdala neurons, but can also 

promote BLA activation through the organization of neuron firing (Chapter 6; Ryan et al., 2012). 

Coordinated inhibitory input across multiple neurons is a common mechanism to synchronize 

their action potential firing and generate network oscillations (Soltesz and Deschenes, 1993; 

Buzsaki, 1997; Penttonen et al., 1998; Pouille and Scanziani, 2001; Person and Perkel, 2005; 

Sohal et al., 2006; Szucs et al., 2009). Optogenetic silencing of PV
+
 neurons in awake, behaving 

mice influences the phase of ongoing theta (6-10 Hz) oscillations, supporting a role for these 

neurons in coordinating slow network oscillations (Royer et al., 2012). 

Recent evidence suggests oscillatory activity of neurons in the BLA plays a key role in 

regulating affect in awake, behaving animals (for review, see Pape and Pare, 2010).  More 

specifically, it is now evident that the amygdala, hippocampus, and prefrontal cortex produce 

coordinated high delta / low theta (4-5 Hz) oscillations during acquisition (Madsen and Rainnie, 

2009) and retrieval (Sangha et al., 2009) of learned fear, which then diminish over the course of 

subsequent extinction learning. The importance of network oscillations for BLA function 

emphasizes the critical role PV
+
 interneurons play in amygdala function. As discussed in the 

following section, the developmental emergence of PV
+
 interneurons is one of many indicators of 

the changing function of the amygdala throughout postnatal life. 

1.3 Maturation of Amygdala Physiology and Function 

Towards the goal of understanding the etiology of anxiety disorders and interpreting the 

effects of ELS within a developmental framework, this section describes the current state of 

knowledge regarding amygdala development – in terms of function, physiology, morphology, 

connectivity, and synaptic transmission. Section 1.3.1 contains an argument for the role of 
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amygdala development in shaping emotional outcomes. Then in Sections 1.3.2 and 1.3.3, 

respectively, the current knowledge is presented regarding developmental changes to the function 

of the primate and rodent amygdala. To facilitate comparisons across species, it is useful to 

consider the following developmental time points: a baby rat has comparable cortical maturity to 

a newborn human around postnatal day (P)12, which coincides with opening of the eyes and the 

onset of the capacity to hear; rats are weaned around P21, compared to around 6 months of age 

for rhesus macaques and humans; rats reach sexual maturity between P40 and P60, compared to 

4-5 years old for macaques; rat life expectancy is around 3 years, while macaques typically live 

less than 40 years (Cork and Walker, 1993; Prather et al., 2001; Coe and Shirtcliff, 2004; Quinn, 

2005; Tritsch and Bergles, 2010). Here, we will focus on postnatal periods including infancy and 

early adolescence, when the BLA undergoes rapid and drastic maturation. 

1.3.1 A Critical Period for Amygdala Influence on Emotional Development 

The importance of understanding the normative trajectory of brain development follows 

logically from a neuroconstructivist approach to studying anxiety disorders. Simply put, 

neuroconstructivism posits that brain function, genes, and environmental factors actively interact 

to shape brain development (Karmiloff-Smith, 2009). As such, understanding the function and 

physiology of a region in the mature brain is insufficient for interpreting that region’s 

contribution to the function of the immature brain or the etiology of developmental disorders. 

Section 1.3 therefore serves to identify putative CPs in amygdala development, windows of 

profound change when the contribution of this brain region to emotional processing is in flux. 

These CPs constitute the most likely periods when perturbations to amygdala function emerge in 

terms of behavioral deficits or influence the wiring of the limbic system.  

A number of studies of amygdala lesions support a neuroconstructivist approach to 

emotional development, suggesting the function of the immature amygdala coordinates some 

aspects of emotional development. Specifically, these studies highlight differences in the effects 
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of lesions of the amygdala during development and in adulthood. Comparing amygdala lesions in 

early development and adulthood illustrates that humans with early amygdala damage have worse 

memory for emotionally arousing stimuli (Shaw et al., 2005). In addition, amygdala lesions later 

in life interfere minimally with recognition of emotional facial expressions (Hamann and 

Adolphs, 1999), contrasted with the profound effect of congenital amygdala lesions (Adolphs et 

al., 1994). Similar findings exist for nonhuman primates: lesions of the macaque amygdala in 

infancy impact emotional and social behavior distinctly from lesions in adulthood (Prather et al., 

2001). Furthermore, adolescent lesions of the macaque amygdala have milder effects than 

neonatal lesions, which promote lower social dominance, reduced aggression, and enhanced 

social fear (Bachevalier and Malkova, 2006). Finally, while ablating the amygdala of a rat at P21 

impacts its social behavior, if ablation occurs at an earlier point in development, at P7, the deficits 

are more severe and also impact the animal’s stress response (Wolterink et al., 2001). These 

studies suggest the amygdala functions during brain development to organize the formation of 

emotional circuits in the brain, and early life changes to amygdala function are therefore of great 

importance for emotional outcomes. 

1.3.2 Development of the Human Amygdala 

Human imaging studies have identified a number of gross developmental changes to 

amygdala structure and function, in general identifying childhood and adolescence as a period of 

accelerated amygdala growth. The basic structure of the amygdala can be detected at birth 

(Humphrey, 1968; Ulfig et al., 2003). Nonhuman primate studies suggest that the amygdala 

develops most quickly during infancy (Payne et al., 2010), but its development is protracted. The 

amygdala enlarges through adolescence relative to the rest of the temporal lobe (Giedd et al., 

1996). Late maturation of the amygdala is evidenced by studies of white matter density; the 

frontal and temporal lobes gain white matter relatively late in human development (Deoni et al., 

2011).  
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In terms of function, the amygdala is active in childhood and adolescence but its specific 

function changes. The amygdala is activated in response to emotional faces during childhood and 

adolescence (Baird et al., 1999; Thomas et al., 2001a), and also contributes to fear conditioning as 

early as adolescence (Monk et al., 2003b). However, with age comes increased integration of the 

amygdala into limbic circuitry. Compared to adults, children show significantly weaker 

functional connectivity of the amygdala with limbic structures, the vmPFC, and polymodal 

association cortices. Interestingly, the role of the BLA seems to become more specified with age, 

as children show greater intrinsic connectivity between the BLA and CeA, as well as greater 

overlap in their functional connectivity with target regions (Qin et al., 2012). 

As described in Section 1.2.1, a wealth of studies have identified greater responsiveness 

of the adolescent amygdala to social stimuli with a negative emotional valence (Baird et al., 1999; 

Monk et al., 2003a; Killgore and Yurgelun-Todd, 2004; Guyer et al., 2008) and diminished 

functional connectivity of the PFC and amygdala. This increased amygdala activity during 

adolescence may reflect development of the amygdala before the emergence of top-down control 

from higher-order cortical areas, especially the prefrontal cortex, that serve to inhibit the 

amygdala in adulthood (for review, see Casey et al., 2008). 

1.3.3 Development of the Rodent Amygdala 

1.3.3.1 Development of Amygdala Neuron Morphology and Physiology 

Studies of the rodent amygdala have provided a much finer resolution description of 

amygdala development, identifying changes to the structure and function of individual neurons 

throughout infancy and into adolescence. Morphological studies have revealed the structure of the 

BLA in rodents does not begin to stabilize until at least P28. The basolateral complex of the 

amygdala emerges by E17 in rats (Berdel et al., 1997b), and the majority of neurogenesis there 

occurs between E14 and E16 (Bayer et al., 1993). The BLA specifically increases in volume until 

the third postnatal week (Berdel et al., 1997a; Chareyron et al., 2012).  Neuronal density is 

reduced in half between P7 and P14 (Berdel et al., 1997a). From birth to P7, the cross-sectional 
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area of BLA neurons doubles, but at P7 the majority of neurons are still small and have only one 

or two main dendrites (ibid.).  By P14, the cross-sectional area of neurons is the same as in the 

adult BLA. A Golgi-Cox study of developing BLA neurons found an expansion of dendrites 

during the first few postnatal weeks (Escobar and Salas, 1993). 

Concomitant with changes to the structure of the BLA as a whole and its constituent 

neurons are a variety of changes to the connectivity of BLA neurons. There is a three-fold 

increase in total synapses in the BLA from P7 to P28, as measured by synaptophysin staining 

(Morys et al., 1998), reflecting increased intrinsic connectivity as well as maturation of inputs to 

the amygdala. Tract-tracing studies have shown that putative glutamatergic inputs to the BLA 

from the PFC and thalamus mature between P7 and P13 (Bouwmeester et al., 2002b) and 

stabilize by P25, before undergoing pruning in late adolescence (Cressman et al., 

2010). Dopaminergic and noradrenergic inputs to the BLA become more dense between P14 and 

P20 (Brummelte and Teuchert-Noodt, 2006), and vesicular monoamine transporter 2 (VMAT2) is 

present in the BLA as early as E17, supporting a role for these monoamines in the early 

development of the BLA (Lebrand et al., 1998). Amygdala efferents also become refined 

postnatally; projections from the BLA to PFC seem to develop particularly late, during the second 

and third postnatal weeks, while projections to the thalamus and nucleus accumbens have mature 

morphology and density as early as P7 (Verwer et al., 1996; Bouwmeester et al., 2002a). 

Furthermore, studies with a trans-synaptic tracer injected into the stomach showed that efferents 

of the amygdala mature during the first postnatal week, as labeling of the amygdala was much 

greater at P8 than P4 (Rinaman et al., 2000). These studies suggest the wiring of the BLA 

changes postnatally, but no studies have characterized the development of dendritic spines. 

Dendritic spines provide a means of compartmentalization of biochemical and electrical signals 

related to neurotransmission, and should therefore reflect the maturation of amygdala 

connectivity (Shepherd, 1996; Lee et al., 2012). In Chapter 3, we address the knowledge gap 
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regarding the morphology of BLA principal neurons, as none of these studies addressed specific 

neuronal subtypes, both in terms of dendritic arborization and spine expression.  

While much attention has been paid to the development of amygdala morphology, very 

little is known concerning amygdala neuron physiology throughout development. No study has 

yet to characterize the intrinsic physiology of BLA principal neurons during development. We 

address this knowledge gap in Chapter 2. The few electrophysiological studies performed in the 

developing BLA have identified changes to synaptic plasticity. Thalamic inputs to the BLA 

exhibit long-term potentiation (LTP) following high-frequency stimulation at P28, but not at P60 

(Pan et al., 2009). Similarly, before P10, high-frequency stimulation of cortical input to the BLA 

results in LTP, while after P10 this same protocol elicits long-term depression (LTD; Thompson 

et al., 2008). In adulthood, GABAergic inhibition limits amygdala excitability and prevents LTP; 

therefore, this switch is likely driven by developmental changes to GABAergic transmission in 

the BLA, which are described in the following section and further characterized in Chapter 4.  

1.3.3.2 Emergence of Amygdala Inhibition and Developmental Critical Periods 

The structure and function of the GABAergic system undergo protracted development 

that lasts well into postnatal life. As described in Section 1.2.3, GABA is the sole mediator of fast 

synaptic inhibition in the adult BLA, and it regulates amygdala function in a variety of important 

ways. However, the function of this neurotransmitter system is classically regulated throughout 

development (Ben-Ari et al., 2012; Kilb, 2012). The extent of maturation of GABAergic 

transmission in the amygdala is largely unknown, despite early GABA dysregulation being 

implicated in the pathophysiology of neurodevelopmental disorders (Chattopadhyaya and Cristo, 

2012; King et al., 2013). This section details what is known regarding GABAergic development 

in the BLA, as well as in the brain at large, to identify knowledge gaps related to the etiology of 

anxiety disorders. 

GABAergic transmission is present very early, but plays distinct roles in the immature 

and mature brain. GABAergic neurons arise from the medial and caudal ganglionic eminences 
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and migrate throughout the brain during embryogenesis (Miyoshi et al., 2007; Miyoshi et al., 

2010). GABAergic synapses have been identified in the brain as early as E16 by some measures 

(Konig et al., 1975; De Felipe et al., 1997). In the embryo and early postnatally, GABA performs 

distinct functions from in the adult brain; GABA is implicated in a variety of neurodevelopmental 

processes including cell proliferation, migration, and differentiation, synapse maturation and 

stabilization, and circuit wiring (Owens and Kriegstein, 2002; Huang and Scheiffele, 2008; Le 

Magueresse and Monyer, 2013). GABAergic transmission has also been shown to influence the 

function of neuronal stem cells and neuroblasts (LoTurco et al., 1995; Owens et al., 1996; Manent 

et al., 2005). 

Postnatally, a number of structural and functional changes occur to GABAergic synapses 

and neurons. Refinement of structures and processes in postsynaptic neurons leads to refinement 

of GABAergic transmission (Le Magueresse et al., 2011). These synapses increase in density and 

have release events at higher frequencies across the first postnatal month (Luhmann and Prince, 

1991). The postsynaptic currents elicited by GABAergic synapses become faster with age, 

influencing the duration of inhibition as well as the entrainment of action potentials and 

oscillations (Pouille and Scanziani, 2001; Tamas et al., 2004). Specifically in the BLA, there is a 

significant increase in the density of GABAergic fibers from P14 to P21, while the density of 

GABAergic cell bodies decreases (Brummelte et al., 2007). As discussed below, there are a 

number of postnatal changes to parvalbumin-expressing interneurons, which form perisomatic 

basket synapses and regulate network oscillations; these neurons only emerge in the BLA around 

P17, and do not reach mature levels until P30 (Berdel and Morys, 2000; Davila et al., 2008).  

In general, GABAergic terminals early in development have high release probability and 

high neurotransmitter output, but revert to lower release probability and output in adulthood; 

these high output, immature synapses exhibit short-term depression, when the response becomes 

weaker upon rapid, repeated synapse activation (for review, see Zucker and Regehr, 2002). 

Variations in short-term plasticity alter temporal filtering mechanisms of synapses (Buonomano, 
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2000; Fortune and Rose, 2001; Pfister et al., 2010), and short-term depression of GABAergic 

synapses specifically promotes high-pass filtering of excitatory transmission and increases the 

information transmitted by bursts of action potentials (Abbott and Regehr, 2004; George et al., 

2011). 

The ionotropic receptor for GABA, the GABAA receptor, which mediates all fast 

inhibition in the adult amygdala, is not inhibitory early in development. GABAA receptors are 

excitatory at birth and assume their mature function postnatally (for review, see Ben-Ari et al., 

2012). The switch from excitatory to inhibitory GABA results from changes to the concentration 

gradient of chloride, the major ion mediating GABAA currents. At birth, there is greater 

expression of sodium-potassium-chloride cotransporter 1 (NKCC1), which accumulates 

intracellular chloride and renders GABAA receptors excitatory. In adulthood, potassium-chloride 

cotransporter 2 (KCC2) is expressed more highly, extruding chloride from the cell and rendering 

GABAA receptors inhibitory (Ben-Ari et al., 2012). Excitatory GABA early in development is 

thought to promote calcium influx and modulate neuronal growth and synapse formation (Ben-

Ari et al., 1997). 

GABAergic transmission also plays a role in coordinating brain development. Activation 

of GABAergic synapses directly influences the development of those synapses (Akerman and 

Cline, 2007; Chattopadhyaya et al., 2007; Huang, 2009), but also organizes circuit maturation 

during CPs. One well-established trigger for the onset of CPs, or developmental windows of high 

plasticity, is activity at GABAA receptors (for review, see Hensch, 2005). Transplantation of 

interneurons restores CP plasticity, suggesting the development of inhibitory neurons specifically 

triggers this plasticity (Southwell et al., 2010). 

Two specific, overlapping GABAergic circuits are implicated in regulating CP timing –

GABAA receptors containing the α1 subunit as well as PV
+
 interneurons. GABAA receptors are 

pentameric channels composed of subunits from a variety of families, including α, β, γ, δ, ε, θ, π, 

and ρ. The most common subtype configuration includes 2 α, 2 β, and 1 γ subunit. The α subunits 



28 
 

influence the kinetics, localization, and drug sensitivity of GABAA receptors (Nusser et al., 1996; 

Hevers and Luddens, 2002). There are six known α-subunits, and the relative expression of these 

subunits changes throughout development. As the brain develops, expression shifts from the α2 

subunit toward the α1 subunit, which confers faster kinetics (Dunning et al., 1999; Cohen et al., 

2000; Bosman et al., 2002; Mohler et al., 2004; Bosman et al., 2005b; Eyre et al., 2012). 

Emergence of the α1 subunit has specifically been linked to CP timing. Selective deletion of fast 

synaptic GABA activity prevents CP onset (Hensch et al., 1998), and activation of receptors 

containing the α1 subunit directly influences CP onset (Huntsman et al., 1994; Fagiolini et al., 

2004). Further supporting a role for the α1 subunit in postnatal development, genetic deletion of 

this subunit preserves GABAergic terminals early in postnatal development, but GABAergic 

transmission is perturbed by P11 and lost by P18 (Fritschy et al., 2006). 

The α1 subunit is the most highly expressed α-subunit in the mature brain, being included 

in 60% of adult GABAA receptors and having dense immunoreactivity and in-situ hybridization 

throughout the adult brain (Hornung and Fritschy, 1996; Davis et al., 2000) ( Laurie et al., 1992, 

1331359; Hornung and Fritschy, 1996; Davis et al., 2000). The adult, mouse BLA contains high 

expression of the α1 subunit (Heldt and Ressler, 2007; Pirker et al., 2000, 11113332) and 

postsynaptic currents (PSCs) mediated by both α1- and α2-containing GABAA receptors 

(Marowsky et al., 2004). During the first three weeks after birth, α1 mRNA emerges and reaches 

full expression in the rat BLA (Zhang et al., 1992). Supporting a role for the α1 subunit in BLA 

development, transgenic mice lacking this subunit exhibit enhanced conditioned fear as adults 

(Wiltgen et al., 2009). Conversely, knockdown of α1 in the BLA selectively during adulthood has 

not been shown to impact emotional behavior (Heldt and Ressler, 2010), raising the possibility 

that changes in α1 expression in the BLA have the most potent effect during development, when 

inhibitory synaptic transmission is helping to organize amygdala maturation. 

As described in Section 1.2.3.1, PV
+
 interneurons are a subtype of basket cells that play a 

fundamental role in the function of cortical-like circuits, including the BLA. These interneurons 
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and their function primarily emerge postnatally and also influence circuit development, likely 

through their interaction with GABAA receptors containing α1 subunits. In the hippocampus, 

release sites of PV
+
 interneurons have a high abundance of GABAA receptor α1 subunits, relative 

to synapses of other interneuron subtypes (Nusser et al., 1996; Fritschy et al., 1998; Pawelzik et 

al., 1999; Thomson et al., 2000; Nyiri et al., 2001; Klausberger et al., 2002). 

In the BLA, PV
+
 interneurons do not emerge until P17 and reach maturity at P30 (Berdel 

and Morys, 2000), during the same window when α1 expression emerges. In contrast, principal 

neurons are numerous in the BLA at birth (Berdel et al., 1997a) and interneurons containing the 

calcium binding proteins calbindin and calretinin can be found in the incipient BLA as early as 

E14-15 (Legaz et al., 2005). While maturation of PV
+
 interneurons specifically in the BLA has 

not been studied, a similar population in the mouse neocortex matures significantly from P7 to 

P21, showing increased high frequency spike discharge, alterations to intrinsic membrane 

properties (Goldberg et al., 2011) and faster action potentials (Lazarus and Huang, 2011). A 

similar developmental trajectory is observed in these interneurons in the rat striatum (Plotkin et 

al., 2005). The axonal arbors of basket cells expand markedly between P7 and P28 (Doischer et 

al., 2008) as their synapses on pyramidal cells increase in strength (Kuhlman et al., 2010). 

PV
+
 interneurons associate with another marker of circuit maturity, specializations of the 

extracellular matrix known as perineuronal nets (PNNs). PNNs are found in the adult BLA in 

humans, rhesus macaques, and rodents (Hartig et al., 1995; Pantazopoulos et al., 2008; Gogolla et 

al., 2009). These structures are responsible for the stabilization of synapses and are preferentially 

found on fast-spiking basket cells that express parvalbumin, and degradation of PNNs increases 

the excitability of these interneurons (Dityatev et al., 2007). The formation of PNNs during 

development and the subsequent increase in activation of PV
+
 interneurons contribute to the 

closing of CP plasticity (Pizzorusso et al., 2002; Hensch, 2005; Nowicka et al., 2009). 

Importantly, reducing excitability of PV
+
 interneurons by disrupting PNNs causes re-opening of 

these CPs (Pizzorusso et al., 2002), and disruption of PNNs and CP reopening are caused by 
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GABAA receptor antagonists (Harauzov et al., 2010). As discussed in the following section, their 

emergence triggers developmental changes in emotional learning (Gogolla et al., 2009). 

1.3.3.3 Changing Contributions of the Amygdala to Emotional Behavior 

Postnatal development also involves a number of changes to the expression of emotional 

behaviors as well as the contribution of the amygdala to those behaviors (for reviews, see Landers 

(for reviews, see Wiedenmayer, 2009; Landers and Sullivan, 2012; King et al., 2013). As one 

example, development of the amygdala is suggested to underlie changes to avoidance behavior 

(Ernst and Fudge, 2009). Rat pups exhibit an unlearned defensive behavior, freezing in the 

presence of an adult male, around P12 but not earlier (Takahashi, 1992). Also beginning at P12, 

exposure to an adult male elicits activation of the amygdala, suggesting changes in the function or 

connectivity of the amygdala contribute to this behavioral emergence (Moriceau et al., 2004).  

The contribution of the developing BLA to emotional behavior has been studied in depth 

using classical fear conditioning (described in Section 1.2.3), the learned association of a benign, 

‘conditioned’ stimulus with a noxious, ‘unconditioned’ stimulus (Fendt and Fanselow, 1999; 

Davis, 2000; LeDoux, 2000). Fear conditioning studies in humans have shown that conditioned 

responses increase across childhood (Gao et al., 2010). Studies of fear conditioning and the well 

characterized, underlying neural circuit nicely illustrate the contribution of amygdala 

development to a CP for emotional learning in infancy. For example, while pairing an odor 

(conditioned stimulus, CS) with a shock (unconditioned stimulus, US) leads to avoidance of the 

odor in rats as young as P10, just two days earlier, at P8, this pairing leads to paradoxical 

approach to the CS (Sullivan et al., 2000). Furthermore, the paradigm at P10 but not P8 causes 

activation of the BLA, as measured by immediate early gene expression. This early appetitive 

conditioning to shocks likely follows from an inability to categorize sensory stimuli; rats at P3 

and P6 exhibit the same responses to milk infusions and footshocks, and not until P12 do pups 

exhibit appropriate and distinct responses to these stimuli (Camp and Rudy, 1988). The deficit in 
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assigning emotional valence to perceptual stimuli early in development suggests a lack of mature 

functionality of the amygdala. 

The amygdala directly controls the CP for the approach behavior following fear 

conditioning, acting downstream of the stress response. Infusion of glucocorticoids into the 

amygdala during training leads to precocious avoidance behavior and amygdala activation at P8, 

while infusion of a glucocorticoid receptor antagonist into the amygdala during training 

reproduces the immature approach behavior after P10 (Moriceau et al., 2006). Similarly, 

administration of exogenous glucocorticoids causes precocious activation of the amygdala and 

defensive behavior following exposure to a predator odor at P8 (Moriceau et al., 2004), and 

andrenalectomy blocks the emergence of this response (Takahashi and Rubin, 1993). These 

findings support the notion that the CP is defined by the emergence of stress-induced 

glucocorticoid release in the amygdala, although changes to the amygdala may also act upstream 

of glucocorticoid release. The SHRP ends around P12 (described in Section 1.1.2.2), and one 

main function may be to suppress amygdala activation before this age (Moriceau et al., 2004).  

Maturation of the dopamine system also plays a role in this fear learning CP during 

infancy. The paradoxical approach behavior at P8 corresponds with reduced dopamine efflux in 

the amygdala. Furthermore, glucocorticoid infusion into the amygdala at P8 increases dopamine 

efflux, and dopamine receptor antagonists block the glucocorticoid-induced, precocious aversion 

(Barr et al., 2009). 

While aversive conditioning to odors is possible as early as P10, more complex 

behavioral responses emerge later, as the amygdala circuit continues to develop. Defensive 

behaviors including freezing responses and heart rate suppression emerge around 2 weeks after 

birth (Campbell and Ampuero, 1985; Hunt, 1999) and CS-induced potentiation of startle 

responses emerges between P18 and P23, depending on the modality of the conditioned stimulus 

(Hunt et al., 1994; Barnet and Hunt, 2006). Also, at two weeks-old, rats do not exhibit trace 

conditioning, when the CS and US are presented with a fixed delay, but develop this capacity 
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gradually over the subsequent two weeks (Moye and Rudy, 1987; Barnet and Hunt, 2005). 

Finally, the expression of contextual fear memories is temporarily suppressed in mice around 

P30, along with learning-induced synaptic changes in the BLA (Pattwell et al., 2011). The 

delayed development of the capacity to learn and express fearful associations is likely due to 

protracted maturation of amygdala circuitry. 

There is a developmental profile for the contribution of the amygdala not only to fear 

conditioning, but also to the learned suppression of conditioned fear known as extinction 

(described in Section 1.2.3). The argument for extinction involving suppression, rather than 

erasure, of fear conditioning stems from the persistent fear-inducing capacity of the CS; after a 

period following extinction training, conditioned fear responses can recover due to re-exposure to 

the US without the CS, termed “reinstatement,” or following exposure to the environmental 

context of the CS-US pairing, termed “renewal” (Bouton et al., 2006; Myers and Davis, 2007). 

However, early in development extinction seems to constitute permanent erasure of fear, as 

animals younger than P24 do not exhibit reinstatement or renewal of extinguished fear (Kim and 

Richardson, 2007, 2008). Developmental changes in synaptic plasticity in the BLA are implicated 

in this switch, as NMDA receptors are required for extinction at P24 but not the fear erasure 

exhibited at P17 (Langton et al., 2007). Interestingly, inactivation of the mPFC interferes with 

extinction at P24 but not at P17, suggesting the late development of connectivity of the BLA and 

mPFC also influences the mechanism of extinction (however, see Nair et al., 2001; Kim et al., 

2009; Sotres-Bayon and Quirk, 2010). 

A number of studies specifically implicate maturation of the amygdala GABA system in 

the development of fear learning. The emergence of conditioned avoidance at P10 corresponds 

with a switch in synaptic plasticity in the BLA; tetanic stimulation of the external capsule induces 

LTP in the BLA before P7 and LTD at P10, but application of a GABAA receptor antagonist in 

adulthood restores the immature form of synaptic plasticity (Thompson et al., 2008). Nearly every 

study of LTP in the adult BLA includes application of GABAA antagonists because stimulation of 
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BLA inputs elicits feed-forward inhibition that shunts excitatory input and blocks LTP (Rainnie 

et al., 1991a; McKernan and Shinnick-Gallagher, 1997; Weisskopf et al., 1999; Li et al., 2011). 

That GABAA receptor antagonists are not required to elicit LTP at P7 suggests feed-forward 

inhibition in the BLA may not be present at this young age. GABAergic inhibition not only 

suppresses LTP in the adult BLA, but also prevents generalization of conditioned fear to non-

presented stimuli, a process implicated in anxiety disorders (Shaban et al., 2006; Bergado-Acosta 

et al., 2008). Interestingly, juvenile mice exhibit generalization of conditioned fear (Ito et al., 

2009) which may be due to immature GABA circuits being unable to limit synaptic plasticity in 

the amygdala. Amygdala GABAA receptors are also required at P18 for infantile amnesia, the 

short-term suppression of learned fear associations during infancy (Kim et al., 2006b; Tang et al., 

2007).  

Developmental changes to GABAergic transmission in the amygdala are also implicated 

in the maturation of fear extinction, which is a GABA-receptor dependent phenomenon in 

adulthood (see Section 1.2.3). The switch in extinction mechanisms, from erasure to suppression, 

likely depends on maturation of amygdala inhibition, as activation of amygdala GABAA receptors 

is required for extinction at P24 but not the fear erasure exhibited at P17 (Kim and Richardson, 

2007, 2010). Furthermore, PNNs (described in Section 1.2.3.1) emerge around P24 and their 

degradation in adult animals reverts extinction to the immature, erasure mechanism (Gogolla et 

al., 2009). 

1.4 Impact of Early Life Experience on Amygdala Development  

It is now possible to describe the effects of ELS on the amygdala, using the normative 

development of the amygdala as a context. As discussed in Section 1.3.1, the complex and 

interdependent processes of brain development make single time points of little value for 

understanding outcomes. Specific changes to amygdala function caused by ELS are hypothesized 

to be most impactful during CPs in development. It is necessary to consider the direct effects of 
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ELS during those windows, not in adulthood, to understand the trajectory over which anxiety 

disorders can be instantiated and thereby prevented. To this end, the various effects of ELS on the 

amygdala will be outlined, with greater preference placed on those spanning developmental CPs 

(Section 1.4.1) but some attention paid to those with limited developmental perspective (Section 

1.4.2). Finally, environmental factors that have been shown to promote resiliency will be 

presented in Section 1.4.3, to contrast the effects of ELS and identify targets for intervention in 

anxiety disorder pathogenesis. 

1.4.1 Early Life Stress and the Trajectory of Amygdala Development 

As discussed above, amygdala dysfunction following ELS has been suggested to 

contribute to the pathogenesis of psychiatric disorders (Heim and Nemeroff, 2002; Zhang et al., 

2004; Sadler et al., 2011; Blackford and Pine, 2012; Callaghan et al., 2013). The specific effects 

of ELS on the amygdala and the contribution of those effects to disease risk are complex; not 

only the timing of exposure to ELS, but also the timing of measurement, influences the effects on 

the biology of the amygdala (Tottenham and Sheridan, 2009). Therefore, this section will outline 

the current state of knowledge regarding the effects of ELS on the trajectory of amygdala 

development and summarize what conclusions can be drawn from this sparse and sometimes 

contradictory literature. 

Studies investigating the trajectory of amygdala development following ELS in terms of 

volume have identified age-specific effects that emphasize the importance of considering 

trajectories. A longitudinal study of human families found that maternal cortisol early in 

pregnancy positively correlated with amygdala volume in offspring at 7 years old, which partly 

mediated the association between maternal cortisol and affective problems in the children (Buss 

et al., 2012). Further study of human development found adverse caregiving increased amygdala 

volumes during childhood (Mehta et al., 2009; Tottenham et al., 2010). Parallel findings in 

rodents support the increase of developing amygdala volume following ELS: PS increased the 
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volume, neuron density, and glia density of the rat BLA specifically in adolescence (at P25 but 

not P7, P45, or P60; Kraszpulski et al., 2006). Interestingly, childhood trauma reduces amygdala 

volume in adults with psychiatric disorders (Driessen et al., 2000; Schmahl et al., 2003), however 

a number of studies have failed to replicate this finding (Bremner et al., 1997; Stein et al., 1997; 

De Bellis et al., 1999; Andersen et al., 2008). One explanation for the discrepant findings in 

children and adults is that ELS increases amygdala volume in childhood, possibly via excessive 

or accelerated growth, but robust synaptic pruning or cell death lead to reduced volumes by 

adulthood. Thus, increased amygdala volume in childhood may contribute to the pathogenesis of 

psychiatric disorders or serve as a marker of risk, but further developmental processes during 

adolescence contribute to the final outcome.  

One particular study supports the idea that adolescent development contributes to 

amygdala outcomes. Stress exposure during adolescence (P27-29) was shown to impact 

emotional behavior in adulthood, including enhancing cued fear conditioning, impairing 

avoidance learning, and reducing exploratory behavior. In addition, the stress exposure enhanced 

expression in the BLA, within 4 days and persisting into adulthood, of a neuronal cell adhesion 

molecule, L1. Expression of L1 normally wanes into adulthood, but adolescent stress opposes this 

effect. L1 is involved in several neurodevelopmental processes including neurite outgrowth, axon 

guidance, and cell adhesion, so persistent expression in adulthood may contribute to alterations of 

neuron density and volume of the BLA (Tsoory et al., 2010). The effects of juvenile stress and 

ELS may interact to produce the complex trajectory suggested to contribute to anxiety disorder 

pathogenesis. Furthermore, ELS may enhance stress reactivity in adolescence, increasing the 

likelihood juvenile stress alters subsequent amygdala development.  

A number of animal studies have suggested the effects of PS are mediated by changes in 

stress sensitivity at the level of the amygdala. Exposure throughout pregnancy to glucocorticoids 

increases expression of glucocorticoid receptors in the BLA of adult offspring, and also reduces 

exploratory behavior (Welberg et al., 2001). Changes in the CRF system may also contribute, as 
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late prenatal stress (from E14-21) increases CRF content in and release from the amygdala in 

adulthood (Cratty et al., 1995). The effects of PS may be directly mediated by exposure of the 

fetus to stress hormones. In support of this argument, glucocorticoid receptor expression is 

increased in the BLA of adult offspring following prenatal inhibition of the placental barrier 

enzyme for maternal stress hormones, 11β-hydroxysteroid dehydrogenase 2 (Welberg et al., 

2000). However, because these studies only measured effects in adulthood, they do not preclude 

that increased stress sensitivity in childhood or adolescence contribute to the deficits observed, or 

whether changes in amygdala reactivity to stress may emerge downstream of other effects on the 

brain. In fact, ELS may perturb stress reactivity of the developing BLA through effects on 

serotonin release, which provides negative feedback on the stress response (for review, see Joels 

and Baram, 2009). ELS from P16 to P20 reduces the concentration in the amygdala of serotonin 

and its main metabolite (Matsui et al., 2010). Further supporting the need to consider 

developmental timing of stress and its effects, the same stressor applied from P11 to P15 has the 

opposite effect on these molecules in the amygdala (ibid.) 

1.4.1.1 ELS Causes Precocious Amygdala Development 

Many effects of ELS on the amygdala can be simplified as accelerated maturation. For 

instance, exposure to ELS causes precocious activation of the amygdala to fearful faces. 

Typically, adults exhibit greater amygdala activation to fearful faces than neutral faces, while 

children do not (Davis and Whalen, 2001; Thomas et al., 2001a). However, children exposed to 

ELS, exhibit the adult phenotype: greater amygdala activation to fearful than neutral faces 

(Maheu et al., 2010; Tottenham et al., 2011). The hypothesized precocious development of the 

BLA following ELS is supported by studies of CPs in the development of two amygdala-

dependent behaviors: the emergence of avoidance learning and the switch in fear extinction 

mechanism from erasure to suppression. 
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As described in Section 1.3.3.3, the rodent amygdala is not activated in response to 

footshocks at P8, and stimuli that are aversively conditioned at this age elicit an approach 

response (Sullivan et al., 2000). ELS from P1 to P7 caused precocious expression of aversive 

learning and amygdala activation at P8, an effect blocked by glucocorticoid receptor antagonists 

at the time of training (Moriceau et al., 2009). This study suggests ELS accelerates development 

of the stress response, which causes precocious activation of the amygdala. It is important to note 

that changes to the amygdala itself may act upstream of the altered stress response. Acute stress 

later in development can also cause precocious fear learning, in this case the expression of fear-

potentiation of startle responses at P20 instead of P22, suggesting ELS may generally act to 

accelerate amygdala activation and fear learning (Yap and Richardson, 2007). 

ELS also leads to precocious expression of the mature form of extinction learning. As 

described in Section 1.3.3.3, extinction of conditioned fear at P17 leads to fear erasure, but 

extinction at P24 consists of suppression of conditioned fear that allows for fear renewal and 

reinstatement (Kim and Richardson, 2007, 2008). However, precocious expression at P17 of 

mature extinction, allowing for fear renewal and reinstatement, is caused by ELS (Callaghan and 

Richardson, 2011). In this case, ELS consists of separation of the pup from the mother from P2-

14. In addition, maternally separated rats exhibit much longer retention of fear that is conditioned 

at P17 (Callaghan and Richardson, 2012). Interestingly, recent work suggests the precocious fear 

learning and extinction caused by chronic ELS can be mimicked by a stressor lasting only 24 

hours (Cowan et al., 2013). 

Precocious activation of the amygdala following ELS may be due to accelerated 

integration into the fear circuit. Another form of ELS, early weaning at P14, causes anxiety-like 

behavior as early as P21 and accelerates myelination of the BLA (Ono et al., 2008). We propose 

strengthening the early connections of the BLA comes at the expense of the connections that form 

late in development, including those with the frontal cortices. In other words, ELS shifts 

amygdala connectivity towards brain regions it interacts with early, at the expense of those 
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connections that typically emerge late. Human imaging studies support this hypothesis; ELS 

diminishes the integrity of fiber bundles connecting the amygdala and PFC (Eluvathingal et al., 

2006; Govindan et al., 2010). This hypothesis fits with the model for diminished top-down 

control of the amygdala in adolescence contributing to psychopathology (Correll et al., 2005; 

Casey et al., 2010).  

Decreased receptivity following ELS of the BLA to late-developing inputs could 

theoretically be achieved through precocious closing of a CP of plasticity. As explained in 

Section 1.3.3.2, developmental CPs can be closed due to activation of GABAA receptors, 

specifically those containing the α1 subunit (Huntsman et al., 1994; Hensch et al., 1998; Fagiolini 

et al., 2004). In addition, CP closure coincides with the emergence of PNNs on PV
+
 interneurons 

(Pizzorusso et al., 2002; Hensch, 2005; Dityatev et al., 2007; Nowicka et al., 2009), which 

themselves preferentially innervate α1-containing synapses (Nusser et al., 1996; Fritschy et al., 

1998; Pawelzik et al., 1999; Thomson et al., 2000; Nyiri et al., 2001; Klausberger et al., 2002). In 

the following section, the potential link between ELS and altered CP timing is supported with 

evidence for experience-dependent regulation of GABAergic function and CP timing. 

1.4.1.2 Experience-Dependent Changes to Critical Period Timing 

ELS is likely to alter the development of BLA inhibition, because early sensory 

experience is known to influence the development of GABAergic transmission and neurons in 

brain regions involved in processing that information in the adult. For example, early auditory 

experience influences the development of GABAergic synapse strength and the localization and 

kinetics of GABAA receptors (for review, see Sanes and Kotak, 2011). Specifically, hearing loss 

during a developmental CP prevents the typical, age-dependent increase in the strength of 

inhibitory synapses and density of GABAA receptors and the loss of short-term synaptic 

depression (ibid.). Furthermore, deprivation during CPs in a variety of sensory modalities reduces 

the content of GABA and its synthesizing enzymes (Hendry and Jones, 1986; Benevento et al., 
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1995; Jiao et al., 2006) and the density of GABAergic neurons and synapses in sensory cortex 

(Gabbott and Stewart, 1987; Micheva and Beaulieu, 1995). Sensory experience triggers balancing 

of levels of inhibition and excitation in the cortex, which leads to improved circuit performance 

(Dorrn et al., 2010).  

The effects of sensory experience on CP expression also include changes to PV
+
 

interneurons and PNNs. Sensory deprivation delays the emergence of parvalbumin expression 

and the formation of perisomatic baskets on pyramidal neurons (Chattopadhyaya et al., 2004; Jiao 

et al., 2006). In songbirds, song learning corresponds with increased PNN expression on PV
+
 

interneurons in a brain area involved in said learning. Furthermore, song deprivation reduces the 

expression of both parvalbumin and PNNs (Balmer et al., 2009).  

Early stressful experience may trigger changes in BLA inhibition by altering neuronal 

activity in the developing amygdala. Numerous studies have identified a direct impact of synaptic 

transmission on GABAergic circuit development, with blockade of GABAA receptor activation 

mimicking the effects of sensory deprivation (for reviews, see Akerman and Cline, 2007; Katagiri 

et al., 2007; Huang, 2009). For instance, blockade of activity in developing cultured networks 

leads to the loss of GABA and GABAergic neurons (Ramakers et al., 1994; de Lima et al., 2004). 

Reducing neurotransmission during development also delays the emergence of parvalbumin (Patz 

et al., 2004) and reduces PNN expression (Dityatev et al., 2007). Genetic knockdown of GABA 

synthesizing enzymes interferes with the formation of perisomatic basket synapses, which are 

preferentially innervated by PV
+
 interneurons (Chattopadhyaya et al., 2007). Promoting 

GABAergic transmission by blocking reuptake or applying receptor agonists rescued this deficit, 

further implicating GABAergic transmission in promoting GABAergic synapse formation and 

maintenance. GABAergic transmission in the embryonic brain promotes survival of PV
+
 

interneurons (Luk and Sadikot, 2001). GABA is excitatory early in development not only for 

principal neurons, but also for incipient PV
+
 interneurons, suggesting GABA release may 

promote parvalbumin neuron survival through direct synaptic effects on these neurons (Sauer and 
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Bartos, 2010). In support of this notion, the maturation of GABA expression depends on activity-

induced calcium influx (Spitzer et al., 1993). 

Some effects of neurotransmission on the maturation and survival of interneurons are 

mediated by brain-derived neurotrophic factor (BDNF), which is secreted in response to neuronal 

activity (Rutherford et al., 1997; de Lima et al., 2004). BDNF secretion can be caused by 

activation of GABA receptors (Fiorentino et al., 2009). BDNF accelerates the emergence of 

developmental CPs, parvalbumin expression, and perisomatic baskets (Huang et al., 1999; Patz et 

al., 2004; Fiorentino et al., 2009). It also accelerates the maturation of cultured PV
+
 interneurons, 

increasing their somatic diameter, dendritic branching, action potential frequency, and synaptic 

strength (Berghuis et al., 2004). In addition, another target-derived signaling molecule that 

interacts with BDNF, bone morphogenetic protein 4 (BMP4), promotes parvalbumin emergence 

and increases the density of PV
+
 interneurons in the mature cortex (Mukhopadhyay et al., 2009; 

Takatoh and Wang, 2012).  

Thus, changes in neuronal activity or GABAergic transmission in the developing BLA 

following ELS could influence BDNF secretion and alter the maturation of PV
+
 interneurons and 

the timing of CPs. In fact, the developing amygdala may be more likely to experience stress-

induced changes in its activity; for instance, chronic stress in adolescents increases the 

spontaneous activity of neurons in the BLA and impairs fear extinction, but the same stressor in 

adulthood recapitulates neither effect (Zhang and Rosenkranz, 2012, 2013). This study comprises 

our entire, limited knowledge regarding the development of amygdala neuron activity. No study 

has yet to describe the developmental trajectory of BLA neuron electrophysiology, let alone when 

the effects of ELS may first perturb this process. We address this knowledge gap in Chapter 2, 

providing a foundation to interpret the effects of ELS on amygdala inhibition and, therefore, CPs 

in emotional development. 
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1.4.1.3 ELS Alters Development of the BLA GABA System 

Similar to research on the effects of ELS on the activity of developing amygdala neurons, 

studies on the effects on development of GABA systems in the BLA are lacking. One study found 

PS reduces the expression of the GABAA receptor γ2 subunit at P14 and P22, but no consistent 

effect on the α1 subunit was detected (Laloux et al., 2012). Several more have described changes 

in adulthood, but the time course and therefore the effects on developmental CPs are unknown. 

For instance, ELS increases the number of PV
+
 interneurons in the adult BLA nearly 4-fold 

(however, see Giachino et al., 2007; Seidel et al., 2008). Stress from P27-30 reduced the 

expression in the adult amygdala of the GABAA receptor α1 subunit relative to α3, promoting an 

immature phenotype (Jacobson-Pick et al., 2008). A similar reduction of α1 expression in the 

adult BLA is caused by poor maternal care (Caldji et al., 2003). In addition, reduced α1 

expression due to ELS has been observed in the adult hippocampus (Hsu et al., 2003). These 

findings seem contradictory, since PV
+
 neurons preferentially innervate α1-containing synapses, 

but the two measures are influenced oppositely by ELS. Further studies are needed to characterize 

the trajectory of ELS effects on amygdala inhibition, particularly PV
+
 interneuron, PNN, and 

GABAA receptor α1 subunit emergence, to identify the potential impact on developmental CPs. 

We address this knowledge gap in Chapter 5. 

1.4.2 Experiential Factors Promoting Resiliency 

A large number of studies have attempted to elucidate the mechanisms by which ELS 

leads to vulnerability for psychiatric illness. However, the identification of early life factors that 

promote resiliency will be equally important for devising interventional treatment. Conceptual 

models of fetal programming suggest early exposure to stress can program subsequent stress 

responses to adapt the offspring and improve reproductive fitness for highly stressful 

environments (for review, see Glover, 2011). While many reports discussed in Section 1.1.2.1 

find negative outcomes following PS, contrasting reports support a role for some types of PS in 
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promoting resiliency by buffering against later life stress (Lyons et al., 2009; Green et al., 2011). 

There may in fact be a nonlinear relationship between ELS and anxiety outcomes, such that 

moderate PS exposure is protective for offspring (Edge et al., 2009). Genetic factors likely 

moderate the impact of ELS, contributing to individual variation in risk and resiliency (for 

review, see Gillespie et al., 2009). 

Resiliency can also be promoted by exposure to certain types of parenting early in life. 

Variations in maternal care are meaningful for the development of emotional behavior and stress 

responses in the offspring. Diorio and Meaney argue for the adaptive nature of this sensitivity to 

maternal behavior, such that care can reflect the inherent risk in the environment and promote 

behavioral responses with immediate adaptive value, sometimes at the cost for emotional 

dysfunction later in life (2007). Specific types of maternal care are known to affect the 

development of the HPA axis in offspring (for review, see Francis et al., 1999a). For instance, 

early maternal nurturing in rhesus monkeys buffers HPA axis responses (Sanchez, 2006) and 

reduces the expression of glucocorticoids and CRF (Korosi and Baram, 2009). Importantly, stress 

reactivity can also be reduced by other forms of early experience, as environmental enrichment at 

the time of weaning is anxiolytic and reduces CRF receptor expression in the BLA (Sztainberg et 

al., 2010). 

Maternal care seems to promote resiliency by moderating the effects of ELS on the 

amygdala. For example, while rats normally exhibit conditioned avoidance starting at P10 

(switched from attraction learning, see Section 1.3.3.3) the presence of a rat’s mother or the 

mother’s odor is sufficient at P15 to reproduce the immature, attraction learning. Maternal 

presence acts by suppressing shock-induced glucocorticoid release, which prevents amygdala 

activation and, therefore, fear conditioning (Moriceau and Sullivan, 2006). Maternal care can 

therefore serve to dampen amygdala activation, which may prevent the stress-induced, precocious 

maturation of the amygdala described in Section 1.4.1.1. 
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Maternal care can also influence outcomes of the amygdala GABA system. Types of 

naturally occurring maternal care that reduce fearfulness and HPA axis activation in adulthood 

also increase expression in the BLA of GABAA receptor α1, α5, and γ2 subunits (Caldji et al., 

2003). Interestingly, increased γ2 subunit expression in the BLA and a corresponding reduction 

of anxiety-like behavior can also be elicited by simply handling animals in infancy (Caldji et al., 

2000). These findings strikingly contrast those on the effects of ELS, which reduces γ2 and α1 

subunit expression in the BLA (Caldji et al., 2003; Jacobson-Pick et al., 2008; Laloux et al., 

2012). Early life factors promoting resiliency may do so by opposing the effects of ELS on 

GABAergic transmission in the developing amygdala. 

1.5 Conceptual Summary 

This chapter has established several important points moving forward: 1) it is important 

to consider trajectories of development to understand the etiology of neurodevelopmental 

disorders, 2) dysfunction of the BLA is implicated in the pathophysiology of several 

neurodevelopmental disorders, including anxiety disorders, 3) the changes that occur in the 

developing amygdala likely contribute to early life emergence of anxiety disorders and 

vulnerability to risk factors, 4) understanding how risk factors like ELS influence amygdala 

development will require filling large knowledge gaps concerning the normative development of 

amygdala neurons and physiology, and 5) GABAergic transmission is a prime candidate to 

mediate the effects of ELS because it regulates both the maturation of neural circuits and adult 

BLA function.  

The remainder of this thesis describes individual studies that address knowledge gaps 

concerning BLA function and development, focusing on the GABA system and the effects of PS. 

Chapters 2 & 3 address the normative maturation of BLA principal neuron electrophysiology 

and morphology, respectively. Chapter 4 describes the maturation of GABAergic transmission in 

the BLA. Using those studies as a foundation, the effects of PS on the trajectory of BLA 
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development is covered in Chapter 5, again with special attention paid to GABAergic 

transmission and PV
+
 interneurons. Considering the changes to BLA neurons and GABAergic 

transmission following PS, the function of PV
+
 interneurons in the BLA is explored Chapter 6. 

Finally, Chapter 7 includes a summary of findings, with focus on integrating the effects of PS 

with the normative changes to BLA physiology and function. 
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Figure 1.1: Schematic of connections of the basolateral amygdala. 
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Figure 1.1: Schematic of connections of the basolateral amygdala. The basolateral amygdala 

(BLA) has reciprocal connections with upstream brain regions including primary sensory 

cortices, prefrontal cortices (PFC) which provide top-down control (including medial, 

ventromedial,  and ventrolateral PFC as well as anterior cingulate cortex), and the lateral 

amygdala (LA). The BLA sends afferents for regulating emotional behavior to the central 

amygdala (CeA) and bed nucleus of the stria terminalis (BNST), which promote behavioral 

responses to aversive stimuli (connections depicted in red), and to the nucleus accumbens 

(NAcc), which promote behavioral responses to appetitive stimuli (connections depicted in 

green). 
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Chapter 2: Postnatal development of electrophysiological properties of 

principal neurons in the rat basolateral amygdala
1
 

 

  

                                                           
1 Adapted from: Ehrlich DE*, Ryan SJ*, Rainnie DG (2012). Postnatal development of electrophysiological properties 

of principal neurons in the rat basolateral amygdala. J Physiol 590 (19); 4819-38. 
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2.1 Abstract 

The basolateral amygdala (BLA) is critically involved in the pathophysiology of 

psychiatric disorders, which often emerge during brain development.  Several studies have 

characterized postnatal changes to the morphology and biochemistry of BLA neurons, and many 

more have identified sensitive periods of emotional maturation.  However, it is impossible to 

determine how BLA development contributes to emotional development or the etiology of 

psychiatric disorders because no study has characterized the physiological maturation of BLA 

neurons.  We addressed this critical knowledge gap using whole-cell patch clamp recording in rat 

BLA principal neurons to measure electrophysiological properties at postnatal day 7 (P7), P10, 

P14, P21, P28, and after P35.  We show that intrinsic properties of these neurons undergo 

significant transitions before P21 and reach maturity around P28.  Specifically, we observed 

significant reductions in input resistance and membrane time-constant of nearly ten- and four-

fold, respectively, from P7 to P28.  The frequency selectivity of these neurons to input also 

changed significantly, with peak resonance frequency increasing from 1.0 Hz at P7 to 5.7 Hz at 

P28.  In the same period, maximal firing frequency significantly increased and doublets and 

triplets of action potentials emerged.  Concomitantly, individual action potentials became 

significantly faster, firing threshold hyperpolarized 6.7 mV, the medium AHP became faster and 

shallower, and a fast AHP emerged.  These results demonstrate neurons of the BLA undergo vast 

change throughout postnatal development, and studies of emotional development and treatments 

for juvenile psychiatric disorders should consider the dynamic physiology of the immature BLA. 
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2.2 Introduction 

The mechanisms by which early-life experiences impact the developing amygdala remain 

largely unknown because our understanding of amygdala physiology is based almost exclusively 

on research conducted in adult animals.  Consequently, to better understand how early-life events 

can impact affective behavior later in life, a critical first step is to chart the normative 

developmental trajectory of the amygdala.  Here we provide the first evidence for 

electrophysiological changes in the developing amygdala. 

The few studies that have addressed other aspects of amygdala development reveal a 

highly dynamic neuronal environment in juvenile rodents, which does not begin to stabilize until 

at least postnatal day 28 (P28) (Morys et al., 1998; Berdel and Morys, 2000; Brummelte et al., 

2007; Davila et al., 2008).  As mentioned in Chapter 1, the neuronal composition of the BLA is 

highly dynamic during the first postnatal month.  Numerous in the BLA from birth, principal 

neurons account for about 85% of all neurons in the adult BLA (McDonald, 1985; McDonald and 

Pearson, 1989; Berdel et al., 1997a).  In contrast, interneurons expressing parvalbumin and/or 

calbindin, which comprise the majority of interneurons, first appear in the BLA around P14 and 

do not reach mature levels until about P25-30 (Berdel and Morys, 2000).  In parallel with these 

changes, the number of synaptic contacts in the BLA nearly triples, while cell soma size doubles, 

and neuronal density halves between P7 and P14 (Berdel et al., 1997a; Morys et al., 1998).  These 

changes are, in turn, mirrored by changes in thalamic and cortical inputs, which only emerge at 

P7 and are continually refined until P26 (Bouwmeester et al., 2002b).  Finally, the protein 

expression of key ion channels in BLA neurons changes on a similar time scale (Vacher et al., 

2006). 

We and others have shown that the normal function of the adult BLA is tightly regulated 

by a reciprocal interaction between principal neurons and GABAergic interneurons (See Chapter 

1.2.3; Rainnie (See Chapter 1.2.3; Rainnie et al., 1991b, a; Ehrlich et al., 2009; Ryan et al., 2012).  
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Given the studies outlined above, the neural circuitry of the BLA, and hence its function, would 

be predicted to change dramatically across development.  As outlined in Chapter 1.3.3.1, at P7, 

rats approach an aversively-conditioned stimulus, only expressing the mature avoidance behavior 

after P10 (Sullivan et al., 2000).  Similarly, adult-like expression of fear-potentiated startle does 

not emerge until P23 (Hunt et al., 1994; Richardson et al., 2000).  Other aspects of conditioned 

fear, including the emergence of trace conditioning and reinstatement, change on a similar time-

scale (Campbell and Ampuero, 1985; Moye and Rudy, 1987; Kim and Richardson, 2007). 

Despite the compelling evidence of early-life transitions in BLA function, no study to 

date has examined how changes in the physiological properties of individual BLA neurons 

contribute to these critical periods of development.  This information is essential if we are to 

understand how the adult BLA becomes organized, how it comes to communicate with other 

brain regions, and how early-life perturbations could influence mature BLA function.  We have 

begun to address this knowledge gap using whole-cell patch clamp recording to characterize the 

physiological development of BLA principal neurons during the first postnatal month. We show 

that these neurons undergo significant transitions in intrinsic properties which define their 

sensitivity to input and characteristic activity, including passive and oscillatory membrane 

properties, action potential waveform, and spike-train characteristics. 

2.3 Methods 

2.3.1 Ethical approval 

All experimental protocols strictly conform to National Institutes of Health guidelines for 

the Care and Use of Laboratory Animals, and were approved by the Institutional Animal Care and 

Use Committee of Emory University.   
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2.3.2 Animals 

Rats born in-house to time-mated Sprague-Dawley female rats (embryonic day 14 on 

arrival, Charles River, Wilmington, MA) were used in all experiments.  Pups were housed with 

the dam prior to weaning on postnatal day 22 (P22) or P23 (considering P1 as day of birth).  After 

weaning, rats were isolated by sex and housed 3-4 per cage with access to food and water ad 

libitum.  Animals attributed to each recording day (P7, P10, P14, P21, and P28) were recorded on 

that day or the following day (P7-8, P10-11, P14-15, P21-22, and P28-29, respectively). 

2.3.3 Slice preparation 

Slices containing the BLA were obtained as previously described (Rainnie, 1999b).  

Briefly, animals were decapitated under isoflurane anesthesia (Fisher Scientific, Hanoverpark, IL, 

USA) if older than 11 days, and the brains rapidly removed and immersed in ice cold, 95/5% 

oxygen/carbon dioxide-perfused “cutting solution” with the following composition (in mM): 

NaCl (130), NaHCO3 (30), KCl (3.50), KH2PO4 (1.10), MgCl2 (6.0), CaCl2 (1.0), glucose (10), 

ascorbate (0.4), thiourea (0.8), sodium pyruvate (2.0), and kynurenic acid (2.0). Coronal slices 

containing the BLA were cut at a thickness of 300-350 μM using a Leica VTS-1000 vibratome 

(Leica Microsystems Inc., Bannockburn, IL, USA). Slices were kept in oxygenated cutting 

solution at 32 °C for 1 h before transferring to regular artificial cerebrospinal fluid (ACSF) 

containing (in mM): NaCl (130), NaHCO3 (30), KCl (3.50), KH2PO4 (1.10), MgCl2 (1.30), 

CaCl2 (2.50), glucose (10), ascorbate (0.4), thiourea (0.8), sodium pyruvate (2.0). 

2.3.4 Patch clamp recording 

Individual slices were transferred to a recording chamber mounted on the fixed stage of a 

Leica DMLFS microscope (Leica Microsystems Inc., Bannockburn, IL, USA) and maintained 

fully submerged and continuously perfused with oxygenated 32 °C ACSF at a flow rate of 1–2 

mL/min.  The BLA was identified under 10x magnification.  Individual BLA neurons were 
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identified at 40x using differential interference contrast (DIC) optics and infrared (IR) 

illumination with an IR sensitive CCD camera (Orca ER, Hamamatsu, Tokyo Japan).  A subset of 

neurons was filled using patch solution with added biocytin (0.3%) to confirm localization within 

the BLA.  After some recordings, cytosol was recovered and screened using single-cell reverse-

transcriptase PCR, as described previously (Hazra et al., 2011), to confirm the presence of the 

glutamate transporter, VGluT, which was seen in 58/60 neurons tested across all ages.  Patch 

pipettes were pulled from borosilicate glass and had a resistance of 4–6 MΩ.  Patch electrode 

solution had the following composition (in mM):  K-gluconate (130), KCl (2), HEPES (10), 

MgCl2 (3), K-ATP (2), Na-GTP (0.2), and phosphocreatine (5), titrated to pH 7.3 with KOH, and 

290 mOsm.  Data acquisition was performed using either a MultiClamp 700A or an Axopatch 1D 

amplifier in conjunction with pClamp 10.2 software and a DigiData 1322A AD/DA interface 

(Molecular Devices, Burlingame, CA, USA).  Whole-cell patch clamp recordings were obtained 

and filtered at 2 kHz and digitized at 10 kHz.  The membrane potential was held at −60 mV for 

all neurons if not specified.  Cells were excluded if they did not meet the following criteria:  a 

stable resting membrane potential more negative than −55 mV; access resistance lower than 30 

MΩ; stable access resistance throughout recording, changing less than 15%; action potentials 

crossing 0 mV.  Where indicated, Cs
+
 (5 mM, Sigma Aldrich, St. Louis, MO) was administered 

through bath application. 

2.3.5 Data Analysis  

Data were analyzed by importing the raw voltage and current traces into Matlab 

(Mathworks, Natick, MA, USA) using scripts provided with sigTOOL 

(http://sigtool.sourceforge.net/, developed at King’s College, London) and processed with 

customized scripts (available upon request).  To characterize neurons in current clamp, first, a 

series of ten hyperpolarizing and depolarizing, 1 second long, square-wave current steps were 

injected.  They were scaled so that, for each cell, the peak voltage deflections were to 
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approximately -80 mV and -40 mV (amplitude of negative current injections ranged from a 

minimum of -20 pA at P7 to a maximum of -1000 pA at P28, and positive current injections from 

+16 pA at P7 to +800 pA at P28).  Second, linear ramps of depolarizing current were injected, 

lasting 250 ms and scaled to depolarize the neuron to -35 mV and elicit an action potential within 

the final 50 ms (peak current ranged from a minimum of +85 pA at P7 to a maximum of 555 pA 

at P28). 

2.3.6 Membrane Properties and Intrinsic Currents 

Input resistance and time constant were calculated using the deflection (approx. 5 mV) in 

response to the smallest, hyperpolarizing current step (minimum of -4 pA at P7, maximum of -

200 pA at P28).  Time constant was defined as the time necessary for the cell to reach 63.2% of 

its maximal deflection; input resistance was calculated as the ratio of peak voltage deflection to 

the current injected.  To measure the hyperpolarization-activated, non-specific cation current, Ih, 

neurons were voltage clamped at a holding potential of -60 mV and stepped to -100 mV for 600 

ms in the presence of 1 µM TTX. The waveform of the Ih current was generated by subtracting a 

current trace measured in the presence of bath-applied, 5mM Cs
+
, known to block Ih, from that 

measured in its absence.  This subtraction current was used to measure amplitude and activation 

time constants of Ih.  A two-term exponential fit (Equation 2.1, k = 1) was used to extract fast 

and slow time constants of Ih activation, except at P7, where two terms over-parameterized the fit 

and a one-term exponential (Equation 2.1, k = 2) was used instead.  

Equation 2.1     ( )  ∑     
  

  ⁄ 
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2.3.7 Action Potentials and Spike Trains 

Action potentials were detected using a heuristic to locate peaks in the second derivative 

of the membrane potential waveform.  The time of the peak was assigned to be the time of spike 

initiation and the voltage assigned as action potential threshold, which correlated well with visual 

inspection of the data.  Since the sampling rate used here was not fast compared to the frequency 

of the action potential waveform (10 kHz compared to ~1 kHz), linear interpolation between data 

points was used to enhance the temporal resolution of measurements of 10-90% rise time, 90-

10% decay time, and half-maximal width.  These parameters and average action potential 

waveforms were calculated using spikes collected in the ramp protocol described above.  Fast and 

medium afterhyperpolarizations (AHPs) were measured on spike-triggered averages from every 

spike captured (at least 8) during a 1 minute recording from neurons clamped manually at action 

potential threshold with DC current injection.  Fast AHP peak was measured at a local minimum 

directly following spike re-polarization, if visibly distinct from the medium AHP and occurring 

within 15 ms of spike initiation. Medium AHP peak was measured at the minimum voltage 

following the spike, if it occurred within 150 ms of spike initiation (Storm, 1989). 

Data on spike trains were collected from responses to the depolarizing, 1 second-long, 

square-wave current injections described above.  Spike trains were included in the analysis if the 

mean of their inter-spike membrane potential fell within one standard deviation of the spike 

threshold measured for each age.  Inter-spike intervals (ISIs) were calculated using the times for 

spike initiation in these traces, and the instantaneous firing frequency of the spike train was 

calculated as the reciprocal of these ISIs. 
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2.3.8 Resonance and Oscillations 

Resonance was assessed by injecting neurons with a ZAP current, a sinusoidal current of 

fixed amplitude that sweeps logarithmically from 0.1 to 12 Hz over 30 seconds.  The amplitude of 

the current was adjusted to elicit a 20 mV maximal depolarization from a baseline potential of -70 

mV.  Impedance was calculated as a function of input frequency for each neuron by deriving a 

power spectrum for the voltage response to the ZAP current, using fast Fourier transforms in the 

Chronux toolbox for Matlab (Bokil et al., 2010), and normalizing it to the power spectrum of the 

injected current.  In order to extract peak values from noisy power spectra and generate averages, 

the raw impedance traces were fit with a 6
th
 order polynomial.  Prominence was calculated using 

power spectra as the proportion of total power in the entire range considered (1-10 Hz) found in a 

given frequency band (1-2, 2-4, 4-6, 6-8, or 8-10 Hz).  The change in prominence due to Cs
+
 

application was calculated as a ratio of the power in a given frequency band in Cs
+
 and TTX to 

that in TTX alone.  Correlation analysis of the relationship between membrane time constant 

(τmemb) and peak resonance frequency was performed using GraphPad Prism 4 (GraphPad 

Software Inc., La Jolla, CA, USA).  The presence of membrane potential oscillations (MPOs) in 

recordings of neurons gradually depolarized to action potential threshold was assessed by an 

observer blinded to age group.  Spike-triggered averages of these depolarized traces were 

generated using Matlab to observe phase relationships between action potentials and putative 

MPOs. 

2.3.9 Statistics 

Data points greater than 2 standard deviations from the mean were deemed outliers and 

removed from statistical analysis.  All data sets were tested for normality using the Shapiro-Wilk 

test (α = 0.05) and for homoscedasticity using Levene’s test (α = 0.0001), implemented in Matlab.    

Data sets for mAHP and fAHP amplitude, maximal firing rate, peak resonance frequency, and Ih 

amplitude passed the Shapiro-Wilk and Levene’s tests, so one-way ANOVA with Tukey’s post-
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hoc tests (α = 0.05) were used to assess significance.  To account for age-dependent changes in 

variance, values of Rin, τmemb, and action potential rise- and decay-times were log-transformed 

before statistical analysis.  Because the data sets for 6 of 7 basic electrophysiological parameters 

(Rin, τmemb, action potential half-width, rise-time, decay-time, and first inter-spike interval, but not 

action potential threshold) failed either the Shapiro-Wilk or Levene’s test, all of these data sets 

were analyzed using the Kruskal-Wallis test for overall effect of age on each parameter (α = 

0.05).  The Kruskal-Wallis test was also used for mAHP and fAHP times-to-peak.  When a main 

effect was found, pair-wise comparisons were made for each age group with two nearest older 

and younger groups (i.e. P21 vs. P10, 14, 28, and >35) using Wilcoxon rank sum tests (Matlab) 

with a Bonferroni correction for the resulting 9 comparisons (α = 0.0056).  Significant changes in 

prominence were assessed using a two-way, repeated measures ANOVA with Bonferroni post-

hoc tests, with frequency band as a within-subjects factor and age as a between-subjects factor.  

Peak resonance frequency was exponentially correlated with τmemb using a least-squares method 

with Equation 2.1 (k = 1) in GraphPad for all data from P14, P21, and P28. 

An analysis of the effects of sex on physiological maturation was performed using a two-

way ANOVA with factors of sex and age for the following parameters using GraphPad: Rin, 

τmemb, action potential threshold, half-width, rise-time, decay-time, and first inter-spike interval.  

Significance was assessed for a main effect of sex in each parameter (α = 0.05).  This analysis 

included 16 male and female neurons from 5 male and 3 female rats at P14, 12 male and female 

neurons from 3 male and 2 female rats at P21, and 12 male and 8 female neurons from 4 male and 

2 female rats at P28.  No neurons were included from P7 or P10 due to difficulty assessing sex in 

the young rats.  A posthoc power analysis for the effect of sex was conducted using G*Power 

(Faul et al., 2007) with α = 0.05. 
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2.4 Results 

Data were collected from a total of 499 BLA neurons from 93 rats on postnatal day 7 

(P7), P10, P14, P21, and P28.  Also included were data from 53 neurons from 26 older animals 

(P>35) for comparison with the preadolescent data.  To make gross comparisons of neural 

properties across development, we first examined the voltage response of patch clamped principal 

neurons to transient (1s) hyperpolarizing and depolarizing current injections at P7, P14, P21, and 

P28.  As illustrated in Figure 2.1, BLA principal neurons at each developmental time-point had 

distinct voltage responses to DC current injection.  The most obvious changes were to input 

resistance (Rin), membrane time-constant (τmemb), the depolarizing voltage sag upon membrane 

potential hyperpolarization likely caused by Ih, and the pattern of action potentials.  Below we 

quantify these and many other physiological changes to BLA principal neurons across the first 

postnatal month. 

2.4.1 Postnatal Maturation of Passive Membrane Properties 

We measured the passive electrical properties of principal neurons at all time-points 

when manually held at -60 mV with DC current injection. Here, Rin and τmemb were estimated 

from small, <5 mV hyperpolarizing voltage deflections elicited by transient current injection.  We 

observed a significant reduction in Rin of nearly ten-fold across the first postnatal month (Figure 

2.2A; p < 0.001, Kruskal-Wallis, χ
2
5 = 241.8), with the greatest changes occurring before P21.  

There was a more than two-fold reduction in Rin from P7 to P14, and a nearly three-fold reduction 

from P14 to P21.  Specifically, Rin decreased significantly from a median value of 523.7 MΩ at 

P7 (n = 45) to 374.8 MΩ at P10 (n = 37), 238.4 MΩ at P14 (n = 54), 88.0 MΩ at P21 (n = 43), 

and 55.9 MΩ at P28 (n = 58; Wilcoxon rank sum post-hoc tests).  By P28, Rin had achieved its 

mature value and was not significantly different (p > 0.05) from neurons aged >P35 (52.67 MΩ, n 

= 56).  Membrane time-constant followed a similar developmental trajectory to Rin (Figure 2.2B, 
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C), with a nearly four-fold reduction from P7 to P28.  Overall there was a significant effect of age 

(Kruskal-Wallis, χ
2
5 = 221.4), with a nearly two-fold reduction from P7 to P14 and another two-

fold decrease from P14 to P28.  Whereas the change from P7 to P10 was not significant (p > 0.05, 

Wilcoxon rank sum post-hoc tests; median = 59.1 ms at P7, n = 45; 50.5 ms at P10, n = 39), there 

was a significant (p < 0.001) decrease from P10 to P14 (32.0 ms, n = 53), P14 to P21 (18.0 ms, n 

= 45), and P21 to P28 (15.1 ms, n = 56).  Similar to Rin, τmemb reached its mature value by P28 and 

did not change significantly between P28 and >P35 (15.1 ms, n = 54; p > 0.05).  Having observed 

significant age-dependent changes in the passive membrane properties of BLA principal neurons, 

we next examined concomitant changes in active properties, beginning with the voltage-gated 

current, Ih. 

2.4.2 Postnatal Maturation of Intrinsic Currents 

2.4.2.1 Development of the Voltage-Gated Current, Ih 

One current which classically contributes to passive membrane properties like Rin and 

τmemb is the hyperpolarization-activated cation current, Ih.  This current mediates a depolarizing 

voltage sag observed in response to hyperpolarization from rest that is readily apparent at all ages 

(Figure 2.1).  When neurons were manually held at -60 mV and the amplitude of the transient 

hyperpolarizing current steps adjusted to elicit peak voltage deflections to -80 mV, the 

depolarizing sags observed in the voltage response had a similar amplitude at all time-points 

(Figure 2.3A); however, the rate of onset of the sag increased with age.  Significantly, the voltage 

sag was abolished at all ages by bath application of 5 mM Cs
+
, suggesting it is likely mediated by 

activation of Ih.  An example of the Cs
+
 blockade of the depolarizing sag at P28 is illustrated in 

Figure 2.3A, upper trace. Considering the differences in Rin across ages and the visible 

differences in the kinetics of the voltage sag, we next quantified the maturation of Ih in voltage 

clamp. 
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To quantify the amplitude and kinetics of Ih activation, the membrane potential was 

stepped from -60 to -100 mV, both before and after application of 5 mM Cs
+
, and the resulting 

currents were then subtracted to isolate Ih.  The mean isolated Ih for each time-point is illustrated 

in Figure 2.3B.  Analysis of the peak amplitude revealed a steady increase of Ih amplitude across 

the entire first postnatal month (Figure 2.3C), such that the mean Ih amplitude was 91.5 ± 28.1 

pA at P7 (n = 10), 359.8 ± 82.3 pA at P14 (n = 14), 518.1 ± 239.2 pA at P21 (n = 11), and 641.9 

± 239.8 pA at P28 (n = 11).  Notably, significant transitions occurred from P7 to P14 and from 

P14 to P28 (p < 0.01, One-way ANOVA with Tukey’s post-hoc, F3,42 = 19.93).  The activation 

kinetics of Ih were estimated by fitting its charging curve with a two-term exponential equation, 

except at P7, when the curve was sufficiently parameterized with a one-term exponential.  The 

fast time constant decreased from 25.4 ± 6.3 ms at P14 (n = 19) to 19.6 ± 2.4 ms at P21 (n = 15), 

but remained steady between P21 and P28 (19.1 ± 2.7 ms, n = 13; Figure 2.3D, black squares).  

The single time constant at P7 was 188.5 ± 61.1ms (n = 11), which was similar to the slow time 

constant of activation for the other ages (253.5 ± 65.2 at P14, 252.9 ± 127.7 at P21, and 361.7 ± 

340 at P28; Figure 2.3D, black triangles). 

2.4.2.2 Development of Intrinsic Resonance 

Membrane properties like τmemb and active currents like Ih help shape intrinsic resonance, 

which acts as a band-pass filter to enhance responsiveness to synaptic input at particular 

frequencies.  BLA principal neurons in the adult rat, guinea pig, and primate exhibit a preferred 

resonance frequency between 2.5 and 6 Hz (Pape and Driesang, 1998; Ryan et al., 2012).   

Resonance properties of neurons likely contribute to the production of network oscillations 

(Lampl and Yarom, 1997; Desmaisons et al., 1999; Richardson et al., 2003; Tohidi and Nadim, 

2009), and recent evidence suggests that network oscillations in the BLA at the frequency of 

principal neuron resonance are intimately related to fear memory formation and expression (Popa 

et al., 2010; Lesting et al., 2011).  Considering the potential contribution of BLA principal neuron 
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resonance to the generation of fear expression and learning, we next examined the ontogeny of 

resonance properties in these neurons.   

By injecting a sinusoidal ZAP current of increasing frequency (see Methods) we were 

able to determine the peak resonance frequency, the input frequency that elicits the greatest 

membrane deflection, of BLA principal neurons across development.  As illustrated in Figure 

2.4A, the population responses to ZAP currents at P7, P14, P21, and P28 clearly showed a shift in 

the resonance frequency of principal neurons, with more mature neurons showing higher 

resonance frequencies.  By taking the ratio of power spectra for output voltage and ZAP input 

current, we generated functions of impedance vs. input frequency (Figure 2.4B).  Here, the peak 

resonance frequency increased sharply and significantly until P21 (p < 0.001, One-Way ANOVA 

with Tukey’s post-tests, F3,91 = 74.31), with values (mean ± SD) of 0.97 ± 0.33 Hz at P7 (n = 21), 

2.63 ± 1.48 Hz at P14 (n = 24), 5.47 ± 1.30 Hz at P21 (n = 21), and 5.69 ± 1.49 Hz at P28 (n = 

29; Figure 2.4C).   

To determine how developmental changes in Ih may contribute to the maturation of 

resonance, we blocked Ih using Cs
+
 and measured changes in the responses to ZAP currents 

across the first postnatal month (Figure 2.5A).  At all ages, Cs
+
 application reduced the peak 

resonance frequency to below 1 Hz (0.60 ± 0.09 Hz at P7 (n = 8), 0.67 ± 0.22 Hz at P14 (n = 9), 

0.85 ± 0.29 Hz at P21 (n = 8), and 0.94 ± 0.49 Hz at P28 (n = 11)).  However, the effect of Cs
+
 

blockade on resonance involves more than a change in peak frequency; therefore, to highlight 

differences in the contribution of Ih to resonance across ages, we quantified the effect of Cs
+
 on 

prominence, the proportion of total power between 1 and 10 Hz found in a given frequency band 

(1-2, 2-4, 4-6, 6-8, or 8-10 Hz)(Burton et al., 2008).   

As shown in Figure 2.5B, the change in prominence due to Cs
+
 application varied by age 

as an inverted ‘U’ with Cs
+
 having relatively little impact at P7 and causing robust changes at 

P14, then having a progressively weaker effect at later time-points.    There were significant main 

effects on change in prominence of frequency band (F4,272 = 518.1, p < 0.0001, Two-way 
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ANOVA with repeated measures) and age (F3,272 = 28.9, p < 0.0001), as well as a significant 

interaction effect (F12,272 = 40.9, p < 0.0001).  Specifically, at P7 Cs
+
 increased prominence (mean 

± SD) at 1-2 Hz by 32.9 ± 20.1% and reduced prominence in the higher bands by between 1 and 

3% each (n = 18).  Compared to at P7, Cs
+
 application at P14 caused a significantly greater 

increase in prominence in the 1-2 and 2-4 Hz bands (+157.3 ± 49.4% and +28.2 ± 12.6 % 

respectively; p < 0.001, Bonferroni post-hoc tests), and a significantly greater reduction in the 4-

6, 6-8, and 8-10 Hz bands (-31.8 ± 7.5%, -53.0 ± 9.0%, and -58.3 ± 7.6%, respectively; n = 19; p 

< 0.01).  The effect of Cs
+
 at P21 was significantly weaker than at P14 (p < 0.001) in the 1-2, 4-6, 

and 6-8 Hz bands and significantly greater (p < 0.01) in the 2-4 Hz band  (+113.9 ± 43.1% at 1-2 

Hz, +44.6 ± 16.3% at 2-4 Hz, -9.5 ± 6.7% at 4-6 Hz, -35.0 ± 9.3% at 6-8 Hz, and -46.5 ± 11.5% 

at 8-10 Hz; n = 19).  The trend continued at P28, with Cs
+
 having a weaker effect than at P21.  

Specifically, Cs
+
 caused a significantly smaller increase in prominence in the 1-2 Hz band (p < 

0.001; +68.9 ± 27.4%) but effects in the remaining bands were not significantly different than at 

P21 (+33.4 ± 13.5% at 2-4 Hz, -2.2 ± 4.3% at 4-6 Hz, -23.7 ± 8.9% at 6-8 Hz, and -34.8 ± 11.8% 

at 8-10 Hz; n = 16). 

The effects of Cs
+
 on resonance were largely attributable to a direct effect on τmemb.  In 

control conditions, peak resonance frequency was correlated with τmemb using a standard 

exponential equation (see Methods), yielding a R
2
 value of 0.76 with A1 = 12.42, τ1 = 17.24, and 

C = 0.28 (Figure 2.5C).  Application of Cs
+
 increased τmemb at P14, P21, and P28 by an average 

of 67.0, 19.0, and 24.5 ms, respectively, causing a corresponding reduction in peak resonance 

frequency at each age (Figure 2.5D).  Based on these observed changes to oscillatory properties 

of BLA principal neurons, we next characterized the maturation of spontaneous expression of 

membrane oscillations. 
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2.4.2.3 Development of Spontaneous Membrane Potential Oscillations 

 The oscillatory properties of adult BLA principal neurons manifest not only as resonance, 

but also as spontaneous membrane potential oscillations (MPO; Pape and Driesang, 1998; Ryan 

et al., 2012).  These MPOs can influence spike-timing and interact with resonance to filter 

synaptic input based on frequency (Desmaisons et al., 1999; Izhikevich, 2002; Sancristobal et al., 

2010).  Furthermore, we have recently shown that phase-locked MPOs and coordinated spiking in 

adult BLA principal neurons are promoted by spontaneous, synchronous inhibitory postsynaptic 

potentials, highlighting a mechanism by which MPOs could contribute to network oscillations in 

the BLA (Ryan et al., 2012).  We were therefore interested in the ontogeny of network 

oscillations in the BLA, and next examined the expression of MPOs in neurons at P7, 14, 21, and 

28.  Here, principal neurons were depolarized to action potential threshold with DC current 

injection. As illustrated in Figure 2.6A, neurons at P7 were more likely to fire action potentials in 

bursts, whereas P28 neurons had a more stable membrane potential and fired sporadically (Figure 

2.6A).  When depolarized to threshold, neurons also became more likely to exhibit spontaneous 

MPOs across the first postnatal month (Figure 2.6B, C).  A blinded, qualitative analysis of 

current-clamp recordings near threshold revealed that only 5% of BLA principal neurons 

exhibited spontaneous MPOs at P7 (n = 20) and P10 (n = 19), but MPOs were present in 23% of 

neurons at P14 (n = 26), 64% at P21 (n = 25), and 60% at P28 (n = 48).  Moreover, when we 

measured the frequency of spontaneous MPOs for neurons with a discernible peak in the power 

spectrum of their activity during a low-spiking period at threshold, we observed that it increased 

with development (3.8 ± 1.0 Hz at P14, n = 3; 3.7 ± 1.9 Hz at P21, n = 12; 4.4 ± 1.9 Hz at P28, n 

= 22).  In other brain regions, MPOs are capable of organizing action potential timing (Llinas et 

al., 1991; Gutfreund et al., 1995; Desmaisons et al., 1999), and the same appears to be true in the 

BLA. An example of this is illustrated in Figure 2.6D, which shows a spike-triggered average 

from a P28 neuron. 
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2.4.3 Postnatal Maturation of Spiking 

2.4.3.1 Development of Spike Trains 

  Having observed significant developmental changes in the sensitivity of BLA principal 

neurons to input as well as gross changes in action potential output (see Figures 2.1 and 2.6A), 

we next quantified the maturation of action potential trains across the first postnatal month.  Here, 

spike trains were elicited with a transient, 1s, square-wave depolarizing current injection to action 

potential threshold.  As illustrated in Figure 2.7 (inset), there was a gradual emergence across the 

first postnatal month of doublet and triplet firing at the onsets of the spike trains.  Moreover, 

analysis of the instantaneous firing rates based on the first 6 inter-spike-intervals (ISIs) for 

principal neurons at P7, 14, 21, and 28 revealed that at P7 the firing rate was relatively consistent 

across the entire train, starting at 29.7 ± 13.3 Hz and stabilizing at 16.8 ± 8.1 Hz by the third 

interval (Figure 2.7A).  By P14, doublets became more apparent with an initial firing rate of 62.2 

± 52.1 Hz that dropped to 17.3 ± 12.5 Hz by the second interval.  At P21, the doublet became 

faster and a triplet emerged in some neurons, with firing rates of 138.8 ± 77.9 and 45.0 ± 44.5 Hz 

for the first and second intervals, respectively, which stabilized around 20 Hz for the remainder of 

the train.  Firing at P28 was very similar to that at P21, with slightly faster rates for the first pair 

of spikes (166.9 ± 95.3 Hz).  We quantified the emergence of doublets using the first ISI, which 

significantly decreased from P14 to 21 and from P21 to 28 (Figure 2.7B; p < 0.001, Kruskal-

Wallis with Wilcoxon rank sum post-hoc tests, χ
2
5 = 194.0).  Every transition between 

neighboring pairs of time-points was significant as well (p < 0.001). 

  We next measured the input-output relationship for action potential generation at P7, 14, 

21, and 28 (n = 7, all groups), using 1 s, square-wave current injections applied from a resting 

membrane potential of -60 mV.  As illustrated in Figure 2.7C, as neurons matured they required 

more current to generate the same output frequency.  Interestingly, although the maximal firing 

frequency (mean ± SD) significantly increased (p < 0.001, One-way ANOVA with Tukey’s post-
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hoc tests, F3,23 = 25.96) from P7 (15.9 ± 3.3 Hz) to P14 (33.9 ± 7.3 Hz), the transitions (p > 0.05) 

from P14 to P21 (34.7 ± 3.7 Hz) and from P21 to P28 (36.5 ± 4.2 Hz) were not significant. 

2.4.3.2 Development of the Action Potential Waveform 

We reasoned that the observed changes in spike trains were likely due, in part, to 

maturation of the waveform of individual action potentials.  Consequently, to quantify changes in 

action potential waveform, neurons were probed with a depolarizing current ramp lasting 250 ms, 

whose amplitude was adjusted to elicit a single action potential.  Figure 2.8A illustrates the mean 

action potential waveforms from each age group.  As can be seen, action potential threshold 

exhibited a significant, negative shift of approximately 7 mV from P7 to P28 (Kruskal-Wallis,   
  

= 164.5, Figure 2.8B).  The median threshold was -33.5 mV at P7 (n = 51), -34.7 mV at P10 (n = 

35), -37.0 mV at P14 (n = 52), -40.9 mV at P21 (n = 43), -40.3 mV at P28 (n = 56), and -41.3 mV 

at >P35 (n = 55).  Statistically significant transitions occurred from P10 to P14 and P14 to P21 (p 

< 0.001, Wilcoxon rank sum post-hoc tests).  In addition, action potentials became much faster; 

the action potential half-width decreased between P7 and P28 (Figure 2.8C), with the value at 

each time-point being significantly faster than at the previous (p < 0.01, Kruskal-Wallis with 

Wilcoxon rank sum post-hoc tests, χ
2

5 = 217.8).  The median half-width was 1.39 ms at P7 (n = 

49), 1.23 ms at P10 (n = 35), 1.11 ms at P14 (n = 52), 0.90 ms at P21 (n = 44), 0.76 ms at P28 (n 

= 56), and 0.83 ms at P>35 (n = 57).  Action potential 10-90% rise-time also decreased over this 

window, but the change was more gradual (Figure 2.8D). Here, the median rise-time was 0.56 ms 

at P7 (n = 51), 0.47 ms at P10 (n = 37), 0.42 ms at P14 (n = 55), 0.37 ms at P21 (n = 45), 0.30 ms 

at P28 (n = 57), and 0.32 ms at P>35 (n = 55).  The only significant neighboring comparison in 

rise-time was between P21 and P28 (p < 0.001, Kruskal-Wallis with Wilcoxon rank sum post-hoc 

tests, χ
2
5 = 134.7), but every transition across two time-points was significant (p < 0.001).  

Finally, the 90-10% decay-time also decreased more than two-fold from P7 to P28 (Figure 2.8E) 

and decreased significantly between every neighboring pair of time-points aside from P10 to 14 
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(p < 0.001, Kruskal-Wallis with Wilcoxon rank sum post-hoc tests, χ
2
5 = 201.6). Here, the median 

decay-time was 1.64 ms at P7 (n =50), 1.30 ms at P10 (n = 36), 1.07 ms at P14 (n = 53), 0.83 ms 

at P21 (n = 43), 0.66 ms at P28 (n = 56), and 0.86 ms at P>35 (n = 56). 

2.4.3.3 Development of Afterhyperpolarization 

The maturation of action potential duration strongly suggested that calcium influx due to 

individual spikes would also change significantly.  Hence, we next examined the developmental 

expression of post-spike afterhyperpolarizations (AHPs), which have been shown to have some 

calcium-dependency in amygdala principal neurons (Faber and Sah, 2002) and could further 

contribute to the observed changes in spike trains.  As expected, AHP expression also matured 

across the first postnatal month, with clear changes in both the fast and medium AHP (fAHP and 

mAHP, respectively).  Figure 2.9A illustrates representative AHPs of BLA principal neurons at 

P7, 14, 21, and 28.  As can be seen, the mAHP is already present at P7, whereas a distinct fAHP 

does not appear until P21.  As shown in Figure 2.9B, the mAHP became faster and more shallow 

from P7 to P28, with times-to-peak of 91.4 ± 11.8 ms at P7 (n = 8), 69.0 ± 5.8 ms at P14 (n = 15), 

59.8 ± 3.8 ms at P21  (n = 22), and 57.2 ± 3.6 ms at P28 (n = 42).  The amplitude of the mAHP 

was -14.9 ± 2.4 mV at P7, -13.2 ± 1.9 mV at P14, -12.4 ± 2.6 mV at P21, and -11.1 ± 1.9 mV at 

P28.  There was a significant effect of age on mAHP amplitude (p < 0.001, One-way ANOVA, 

F3,83 = 8.95) and duration (p < 0.01, Kruskal-Wallis, χ
2
3 = 11.45).  The fAHP emerged at P14 

(Figure 2.9C), with 33% of neurons exhibiting a fAHP.  The proportion increased to 68% by P21 

and to 74% by P28.  The fAHP became faster across this period, with times-to-peak (mean ± 

SEM) of 2.8 ± 0.1 ms at P14 (n = 5 of 15), 2.4 ± 0.1 ms at P21 (n = 15 of 22), and 2.4 ± 0.1 ms at 

P28 (n = 31 of 42). The fAHP also became deeper, with amplitudes (mean ± SD) of -2.8 ± 2.6 

mV at P14, -5.2 ± 2.3 mV at P21, and -6.1 ± 3.1 mV at P28.  The effect of age was not significant 

for fAHP amplitude (p = 0.052, One-way ANOVA, F2,48 = 3.147) and duration (p = 0.061, 

Kruskal-Wallis, χ
2
2 = 5.61). 
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2.4.4 No Effect of Sex on Postnatal Changes in Physiological Properties 

Due to differences in emotional processing and development of emotional behaviors 

across sexes, there is great interest in sex differences in amygdala maturation.  Therefore, we 

performed a statistical analysis to assess sex differences in many of the physiological properties 

discussed above.  Using a two-way ANOVA with factors of age and sex, we compared groups of 

between 8 and 16 neurons per sex at P14, 21, and 28. We found no main effect of sex (p > 0.05) 

in any of the parameters tested (Rin, τmemb, action potential threshold, half-width, 10-90% rise-

time, 90-10% decay-time, and first ISI).  We conducted a post-hoc power analysis using 

G*Power (Faul et al., 2007) to assess whether we had sufficient power to detect an effect of sex.  

The power to detect a large effect size (f = 0.40, Cohen, 1988) was 0.94, but the power to detect a 

medium-sized effect (f = 0.25) was 0.59.  Therefore, we cannot rule out the possibility of an 

effect of sex on these parameters in development, but expect such an effect would not be large.  It 

is important to note that all measures were taken before sexual maturity, and large effects of sex 

may emerge by adulthood. 

2.5 Discussion 

In this study, we have provided the first evidence that physiological properties of 

principal neurons in the rat BLA undergo significant change during the first postnatal month.  

Characterizing how neurons of the amygdala develop is fundamental to understanding normative 

emotional development and, in turn, how risk factors and genetic predispositions are translated 

into developmental emotional disorders like anxiety, depression, autism spectrum disorders, and 

schizophrenia (Pine, 2002; Kim-Cohen et al., 2003; Kessler et al., 2005; Monk, 2008).  Emotional 

processing, in particular fear learning, is critically dependent on the BLA (Davis, 2000; LeDoux, 

2000), and the rapid and robust changes to fear learning observed during the first postnatal month 

in rats suggest the BLA develops profoundly during this period (Campbell and Ampuero, 1985; 
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Moye and Rudy, 1987; Hunt et al., 1994; Sullivan et al., 2000; Kim and Richardson, 2007).  To 

facilitate comparisons of the timing of our observations to milestones in other species, consider 

that an infant rat first opens its eyes and reaches comparable cortical maturity to a newborn 

human at around two weeks after birth, is weaned around three, and reaches sexual maturity 

between six and eight (Quinn, 2005).  In our hands, BLA principal neurons exhibited the greatest 

physiological changes between P7 and P21.  Furthermore, neuronal physiology at P28 very 

closely resembled that of neurons recorded after P35, as well as previous reports of adult BLA 

principal neurons.  These findings suggest that the electrophysiological properties of neurons in 

the human amygdala may undergo the largest transitions before one year of age and continue to 

develop into early adolescence.  All of these changes support the notion that the BLA and its 

contribution to emotional processing are in flux well into postnatal life, marking a period of 

vulnerability for the circuit and long-term emotional outcomes (Spear, 2009). 

2.5.1 Maturation of passive membrane properties 

The most fundamental aspect of physiology in which we observed changes was passive 

membrane properties.  For both input resistance (Rin) and membrane time constant (τmemb), a great 

proportion of maturation took place by P21.  In fact, Rin decreased 6-fold and τmemb more than 3-

fold between P7 and P21.    The values we report for Rin and τmemb at P28 and >P35 match those 

reported previously for adult BLA principal neurons (Rainnie et al., 1993), suggesting these 

neurons are physiologically mature by P28.  These trajectories are also comparable to those seen 

in sensorimotor (McCormick and Prince, 1987) and prefrontal cortex (Zhang, 2004) as well as 

thalamus (Ramoa and McCormick, 1994).  The decreases in Rin and τmemb are consistent with the 

observed increase in cross-sectional area of BLA neurons (Berdel et al., 1997b) and likely involve 

insertion of ion channels into the membrane.  The developmental reduction of Rin would, in 

isolation, reduce responsiveness to synaptic input, and may serve as a homeostatic mechanism to 

compensate for increasing synaptic strength, as seen elsewhere (Zhang, 2004).  The larger τmemb 
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in younger neurons means their voltage responses to synaptic input would be slower, promoting 

temporal summation of inputs.  However, this would also reduce temporal precision of action 

potentials, meaning preadolescent amygdala neurons may be less able to coordinate action 

potentials and take advantage of temporal coding and spike-timing dependent plasticity.   

2.5.2 Maturation of membrane potential oscillations and resonance 

Passive membrane properties like τmemb also help shape oscillatory properties of neurons, 

which influence the sensitivity of neurons to input and production of action potentials based on 

frequency.  Over the first postnatal month, the proportion of BLA principal neurons expressing 

spontaneous membrane potential oscillations (MPOs) increased substantially and the frequency of 

those MPOs increased.  Spontaneous MPOs are expressed in adult BLA principal neurons in the 

guinea pig at a proportion comparable to that seen here at P21 and P28 (Pape et al., 1998).  The 

change in frequency with development was not significant, although similar trends have been 

observed in entorhinal cortex (Boehlen et al., 2010) and midbrain (Wu et al., 2001).  

Interestingly, the MPO was abolished by application of 1 µM tetrodotoxin (unpublished 

observation), suggesting the oscillation is promoted by synaptic activity. 

Maturation of intrinsic oscillatory activity in BLA principal neurons also manifests as a 

change in the preferred resonance frequency.  Intrinsic resonance has a similar time-course of 

development to the MPO, expressing a mature phenotype in the BLA at P21.  Resonance and 

MPOs also exhibit coordinated development in neurons of the entorhinal cortex (Burton et al., 

2008; Boehlen et al., 2010).  These two phenomena are mediated by a similar set of voltage-gated 

currents and have similar frequency preference (Lampl and Yarom, 1997; Hutcheon and Yarom, 

2000; Erchova et al., 2004).  The mean peak resonance frequency we report here for BLA 

principal neurons at P28, 5.69 Hz, differs substantially from those reported for the guinea pig, 2.5 

Hz (Pape and Driesang, 1998), and the adult rat, 4.2 Hz (Chapter 6; Ryan et al., 2012).  While 

these differences could be due to continued maturation of oscillatory properties after P28, we 
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believe it is more likely due to differences in species or recording voltage, which is known to 

impact resonance (Pape and Driesang, 1998; Tseng and Nadim, 2010).  

Spontaneous MPOs can directly influence spike timing (Desmaisons et al., 1999; 

Richardson et al., 2003), and in our hands, action potentials were phase-locked with the peak of 

the spontaneous MPO in some neurons at P28.  Oscillatory properties of individual neurons 

contribute to the production of network oscillations (Lampl and Yarom, 1997; Tohidi and Nadim, 

2009), which are an important component of communication between distant brain regions (Engel 

et al., 2001; Singer, 2009; Canolty and Knight, 2010; Fujisawa and Buzsaki, 2011).  Coherent 

oscillations are expressed by the amygdala and downstream target regions, including the 

hippocampus and prefrontal cortex, during fear acquisition and expression (Madsen and Rainnie, 

2009; Sangha et al., 2009; Pape and Pare, 2010).  Importantly, the frequency of these coherent 

oscillations overlaps with the frequency of peak resonance and spontaneous MPOs in BLA 

principal neurons at P28, suggesting the emergence of these properties contributes to the mature 

expression of fear.  Theta oscillations in local field potentials from the hippocampus increase in 

frequency throughout the third and fourth postnatal weeks, corresponding with emergence of 

mature network properties (Wills et al., 2010).  This finding further supports a role for 

development of the oscillatory properties of individual neurons in network function and mature 

behavior. 

Considering the importance of oscillatory properties of individual neurons for the 

generation of network oscillations (Lampl and Yarom, 1997; Desmaisons et al., 1999; Richardson 

et al., 2003; Tohidi and Nadim, 2009), their emergence in the BLA should correspond with that of 

principal neuron resonance.  Based on electroencephalograms of the developing rat brain, no 

discernible network oscillations are observed in the BLA from birth through P14.  Prominent 

oscillations emerge by this age in other regions including cortex, hippocampus and thalamus 

(Snead and Stephens, 1983), suggesting network oscillations in the BLA develop relatively late.  

We argue that network oscillations in the amygdala are promoted by organization of principal 
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neuron MPOs by synaptic input from parvalbumin-expressing interneurons (Ryan et al., 2012).  

Interestingly, these interneurons emerge in the BLA at P17 and reach mature expression by P21 

(Berdel and Morys, 2000), when mature oscillatory properties would render BLA principal 

neurons more susceptible to organization by parvalbumin interneurons. 

2.5.3 Maturation of Ih and its contribution to resonance 

The observed changes to resonance, as well as to passive membrane properties, were 

likely influenced by maturation of the voltage-sensitive current, Ih.  This current is critically 

involved in the expression of resonance properties (Hutcheon et al., 1996a; Hu et al., 2002; 

Marcelin et al., 2012) and contributes to input resistance at rest (Surges et al., 2004).  Here we 

have shown an increase in amplitude and a decrease in activation time constant of Ih across the 

first postnatal month, as shown previously in other brain regions (Vasilyev and Barish, 2002; 

Khurana et al., 2012).  The interaction of a 7-fold increase in Ih current amplitude across this 

window with a nearly 10-fold reduction of Rin explains the fairly consistent amplitude of voltage 

sag at all ages.  Consistent sag amplitude across the first postnatal month was also observed in 

entorhinal cortex despite increasing Ih conductance (Burton et al., 2008).   

The amplitude of Ih may be regulated throughout the first postnatal month to 

homeostatically maintain a consistent resting membrane potential.  There are, however, visible 

changes in the voltage waveform of Ih because of faster Ih activation and τmemb.  Changes to Ih in 

the BLA may be due to transitions in the expression of subtypes of HCN, the channel mediating 

Ih, as in thalamic and hippocampal neurons (Bender et al., 2001; Kanyshkova et al., 2009).  Ih 

activation kinetics were assessed by fitting the Cs
+
 subtraction current with a two-term 

exponential equation at P14, P21, and P28, since Ih has previously been shown to have two 

distinct activation time constants (Pena et al., 2006).  It is not clear why Ih at P7 appeared to have 

only a single activation time constant.  While Cs
+
 is not selective for HCN channels, we believe 

the subtraction currents are largely comprised of Ih. The hyperpolarization-activated current we 
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observed likely involved activation of voltage-gated K
+
 channels, which can also be sensitive to 

Cs
+
. However, for Cs

+
 to affect those channels, it must enter the cell, which is unlikely at the 

voltages used for this protocol. Assessed by blockade with Cs
+
, Ih makes a substantial 

contribution to resonance as early as P14.  From P14 to P28, Cs
+
 shifted the peak resonance 

toward lower frequencies, but at P7, there was little impact.  Interestingly, the greatest effects on 

resonance of Ih blockade were seen at P14, when the resonance in Cs
+ 

resembled that seen at P7 in 

control conditions.  This suggests Ih emerges as a major contributor to resonance between P7 and 

P14.  Starting at P21, Cs
+
 did not functionally abolish resonance by enhancing power 

preferentially in the lowest frequencies, as it did at P14.  Cs
+
 application had a diminishing effect 

on resonance with age following P14, suggesting other currents begin to play a greater role in 

shaping resonance.  Although the amplitude of Ih continues to increase beyond P14, the 

concurrent reduction of input resistance and the compensatory effect of other emerging currents 

may mitigate the effects of Cs
+
 application on resonance. 

Considering the unique role Ih plays in shaping resonance at P14, at that age we expect 

profound sensitivity of resonance to neuromodulators that influence cAMP, a classic modulator 

of Ih.  Developmental changes in neuromodulators contribute to maturation of Ih around P14 in 

the medial superior olive, further suggesting neuromodulation is relevant for neuronal function at 

that age (Khurana et al., 2012). Interestingly, Ih conductance in BLA principal neurons is reduced 

by the anxiolytic neurotransmitter neuropeptide Y and enhanced by the anxiogenic 

neurotransmitter corticotrophin-releasing factor (Giesbrecht et al., 2010). 

Changes to resonance due to blockade of Ih are indirect and largely attributable to effects 

on τmemb.  There is a close relationship between τmemb and peak resonance frequency (Hutcheon 

and Yarom, 2000), and the magnitude of resonance is linearly correlated with Ih amplitude 

(Marcelin et al., 2012).  We showed that blockade of Ih directly impacts τmemb but does not 

maintain the fitted relationship between τmemb and peak resonance frequency, suggesting that, 

aside from passively contributing to resonance through τmemb, Ih contributes actively through its 
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voltage-dependence and activation kinetics.  In hippocampal pyramidal neurons, the amplitude of 

Ih is tightly correlated with the magnitude of the resonance peak (Marcelin et al., 2012). 

2.5.4 Maturation of trains of action potentials 

As expected, trains of action potentials elicited by direct current injection changed 

qualitatively across the first postnatal month.  At P7, neurons exhibited a consistent action 

potential frequency throughout trains; as the animals aged, the frequency of the first two to three 

spikes increased dramatically, such that mature cells exhibited doublets or triplets at the onset of 

firing.  Spike doublets have been documented in adult neurons of the basolateral (Rainnie et al., 

1993) and lateral (Driesang and Pape, 2000) nuclei of the amygdala, and are thought to improve 

the fidelity of synaptic transmission (Lisman, 1997).  Furthermore, doublets have been suggested 

to promote network oscillations and bridge the temporal gap between inputs to the amygdala 

representing conditioned and unconditioned stimuli during fear conditioning (Driesang and Pape, 

2000).  Interestingly, changes in dendritic morphology can directly affect spiking properties, 

including doublet firing (Mainen and Sejnowski, 1996), and experiments are underway to 

characterize morphological changes in these neurons during development. 

In this study, maximal firing rate reached maturity in P14 cells, while in cortical pyramidal 

neurons, maximal firing rates have been reported to reach mature values as early as P2 

(McCormick and Prince, 1987).  This disparity is consistent with the late development of 

emotional processing relative to sensorimotor processing.  The consistency of firing rates after 

P14 may be afforded by strengthening of IA through insertion of Kv4 channels into the membrane 

(Vacher et al., 2006) to compensate for reduced medium afterhyperpolarizations (mAHPs).   

It is important to note that, while spike trains elicited with square current pulses were 

relatively consistent across the first postnatal month, there were profound changes in the 

spontaneous activity of neurons depolarized to near threshold with direct current.  Specifically, 

neurons at P7 exhibited highly erratic membrane potentials characterized by waves of 
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depolarization, likely involving activation of low-threshold calcium currents, which resulted in 

bursts of action potentials and periods of quiescence.  Throughout the first postnatal month, 

membrane potentials became more stable near threshold.  It is possible that the erratic membrane 

potentials in immature neurons were due to instability of the seal or physical qualities of the 

membrane.  This is likely not the case based on the high Rin and repetitive firing exhibited at P7, 

properties indicative of a healthy membrane and seal.  Furthermore, the membrane potential at P7 

was stabilized by application of TTX (unpublished observation), suggesting the volatility was 

introduced by synaptic or intrinsic currents. 

2.5.5 Maturation of action potentials and AHPs 

There were also many developmental changes to properties of individual action 

potentials, including threshold, kinetics, and AHPs.  Action potential threshold hyperpolarized 

until P21, potentially counteracting the effects of reduced Rin on neuronal excitability and acting 

to maintain consistent firing activity.  The value we report for mature threshold (-41 mV) differed 

from the threshold values previously reported for mature BLA principal neurons (mean of -52 

mV, (Rainnie et al., 1993), but this difference may be due to methods of recording (whole-cell 

patch vs. sharp) or analysis.  Action potentials rise-time, decay-time and half-width were halved 

from P7 to P28, with the majority of change occurring by P21.  Thalamic neurons also achieve 

mature action potential durations around P21 (Ramoa and McCormick, 1994), while neocortical 

projection neurons do so somewhat earlier, at approximately P14 (McCormick and Prince, 1987).  

Faster action potentials would allow for faster firing rates and may also impact calcium influx due 

to spiking, which could impact AHPs of action potentials.   

Across the first postnatal month, AHPs matured in two ways: mAHPs became 

significantly faster and shallower while fast AHPs (fAHPs) became faster and deeper.  Fast AHPs 

were not present at P7 but were present in two thirds of neurons by P21, when they exhibited 

adult-like waveforms.  The emergence of fAHPs corresponds with faster action potential 
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repolarization, and these phenomena are likely both due to maturation of fast voltage-gated 

potassium currents.  A reduction in mAHP duration across the first postnatal month has also been 

observed in entorhinal cortex (Burton et al., 2008).  Medium AHPs can normalize inter-spike 

intervals and promote regular firing, hindering temporal coding mechanisms in favor of rate 

coding (Prescott and Sejnowski, 2008); smaller mAHPs in adult principal neurons are therefore 

another factor, along with smaller τmemb and more prominent oscillations, that could promote 

temporal coding in mature emotional processing.  Both fAHPs and mAHPs have been reported in 

adult BLA principal neurons (Rainnie et al., 1993), and the reported values suggest the trends we 

observed in AHP amplitude and duration continue past P28.  A subset of adult BLA principal 

neurons has been shown to also express a slow AHP (Rainnie et al., 1993; Faber and Sah, 2002). 

Unfortunately, we were unable to assess the presence of a sAHP in immature BLA principal 

neurons with our data set.  Future studies should address whether the presence of a sAHP 

emerges during postnatal development, as this could shed light on the developmental 

differentiation of principal neuron subtypes. 

The trajectory of fAHP maturation corresponds with a reduction of the first inter-spike 

interval, such that almost all neurons at P28 have a fAHP and fire doublets.  Interestingly, 

reduction of fAHP amplitude in the lateral amygdala through modulation of BK channels has 

been shown following stress and linked to anxiety (Guo et al., 2012), suggesting doublets are 

relevant for amygdala function.  While the emergence of a fAHP likely involves changes in 

currents like BK, we cannot make any direct claims regarding the quantity or quality of 

underlying currents because we measured voltage deflections.  Furthermore, because these 

voltage deflections are measured relative to action potential threshold, which is itself changing 

across development, the interaction of AHPs with currents regulating inter-spike interval may 

vary with age.   
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2.5.6 Maturation of amygdala connectivity and neuronal morphology 

The BLA contributes to a network of brain regions that produce and regulate emotional 

behavior, including the prefrontal cortex, which itself develops substantially during the first 

postnatal month (Van Eden and Uylings, 1985; Bourgeois et al., 1994; Anderson et al., 1995; 

Rakic, 1995; Gourley et al., 2012).  Afferents from cortical areas, including the prefrontal and 

auditory cortices, do not emerge in the BLA until around P13, while thalamic afferents are 

present as early as P7 (Bouwmeester et al., 2002b).  Interestingly, a functional interaction of the 

prefrontal cortex and BLA also develops late; the medial prefrontal cortex does not contribute to 

extinction learning until P24 (Kim et al., 2009).   

The interaction of the BLA with other brain regions that process emotion depends on the 

function BLA principal neurons. We have provided evidence that neurons of the BLA are not 

physiologically mature at birth, and have argued that postnatal changes in amygdala function and 

emotional processing are likely driven by drastic changes to the physiology of amygdala neurons. 

These physiological changes may be driven by developmental changes to the morphology or ion 

channel expression of these neurons. Changes to the size of the soma or extent of dendritic 

arborization can alter the electrophysiological properties of neurons. In terms of ion channels, we 

described maturation in the BLA of the properties of Ih, which suggests there are concomitant 

changes to the underlying ion channels; in addition, many other currents shape the properties we 

have shown to mature in BLA principal neurons, suggesting a host of changes to gene expression 

during development.  

Several studies have addressed these aspects of amygdala development.  The BLA 

increases in volume from embryonic day 17 until P14 (Berdel et al., 1997b), although the total 

number of neurons reaches the mature value at P7.  From birth to P7, the cross-sectional area of 

rat BLA neurons doubles, but at P7 the majority of neurons are still small and have only one or 

two main dendrites (Berdel et al., 1997a).  By P14, the cross-sectional area is the same as in the 
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adult.  A 3-fold increase in total synapses in the BLA from P7 to P28, as measured by 

synaptophysin staining (Morys et al., 1998), probably reflects increased intrinsic connectivity as 

well as maturation of inputs to the amygdala. Interestingly, in terms of BLA volume and number 

of neurons, throughout development no differences were observed across sex (Rubinow and 

Juraska, 2009), corroborating our findings of no sex differences in principal neuron physiology.   

Despite the number of studies addressing BLA neuron morphology during development, 

none have employed modern techniques to characterize dendritic arborization of estimate soma 

volume, necessary information to understand the factors driving the maturation of BLA neuron 

physiology and connectivity. Furthermore, the postnatal emergence of afferents from throughout 

the brain and the increase in synaptophysin staining suggest robust changes to the inputs to BLA 

neurons, which should be reflected not only in dendritic arborization but also in the expression of 

dendritic spines. In order to better identify how the amygdala circuit becomes organized and 

functions during postnatal development, we addressed the morphology and ion channel 

expression in this neuronal population throughout development. Our findings are summarized in 

Chapter 3. 
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Figure 2.1: Maturation of physiological properties of BLA principal neurons 

across the first postnatal month 
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Figure 2.1: Maturation of physiological properties of BLA principal neurons across the first 

postnatal month. Illustrated are representative voltage responses to a series of transient (1 s) 

hyperpolarizing and depolarizing current steps, depicting age-dependent changes in the active and 

passive membrane properties of BLA principal neurons. All neurons were held at -60 mV with 

direct current injection. The amplitudes of current injection were adjusted for each neuron to 

normalize the voltage deflections. Note the difference in scale for the current injections of the 

neurons depicted in the top panel (postnatal day 7 (P7, left) and 14 (right)) and those depicted in 

the bottom panel (P21 (left) and 28 (right)). 
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Figure 2.2: Input resistance and membrane time constant decrease with age 
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Figure 2.2: Input resistance and membrane time constant decrease with age. (A, B) Box and 

whisker plots show input resistance (A) and membrane time-constant (B) of BLA principal 

neurons across the first postnatal month and in adulthood (n = 45 (P7), 37-39 (P10), 53-54 (P14), 

43-45 (P21), 56-58 (P28), and 54-56 (P>35)). Significance was assessed using a Wilcoxon rank-

sum test and pairwise comparisons were made for each age group with up to four neighboring 

time-points (see inset tables for results) using a Bonferroni correction for the resulting 9 

comparisons (***, p < 0.001; NS: not significant, p > 0.05). (C) Maturation of membrane time-

constant is illustrated with the average, normalized membrane charging in response to a small, 

hyperpolarizing current step (approximately 5 mV deflection) for each developmental time point 

(n = 48 (P7), 28 (P10), 56 (P14), 45 (P21), and 58 (P28)). 
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Figure 2.3: Developmental increase in Ih amplitude and kinetics in BLA 

principal neurons 
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Figure 2.3: Developmental increase in Ih amplitude and kinetics in BLA principal neurons. 

(A) Representative voltage responses of neurons to a hyperpolarizing, square step of magnitude 

adjusted to elicit a 20 mV peak deflection. Neurons were recorded in the presence of 1 μM TTX 

at each time point, and blockade of Ih by 5 mM cesium (Cs
+
) is depicted for a neuron at P28. 

Neurons had baseline membrane potential adjusted to -60 mV with direct current. (B) Voltage-

clamp recordings following Cs
+
 application (5 mM) subtracted from those prior to Cs

+
 application 

depict the maturation of a Cs
+
-sensitive current. Neurons were held at -60 mV and stepped to -

100 mV, and all recordings were performed in the presence of 1 μM TTX (n = 10 (P7), 14 (P14), 

11 (P21), 11 (P28)). (C) Peak amplitudes of subtraction currents from B are plotted as mean ± 

SEM for each time point. Significance was assessed using a one-way ANOVA with Bonferonni’s 

post-tests, and pairwise comparisons were made for each age group with up to three neighboring 

time-points (see inset table for results; ***, p < 0.001; **, p < 0.01; NS: not significant, p > 0.05). 

(D) Plotted as mean ± SEM for each age, the time constant of Ih activation was measured from a 

double exponential fit to the subtraction currents in B at all ages except P7, which was 

sufficiently fit with a single exponential. 
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Figure 2.4: Maturation of intrinsic resonance towards higher frequencies 
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Figure 2.4: Maturation of intrinsic resonance towards higher frequencies. (A) Membrane 

potential response, shown as mean (black line) and standard deviation (grey band), to a ZAP 

current (Iin, fixed amplitude and logarithmically increasing frequency, shown at bottom) is 

depicted for each age (n = 22 (P7), 24 (P14), 22 (P21), and 32 (P28)). Neurons were first 

hyperpolarized to -70 mV with direct current, and ZAP current amplitude was adjusted for each 

neuron to elicit a 20 mV depolarizing deflection. Instantaneous frequency of the injected current 

is highlighted with gray bars above each trace, and the mean, peak resonance frequency for each 

age is depicted amid the gray bars with a black triangle. (B) Relative impedance for input from 

0.1-10 Hz, calculated by normalizing the power spectra of the voltage responses in A to the 

power spectra of injected current, were fit with polynomials and plotted as the mean (n consistent 

with A). (C) Peak resonance frequency is plotted as mean ± SEM, measured at the maximum of 

each neuron’s individual power spectrum (n = 21 at P7, 24 at P14, 21 at P21, and 29 at P28). 

Statistical significance was assessed with a one-way ANOVA using Bonferroni’s post-tests to 

compare all data sets (** denotes p < 0.001 versus all other groups). 
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Figure 2.5: Contribution of Ih to intrinsic resonance of BLA principal 

neurons changes with age 
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Figure 2.5: Contribution of Ih to intrinsic resonance of BLA principal neurons changes with 

age. (A) Mean membrane potential response to a ZAP current (Iin, fixed amplitude and 

logarithmically increasing frequency, shown at bottom) in 1 μM TTX alone (black line, taken 

from Figure 6) or with 5 mM Cs+ (red line) is depicted for each age (in Cs+, n = 19 at P7, 21 at 

P14, 20 at P21, and 17 at P28).  Neurons were first hyperpolarized to -70 mV with direct current, 

and ZAP current amplitude was adjusted for each neuron and condition to elicit a 20 mV, 

maximal depolarizing deflection. Instantaneous frequency of the injected current is highlighted 

with gray bars between traces. (B) Effect of Cs
+
 application on prominence, calculated as ratio of 

the prominence before and after Cs+ application, plotted as mean & SEM at P7, P14, P21, and 

P28. (C, D) Peak resonance frequency is plotted against membrane time constant (τ) for neurons 

at each time point, recorded in TTX alone (C, D) or following application of 5 mM Cs
+
 (D). A 

black line depicts the results of an exponential regression (R2 = 0.76) of the data shown in C. 
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Figure 2.6: Spontaneous membrane potential oscillations emerge as BLA 

principal neurons develop 
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Figure 2.6: Spontaneous membrane potential oscillations emerge as BLA principal neurons 

develop. (A, B) Representative current-clamp recordings, shown at two scales, of neurons 

depolarized to action potential threshold with direct current, highlighting maturation of spiking 

pattern (A) and spontaneous membrane potential oscillations (B). (C) Pie charts depict the 

proportion of neurons expressing spontaneous membrane potential oscillations at each time-point 

(n = 20 (P7), 26 (P14), 25 (P21), and 48 (P28)). (D) Representative spike-triggered average from 

a 30 s recording of a P28 neuron held near threshold, displaying entrainment of spiking to a 

spontaneous membrane potential oscillation. 
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Figure 2.7: Maturation of spike trains in BLA principal neurons 
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Figure 2.7: Maturation of spike trains in BLA principal neurons. (A) Instantaneous action 

potential frequency is plotted for individual neurons (grey lines) and group mean (black lines) at 

each time point. Neurons were depolarized such that the mean inter-spike membrane potential 

was near spike threshold (see Methods for details). The start of a representative spike train is inset 

in each plot to highlight differences in initial spike rate (n = 39 (P7), 75 (P14), 97 (P21), and 103 

(P28) trains). (B) First interspike-interval for the spike trains in A is depicted in a box and 

whisker plot, with the later time-points shown on both y-axes (n = 45 (P7), 37 (P10), 53 (P14), 43 

(P21), 54 (P28), and 59 (P>35)). Significance was assessed using a Wilcoxon rank-sum test and 

pairwise comparisons were made for each age group with up to four neighboring time-points (see 

inset table for results) using a Bonferroni correction for the resulting 9 comparisons (***, p < 

0.001; NS: not significant, p > 0.05). (C) Input-output curves for neurons at each time point are 

depicted as mean (line) and standard deviation (grey band) of average firing frequency in 

response to a 1 s square current step from holding potential at -60 mV (n = 7 for all time points). 

  



91 
 

Figure 2.8: Action potentials of BLA principal neurons develop a more 

hyperpolarized threshold and become faster with age 
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Figure 2.8: Action potentials of BLA principal neurons develop a more hyperpolarized 

threshold and become faster with age. (A) Action potential waveform, depicted as mean (black 

line) and standard deviation (grey band), for neurons across postnatal development (n = 48 (P7), 

34 (P10), 46 (P14), 40 (P21), 54 (P28)). (B-E) Box and whisker plots depict action potential 

threshold (B), half-width (C), 10-90% rise-time (D), and 90-10% decay time (E) for neurons at 

each time point (n = 49-51 (P7), n = 35-37 (P10), n = 52-55 (P14), n = 43-45 (P21), n = 56-57 

(P28), and n = 55-57 (P>35)). Significance was assessed using a Wilcoxon rank-sum test and 

pairwise comparisons were made for each age group with up to four neighboring time-points (see 

inset tables for results) using a Bonferroni correction for the resulting 9 comparisons (***, p < 

0.001; **, p < 0.01; NS: not significant, p > 0.05). 
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Figure 2.9: Action potential medium AHP matures and a fast AHP emerges 

with age 
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Figure 2.9: Action potential medium AHP matures and a fast AHP emerges with age. (A) 

Changes in afterhyperpolarization (AHP) waveform are illustrated by spike-triggered averages 

(from at least 8 action potentials) of one free-firing, representative neuron for each time point. (B, 

D) Derived from spike-triggered averages, the voltage difference between a neuron’s action 

potential threshold and its medium (B) or fast (D) AHP peak (mean ± SEM) is plotted versus time 

elapsed from spike initiation to AHP peak (mean ± SEM) for each time point (n = 8 (P7), 15 

(P14), 22 (P21), and 31 (P28)). There was a significant effect of age on mAHP amplitude (p < 

0.001, One-way ANOVA) and duration (p < 0.01, Kruskal-Wallis). Only neurons with a 

discernible fast AHP were included in analysis for D, and the proportions of neurons expressing a 

fast AHP at each time point are depicted as pie charts (C). 
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Chapter 3: Morphology and Ion Channel Expression of Developing 

Principal Neurons in the Rat Basolateral Amygdala
2
 

  

                                                           
2Adapted from: Ryan SJ*, Ehrlich DE*, Hazra R, Guo JD, Rainnie DG (2013). Morphology and Ion Channel 

Expression of Developing Principal Neurons in the Rat Basolateral Amygdala. Under revision at J Comp Neurol. 
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3.1 Abstract 

The basolateral nucleus of the amygdala (BLA) assigns emotional valence to sensory 

stimuli, and many amygdala-dependent behaviors undergo marked development during postnatal 

life. We recently showed principal neurons in the rat BLA undergo dramatic changes to their 

electrophysiological properties during the first postnatal month, but no study to date has 

thoroughly characterized changes to morphology or gene expression that may underlie the 

functional development of this neuronal population. We addressed this knowledge gap with 

reconstructions of biocytin-filled principal neurons in the rat BLA and single-cell RT-PCR at 

postnatal days 7 (P7), 14, 21, 28, and 60. BLA principal neurons underwent a number of 

morphological changes, including a two-fold increase in soma volume from P7 to P21 followed 

by a comparable decrease by P60. Dendritic arbors expanded significantly during the first 

postnatal month and achieved a mature distribution around P28, in terms of total dendritic length 

and distance from soma. The number of primary dendrites and branch points were consistent with 

age, but branch points were found farther from the soma in older animals. Dendrites of BLA 

principal neurons at P7 had few spines, and spine density increased nearly five-fold by P21. 

Corresponding with these morphological changes were shifts in the expression of transcripts for 

voltage-gated ion channels, with a number of subtypes present at P7 or P14 replaced by P28. 

Together, these developmental transitions in BLA principal neuron morphology and gene 

expression help explain a number of concomitant electrophysiological changes and identify a 

critical period in amygdala development. 
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3.2 Introduction 

The amygdala is critical for the expression of normative and maladaptive emotional 

behaviors,  but relatively few studies have characterized how BLA structure and function change 

with age. Many prior studies addressing maturation of the BLA have been performed in rats. 

These studies have identified a window during the first postnatal month wherein the morphology 

and physiology of the nucleus undergo rapid and pronounced change. In particular, during this 

window the volume of the BLA increases while the density of neurons is reduced by half (Morys 

et al., 1998; Rubinow and Juraska, 2009; Chareyron et al., 2012). Neurons in the BLA grow 

during this period, with somas and dendritic arbors expanding (Escobar and Salas, 1993). We 

characterized the developmental changes to electrophysiological properties of BLA principal 

neurons, which comprise approximately 85% of BLA neurons and mediate virtually all output of 

the nucleus (Chapter 2; Ehrlich et al., 2012). Specifically, we showed that BLA principal neurons 

exhibit significant changes to their excitability and sensitivity to synaptic input across the first 

postnatal month, including a ten-fold reduction in input resistance and a hyperpolarization of 

action potential threshold greater than 5 mV. There are also concomitant changes to the 

waveform and patterning of action potential output, including the emergence of a fast after-

hyperpolarization and spike doublets. 

While previous studies have addressed gross morphological changes to the BLA and its 

component neurons throughout postnatal development, several important knowledge gaps remain. 

The only study to date examining the morphology of individual neurons in the BLA was not 

specific to principal neurons and did not address features such as the quantity or branching of 

dendritic material or the expression of spines (Escobar and Salas, 1993). Developmental changes 

to these features should substantially alter neuronal function, as the surface area of BLA principal 

neurons and the types of ion channels inserted into their membranes directly impact 

neurophysiology, including firing patterns (Mainen and Sejnowski, 1996). We have addressed 
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this knowledge gap by characterizing BLA principal neuron morphology throughout the first 

postnatal month and in adulthood. Additionally, we identified corresponding changes to the 

expression of subtypes for various voltage-gated ion channels. Specifically, we used whole cell 

patch clamp at postnatal days 7, 14, 21, 28, and 60 to fill neurons with biocytin for post-hoc 

morphological reconstruction and analysis. We also recovered principal neuron cytosol for 

analysis with single-cell RT-PCR, testing for the expression of transcripts for voltage-gated ion 

channels in the HCN, KIR, KV, and CaV families. Here, we describe a number of changes to the 

soma, dendritic arbor, dendritic spines, and ion channel expression in developing BLA principal 

neurons. 

3.3 Methods 

3.3.1 Ethical approval 

All experimental protocols strictly conform to National Institutes of Health guidelines for 

the Care and Use of Laboratory Animals, and were approved by the Institutional Animal Care and 

Use Committee of Emory University. 

3.3.2 Animals 

Male rats born in-house to time-mated Sprague–Dawley female rats (embryonic day 5 on 

arrival from Charles River, Wilmington, MA, USA) were used in all experiments. Pups were 

housed with the dam prior to weaning on postnatal day (P)22 or P23 (considering P1 as day of 

birth). After weaning, rats were isolated by sex and housed three to four per cage with access to 

food and water ad libitum. Animals attributed to each developmental time-point (P7, P14, P21, 

P28, and P60) were used on that day or the following day (P7–8, P14–15, P21–22, P28–29, and 

P60-61, respectively). 
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3.3.3 Slice Physiology 

To perform neuronal reconstructions at each time-point, we performed whole-cell patch 

clamp to identify BLA principal neurons based on electrophysiological properties as described 

previously (Ehrlich et al., 2012) and to visualize neurons, biocytin (0.35%, Sigma-Aldrich, St 

Louis, MO, USA) was included in the patch recording solution. Acute brain slices containing the 

BLA were obtained as previously described (Rainnie, 1999b). Briefly, animals were decapitated 

under isoflurane anesthesia (Fisher Scientific, Hanoverpark, IL, USA) if older than 11 days, and 

the brains rapidly removed and immersed in ice cold, 95% oxygen–5% carbon dioxide-perfused 

‘cutting solution' with the following composition (in mM): NaCl (130), NaHCO3 (30), KCl 

(3.50), KH2PO4 (1.10), MgCl2 (6.0), CaCl2 (1.0), glucose (10), ascorbate (0.4), thiourea (0.8), 

sodium pyruvate (2.0) and kynurenic acid (2.0). Coronal slices containing the BLA were cut at a 

thickness of 300–350 μm using a Leica VTS-1000 vibrating blade microtome (Leica 

Microsystems Inc., Bannockburn, IL, USA). Slices were kept in oxygenated cutting solution at 

32°C for 1 h before transferring to regular artificial cerebrospinal fluid (ACSF) containing (in 

mM): NaCl (130), NaHCO3 (30), KCl (3.50), KH2PO4 (1.10), MgCl2 (1.30), CaCl2 (2.50), 

glucose (10), ascorbate (0.4), thiourea (0.8) and sodium pyruvate (2.0). 

3.3.4 Patch clamp recording 

Individual slices were transferred to a recording chamber mounted on the fixed stage of a 

Leica DMLFS microscope (Leica Microsystems Inc., Bannockburn, IL, USA) and maintained 

fully submerged and continuously perfused with oxygenated 32°C ACSF at a flow rate of 1–2 mL 

min
−1

. The BLA was identified under 10x magnification. Individual BLA neurons were identified 

at 40x using differential interference contrast (DIC) optics and infrared (IR) illumination with an 

IR sensitive CCD camera (Orca ER, Hamamatsu, Tokyo Japan). Patch pipettes were pulled from 

borosilicate glass and had a resistance of 4–6 MΩ. Patch electrode solution had the following 

composition (in mM): potassium gluconate (130), KCl (2), HEPES (10), MgCl2 (3), K-ATP (2), 
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Na-GTP (0.2), phosphocreatine (5), and 0.35% biocytin, titrated to pH 7.3 with KOH, and 290 

mosmol L
−1

. Data acquisition was performed using either a MultiClamp 700A or an Axopatch 1D 

amplifier in conjunction with pCLAMP 10.2 software and a DigiData 1322A AD/DA interface 

(Molecular Devices, Sunnyvale, CA, USA). Whole-cell patch clamp recordings were obtained 

and low-pass filtered at 2 kHz and digitized at 10 kHz. The membrane potential was held at −60 

mV for all neurons if not specified. Cells were excluded if they did not meet the following 

criteria: a stable resting membrane potential more negative than −55 mV; access resistance lower 

than 30 MΩ; stable access resistance throughout recording, changing less than 15%; and action 

potentials crossing 0 mV. The identity of BLA principal neurons was verified by injecting a series 

of 10 hyperpolarizing and depolarizing, 1 s long, square-wave current steps. They were scaled so 

that, for each cell, the peak voltage deflections were to approximately −80 mV and −40 mV. 

Traces were analyzed using Clampfit 10.2 (Molecular Devices, Sunnyvale, CA, USA). 

3.3.5 Histochemical Processing 

Patched neurons were labeled with biocytin (Sigma-Aldrich, St Louis, MO, USA) 

included in the patch pipette recording solution. After neurons were recorded for at least 15 

minutes, slices were fixed in 10% buffered formalin (Fisher Scientific, Hanoverpark, IL, USA) 

for 12-72 hours, and then transferred to cryo-protectant for storage at -20 C. After three 

consecutive 10 minute washes in 0.05 M phosphate buffered saline (PBS), slices
 
were 

permeabilized for 30 minutes in phosphate buffered saline (PBS) and 0.5% Triton X-100 (Sigma-

Aldrich, St Louis, MO, USA).
 
Slices were then treated with Alexa Fluor 488-conjugated 

Streptavidin (Invitrogen, Grand Island, New York, USA) diluted to 1:1000 in PBS with Triton X-

100 overnight at room temperature. Slices were then washed 2 times for 1 hour each in 0.05 M 

PBS and washed for 10 minutes in 0.05 M phosphate buffer. Finally, the slices were mounted on 

glass slides, air dried for two to twelve hours, and cover-slipped with mowiol mounting medium 

(Sigma-Aldrich, St Louis, MO, USA).  
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3.3.6 Neuronal reconstruction and Data Analysis 

For morphological analysis, the dendritic arbor of each neuron was first reconstructed by 

hand using the Neurolucida neuron tracing software (MicroBrightField, Colchester, VT) from 

single z-stack images taken at 10x magnification with a 0.4 μm step size using a Leica DM5500B 

spinning disk confocal microscope (Leica Microsystems Inc., Bannockburn, IL, USA) and 

SimplePCI data acquisition software (Compix, Sewickley, PA). Slices were examined live at 63x 

to support tracing of fine or overlapping dendritic segments. Reconstructions of neuronal somas 

were performed using AutoNeuron workflow in Neurolucida from image stacks obtained with a 

63x objective. Quantitative analysis of reconstructions was performed using Neurolucida 

Explorer (MicroBrightField). The volume and surface area of somas were estimated using the 

‘Marker and Region Analysis’ subroutine to provide a 3-D contour summary. Dendritic length 

and branching were analyzed in Neurolucida Explorer using Sholl analyses with ring radius 

increments of 2 µm, and data were analyzed in Matlab (The MathWorks, Natick, MA, USA). 

Corrections were not made for shrinkage due to tissue processing. 

To estimate the average spine density for BLA principal neurons, we manually counted 

dendritic spines with Neurolucida on image stacks of dendrite segments taken at 100x 

magnification. For each neuron, 10 dendritic segments were analyzed and the counter was 

blinded to the originating neuron of each segment. The 10 segments for counting were chosen 

pseudo-randomly using a custom Matlab script (available upon request), which selected random 

locations throughout the dendritic arbor that were separated from each other by a minimum of 50 

µm. Dendritic spines were counted on segments centered on each of these 10 locations, spanning 

50 µm (or less if near an ending) along a random path through the dendritic arbor. Total spine 

number was estimated for each neuron individually using the product of average spine density 

and aggregate dendritic length, defined as the sum of the lengths of all dendritic segments. 
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3.3.7 Single Cell RT-PCR 

At the end of a subset of patch clamp recording sessions without biocytin present in the 

patch solution, the cell cytoplasm was aspirated into the patch recording pipette by applying 

gentle negative pressure under visual control. Pipettes contained ~5 μL of RNase-free patch 

solution. The contents of the patch pipette were expelled into a microcentrifuge tube containing 

5 μL of the reverse transcription cocktail (Applied Biosystems, Foster City, CA, USA), and the 

reverse transcription product was amplified in triplicate and screened for 18S rRNA. Only those 

cell samples positive for 18S rRNA were subjected to amplification with primers. All cells were 

screened for the vesicular glutamate transporter 1 (VGLUT1) expression to confirm a 

glutamatergic phenotype, and all 46 neurons presented here were positive.  The procedure used to 

determine mRNA transcript expression in single cells has been described in detail previously 

(Hazra et al., 2011). The sequences for the oligonucleotide primers are listed in Table 3.1. PCR 

products were visualized by staining with ethidium bromide and separated by electrophoresis in a 

1% agarose gel.   

3.3.8 Statistics 

To compensate for age-dependent changes in variance (assessed using Bartlett’s test with 

GraphPad, GraphPad Software Inc., La Jolla, CA, USA), data for soma volume, critical value of 

dendritic length, dendritic spine density, and total spine estimate were log-transformed before 

statistical analysis. Unless otherwise noted, data are presented as mean ± SEM. The values for 

aggregate dendritic length, critical value of dendritic length, dendritic spine density, and total 

dendritic spine estimate were fit with a Boltzman sigmoidal equation (Equation 3.1) in 

GraphPad. Most data sets were analyzed with a One-way ANOVA to determine effects of age 

(GraphPad). Data from Sholl analyses were analyzed with Two-way ANOVA to determine 

effects of age and distance from soma. Single-cell RT-PCR data were analyzed using logistic 

regression with a binomial distribution in R (The R Foundation for Statistical Computing, 
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Vienna, Austria), with gene expression as the dependent variable (no expression defined as 0, 

expression defined as 1) and age as the independent variable. 

 

Equation 3.1        (     ) (    
(      )  ) 

3.4 Results 

In total, 40 neurons from 15 male rats were filled with biocytin at postnatal day 7 (P7), 

P14, P21, P28, and P60 (8 per time-point). In addition, we characterized mRNA expression at 

each time-point using single cell reverse transcription – polymerase chain reaction (scRT-PCR) 

after recovering mRNA from BLA principal neurons at P7, P14, P21, and P28 (n = 11 to 12 

neurons from 1 animal per time-point). Basic electrophysiological properties were measured and 

found to be consistent with previously reported values (Ehrlich et al., 2012).  Brain slices 

containing filled, recorded neurons were stained and neurons visualized post-hoc to make 

neuronal reconstructions (see Methods). Representative neuronal reconstructions are depicted for 

each time-point in Figure 3.1, and illustrate a variety of developmental changes to BLA principal 

neuron morphology that are quantified in detail below. Principal neurons at all ages lacked a 

consistent orientation in the slice. 

3.4.1 Soma size 

We first quantified somatic volume and surface area of BLA principal neurons 

throughout postnatal development (Figure 3.2). Somatic diameters ranged between 10 and 16 µm 

and somatic volume changed significantly during postnatal development (Figure 3.2A, P < 

0.0001, One-way ANOVA, F4,29 = 12.97), gradually increasing across the first postnatal month 

and then decreasing by adulthood. Mean somatic volume increased by 94% from P7 to P21, 

followed by a 39% reduction by P60. Somatic volume also exhibited an inverted-U relationship 

with age, increasing significantly from 793.9 ± 56.1 µm
3
 (mean ± SEM) at P7 (n = 7) to 1291.5 ± 
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60.7 µm
3
 at P14 (n = 7; Tukey’s post hoc test, P < 0.01), 1541.5 ± 156.8 µm

3
 at P21 (n = 7, P < 

0.001), and 1507.1 ± 61.8 µm
3
 at P28 (n = 6, P < 0.001).  However, by P60, somatic volume 

measured 946.0 ± 103.7 µm
3
 (n = 7), constituting a significant decrease from P14 (P < 0.05), P21 

(P < 0.01), and P28 (P < 0.01). 

A similar trajectory was exhibited by somatic surface area, which also changed 

significantly across postnatal development (Figure 3.2B, P < 0.001, One-way ANOVA, F4,29 = 

6.143). Somatic surface area increased from 376.5 ± 27.1 µm
2
 at P7 (n = 7) to 498.3 ± 25.8 µm

2
 

at P14 (n = 7), and significantly increased from P7 to 536.0 ± 52.2 µm
2
 at P21 (n = 7; Tukey’s 

post hoc test, P < 0.05) and 558.5 ± 20.0 µm
2
 at P28 (n = 6; P < 0.01). By P60, the somatic 

surface area of 390.2 ± 29.9 µm
2
 was comparable to that at P7 and constituted a significant 

decrease from P21 (P < 0.05), and P28 (P < 0.05). 

3.4.2 Growth and Retraction of Dendritic Arbor 

Extensive remodeling of dendritic architecture of BLA principal neurons also occurred 

across postnatal development (Figure 3.3). The aggregate length of dendrites for each neuron 

changed significantly with age (P < 0.0001, One-way ANOVA, F4,34 = 23.27), increasing more 

than threefold across the first postnatal month (Figure 3.3A). Aggregate dendritic length 

increased significantly from 2.106 ± 0.168 mm at P7 (n = 7) to 4.863 ± 0.466 mm at P14 (n = 8; 

Tukey’s post hoc test, P < 0.001), 6.185 ± 0.358 mm at P21 (n = 8; P < 0.001), 6.809 ± 0.402 mm 

at P28 (n = 8; P < 0.001), and 6.378 ± 0.409 mm at P60 (n = 8; P < 0.001). The aggregate 

dendritic length also increased significantly from P14 to P28 (P < 0.01). The distribution of 

aggregate dendritic length vs. age was fit with a sigmoidal Boltzmann function (Eqn. 3.1), which 

estimated the inflection point at V1/2 = 10.92 days with a slope of α = 3.48 days. The lower 

asymptote of aggregate length was estimated to be A2 = 659.8 µm and the upper asymptote to be 

A1 = 6578 µm. The goodness of fit was R
2
 = 0.726. 

The observed increase in aggregate dendritic length with age corresponded with an 
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increased distance of that material to the soma (Figure 3.3B). Using a Sholl analysis with 

concentric rings of 4 µm thickness, we were able to determine the critical value for dendritic 

length, defined as the radius of the Sholl ring with the greatest amount of dendritic length. With 

age, dendrites became concentrated farther from the soma, with the critical value increasing 

significantly across the first postnatal month (P < 0.0001, One-way ANOVA, F4,33 = 10.69). 

Specifically, the critical value for dendritic length increased from 32.3 ± 2.9 µm at P7 (n = 7) to 

52.0 ± 5.7 µm at P14 (n = 8) and increased significantly to 71.7 ± 10.1 µm at P21 (n = 7; Tukey’s 

post hoc test, P < 0.01 vs P7), 91.0 ± 9.6 µm at P28 (n = 8; P < 0.001), and 93.0 ± 11.8 µm at P60 

(n = 8; P < 0.001). The critical value also increased significantly from P14 to P28 and P60 (P < 

0.05). As for the aggregate dendritic length values, the distribution of critical value vs. age was fit 

with a sigmoidal Boltzmann function (Eqn. 3.1), which estimated the inflection point at V1/2 = 

16.37 days with a slope of α = 4.91 days. The lower asymptote for critical value was estimated to 

be A2 = 23.70 µm and the upper asymptote to be A1 = 94.26 µm. The goodness of fit was R
2
 = 

0.507. 

The proximity of dendrites to the soma matures in a specific pattern, exemplified by the 

representative reconstructions in Figure 3.1. Across the first few postnatal weeks, dendrites 

extend farther from the soma. From P21 to P28 there is expansion of dendrites near the soma, and 

by P60 there is a reduction of dendrites in the most proximal and distal portions of the arbor. 

Using Sholl analysis, we identified specific portions of the dendritic arbor where significant 

growth and retraction occur during postnatal development (Figure 3.3D; Two-way ANOVA with 

Bonferroni post hoc tests; main effect of age: P < 0.0001, F4,1155 = 85.67; main effect of distance 

from soma: P < 0.0001, F34,1155 = 187.8; interaction effect: P < 0.0001, F136,1155 = 6.586). In P7 

neurons (n = 7), more than 99.7% of dendritic length is found within 200 µm of the soma. By 

P14, the proportion found within 200 µm drops to 89.8%, while 99.8% of dendritic length is 

found within 400 µm of the soma. From P7 to P14, there is also a significant expansion of 

dendrites in the region 40 to 180 µm from the soma (P < 0.01). By P21, only 93.5% of dendritic 
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material is found within 400 µm of the soma, with the remainder extending as far as 660 µm from 

the soma. From P14 to P21, significant growth of dendrites occurs in the region 140 to 220 µm 

from the soma (P < 0.01). At P28, dendritic arbors occupy a similar space as those at P21, 

extending as far as 680 µm from the soma, with 96.5% of dendritic length found within 400 µm 

of the soma. The greater proportion of dendrites within 400 µm of the soma at P28 corresponds 

with a significant increase from P21 in dendrites found in the region 80 to 120 µm from the soma 

(P < 0.001). The developmental expansion of dendrites in this window is reversed by P60, which 

exhibits a significant decrease from P28 in the region 60 to 120 µm from the soma (P < 0.05). By 

P60, the reduction in dendritic length also occurs in the most distal parts of the arbor, with 99.4% 

of dendritic length being found within 400 µm of the soma. 

We also examined the pattern of dendrite maturation by considering the growth of 

specific orders of dendritic branches (Figure 3.3C).  When we normalized the aggregate dendritic 

length for individual orders of branches to the total for all branch orders of a neuron, we found 

the majority of dendritic length in second through sixth order dendrites. The total length of 

dendrites varied significantly by branch order, but age did not significantly affect this distribution 

(Two-way ANOVA; main effect of branch order: P < 0.0001, F8,268  = 52.96; main effect of age: 

P > 0.05, F4,268 = 0.28). 

3.4.3 Maturation of Dendritic Branching 

 We also investigated the maturation of branch points in the dendritic arbor, because the 

location of branch points determines the relationship between dendrite order and proximity to the 

soma (Figure 3.4). The number of primary dendrites was consistent throughout postnatal 

development (Figure 3.4A; P > 0.05, Kruskal-Wallis, H(4) = 5.93; mean ± SD: 7 ± 2.4 at P7, 

5.75 ± 1.5 at P14, 5.5 ± 1.1 at P21, 6.1 ± 1.5 at P28, and 7.75 ± 2.4 at P60; n = 8). We analyzed 

the total number of branch points in the dendritic arbor for neurons at each time-point, and found 

no significant effect of age (Figure 3.4B; P > 0.05, Kruskal-Wallis, H(4) = 7.10; mean ± SD: 42 
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± 18.0 at P7, 34.7 ± 13.3 at P14, 35.0 ± 8.5 at P21, 45.0 ± 8.8 at P28, and 34.5 ± 8.8 at P60; n = 7-

8). Furthermore, we quantified the proximity of branch points to the soma using a Sholl analysis 

with 40 µm thick rings. We found significant changes in the proximity of branch points to the 

soma with age (Figure 3.4C; Two-way ANOVA with Bonferroni post hoc tests; main effect of 

distance from soma: P < 0.0001, F15,512 = 185.6; interaction of age and distance from soma: P < 

0.0001, F60,512 = 3.998). In P7 neurons, branch points were found very close to the soma, with 

65.1 ± 9.4% occurring within 40 µm of the soma and 99.3 ± 0.7% occurring within 160 µm 

(mean ± SEM, n = 7). With age, branch points transitioned away from the soma: by P14, branch 

points were found more distally, extending as far as 320 µm from the soma, and with 

significantly fewer within 40 µm (45.3 ± 6.6%, P < 0.001, n = 7). The proportion of branch points 

within 40 µm of the soma decreases further from P14 to P21 (40.0 ± 6.4%, n = 7), and decreases 

significantly from P14 to P28 (33.5 ± 5.5%, P < 0.001, n = 8) and P60 (31.6 ± 3.4%, P < 0.001, n 

= 8). Conversely, the proportion of branch points located more distally increases significantly 

with age. Specifically, in P7 neurons 4.4 ± 1.8% of branch points are located 80 to 120 µm from 

the soma, while this number increases to 10.1 ± 1.7% at P14 and significantly increases to 14.7 ± 

3.5% at P21 (P < 0.05), 17.8 ± 3.6% at P28 (P < 0.001), and 18.8 ± 3.1% at P60 (P < 0.001). A 

similar trend occurs for branch points located 120 to 160 µm from the soma (see Figure 3.4C). 

3.4.4 Developmental Emergence of Dendritic Spines 

 We next investigated the maturation of dendritic spines (Figure 3.5), which were much 

more apparent on the arbors of neurons at later time-points.  Neurons at P7 frequently possessed 

smooth dendrites with few spines, while neurons at P21 and older had spine-laden dendrites 

(Figure 3.5A). To quantify the emergence of dendritic spines with age, we counted spines on 10 

random segments of dendrite for neurons at each time-point (see Methods). We found that the 

density of dendritic spines changed significantly with age, increasing nearly six-fold across the 

time period studied, reaching adult levels at the end of the first postnatal month (Figure 3.5B; P < 
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0.0001, One-way ANOVA, F4,25 = 59.41; n = 6 neurons per time-point). Specifically, neurons at 

P7 had a spine density of 0.21 ± 0.03 spines/µm (mean ± SEM) which increased significantly to 

0.53 ± 0.05 spines/µm at P14 (P < 0.001), 1.03 ± 0.12 at P21 (P < 0.001), 1.18 ± 0.05 at P28 (P < 

0.001), and 1.29 ± 0.07 at P60 (P < 0.001). Spine density also increased significantly from P14 to 

all later time points (P < 0.001). The distribution of dendritic spine density vs. age was fit with a 

sigmoidal Boltzmann function (Eqn. 3.1), which estimated the inflection point at V1/2 = 15.97 

days with a slope of α = 3.89 days. The lower asymptote for spine density was estimated to be A2 

= 0.10 spines and the upper asymptote to be A1 = 1.26 spines. The goodness of fit was R
2
 = 

0.868. 

 Using our measurements of mean spine density and the aggregate dendritic length from 

our reconstructions, we were able to estimate the total number of dendritic spines for each neuron 

(Figure 3.5C). These estimates suggest the total number of spines is more than fifteen times 

larger at P60 than at P7, as the number of spines increases significantly across postnatal 

development (P < 0.0001, One-way ANOVA, F4,25 = 59.92; n = 6). Specifically, neurons at P7 

had an estimated 533 ± 146 spines (mean ± SEM) which increased significantly to 2530 ± 392 

spines at P14 (P < 0.001), 6204 ± 512 at P21 (P < 0.001), 7675 ± 704 at P28 (P < 0.001), and 

8357 ± 999 at P60 (P < 0.001). Total spine number also increased significantly from P14 to all 

later time-points (P < 0.01). As with spine density, the distribution of total dendritic spines vs. 

age was fit with a sigmoidal Boltzmann function (Eqn. 3.1), which estimated the inflection point 

at V1/2 = 17.0 days with a slope of α = 3.80 days. The lower asymptote for spine density was 

constrained at A2 = 0 spines and the upper asymptote was estimated to be A1 = 8256.0 spines. The 

goodness of fit was R
2
 = 0.826. 

3.4.5 Expression of Ion Channel Transcripts 

 We next investigated the expression of ion channel mRNA transcripts, which are thought 

to endow principal neurons with their basic electrophysiological properties. Our previous study of 
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the electrophysiological properties of developing BLA principal neurons provided several 

candidate ion channels for further study. Here, we investigated the presence of transcripts for 

multiple ion channel subtypes by isolating cytosolic mRNA from individual BLA principal 

neurons throughout the first postnatal month (Figure 3.6). Specifically, we assessed the presence 

of mRNA transcripts for subtypes of 4 different ion channels: namely, the hyperpolarization-

activated, cyclic nucleotide-gated (HCN) channel that mediates the H-current (IH); the inwardly 

rectifying potassium channel, KIR; the voltage-gated potassium channels mediating the A-current 

(IA); and the voltage-gated calcium channels mediating the T-current (IT). 

3.4.5.1 HCN Subtype Expression 

 Four subtypes of HCN channel (HCN 1-4) mediate IH and are primarily differentiated by 

their differing gating kinetics (Pena et al., 2006).  We previously reported a decrease in the 

activation time-constant for IH across the first postnatal month, leading us to hypothesize that 

HCN subtype expression may also change across development (Ehrlich et al., 2012). Consistent 

with our hypothesis, a developmental transition in the expression of mRNA for IH channel 

subtypes was observed in BLA principal neurons (Figure 3.6A). HCN2 and HCN4 were the only 

HCN subtypes present at P7, and at this age they were mutually exclusive, being expressed by 

6/11 and 5/11 neurons, respectively. At P14 no HCN2 transcript expression was detected, 

however we did detect HCN3 and HCN4 transcript expression in 6/11 and 7/ 11 neurons, 

respectively. At P21, transcripts for all three HCN subtypes found previously were expressed; 

HCN2 was detected in 4/12 neurons, HCN3 in 3/12, and HCN4 in 4/12. At P28, HCN1 

expression emerged, being detected in 7/12 neurons, while HCN2 and HCN3 transcripts were 

detected in 5/12 and 9/12 neurons, respectively. HCN4 transcript expression was absent at P28. 

3.4.5.2 KIR Subunit Expression 

KIR channels are a family of inwardly-rectifying potassium channels. KIR2.1-2.4 are 

responsible for the “anomalous rectifying current” that is, like IH, activated at membrane 
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potentials hyperpolarized to rest. We also found changes in the expression of mRNA transcripts 

for these channel subunits (Figure 3.6B).  At P7, KIR2.1 was the only subunit expressed, and was 

found in all 11 neurons tested. At P14, KIR2.1 was only expressed in 4/11 neurons, while KIR2.3 

expression emerged, being mutually exclusive with KIR2.1 expression, and found in the remaining 

7/11. KIR2.1 and 2.3 were the only subunits expressed at P21, in 7/12 and 9/12 neurons, 

respectively. A similar pattern of expression was found at P28, with 7/12 neurons expressing 

KIR2.1, 1/12 expressing KIR2.2, and 8/12 expressing KIR2.3. There was no detectable expression 

of KIR2.4 transcripts during the first postnatal month. 

3.4.5.3 KV Subunit Expression 

 We also investigated the developmental expression of several voltage-gated potassium 

(KV) channel subunits, specifically those channels mediating IA. As illustrated in Figure 3.6C, 

KV1.4 was expressed robustly and exclusively in immature neurons, being found in 10/11 neurons 

at P7, and 9/11 neurons at P14. However, at P21 and P28 KV1.4 mRNA transcripts were not 

detectable in any neuron tested. Contrastingly, KV3.4 transcripts were absent from neurons at P7 

or P14, but were present in 10/12 and 12/12 neurons at P21 and P28, respectively. The pattern of 

expression for Kv4.1, 4.2, and 4.3 transcripts was consistent throughout development. KV4.1 

transcripts were expressed by 8/11 neurons at P7, 7/11 at P14, 6/12 at P21, and 6/12 at P28. 

KV4.2 was expressed by all 11 neurons at P7, 9/11 at P14, all 12 at P21, and 6/12 at P28. KV4.3 

was expressed by 2/11 neurons at P7, 5/11 at P14, 5/12 at P21, and 4/12 at P28. Notably, 

expression of KV 4.1 and 4.3 transcripts were mutually exclusive in most neurons, aside from a 

single neuron at each of P14, P21, and P28 that expresses both subunits. 

3.4.5.4 CaV3 Subunit Expression 

 Finally, we examined expression of the three alpha subunits of the heteromeric channels 

that conduct the transient calcium current, IT (Figure 3.6D). We found a clear shift in expression 

of CaV3 subunits from CaV3.1 to CaV3.2 with age. At P7 and P14, 10/11 neurons had detectable 
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expression of CaV3.1, while that proportion decreased to 2/12 at P21 and 0/12 at P28. Conversely, 

no neurons had detectable expression of CaV3.2 transcripts at P7 or P14, whereas 7/12 neurons 

showed expression at P21 and 4/12 neurons at P28 expressed CaV3.2 transcripts. Transcripts for 

CaV3.3 were not detected at any time-point. 

3.5 Discussion 

In this study, we presented a detailed analysis of the morphological properties of BLA 

principal neurons, conducted across the first two postnatal months in rats.  During this window, 

BLA principal neurons exhibit a variety of structural changes with the most dramatic maturation 

occurring before P21. Significant morphological changes included: soma size developing as an 

inverted U with a peak at P28; a three-fold increase in aggregate dendritic length from P7 to P21; 

growth of distal dendrites until P21 followed by retraction at P28; a shift of branch points more 

distally in the dendritic arbor through P60; and an increase in the density of dendritic spines, 

reaching maturity around P28. During the first postnatal month, we also observed transitions in 

the expression of specific subtypes of voltage-gated ion channels, generally away from channels 

that operate at more depolarized voltages and with slower kinetics. Taken together, these 

developmental changes to principal neuron morphology and gene expression help explain a 

wealth of electrophysiological changes occurring in the first postnatal month, including dramatic 

changes to passive membrane properties, action potential waveform and patterning, and intrinsic 

frequency preference (Ehrlich et al., 2012). The structural and functional maturation of amygdala 

neurons may underlie a variety of developmental changes to emotional behavior (King et al., 

2013), which also occur during the first postnatal month and include conditioned avoidance 

(Sullivan et al., 2000), fear-potentiated startle (Hunt et al., 1994; Richardson et al., 2000), trace 

conditioning (Moye and Rudy, 1987), and extinction (Kim and Richardson, 2007).  Our 

observations suggest that developmental changes in the mammalian amygdala extend from birth 

until adolescence, based on developmental milestones in the rat (Quinn, 2005). 
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3.5.1 Somatic Development 

The most basic metrics of morphological development we examined were somatic 

volume and surface area.  Values for both measures increased dramatically from P7 to P28, with 

soma volume nearly doubling in this window. From P28 to P60, however, some volume and 

surface area decreased back to the values observed at P7. Our measurements of adult soma size 

are consistent with previous reports in rat amygdala (Chareyron et al., 2012) and somatosensory 

cortex (Romand et al., 2011).  An early increase in soma size with a subsequent decrease has been 

observed in other brain regions in the rat (Vidal et al., 2004; Liao and Lee, 2012)  and gerbil 

(Gleich and Strutz, 2002), while less expansive studies in rat motoneurons and cerebellar granule 

cells have corroborated the late decrease in soma size, suggesting a general principle of neuron 

development (Monteiro et al., 1998; Gleich and Strutz, 2002; Monteiro et al., 2005). In contrast, 

no significant effect of postnatal age was found on soma size in the macaque amygdala, although 

there was a peak during infancy (Chareyron et al., 2012). Nevertheless, we have shown that in rat 

BLA principal neurons the increase in soma size precedes the major period of dendritic 

outgrowth, while the soma shrinks once dendritic growth has ceased; this suggests the soma may 

enlarge specifically during a period of dendritic outgrowth, potentially to produce proteins or 

support the assembly of microtubules for dendritic growth (Baas and Lin, 2011). Interestingly, the 

soma is a key site for synaptic contacts from inhibitory basket cells, including parvalbumin-

expressing interneurons, which increase in expression in the BLA until P30, when principal 

neurons reach a peak in soma surface area (Berdel and Morys, 2000). 

3.5.2 Dendritic Morphology 

Our data suggests almost all growth of the dendritic arbor of BLA principal neurons 

occurs by P28, with a large proportion occurring between P7 and P21. While the aggregate length 

of dendritic material reaches the mature value around P21, Sholl analyses suggest the dendritic 

arbor is still remodeled beyond this time-point, with dendrites retracting from P21 to P28. We 
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also used a Sholl analysis to compare the distribution of branch points throughout development. 

Interestingly, the proportion of dendritic length for each branch order was comparable across 

ages, suggesting there is an optimal distribution of branch points in the dendritic arbor that is 

maintained through development. The total number of branch points was consistent at every age, 

as was the number of primary dendrites. Our Sholl analysis further revealed a shift of branch 

points more distally with age. While P7 neurons have nearly two-thirds of their dendritic branch 

points within 40 µm of the soma, for P60 the proportion is below one-third. On the other hand, at 

P60 nearly one-sixth of branch points are found between 120 and 160 µm from the soma, a much 

greater proportion than at any earlier time-point. The net effect of these changes is that the critical 

value is found gradually farther from the soma until P28. Maturation of the dendritic arbor is 

dependent on the excitatory actions of GABA early in development, and loss of excitatory GABA 

in development severely limits dendritic arborization and complexity (Cancedda et al., 2007). We 

have reported that GABAergic transmission onto BLA principal neurons is excitatory at P7 but 

switches to inhibitory by P14, suggesting the first two postnatal weeks represent a critical period 

for dendrite maturation (Ehrlich et al., 2013). Furthermore, activation of GABAB receptors early 

in development has been shown to promote dendrite outgrowth, and we have previously 

demonstrated large GABAB responses in P7 and P14 BLA principal neurons that diminish by 

P21, when dendrite expansion ends (Bony et al., 2013; Ehrlich et al., 2013). 

The developmental trajectory of dendritic arbor morphology we report here is 

corroborated by previous studies in the BLA and developmental studies of pyramidal neurons in 

other brain regions. A previous study of BLA principal neurons in adult rats found a comparable 

spatial distribution of dendrites to our P60 time-point using a traditional Sholl analysis (Yajeya et 

al., 1997). A morphological analysis of developing layer V pyramidal neurons in somatosensory 

cortex by Romand and colleagues revealed a very similar growth pattern in the distribution of 

dendritic material, although their Sholl curves were notably broader, likely due to larger 

aggregate dendritic lengths (2011). Stereological studies in the rat have also shown an increase in 
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the volume of the rat BLA between P7 and P21, consistent with an expansion of dendritic arbors 

of BLA neurons during this period (Chareyron et al., 2012). Furthermore, a Golgi-Cox study of 

developing BLA neurons, which reported the area encompassed by the dendritic arbor, found a 

similar expansion during the first few postnatal weeks, albeit with substantially smaller arbors 

(Escobar and Salas, 1993). Notably, previous Golgi-Cox studies of adult BLA neurons have 

estimated the aggregate dendritic length between 300 and 2000 µm (Tosevski et al., 2002; 

Johnson et al., 2009; Pillai et al., 2012; Torres-Garcia et al., 2012), which differs greatly from our 

measurement of ~6,400 microns at P60. We argue that the Golgi-Cox technique provides 

underestimates of dendritic length, possibly by selectively sampling smaller neurons or staining 

only proximal dendritic segments. However, it is possible we are overestimating the dendritic 

length due to bias in the visual selection of neurons for patch clamp.  

The growth of the dendritic arbor in both quantity and complexity has substantial 

implications for neuronal physiology, particularly passive electrical properties. The increase in 

neuronal surface area across the first postnatal month undoubtedly contributes to the concurrent, 

nearly ten-fold decrease in input resistance and three-fold decrease in membrane time constant we 

previously reported in this cell population (Ehrlich et al., 2012). Furthermore, multi-compartment 

modeling has revealed that expansion of the dendritic arbor can promote the expression of 

doublets of action potentials, driven by depolarization of the soma due to a dendritic spike 

(Mainen and Sejnowski, 1996). In our hands, the expansion of the dendritic arbor of BLA 

principal neurons during the first postnatal month reported here does in fact correspond with the 

emergence of doublets (Ehrlich et al., 2012). In addition, expansion of the dendritic arbor has the 

potential to effectively increase the diversity of presynaptic partners or sensory modalities of 

input for a BLA principal neuron, due to the topographical organization of sensory input to the 

BLA (McDonald, 1998). Interestingly, these inputs also undergo developmental change; tract 

tracing studies have demonstrated thalamic afferents are present in the BLA at P7 and remain 

relatively unchanged with age, while cortical afferents continue to mature throughout the first 
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postnatal month (Bouwmeester et al., 2002b). It will be critical for future studies to address the 

sensitivity of this developmental trajectory to experience, considering the well documented 

effects of stressors on the dendritic arborization of principal neurons in the adult BLA 

(Roozendaal et al., 2009; Padival et al., 2013) and in the case of autism spectrum disorders and 

Fragile X syndrome (Kaufmann and Moser, 2000; Beckel-Mitchener and Greenough, 2004; 

Puram et al., 2011).  

3.5.3 Dendritic Spine Emergence 

As the dendritic arbor expands throughout the first postnatal month, BLA principal 

neurons come to express many more dendritic spines. We observed a progressive increase in the 

density of dendritic spines between P7 and P28, by which time spines are as dense as in 

adulthood (~1.2 spines/µm at P60). Comparable studies examining the development of dendritic 

spines in other brain regions have reported similar spine densities and developmental trajectories. 

For example, the spine density of layer V neurons in somatosensory cortex stabilizes around P21 

at ~0.6 spines/µm (Romand et al., 2011). Previous measurements of spine density in the BLA 

have yielded values slightly lower than ours, ~0.7 spines/µm in late-adolescence (Torres-Garcia 

et al., 2012).  This discrepancy may be because this study utilized the Golgi-Cox staining method, 

which, as discussed above, may be biased towards proximal dendrites. 

Interestingly, previous studies of synapse formation in the developing BLA, measured by 

synaptophysin staining, show the number of presynaptic terminals reaches a peak at P14 (Morys 

et al., 1998), while our data show that dendritic spines reach about half their mature density at this 

age. Although synaptophysin is not specific for afferents of principal neurons or those targeting 

dendritic spines, this mismatch in synaptophysin and spine development suggests during the first 

few postnatal weeks glutamatergic presynaptic terminals may form synapses with dendritic shafts 

or release transmitter without direct synaptic contact. The emergence of dendritic spines 

corresponds with the age when glutamate removal from synapses switches from primarily 
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diffusion-based to uptake-dependent (Thomas et al., 2011). The early peak of synaptophysin 

expression may indicate an increase in glutamatergic transmission that could trigger the 

outgrowth of dendritic spines (Calabrese et al., 2006). In support of this notion, tract-tracing 

studies have shown that putative glutamatergic inputs to the BLA mature between P7 and P13 

(Bouwmeester et al., 2002b) and stabilize by P25, before undergoing pruning in late adolescence 

(Cressman et al., 2010). Dopaminergic and noradrenergic inputs to the BLA, which largely target 

spine shafts and heads on distal dendrites (Muller et al., 2009; Muly et al., 2009; Zhang et al., 

2013), become more dense between P14 and P20 (Brummelte and Teuchert-Noodt, 2006).  Our 

own previous work demonstrates the presence of stimulation-evoked and spontaneous 

glutamatergic transmission onto BLA principal neurons as early as P7 (Ehrlich et al., 2013), when 

very few spines are present.   

The emergence of dendritic spines in BLA principal neurons has numerous potential 

implications for neurotransmission in the amygdala. Glutamatergic afferents to the BLA are 

thought to provide representations for sensory stimuli that are critical to amygdala function, 

including noxious and neutral stimuli that undergo plasticity during associative fear learning 

(Rodrigues et al., 2004; Maren, 2005; Pape and Pare, 2010). Dendritic spines provide a means of 

compartmentalization of biochemical and electrical signals related to neurotransmission 

(Shepherd, 1996; Lee et al., 2012), meaning the lack of spines early in development should 

impact the specificity of synaptic plasticity. Coincidentally, during the same window when spines 

emerge and reach mature numbers, there is increased abundance in BLA synaptic terminals of 

zinc, which promotes long-term potentiation of glutamategic synapses in the BLA (Mizukawa et 

al., 1989; Li et al., 2011). Interestingly, juvenile mice exhibit generalization of conditioned fear, 

which could be related to poor specificity of synaptic plasticity (Ito et al., 2009). During infancy, 

rats also exhibit deficits to fear learning, and many forms of associative emotional learning 

emerge during the first few postnatal weeks (for review, see King et al., 2013). Perhaps most 

interesting is the observation that the amygdala is activated by odor-shock pairing after but not 
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before P10, corresponding with the emergence of aversive conditioning and a change in amygdala 

synaptic plasticity (Sullivan et al., 2000; Thompson et al., 2008), precisely when dendritic spines 

begin to emerge. 

3.5.4 Voltage-gated Ion Channel Expression 

 In addition to the morphological changes we observed throughout development, we found 

a variety of changes in the expression of ion channel subtype mRNA transcripts in BLA principal 

neurons. These channels are distributed throughout the neuronal membrane and impact the 

electrophysiological function of BLA principal neurons. Using single-cell RT-PCR of patch 

clamped neurons at each time point, we found transitions in the expressed subtypes expressed of 

all the ion channels tested: HCN, KIR, KV, and CaV. The subtype changes, discussed individually 

below, correspond with and in many cases are corroborative of the maturation of membrane 

currents in these neurons. Further experiments will be required to determine whether quantitative 

changes are found for expression of mRNA for these ion channel subtypes and whether these 

translate to changes in protein and the function of ion channels using pharmacological 

manipulations. In addition, because we assessed gene expression on a binary scale and the 

technique has high potential for false negatives, we interpret these results as indications of trends 

in expression levels. 

 HCN channels mediate the H-current, a hyperpolarization-activated, nonselective cation 

current (Pena et al., 2006). We have shown a developmental shift in the expression of mRNA for 

HCN channel subtypes in BLA principal neurons from HCN4 to HCN1. Specifically, HCN4 

mRNA was detected only at time-points before P28, while HCN1 mRNA emerged at P28. HCN4 

has much slower kinetics and is classically expressed early in development, while HCN1 exhibits 

the fastest kinetics of the 4 subtypes and has stronger expression in the mature brain (Monteggia 

et al., 2000; Vasilyev and Barish, 2002; Surges et al., 2006; Bender and Baram, 2008; 

Kanyshkova et al., 2009). The shift in expression from HCN4 to HCN1 in BLA principal neurons 
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corresponds with the activation time-constant of IH in these neurons (Ehrlich et al., 2012). The 

transition in Ih kinetics does not occur sharply between P21 and P28, as the expression of HCN4 

and 1 mRNA would suggest, possibly due to contributions of HCN2 and HCN3 or more gradual 

changes in protein expression compared to mRNA. Future studies should address quantitative 

changes in HCN subtype mRNA expression, which the present study failed to capture. 

The changes we observed in HCN transcript expression are likely to impact the function 

of principal neurons in the maturing BLA. Ih is known to contribute to input resistance at rest 

(Surges et al., 2004), oscillatory properties of neurons including resonance (Hutcheon et al., 

1996a; Hu et al., 2002; Marcelin et al., 2012), and synaptic integration in dendrites (Atkinson and 

Williams, 2009). Interestingly, the first postnatal month also includes a dramatic shift in the 

intrinsic resonance frequency of BLA principal neurons towards higher frequencies that could 

engage HCN channels with faster kinetics (Ehrlich et al., 2012). Resonance to higher frequencies 

can also be promoted by a reduction of input resistance, which is likely promoted by the 

expansion of the dendritic arbor and increase in soma volume across the first postnatal month. 

HCN1 and 2 have been found in distal dendrites of adult pyramidal neurons (Notomi and 

Shigemoto, 2004), and HCN1 channels have been shown to impact synaptic transmission and 

plasticity in distal dendrites (Nolan et al., 2004). Interestingly, the expression of this subtype is 

lacking when dendrites are shorter early in development. 

The KIR2 subfamily of inwardly rectifying potassium channels also pass current at 

voltages hyperpolarized to rest. Consistent with previous observation (Hibino et al., 2010), 

expression of these channel subunits, which form homo- and hetero-tetramers, was limited to 

KIR2.1 and 2.3 in BLA principal neurons. KIR2.3 mRNA expression was absent at P7, but 

otherwise KIR2.1 and 2.3 were expressed throughout postnatal development. In addition to their 

role regulating resting membrane potential and excitability of neurons (Isomoto et al., 1997; 

Hibino et al., 2010), KIR2.1 and 2.3 are also found localized to the postsynaptic density in 

dendritic spines through an interaction with the scaffolding protein, PSD-95, where they regulate 
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local resting membrane potential (Inanobe et al., 2002). This interaction seems likely to occur in 

the amygdala, considering the concomitant emergence of KV2.3 mRNA and dendritic spines. 

Notably, KV2.3 becomes dissociated from PSD-95 following phosphorylation by protein kinase A 

(Cohen et al., 1996), which is activated in the BLA during stimulus-induced synaptic plasticity 

and may provide a mechanism for disinhibition of spines. 

 Similarly, the subunits for the tetrameric potassium channel mediating the A-type current 

also exhibited a distinct developmental trajectory. KV1.4 subunit mRNA was detected in BLA 

principal neurons at P7 and 14, but was lost by P21, whereas KV3.4 had an opposite profile of 

expression, only emerging at P21. Conversely, no significant change in mRNA expression was 

observed for KV4.1, 4.2, and 4.3 transcripts at any time-point. In the adult BLA, a previous in situ 

hybridization study reported stronger expression of mRNA transcripts for KV4.3 than 4.1 or 4.2 

(Serodio and Rudy, 1998), but the study did not examine the expression profile across 

development. However, protein expression of KV4 subunits has been shown to increase in the 

BLA gradually with age until P30, then increase drastically by P60, suggesting development of 

these channels may continue beyond the window studied here (Vacher et al., 2006). Similarly, in 

pyramidal neurons of rat somatosensory cortex, protein expression of KV4.1, 4.2, and 4.3 

increases across the first postnatal month as A-type potassium current increases in amplitude 

(Guan et al., 2011). While our results would predict a decrease in the contribution of KV1.4 to the 

A-current in BLA principal neurons with age, Guan and colleagues reported this subunit 

contributes proportionally to the A-current throughout the first postnatal month. 

 The loss of KV1.4 and emergence of KV3.4 during the first postnatal month should impact 

the electrical properties of these neurons, considering the functional differences of the two 

channels. Specifically, KV3.4 has more depolarized activation and inactivation curves than KV1.4 

(Chandy et al., 2012b, a), suggesting more mature BLA principal neurons would be less likely to 

activate A-current at voltages below action potential threshold, which hyperpolarizes with age 

(Ehrlich et al., 2012). In addition, KV3.4 inactivates nearly five times faster than KV1.4 (Chandy 
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et al., 2012b, a), which would potentially contribute to the faster action potential repolarization, 

larger spike after-hyperpolarization, and higher frequency action potential trains observed later in 

the first postnatal month (Ehrlich et al., 2012). Interestingly, KV1.4 is targeted to axons in central 

neurons, suggesting the loss of this subunit with age may preferentially affect axon function or 

synaptic transmission (Sheng et al., 1992). 

Classically opposed to the A-current is the calcium-mediated T-current, a low-voltage-

activated current that is conducted by the CaV3 family of ion channels (Pape et al., 1994; 

Molineux et al., 2005; Hammack et al., 2007). Here we report a developmental shift in the CaV3 

channel subunit composition, with mRNA transcripts for CaV3.1 expressed in almost all BLA 

principal neurons at P7 and P14. By P21, however, few neurons expressed mRNA transcripts for 

this subunit, and neurons began to express transcripts for CaV3.2. In situ hybridization studies in 

the adult rat brain show strong labeling for both transcripts in the BLA, as well as for CaV3.3 

(Talley et al., 1999). Interestingly, the signal was strongest for the CaV3.1 subunit, suggesting 

other types of neurons in the BLA may prominently express this subunit. This discrepancy 

reinforces the need to assess levels of protein expression for the various subunits.  

The T-current plays a variety of roles in neuronal function. Importantly, T-type calcium 

channels can be distributed throughout the dendritic arbor, where they contribute to dendritic 

calcium flux and back-propagation of action potentials (Errington et al., 2010). T-current and H-

current in adult BLA principal neurons are critically involved in the generation of membrane 

potential oscillations that emerge during the first postnatal month (Chapters 2 and 6; Ehrlich et 

al., 2012; Ryan et al., 2012), and the shift from CaV3.1 to 3.2 may play a role. As mentioned 

above, T-type and A-type channels are classically opposed, and CaV3.2 has been shown to form a 

complex with KV4.2 channels that allows the calcium influx from the T-current to modulate the 

activity of KV4.2 channels (Anderson et al., 2010).  

Here we have shown how the morphology and ion channel expression of BLA principal 

neurons mature radically across the first two postnatal months. We also discussed these changes 
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in the context of concurrent, substantial changes to neuronal physiology, animal behavior, and 

synaptic plasticity. Together, these findings clearly show that the first postnatal month of rodent 

development is a critical period in the development of brain regions that process emotion.  

However, while morphology and intrinsic electrophysiology influence neuronal function, the 

functional output of the amygdala, and therefore its contribution to emotional behavior, relies on 

synaptic transmission. Various neurotransmitters regulate the activity of BLA principal neurons 

and influence the maturation of neural circuits. In Chapter 4, we describe a number of 

developmental changes to the function in the BLA of GABA, a neurotransmitter that regulates 

amygdala excitability and the expression of fear and anxiety, and, most importantly, influences 

the timing of neural circuit development. Due to its role coordinating processes in brain 

development, changes to GABAergic transmission in the developing BLA may act upstream of 

the maturation of morphology and intrinsic physiology. Therefore, understanding the properties 

of the GABA system in the developing BLA will be necessary for understanding how early life 

experience can shape emotional development. 
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Table 3.1: PCR Primers used for single cell RT-PCR 

Genes Accession No. PCR product 

size (bp) 

18S rRNA X01117 563 

HCN 1 AF247450 405 

HCN 2 AF247451 211 

HCN 3 AF247452 335 

HCN 4 AF247453 462 

CaV 3.1 AF027984 407 

CaV 3.2 AF290213 256 

CaV 3.3 AF086827 556 

KV 1.4 X16002 434 

KV 3.4 X62841 676 

KV 4.1 M64226 467 

KV 4.2 S64320 265 

KV 4.3 U42975 296/386 

Kir 2.1 X73052 413 

Kir 2.2 NM010603 358 

Kir 2.3 NM008427 204 

Kir 2.4 NM45963 234 

VGLUT1 NM053859 416 
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Figure 3.1: Soma and dendrites of BLA principal neurons grow during the 

first postnatal month 
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Figure 3.1: Soma and dendrites of BLA principal neurons grow during the first postnatal 

month.  Reconstructions of representative, biocytin-filled BLA principal neurons at postnatal 

days 7 (P7), 14, 21, 28, and 60. 
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Figure 3.2: Soma size increases across the first postnatal month, then 

decreases in adulthood 
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Figure 3.2: Soma size increases across the first postnatal month, then decreases in 

adulthood.  (A, B) Soma volume (A) and surface area (B) of BLA principal neurons are depicted 

as mean ± SEM at postnatal days 7 (P7), 14, 21 and 28. At P7, P14, P21 and P60, n = 7; at P28, n 

= 6.  * P < 0.05; ** P < 0.01. The results of Tukey’s tests following one-way ANOVA are 

depicted in grids (* P < 0.05; ** P < 0.01; *** P < 0.001; NS: not significant). 
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Figure 3.3: Dendritic arbors expand with a specific pattern across postnatal 

development 
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Figure 3.3: Dendritic arbors expand with a specific pattern across postnatal development.  

Sholl analysis was performed on reconstructed neurons with 20 µm steps between rings. (A, B) 

Aggregate length (A) and the critical value for length (B) of the dendritic arbor are plotted versus 

age as mean ± SEM, with a best-fit sigmioidal Boltzmann curve. The results of Tukey’s tests 

following two-way ANOVA are depicted in inset grids (* P < 0.05; ** P < 0.01; *** P < 0.001; 

NS: not significant; n = 8 per time-point). (C) Percentage of total dendritic length found in 

branches of a given order is plotted as mean ± SEM for each age (n = 8 neurons per age).  (D) 

The profile of dendritic length derived from the Sholl analysis is plotted as mean (black line) and 

SEM (grey band) versus distance from the center of the soma, illustrating the expansion and 

pruning of the dendritic arbor with age (n = 8). 

  



130 
 

Figure 3.4: Dendritic branch points become more distant from the soma 

during postnatal development 
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Figure 3.4: Dendritic branch points become more distant from the soma during postnatal 

development. (A, B) Bar graphs illustrate the mean ± SD of the total number of primary 

dendrites (A) and branch points (B) for BLA principal neurons at each time-point (n = 8). (C) The 

proximity of branch points to the soma was derived from Sholl analyses on reconstructed neurons 

with 40 µm thick rings, and the proportion of total branch points found in each ring is plotted as 

mean ± SEM (n = 8). The results of Tukey’s tests following two-way ANOVA are depicted in 

inset grids for Sholl rings with significant effects of age, namely those centered at 20, 100, and 

140 µm from the soma (* P < 0.05; ** P < 0.01; *** P < 0.001; NS: not significant). 
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Figure 3.5: Dendritic spines emerge the first month of postnatal development 

in BLA principal neurons 
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Figure 3.5: Dendritic spines emerge the first month of postnatal development in BLA 

principal neurons. (A) Representative photomicrographs of segments of dendrites from filled 

BLA principal neurons at each time-point. (B,C) Dendritic spine density and the estimated total 

number of spines are plotted as mean ± SEM for neurons at each time-point (n = 6). The results of 

Tukey’s tests following one-way ANOVA are depicted in inset grids (* P < 0.05; ** P < 0.01; 

*** P < 0.001; NS: not significant). 
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Figure 3.6: Ion channel transcript expression in individual BLA principal 

neurons matures across the first postnatal month 
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Figure 3.6: Ion channel transcript expression in individual BLA principal neurons matures 

across the first postnatal month. Single-cell RT-PCR results for BLA principal neurons are 

depicted for 11 to 12 neurons at each time-point, with filled blocks signifying detectable 

expression for a given transcript. The results for all genes from a single neuron are depicted in a 

single row, with varying shades of grey for contrast.  Representative gel images are included at 

each age to illustrate the expression profile of a single neuron, indicated with a grey arrow. 
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Chapter 4: Postnatal maturation of GABAergic transmission in the rat 

basolateral amygdala
3
 

  

                                                           
3Adapted from: Ehrlich DE, Ryan SJ, Hazra R, Guo JD, Rainnie DG (2013). Postnatal maturation of GABAergic 

transmission in the rat basolateral amygdala. J Neurophysiol 110(4): 926-41. 
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4.1 Abstract 

Many psychiatric disorders, including anxiety and autism spectrum disorders, have early 

ages of onset and high incidence in juveniles. To better treat and prevent these disorders, it is 

important to first understand normal development of brain circuits that process emotion. Healthy 

and maladaptive emotional processing involve the basolateral amygdala (BLA), dysfunction of 

which has been implicated in numerous psychiatric disorders. Normal function of the adult BLA 

relies on a fine balance of glutamatergic excitation and GABAergic inhibition. Elsewhere in the 

brain GABAergic transmission changes throughout development, but little is known about the 

maturation of GABAergic transmission in the BLA. Here we used whole cell patch-clamp 

recording and single-cell RT-PCR to study GABAergic transmission in rat BLA principal 

neurons at postnatal day (P)7, P14, P21, P28, and P35. GABAA currents exhibited a significant 

twofold reduction in rise time and nearly 25% reduction in decay time constant between P7 and 

P28. This corresponded with a shift in expression of GABAA receptor subunit mRNA from the 

α2- to the α1-subunit. The reversal potential for GABAA receptors transitioned from depolarizing 

to hyperpolarizing with age, from around −55 mV at P7 to −70 mV by P21. There was a 

corresponding shift in expression of opposing chloride pumps that influence the reversal, from 

NKCC1 to KCC2. Finally, we observed short-term depression of GABAA postsynaptic currents 

in immature neurons that was significantly and gradually abolished by P28. These findings reveal 

that in the developing BLA GABAergic transmission is highly dynamic, reaching maturity at the 

end of the first postnatal month. 
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4.2 Introduction 

There is a critical need to characterize the developmental trajectory of the BLA and brain 

circuits that process emotion. Previously we have shown that the electrophysiological and 

morphological properties of neurons in the BLA change dramatically over the first postnatal 

month {Chapters 2 and 3`; \Ehrlich, 2012 #1297}. Here we focused on inhibitory synaptic 

transmission, which has been shown to be developmentally regulated (Ben-Ari et al., 2012; Kilb, 

2012) and implicated in the pathophysiology of neurodevelopmental disorders (Chattopadhyaya 

and Cristo, 2012; King et al., 2013). 

Inhibitory synaptic transmission has been well characterized in the mature BLA (Rainnie 

et al., 1991a; Washburn and Moises, 1992; Martina et al., 2001), playing a fundamental role in 

determining the excitability of the region and thereby regulating emotional behavior (Quirk and 

Gehlert, 2003; Shekhar et al., 2003; Ehrlich et al., 2009). Synaptic inhibition in the BLA is 

produced by intrinsic and extrinsic afferents activating local-circuit interneurons; these inhibitory 

neurons then release the neurotransmitter γ-aminobutyric acid (GABA) onto principal neurons, 

which comprise 80–85% of the BLA neuronal population (McDonald, 1985, 1996). Blocking 

GABAA receptors in the BLA promotes fearful and anxious behaviors (for review, see Quirk and 

Gehlert, 2003), whereas enhancing GABA function attenuates these behaviors (Davis et al., 1994; 

Sanders and Shekhar, 1995). GABAergic transmission in the BLA can also organize network 

activity; rhythmic inhibition of BLA principal neurons by burst-firing, parvalbumin-expressing 

interneurons can coordinate and synchronize firing of the principal neurons and may underlie 

network oscillations in the BLA related to fear (Chapter 6; Ryan et al., 2012). 

In addition to regulating neuronal activity in the adult brain, GABAA receptors undergo 

functional maturation and serve to coordinate brain development. One well-established trigger for 

the onset of “critical periods,” or developmental windows of high plasticity, is activity at 

GABAA receptors (Hensch, 2005). This action depends on the subunit composition of 
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GABAA receptors, which are comprised of five subunits and typically contain two α-, two β-, and 

one γ-subunit. There are six known α-subunits, and the relative expression of these subunits 

changes throughout development. The α-subunits influence the kinetics, localization, and drug 

sensitivity of GABAA receptors (Nusser et al., 1996; Hevers and Luddens, 2002). As the brain 

develops, expression shifts from high levels of the α2-subunit toward the α1-subunit, which 

confers faster kinetics (Hornung and Fritschy, 1996; Dunning et al., 1999; Davis et al., 2000; 

Bosman et al., 2002; Mohler et al., 2004; Eyre et al., 2012). 

GABAA receptor function in the brain changes in another fundamental way, switching 

from excitatory at birth to inhibitory in adulthood (for review, see Ben-Ari et al., 2012). This 

switch is believed to result from developmental changes to the concentration gradient of chloride, 

the ion mediating GABAA currents. At birth, there is greater expression of sodium-potassium-

chloride cotransporter 1 (NKCC1), which accumulates intracellular chloride and renders 

GABAA receptors excitatory. In adulthood, potassium-chloride cotransporter 2 (KCC2) is 

expressed more highly, extruding chloride from the cell and rendering GABAA receptors 

inhibitory (Ben-Ari et al., 2012). Excitatory GABA early in development is thought to promote 

calcium influx and modulate neuronal growth and synapse formation (Ben-Ari et al., 1997). 

Aside from the precedent for GABAergic maturation observed elsewhere in the brain, 

there are good reasons to expect that similar changes occur in the developing BLA. For example, 

we recently showed that the electrophysiological properties of BLA principal neurons mature 

rapidly from postnatal day (P)7 to P21, including a 10-fold reduction in input resistance and a 3-

fold reduction in membrane time constant, suggesting that the sensitivity to synaptic inhibition 

would also vary greatly (Ehrlich et al., 2012). There are also concurrent changes in the expression 

and connectivity of GABAergic interneurons in the BLA, including the emergence and 

maturation of parvalbumin-expressing interneurons between P14 and P30 (Berdel and Morys, 

2000; Davila et al., 2008). Between P14 and P20, there is a significant increase in the density of 

GABAergic fibers and a decrease in the density of GABAergic cell bodies in the BLA 
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(Brummelte et al., 2007). Further evidence comes from the development of behaviors related to 

BLA function. There is a switch from paradoxical approach to an aversively conditioned stimulus 

to the mature, avoidance behavior at P10, corresponding with a change in synaptic plasticity that 

is reversed by GABAA blockade (Sullivan et al., 2000; Thompson et al., 2008). In addition, rats 

exhibit suppression of fear learned at P18 but not P23, a phenomenon called infantile amnesia 

that is GABAA receptor dependent (Kim et al., 2006b). The mechanisms of fear extinction also 

change in this window, becoming amygdala- and GABA dependent between P17 and P24 (Kim 

and Richardson, 2008). There are several additional examples of rapid, developmental changes to 

the expression and underlying physiology of fear learning (Campbell and Ampuero, 1985; Moye 

and Rudy, 1987; Hunt et al., 1994; Tang et al., 2007). 

Despite the variety of documented changes to the BLA circuit and emotional behavior 

across the first postnatal month, and the critical role that synaptic inhibition plays in the function 

of the adult amygdala, no study to date has examined the developmental profile of GABAergic 

transmission in the immature BLA. To address this knowledge gap, we have used a combination 

of patch-clamp electrophysiology and single-cell reverse transcription-polymerase chain reaction 

(RT-PCR) to characterize the properties of synaptic inhibition of BLA principal neurons across 

the first postnatal month. Here we outline significant changes in terms of the kinetics, reversal 

potential, and short-term synaptic plasticity (STP) of GABAA receptor activation as well as 

underlying changes in gene expression. In this study we characterized normative amygdala 

development to enable future studies to address the contribution of the amygdala to both healthy 

and maladaptive emotional development. 
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4.3 Methods 

4.3.1 Ethical approval. 

All experimental protocols strictly conform to the National Institutes of Health Guide for 

the Care and Use of Laboratory Animals and were approved by the Institutional Animal Care and 

Use Committee of Emory University. 

4.3.2 Animals. 

Rats born in-house to time-mated female Sprague-Dawley rats (Charles River, 

Wilmington, MA) were used in all experiments. Pups were housed with the dam prior to weaning 

on P22 or P23 (considering P1 as day of birth). After weaning, rats were isolated by sex and 

housed three to four per cage with access to food and water ad libitum. Animals were killed for 

electrophysiological recordings at P7–10, P13–15, P20–22, P27–29, and P33–36, and for brevity 

these windows are described as single time points. To maximize the use of animals, experiments 

on GABAA reversal and for single-cell RT-PCR included data from the offspring of dams used as 

negative control subjects for other studies. In these cases, data were grouped because there was 

no observable difference in standard-raised animals and those born from dams receiving either 

manipulation. 

4.3.3 Slice preparation. 

Slices containing the BLA were obtained as previously described (Rainnie, 1999b). 

Briefly, animals were decapitated under isoflurane anesthesia (Fisher Scientific, Hanover Park, 

IL) if older than P11, and the brains were rapidly removed and immersed in ice-cold 95% 

oxygen-5% carbon dioxide-perfused “cutting solution” with the following composition (in mM): 

130 NaCl, 30 NaHCO3, 3.50 KCl, 1.10 KH2PO4, 6.0 MgCl2, 1.0 CaCl2, 10 glucose, 0.4 ascorbate, 

0.8 thiourea, 2.0 sodium pyruvate, and 2.0 kynurenic acid. Coronal slices containing the BLA 
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were cut at a thickness of 300–350 μm with a Leica VTS-1000 vibrating blade microtome (Leica 

Microsystems, Bannockburn, IL). Slices were kept in oxygenated cutting solution at 32°C for 1 h 

before transfer to regular artificial cerebrospinal fluid (ACSF) containing (in mM) 130 NaCl, 30 

NaHCO3, 3.50 KCl, 1.10 KH2PO4, 1.30 MgCl2, 2.50 CaCl2, 10 glucose, 0.4 ascorbate, 0.8 

thiourea, and 2.0 sodium pyruvate. 

4.3.4 Whole-cell patch clamp. 

Individual slices were transferred to a recording chamber mounted on the fixed stage of a 

Leica DMLFS microscope (Leica Microsystems) and maintained fully submerged and 

continuously perfused with oxygenated 32°C ACSF at a flow rate of 1–2 ml/min. The BLA was 

identified under ×10 magnification. Individual BLA neurons were identified at ×40 with 

differential interference contrast optics and infrared illumination with an infrared-sensitive CCD 

camera (Orca ER, Hamamatsu, Tokyo, Japan). Patch pipettes were pulled from borosilicate glass 

and had a resistance of 4–6 MΩ. We used two patch electrode solutions, one based on potassium 

gluconate for current-clamp recordings and one based on cesium gluconate for voltage-clamp 

recordings. The potassium gluconate patch solution had the following composition (in mM): 140 

potassium gluconate, 2 KCl, 10 HEPES, 3 MgCl2, 2 K-ATP, 0.2 Na-GTP, and 5 phosphocreatine, 

was titrated to pH 7.3 with KOH, and was 290 mosM. The cesium gluconate patch solution had 

the following composition (in mM): 131 CsOH, 131 gluconate, 10 HEPES, 2 CaCl2, 10 glucose, 

10 EGTA, 5 Mg-ATP, and 0.4 Na-GTP, was titrated to pH 7.3 with gluconate, and was 270 

mosM. To visualize the recording sites of some neurons, 0.35% biocytin (Sigma-Aldrich, St. 

Louis, MO) was added to the patch solution and tissue was stained as previously described 

(Rainnie et al., 2006) and imaged at ×5 magnification on a Leica DM5500B microscope (Leica 

Microsystems) equipped with a CSU10B Spinning Disk (Yokagawa Electronic, Tokyo, Japan). 

Data acquisition was performed with a MultiClamp 700A or Axopatch 1D amplifier in 

conjunction with pCLAMP 10.2 software and a DigiData 1322A AD/DA interface (Molecular 
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Devices, Sunnyvale, CA). Whole cell patch-clamp recordings were obtained, low-pass filtered at 

2 kHz, and digitized at 10 kHz. Cells were excluded if they did not meet the following criteria: a 

resting membrane potential more negative than −55 mV and drifting <5 mV over the course of 

the recording session; access resistance lower than 30 MΩ; stable access resistance throughout 

recording, changing <15%; and action potentials crossing 0 mV. Recordings were only included 

from BLA principal neurons, which can be distinguished from BLA interneurons for 

electrophysiological recordings by a combination of their large somatic volume, low input 

resistance, slow action potentials, and relatively low synaptic input (Rainnie et al., 1993). 

Furthermore, we previously reported that 58 of 60 putative principal neurons recorded in the 

immature BLA were found positive for mRNA for the vesicular glutamate transporter by single-

cell RT-PCR (Ehrlich et al., 2012). 

4.3.5 Spontaneous inhibitory postsynaptic currents. 

To quantify changes in the kinetics of GABAA inhibitory postsynaptic currents (IPSCs) 

in developing BLA principal neurons, spontaneous IPSCs were measured from 30-s-long 

recordings in voltage-clamp mode with a cesium gluconate-based patch solution. Outward 

synaptic currents were measured at −50 mV, unless discernible outward currents were observed at 

−60 mV. Neurons were only included in this analysis if their outward synaptic currents exhibited 

a reversal potential below −50 mV. Synaptic currents were selected by hand by a blinded 

experimenter from traces low-pass filtered at 500 Hz, and kinetics were analyzed off-line with 

Mini Analysis 6.0.3 (Synaptosoft, Decatur, GA). Event detection parameters were as follows: 

time before a peak for baseline (7.5 ms), period to search a decay time (50 ms), fraction of peak 

to find a decay time (0.368), and period to average a baseline (5 ms). Ten to ninety percent rise 

time and decay time constant were measured automatically based on the detected baseline and 

peak, using the time to reach 0.1 and 0.9 of the peak on the rising phase and 0.368 of the peak on 

the falling phase. An individual IPSC was excluded from analysis if its detected rise time was 
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longer than its decay time, and a neuron was excluded if it had fewer than five IPSCs for analysis. 

For illustration, IPSC waveforms were temporally aligned by rise time in MiniAnalysis and then 

smoothed with a sliding window of 2-ms width and averaged with MATLAB (The MathWorks, 

Natick, MA). 

4.3.6 Stimulation-evoked postsynaptic potentials and currents. 

To measure the duration of the network response and the reversal potential and STP of 

GABAA receptor-mediated events in BLA principal neurons, a bipolar stimulating electrode was 

placed in the dorsal end of the BLA, just medial to the external capsule (Figure 4.1). The initial, 

half-maximal response was recorded in current clamp when using potassium-based patch solution 

and voltage clamp when using cesium-based patch solution. Durations of the voltage-clamp 

responses were measured with Clampfit 10.2 (Molecular Devices) by an experimenter blind to 

postnatal age, from the stimulation artifact to the return to resting membrane potential, and the 

duration was averaged for the responses at −50, −60, and −70 mV. 

To isolate from the initial response monosynaptic GABAA postsynaptic currents (PSCs) 

and potentials (PSPs), stimulation at 0.2 Hz was applied after application of a cocktail of synaptic 

blockers, including the AMPA/kainate receptor antagonist 6,7-dinitroquinoxaline-2,3-dione 

(DNQX, 20 μM; Sigma-Aldrich), the NMDA receptor antagonist 3-(2-carboxypiperazin-4-

yl)propyl-1-phosphonic acid (RS-CPP, 10 μM; Tocris Bioscience, Bristol, UK), and the 

GABAB receptor antagonist (2S)-3-[[(1S)-1-(3,4-dichlorophenyl)ethyl]amino-2-hydroxypropyl] 

(phenylmethyl)phosphinic acid hydrochloride (CGP52432, 2 μM; Tocris). Placement of the 

stimulating electrode medial to the external capsule was often required to elicit a response in the 

presence of glutamatergic synaptic blockers. Stimulation intensity was adjusted to elicit a half-

maximal response after application of blockers. To verify that the isolated response was purely 

GABAA, some experiments culminated with the application of the GABAA antagonist 6-imino-3-

(4-methoxyphenyl)-1(6H)-pyridazinebutanoic acid hydrobromide (SR95531, 5 μM; Tocris). 
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Reversal potential was estimated from GABAA PSPs evoked in neurons at least 15 min after 

patching with the potassium gluconate-based solution. Reversal potential was interpolated from 

stimulation responses in neurons adjusted with direct current injection to baseline recording 

potentials spanning the reversal, including three of the following: approximately −50, −60, −70, 

and −80 mV. The average response of five sweeps at each baseline potential was used for 

calculation with Clampfit. 

To analyze STP of GABAA PSCs neurons were voltage-clamped at −50 or −60 mV, and 

only outward currents were used. Trains of five pulses at 10 and 20 Hz were evoked for each 

neuron, and five sweeps were presented at 0.1 Hz. The sweeps were averaged in Clampfit, and 

amplitudes were measured for each pulse from the 1 ms prior to the stimulation artifact to the 

absolute peak deflection. The ratios of the amplitudes of pulse 2 and pulse 5 to pulse 1 were 

calculated at both frequencies and used for statistical analyses. 

4.3.7 Picospritzer response. 

The exogenous GABAA receptor agonist muscimol (Sigma-Aldrich) was focally applied 

to patch-clamped neurons with a picospritzer (Parker Hannifin, Cleveland, OH). After patching, 

the tip of a second pipette, identical to microelectrodes for patch clamping and filled with a 

solution of 100 μM muscimol dissolved in regular ACSF, was brought within 15 μm of the soma 

of the patched neuron. Five responses (0.1 Hz) to 5-ms puffs of muscimol at 5 PSI were recorded 

in voltage clamp at −50, −60, and −70 mV. The majority of responses were measured in the 

presence of bath-applied tetrodotoxin (TTX, 1 μM; Tocris), but there was no discernible 

difference with or without the drug, so data were pooled. Decay time constant was measured from 

the average response with a single-exponential fit in Clampfit. The reversal potential of the 

picospritzer response was estimated from the peak of the mean response at each recording voltage 

by interpolation. The peak conductance was calculated for, and averaged across, the response at 

each voltage, excluding any recordings made within 5 mV of the estimated reversal potential. 
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4.3.8 Single-cell and whole tissue RT-PCR. 

To perform single-cell RT-PCR, at the end of the patch-clamp recording session the cell 

cytoplasm was aspirated into the patch recording pipette by applying gentle negative pressure 

under visual control. Pipettes contained ∼5 μl of RNase-free patch solution. The contents of the 

patch pipette were expelled into a microcentrifuge tube containing 5 μl of the reverse 

transcription cocktail (Applied Biosystems, Foster City, CA). The reverse transcription product 

was amplified in triplicate and screened for 18S rRNA. Only those cell samples positive for 18S 

rRNA were subjected to amplification with primers. The procedure used to determine mRNA 

transcript expression in single cells has been described in detail previously (Hazra et al., 2011). 

The sequences for the oligonucleotide primers are detailed in Table 4.1. PCR products were 

visualized by staining with ethidium bromide and separated by electrophoresis in a 1% agarose 

gel. RT-PCR was also performed on whole BLA of P7 rats, from tissue isolated by 

microdissection from 300-μm-thick slices. The slices were made with the protocol for 

electrophysiological recording described above, and RNA isolation and RT-PCR were performed 

as described previously (Hazra et al., 2011). 

4.3.9 Statistics. 

All statistical analyses were performed with Prism 4 (GraphPad, LaJolla, CA). All tests 

for significant effects of age were performed with one-way ANOVAs, except for the effects of 

age on STP, which was tested with a two-way ANOVA with repeated measures, with the second 

factor being stimulation frequency. For all ANOVAs and posttests, significance was defined at α 

= 0.05. To perform pairwise comparisons following significant main effects in ANOVA, Tukey's 

posttests were generally used. The only exception was the two-way ANOVA, which was 

followed by Bonferroni posttests comparing all pairs of group means. For the estimation of 

GABAA reversal potential, one data point in the P7 group was more than 2 standard deviations 

from the group mean and was therefore excluded from analysis. To perform a one-way ANOVA 
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on the peak conductance of IPSCs, data were log-transformed to correct for heteroscedasticity 

assessed with Bartlett's test. 

4.4 Results 

4.4.1 Compound synaptic response to local electrical stimulation. 

In total, we made whole cell patch-clamp recordings from 170 BLA principal neurons 

from 62 rats of ages ranging from P7 to P36. We first investigated whether the response of the 

local BLA network to electrical stimulation changed during the first postnatal month (Figure 

4.2). Here, we characterized the stimulation response in current clamp at three different baseline 

membrane potentials and found three distinct components (Figure 4.2A). The first, a fast 

excitatory component, was depolarizing at all ages and was blocked by the AMPA/kainate 

receptor antagonist DNQX (20 μM, data not shown). There was also a fast inhibitory response 

(Figure 4.2A, filled arrowheads) that shunted the glutamatergic component at all ages and was 

blocked by the specific GABAA receptor antagonist SR95531 (5 μM, data not shown). Finally, 

there was a second, slower inhibitory component (Figure 4.2A, open arrowheads) that was 

blocked by the specific GABAB receptor antagonist CGP52432 (2 μM, data not shown). With 

age, there was an apparent hyperpolarization of the reversal potential of the GABAA component 

and an apparent reduction of the amplitude and duration of the GABAB response. In P7 neurons, 

the stimulation response had a long duration, typically lasting >1 s (n = 18). By P14, the 

GABAB component generally had smaller amplitude and duration, lasting <1 s (n = 17). 

Responses were highly similar between P21 and P28, with a fast, inhibitory GABAA peak and a 

GABAB response that terminated within 500 ms of stimulation (n = 11 for P21, 8 for P28). 

Between P7 and P28 the input resistance and membrane time constant of BLA principal 

neurons show 10- and 3-fold reduction, respectively (Ehrlich et al., 2012), which would 

dramatically alter the waveform of the evoked PSPs. Hence we next measured the properties of 
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evoked synaptic currents in voltage-clamp mode in another set of neurons. By blocking the 

GABAB component with a cesium-based patch solution, we were able to isolate the 

GABAA component of the evoked response (Figure 4.2B). Consistent with our current-clamp 

recordings, stimulation at holding potentials of −50, −60, and −70 mV reliably resulted in a fast 

excitatory PSC (EPSC) at every time point examined and a GABAA PSC that became faster with 

age. We measured the duration of the GABAA response, which exhibited a significant, threefold 

reduction across the first postnatal month (Figure 4.2C; 1-way ANOVA, F3,60 = 5.81, P < 0.001). 

A majority of the change occurred between P7 and P14, with a significant reduction in duration 

(mean ± SE) from 466.0 ± 49.1 ms at P7 (n = 18) to 280.9 ± 38.4 ms at P14 (n = 17; Tukey's 

posttest, P < 0.01). The duration was relatively stable from P14 to P21 and P28, with a value of 

281.0 ± 36.6 ms at P21 (n = 18) and 219.6 ± 55.1 ms at P28 (n = 11). The stimulation response at 

P28 matched the biphasic response seen in adult BLA principal neurons, with a fast glutamatergic 

EPSC that is rapidly shunted by a GABAergic IPSC (see Figure 4.2B, inset). We hypothesized 

that the slow GABAA response in immature BLA neurons was due to slow individual 

GABAA PSCs or, alternatively, to the depolarized reversal potential of GABAA receptors 

removing a brake on network activity. Therefore, we next quantified the kinetics and reversal 

potential of isolated GABAA receptor-mediated currents in BLA principal neurons across the first 

postnatal month. 

4.4.2 Kinetics of fast synaptic inhibition of BLA principal neurons. 

To quantify changes to the kinetics of GABAA currents in BLA principal neurons we 

recorded spontaneous IPSCs (Figure 4.3). Across the first postnatal month, IPSCs became 

significantly faster with age until around P21 (Figure 4.3A). In particular, IPSC 10–90% rise 

time exhibited a significant decrease of more than twofold across the first postnatal month 

(Figure 4.3B; 1-way ANOVA, F3,36 = 7.80, P < 0.001). There was also a significant reduction 

across this window in the time constant of IPSC decay (Figure 4.3C; 1-way ANOVA, F3,36 = 
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3.45, P < 0.05) and a similar trend in IPSC half-width (Figure 4.3D). Specifically, spontaneous 

IPSCs of neurons at P7 were relatively slow, with a rise time (mean ± SE) of 2.29 ± 0.34 ms, a 

decay time constant of 5.76 ± 0.19 ms, and a half-width of 5.86 ± 0.59 ms (n = 6). By P14 rise 

time was reduced to 1.68 ± 0.14 ms, although decay time constant and half-width were relatively 

unchanged at 6.13 ± 0.43 ms and 5.70 ± 0.40 ms, respectively (n = 16). At P21 IPSCs were faster, 

with rise time reduced to 1.15 ± 0.12 ms, decay time constant reduced to 4.93 ± 0.22 ms, and 

half-width reduced to 4.65 ± 0.19 ms (n= 11). At P28 IPSCs showed kinetics similar to those at 

P21 and were significantly faster than at younger ages; rise time was 1.10 ± 0.12 ms (Tukey's 

posttests, P < 0.001 vs. P7 and P < 0.01 vs. P14), decay time constant was 4.59 ± 0.36 ms (P < 

0.05 vs. P14), and half-width was 4.51 ± 0.42 ms (not significant; n = 7). 

Unlike IPSC kinetics, there was no age-dependent change in the size of spontaneous 

IPSCs. We found no significant effect of age on peak conductance, although it tended to increase 

with age (Figure 4.3E; 1-way ANOVA, F3,23 = 0.87, P > 0.05; n = 5 or 6). At later time points 

there was an emergence of large IPSCs not observed at P7, but they were not frequent enough to 

significantly alter the mean conductance. Moreover, no significant difference was observed in the 

coefficient of variation of peak conductance for each neuron with age (Figure 4.3F; F3,22 = 

1.28, P > 0.05; n = 5 or 6). There was a weak positive correlation of peak IPSC conductance and 

decay time constant (R
2
 < 0.2 at each age; data not shown). 

To exclude the possibility that the developmental change in IPSC kinetics was due to 

presynaptic effects, we also measured responses to focal application of the GABAA receptor 

agonist muscimol (Figure 4.4). As illustrated in Figure 4.4A, the tip of a pipette was placed near 

a patched BLA principal neuron, and 100 μM muscimol was picospritzed onto the soma. The 

muscimol response became much larger and faster with age, as seen in Figure 4.4, B and C. There 

was a significant overall effect of age on the decay time constant of the response, with a 

significant decrease between P14 and P21 (Figure 4.4D; 1-way ANOVA with Tukey's 

posttests, F3,53 = 5.57,P < 0.01). At P7, the decay time constant of the muscimol response was 
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407.7 ± 54.2 ms (mean ± SE, n = 12), which increased to 431.1 ± 34.7 ms at P14 (n = 16). The 

decay time constant then decreased significantly to 291.9 ± 20.3 ms at P21 (P< 0.05; n = 12) and 

266.3 ± 24.6 ms at P28 (P < 0.01; n = 12). The inverse developmental trajectory was observed for 

the peak conductance of the muscimol response, which increased significantly with age and also 

transitioned abruptly from P14 to P21 (Figure 4.4E; 1-way ANOVA with Tukey's 

posttests, F3,43 = 5.67, P < 0.01). At P7 the peak conductance was 15.6 ± 4.1 nS (n = 10), which 

decreased to 13.8 ± 2.6 nS at P14 (n = 14). The peak conductance then increased significantly to 

31.6 ± 5.5 nS at P21 (P < 0.05; n = 10) and 36.4 ± 7.1 nS at P28 (P < 0.01; n = 10). 

The kinetics of GABAA receptors are influenced by their subunit composition, which is 

classically regulated during development. Hence we next used single-cell RT-PCR to identify 

developmental changes in the expression of GABAA receptor subunit mRNA in BLA principal 

neurons (Figure 4.5). There was an age-dependent increase in the proportion of neurons with 

detectable transcripts for 7 of the 13 GABAA receptor subunits tested: namely, α1, α2, α3 and α5, 

β2 and β3, and γ2 (Figure 4.5A, B; n = 10). No expression was detected for α4, α6, β1, γ3, or δ, 

and only one neuron at any age was found to express γ1 mRNA. There was no detectable 

expression of any subunit transcripts at P7; however, because rRNA for the housekeeper gene 

18S was present in all cells used for this analysis, we assume this was due to limited sensitivity of 

the technique for low levels of transcript. As a positive control, we screened whole BLA tissue 

for mRNA of GABAAreceptor subunits (Figure 4.5C); as early as P7, the whole BLA contained 

detectable levels of mRNA for every subunit screened (n = 4). 

Using single-cell RT PCR, we observed an increase in the expression of the α1 subunit, 

which confers faster IPSC kinetics, relative to that of α2, which confers slower IPSC kinetics. 

Specifically, while 4 of 10 neurons at P14 expressed α2 mRNA, 0 had expression for α1; by P28 

the proportions for the subunits were comparable, with 4 and 6 of 10 neurons expressing α1 and 

α2, respectively. Interestingly, there was a strong clustering effect at P21 and P28, with the β3 

subunit being expressed by 11 of 12 neurons with detectable expression of α2 but 0 of 7 with α1. 
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The β2- and γ2-subunits had the opposite pattern: β2 and γ2 were detected in 5 of 7 neurons with 

α1 expression, while 0 of 12 neurons with α2 also expressed β2 and only one expressed γ2. We 

address this clustering, as well as the relationship between the developmental trajectories of IPSC 

kinetics and subunit expression, in the Discussion. 

4.4.3 Depolarized reversal potential of GABAA receptors in immature BLA principal 

neurons. 

We next examined the effect of age on the GABAA reversal potential in BLA principal 

neurons (Figure 4.6). Here GABAA receptor-mediated inhibitory PSPs (IPSPs) were elicited with 

bipolar stimulation of the dorsolateral BLA in the presence of a cocktail of neurotransmitter 

receptor antagonists for AMPA/kainate, NMDA, and GABAB receptors (see Methods). The 

residual monosynaptic IPSP evoked in the presence of this cocktail was completely abolished by 

the GABAAreceptor antagonist SR95531 (5 μM, data not shown). The reversal potential of the 

GABAA response was estimated with peak IPSP amplitudes from stimulation at three different 

baseline membrane potentials. This approach corroborated our initial observations, with the 

GABAA reversal potential exhibiting a significant hyperpolarizing shift with age (Figure 4.6A, 

B; 1-way ANOVA, F3,21 = 19.91, P < 0.0001). For example, the reversal potential was 

significantly reduced from −54.3 ± 1.0 mV at P7 (n = 8) to −66.6 ± 2.3 mV at P14 (Tukey's 

posttests, P < 0.001; n = 7). From P14 onward, the mean reversal potential did not change 

significantly but became less variable across neurons, reaching −69.1 ± 2.0 mV at P21 (n = 5) and 

−69.7 ± 0.9 mV at P28 (n = 5). While the whole cell patch-clamp technique is not ideal for 

measuring GABAA reversal potentials because of dialysis of the intracellular chloride 

concentration (which would bias the results for every neuron, regardless of age, toward the Nernst 

reversal of approximately −33 mV), the observed trend of more hyperpolarizing 

GABAA responses with age was robust to the bias. Interestingly, despite the depolarized reversal 

potential of GABAAreceptors at P7, we were unable to elicit action potentials with these evoked, 
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isolated GABAA PSPs in P7 neurons, even when depolarized toward action potential threshold 

(n = 4, data not shown). 

The reversal potential of the GABAA-mediated IPSP is influenced by the intracellular 

concentration of chloride ions, which is tightly regulated by the activity of two selective ion 

pumps: NKCC1, which promotes excitatory GABAA receptor-mediated potentials, and KCC2, 

which facilitates an inhibitory response to GABAAreceptor activation. The expression of these 

pumps is developmentally regulated, and we were therefore interested in the developmental 

trajectory of chloride pump expression in BLA principal neurons. Using single-cell RT-PCR, we 

measured the expression at P7, P14, P21, and P28. Consistent with the depolarized reversal 

potential we observed in immature neurons, there was a shift in mRNA expression from NKCC1 

to KCC2 between P7 and P21 (Figure 4.6D). Specifically, there was comparable expression of 

the two transcripts at P7, with 9 and 10 of 15 neurons expressing detectable levels of NKCC1 and 

KCC2, respectively. At P14, NKCC1 was more prominent, expressed by 17 of 20 neurons 

compared with only 5 of 20 with KCC2 expression. No NKCC1 transcripts were detected at P21 

or P28, but the majority of neurons expressed KCC2 (21 of 23 at P21, 5 of 8 at P28). 

4.4.4 Short-term plasticity of GABAA IPSCs. 

The influence of GABA on BLA principal neuron activity depends not only on the 

amplitude, kinetics, and valence of individual synaptic events but also on the patterning and 

plasticity of these events. Therefore, we next characterized the development of STP of 

GABAA receptor-mediated synaptic transmission. Isolated GABAA receptor-mediated IPSCs 

were evoked, as before, in voltage-clamped neurons at P7, P14, P21, and P28 with electrical 

stimulation within the BLA and a cocktail of neurotransmitter antagonists. Trains of five pulses 

were evoked at 10 and 20 Hz, and the amplitudes of the GABAA IPSCs within each train were 

measured (Figure 4.7). At both 10- and 20-Hz stimulation, IPSCs at P7 exhibited robust short-

term depression (Figure 4.7A, B). The depression was lost gradually with age. Because of this 
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gradation, we included a group of neurons at P35 to determine whether the trend reached an 

asymptote at P28. 

To quantify the developmental changes, we used two metrics based on IPSC amplitudes: 

the early STP, defined as the ratio of the amplitudes of the second and first IPSCs in the train, and 

the late STP, defined as the ratio of the fifth and first IPSCs in the train (Table 4.2). For early 

STP, there was a significant main effect of age (2-way ANOVA with repeated measures, F4,23 = 

8.53, P < 0.001) but no effect of stimulation frequency (Figure 4.7C). All possible pairwise 

comparisons were made with Bonferroni posttests. For 10-Hz stimulation, early STP exhibited no 

significant developmental transitions. However, significant individual transitions were found for 

20-Hz stimulation. Specifically, early STP for 20-Hz stimulation increased significantly from P7 

to P21 (P < 0.05), P28 (P < 0.001), and P35 (P < 0.001). There were also significant increases 

from P14 to P28 (P < 0.05) and P35 (P < 0.01) and from P21 to P35 (P < 0.01). For both 

stimulation frequencies the values at P28 and P35 were highly similar, suggesting that the 

phenotype is stable beyond P28. 

Late STP, the ratio of the fifth IPSC to the first, also exhibited robust synaptic depression 

in immature neurons that transitioned toward synaptic facilitation with age. A two-way ANOVA 

with repeated measures revealed significant main effects of age (F4,23 = 3.709, P < 0.05) and 

stimulation frequency (F1,23 = 14.58, P < 0.001) as well as a significant interaction effect (F4,23 = 

3.29, P < 0.05; Figure 4.7D). Pulse ratios for 20-Hz stimulation were generally smaller than 

those for 10 Hz. Late STP for 10-Hz stimulation exhibited an increase with age, although none of 

the individual transitions was statistically significant. For 20-Hz stimulation, late STP increased 

significantly from P7 to P28 (P < 0.05). For both stimulation frequencies, n = 3 neurons at P7, 5 

at P14, 7 at P21, 6 at P28, and 7 at P35. 
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4.4.5 Spontaneous GABA activity is rhythmically organized throughout the first postnatal 

month. 

Although we observed many differences in the character of GABAergic synaptic 

transmission with age, it is important to consider these changes in the context of normal GABA 

function. In slice preparations of the adult BLA, groups of principal neurons simultaneously 

receive rhythmic, compound synaptic events that consist mainly of GABAA receptor-mediated 

IPSCs but also include glutamatergic EPSCs. We have observed them not only in BLA slices 

from adult rats but also in rhesus macaques, where they promote intrinsic membrane potential 

oscillations and coordinate network activity (Chapter 6; Ryan et al., 2012). Considering the 

important functional role of these synaptic events, we characterized their expression during 

postnatal development (Figure 4.8). We observed rhythmic, compound IPSCs as early as P7 and 

at every time point studied (Figure 4.8A, B). As expected, the rhythmic PSCs were depolarizing 

from rest at P7 and became consistently hyperpolarizing by P21. The waveform changed with 

age, as rhythmic IPSCs at P7 were smooth while those at P28 were sharp, a cluster of many 

distinct release events (Figure 4.8A). Interestingly, the proportion of neurons receiving 

compound IPSCs was similar at all ages, with rhythmic events spontaneously observed in ∼20–

40% of neurons (6 of 14 neurons at P7, 6 of 28 at P14, 8 of 25 at P21, and 4 of 16 at P28; Figure 

4.8B). Consistent with the mature BLA (Ryan et al., 2012), as early as P7 rhythmic IPSCs were 

perfectly synchronized across BLA principal neurons (Figure 4.8C). 

4.5 Discussion 

In this study, we provided the first evidence that synaptic transmission, in particular 

GABAergic transmission, undergoes significant change throughout BLA development. Similar to 

the intrinsic physiology of BLA principal neurons (Ehrlich et al., 2012), we demonstrated that 

inhibitory synaptic transmission reaches maturity ∼3–4 wk after birth. Specifically, 
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GABAA receptor-mediated PSCs become faster and more hyperpolarizing and lose short-term 

depression with age until P21–P28, when rats are in late infancy (Quinn, 2005). In addition, these 

physiological changes correspond with maturation of the expression of genes that influence 

GABAergic function specifically in BLA principal neurons—in the case of PSC kinetics a change 

in GABAA receptor subunit expression and in the case of PSC reversal a shift in chloride 

transporter expression. Considering the critical role of GABAergic transmission in the function of 

BLA principal neurons and the nucleus in general, these changes likely contribute to the 

maturation of amygdala function throughout postnatal development. 

4.5.1 Shift from depolarizing to hyperpolarizing GABAA transmission. 

One of the most profound changes we observed in the developing BLA was a transition 

in the GABAA reversal potential. The reversal potential in principal neurons became more 

hyperpolarized with age, shifting from approximately −55 mV at P7 to −70 mV at P21. The 

magnitude and time course of this change matched those identified in cell-attached recordings of 

hippocampal pyramidal neurons, which exhibit a similar hyperpolarization of the 

GABAA reversal potential of ∼15 mV between birth and P17 (Tyzio et al., 2008). The existence 

of excitatory GABAA receptor-mediated potentials during brain development has been well 

documented (Ben-Ari, 2002; Owens and Kriegstein, 2002). In BLA principal neurons before P14, 

GABAA receptor activation caused depolarization, suggesting that these receptors play a different 

functional role early in development. Depolarizing GABAA receptors should render the BLA 

more excitable, which may be important for communication between the BLA and other limbic 

brain regions like the extended amygdala, hippocampus, and prefrontal cortex, before strong 

connections have been formed (Bouwmeester et al., 2002b). Despite the inability of GABAA 

receptor activation at P7, to drive action potential firing, GABA may be excitatory at that age 

through interactions with glutamatergic transmission (Gulledge and Stuart, 2003; Valeeva et al., 

2010). One consequence of depolarizing GABAA receptors is that positive allosteric modulators 
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like barbiturates and benzodiazepines could paradoxically facilitate activation of BLA principal 

neurons during infancy, which could have important clinical ramifications, particularly in light of 

the role of the BLA as an epileptogenic locus and the incidence of infantile seizures (Racine et 

al., 1972; White and Price, 1993). 

Depolarizing GABAA transmission likely serves an important function in normative brain 

development: GABAA receptors are thought to fulfill the role AMPA receptors play in the mature 

brain, providing sufficient postsynaptic depolarization to enable NMDA receptor activation and 

subsequent synaptic strengthening (Ben-Ari et al., 1997). This phenomenon likely occurs in the 

immature BLA when glutamate and GABA are simultaneously released during the rhythmic, 

compound PSCs we described here. Rhythmic, compound PSCs could serve this purpose in the 

BLA as early as P7, with 43% of neurons recorded at P7 receiving them. Supporting this notion, 

synaptic events in the immature hippocampus similar to our rhythmic PSCs, termed “giant 

depolarizing potentials,” have been shown to promote synaptic strengthening (Mohajerani and 

Cherubini, 2006). This function of rhythmic PSCs is distinct from that proposed in the adult 

BLA, where rhythmic IPSCs promote intrinsic membrane potential oscillations and synchronize 

action potentials across BLA principal neurons (Chapter 6; Ryan et al., 2012). Supporting a 

distinct function for rhythmic PSCs in the immature and mature BLA, a much higher proportion 

(~80%) of BLA principal neurons receive these events in slices from adult animals (ibid.). 

Interestingly, mature oscillatory properties of BLA principal neurons are not present until around 

P21 (Chapter 2; Ehrlich et al., 2012), supporting convergent developmental timing of inhibitory 

GABA and membrane potential oscillations. In the mature BLA rhythmic IPSCs are driven by a 

syncytium of burst-firing parvalbumin interneurons (Rainnie et al., 2006), but parvalbumin 

expression does not emerge in the BLA until around P14 (Berdel and Morys, 2000); rhythmic 

PSCs at P7 may be driven by burst-firing interneurons that may later express parvalbumin. 

A possible caveat to our measurements of reversal potential is that dialysis of the cytosol 

by our patch solution could alter the electrochemical gradients of ions passed by 
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GABAA receptors, particularly chloride. However, if dialysis had an effect, it would be to 

minimize differences across time points, shifting the reversal potential toward the Nernst reversal 

of chloride, approximately −33 mV for our patch solution and ACSF. The disparity between the 

observed reversals and the Nernst reversal, as well as the significant effect we found of age on 

GABAA reversal, suggests that the chloride concentration near GABAA receptors is locally 

regulated. Interestingly, there is a precedent for chloride reversal being robust to dialysis of the 

neuronal cytosol (Jarolimek et al., 1999; Gonzalez-Islas et al., 2009). Therefore, we are confident 

in our observations of a hyperpolarization of the GABAA reversal with age. 

Hyperpolarization of the GABAA reversal potential with age is typically thought to result 

from a change in the expression of chloride pumps from NKCC1, which renders 

GABAA excitatory by extruding chloride, to KCC2, which renders it inhibitory by accumulating 

the ion intracellularly (Ben-Ari, 2002). Indeed, our single-cell RT-PCR study indicated that at P7 

and P14 a high proportion of principal neurons express mRNA for NKCC1, but expression was 

undetectable by P21. In contrast, mRNA for KCC2 was prominent at P21 and P28. These changes 

in chloride pump expression are also consistent with those in other brain regions (Ben-Ari, 2002). 

Further experiments will be required to determine whether levels of protein expression follow suit 

and whether similar changes in chloride pump expression occur in BLA interneurons. 

4.5.2 Development of a GABAergic shunt of the network response. 

Corresponding with the emergence of inhibitory GABAA potentials was a shortening of 

the network response to local electrical stimulation. Specifically, in immature neurons low-

frequency stimulation evoked slow, depolarizing GABAA responses and even slower, inhibitory 

GABAB responses resulting in a compound potential that could last between 1 and 2 s. By P21 

the mature phenotype was present, in which stimulation evoked a fast, inhibitory 

GABAA response followed by a curtailed GABAB response, returning to baseline within 1 s 

(Rainnie et al., 1991a; Washburn and Moises, 1992). Although we have previously reported that 
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immature neurons have larger input resistances and membrane time constants (Ehrlich et al., 

2012), this did not fully account for the slower synaptic potentials. Our voltage-clamp recordings 

also revealed a prolongation of stimulation-evoked GABAA currents in immature neurons. 

The long duration of the network response in immature neurons likely results from the 

depolarized reversal potential of GABAA receptors. In adult BLA principal neurons, feed-forward 

activation of inhibitory GABAA receptors provides a fast shunt, limiting the extent of BLA 

activation (Rainnie et al., 1991a). As we have shown here, in immature BLA principal neurons 

GABAA is depolarizing, which should enable or even promote feed-forward excitation within the 

BLA. Without feed-forward GABAA receptor-mediated inhibition, in the immature BLA a 

different brake is afforded: potent activation of GABAB receptors. However, GABAB acts on a 

slower timescale than GABAA, which would explain the long-duration network responses 

observed here. The strong GABAB receptor activation we found at P7 could mitigate the risk of 

hyperexcitability and excitotoxicity due to GABA release by opposing the depolarizing action of 

GABAA at this age. 

GABAB receptors are thought to be localized extrasynaptically, and in adulthood they are 

activated when a train of stimuli releases sufficient GABA to spill over into the extrasynaptic 

compartment (Kim et al., 1997; Fritschy et al., 1999; Scanziani, 2000; Kulik et al., 2002; 

Beenhakker and Huguenard, 2010). The strong GABAB response to a single stimulation in the 

immature BLA suggests there is an age-dependent difference in the accessibility of GABA to 

GABAB receptors after stimulation. This developmental change must be interpreted in the context 

of the concurrent increase in input resistance, but the amplitude of GABAB relative to 

GABAA PSPs decreases considerably with age. This difference could be afforded by age-

dependent changes in the architecture of GABAergic synapses. To support this notion, 

GABAB receptors in cerebellar neurons move from dendritic shafts at P7 to spines at P21 (Lujan 

and Shigemoto, 2006). Moreover, activation of metabotropic receptors with a single stimulation 

may be a general phenomenon early in development; we observed a muscarinic current that was 
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abolished by atropine (5 μM) and evoked by single stimulation in some neurons at P7 but not at 

any later time points (unpublished observation). 

4.5.3 Faster IPSCs with age. 

The function of GABA in the BLA also depends on the kinetics of GABAA receptor-

mediated IPSCs, and we found significant developmental changes to their kinetics. Specifically, 

there was a nearly twofold reduction in spontaneous IPSC rise time from P7 to P21, when the 

mature, fast waveform was expressed. Decay time constant and IPSC half-width exhibited a 

similar trajectory. As with the decay time constant of spontaneous IPSCs, there was an abrupt 

decrease from P14 to P21 in the kinetics of the response to exogenous muscimol. Interestingly, 

while the peak conductance of the response to muscimol significantly increased with age, we 

found no age-dependent change in the peak conductance underlying spontaneous IPSCs. This 

effect may be due to the proximity of receptor activation to the soma, since the picospritzer 

pipette was placed close to the soma while IPSCs presumably originate throughout the dendritic 

arbor. This notion is supported by the fact that dendrites of BLA principal neurons expand greatly 

throughout the first postnatal month, with the total dendritic length increasing more than threefold 

as dendrites come to extend more than twice as far from the soma (Chapter 3). Furthermore, this 

difference may be due to a developmental change in the ratio of synaptic to extrasynaptic 

GABAAreceptors. 

When considered in the context of a nearly threefold reduction in membrane time 

constant from P7 to P28, GABAA PSPs are likely much faster in the adult BLA (Chapter 2; 

Ehrlich et al., 2012). The presence of slow IPSCs early in development has been well documented 

throughout the brain (Draguhn and Heinemann, 1996; Hollrigel and Soltesz, 1997; Pouzat and 

Hestrin, 1997; Dunning et al., 1999). Comparable developmental changes were also found in the 

kinetics of miniature IPSCs in marmoset amygdala principal neurons, albeit on a different time 

course (Yamada et al., 2012). The kinetics of individual IPSCs should influence their effect on 
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spike timing (Pouille and Scanziani, 2001) and are known to regulate the ability of GABAergic 

afferents to entrain postsynaptic oscillations (Tamas et al., 2004). Furthermore, faster IPSCs 

should more precisely control the timing of spikes and membrane potential oscillations due to 

postinhibitory rebound (Ryan et al., 2012), promoting the viability of temporal coding 

mechanisms in the adult BLA. 

The maturation of IPSC kinetics corresponds with changes to the expression of 

GABAA receptor subunits in BLA principal neurons. We observed an increase with age in the 

proportion of neurons expressing seven different GABAA subunits. The subunit mRNA we found 

in BLA principal neurons at P21 and P28 closely matches protein expression in the adult BLA, 

aside from the α4-, β1-, and δ-subunits (Sieghart and Sperk, 2002). Expression of α4, β1, and δ is 

likely found in other cell types. Expression of the α1-subunit, among others, emerged at P21, 

confirming results found with mRNA from whole BLA (Zhang et al., 1992). This change is well 

documented throughout the brain and is known to contribute to the faster kinetics observed with 

age (Hornung and Fritschy, 1996; Dunning et al., 1999; Davis et al., 2000; Okada et al., 2000; 

Vicini et al., 2001; Bosman et al., 2002; Mohler et al., 2004; Eyre et al., 2012). Developmental 

changes in subunit expression are also known to regulate channel localization and drug sensitivity 

(Nusser et al., 1996; Hevers and Luddens, 2002). Activation of receptors containing the 

GABAA receptor α1-subunit directly influence critical period onset (Huntsman et al., 1994; 

Fagiolini et al., 2004), suggesting that the emergence of α1 expression may trigger other aspects 

of emotional circuit development. Despite the apparent contribution of postsynaptic changes, 

identified with exogenous muscimol application, to the development of IPSC kinetics, the 

observed maturation of IPSC kinetics may be due, in part, to changes in the activity of different 

subtypes of interneurons. This notion is supported by the fact that interneurons exhibit specificity 

in the subunit composition of GABAA receptors to which they are apposed. For instance, in the 

hippocampus synapses formed by parvalbumin-expressing interneurons on pyramidal cell somas 

preferentially express the GABAA receptor α1-subunit (Klausberger et al., 2002). In the BLA, 
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parvalbumin-expressing interneurons do not emerge until P17 and reach maturity at P30 (Berdel 

and Morys, 2000), which corresponds with the emergence of α1 expression between P14 and P21 

observed here. 

We also observed clustering of subunit expression at P21 and P28, with α1-, β2-, and γ2-

subunits primarily expressed in distinct neurons from α2, α3, α5, and β3. While this result was 

unexpected and curious considering the homogeneous population of GABAA PSCs we observed, 

there is some precedent for separation of α1 protein from other α-subunits (Hutcheon et al., 

2004). There is an important caveat for interpreting this clustering, namely, the high rate of false 

negatives. Similarly, while neurons at P7 provided enough RNA to detect 18S and chloride pump 

expression, the lack of GABAA subunit mRNA detected is not evidence for an absolute lack of 

GABAA receptors. The presence of GABAA receptor-mediated PSCs and receptor subunit mRNA 

in whole tissue at P7 clearly refutes this, meaning that the developmental changes we see in 

subunit transcript expression are not concrete but indicate trends in expression levels. As with all 

single-cell RT-PCR results, it will be important to extend these findings by quantifying mRNA 

and protein expression in the developing BLA. 

4.5.4 Short-term synaptic depression of GABAA IPSCs in immature BLA. 

We also found distinct changes to GABAergic synaptic plasticity during development. At 

P7, GABAA inputs to BLA principal neurons exhibited robust early and late synaptic depression. 

Gradually with age the synaptic depression waned and shifted toward short-term facilitation. By 

P28, the amplitude of the response was maintained at the second pulse (early STP) and facilitated 

at the fifth (late STP). Comparable changes on a similar developmental trajectory have been 

observed for GABAergic and glutamatergic synapses in other brain regions (Pouzat and Hestrin, 

1997; Reyes and Sakmann, 1999). For late STP, we observed facilitation at P28 that disappeared 

by P35; while this trend was not significant, it raises the interesting possibility of a temporary 

window with short-term facilitation around P28. There was also a significant effect of stimulation 
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frequency on late STP. Short-term depression is classically sensitive to stimulation frequency, 

likely because of the kinetics of depletion and restoration of releasable neurotransmitter pools 

(Zucker and Regehr, 2002; Elfant et al., 2008). Interestingly, for late STP there was also a 

significant interaction effect; the influence of stimulation frequency on STP decreased with age 

and may therefore be specific to short-term depression. 

The developmental change in STP may be explained by several mechanisms, although 

the simplest involves a change in release probability—from high-release-probability, high-output 

GABAergic terminals in immature neurons to low release probability, low output in the mature 

BLA (for review, see Zucker and Regehr, 2002). High GABAergic output would be parsimonious 

with the robust activation of GABABreceptors we observed in immature BLA principal neurons. 

In light of this hypothesis, future studies should address the contribution of parvalbumin 

expression to STP in the BLA. This calcium-binding protein directly influences STP and 

presynaptic calcium dynamics (Vreugdenhil et al., 2003; Collin et al., 2005), and its expression in 

the BLA changes during the first postnatal month (Berdel and Morys, 2000). We can rule out a 

contribution of presynaptic GABAB receptors to the observed short-term depression in younger 

animals, because CGP52432 was included in the bath during these experiments; however, 

presynaptic GABAA receptors can play a similar role (MacDermott et al., 1999). GABAA receptor 

desensitization is also known to contribute to short-term depression (Overstreet et al., 2000), 

although there is no precedent for a developmental change in this phenomenon. Finally, short-

term depression of immature GABAergic IPSCs may involve ionic plasticity, a depolarization of 

the chloride reversal following strong GABAA activation (for review, see Raimondo et al., 2012). 

To better understand the maturation of STP we observed, future studies should differentiate the 

various interneuron subtypes found in the BLA, which play different roles in the network but 

were grouped in the population response used here. 

STP affords synapses with a variety of temporal filtering mechanisms, suggesting that the 

BLA processes information and communicates using different mechanisms with age 
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(Buonomano, 2000; Fortune and Rose, 2001; Pfister et al., 2010). The role of synaptic filters in 

tuning the network to specific frequencies is particularly important because BLA oscillations 

have been implicated in the expression and consolidation of fear memories (Madsen and Rainnie, 

2009; Sangha et al., 2009; Popa et al., 2010; Lesting et al., 2011) and BLA inhibition is thought 

to promote these oscillations (Chapter 6; Ryan et al., 2012). Short-term depression of inhibition, 

as we observed in the juvenile BLA, promotes high-pass filtering of excitatory input and 

increases the information transmitted by bursts (Abbott and Regehr, 2004; George et al., 2011). 

Therefore, short-term depression may provide salience for high-frequency and bursting activity in 

the immature BLA, possibly providing compensation for the reduced sensitivity to high-

frequency input of immature BLA principal neurons (Ehrlich et al., 2012). 

We have shown that synaptic inhibition in the developing BLA is not static but undergoes 

a number of profound changes that will directly influence BLA physiology and its contribution to 

emotional processing. The function of GABA receptors and, therefore, of the entire BLA are in 

flux during the first postnatal month, which likely contributes to the emotional changes observed 

during this window. Future studies should determine whether development of synaptic 

transmission in the amygdala contributes to the expression of critical periods that render the brain 

vulnerable to the pathogenesis of emotional disorders like anxiety, depression, and autism 

spectrum disorders. To improve our understanding of the etiology of psychiatric disorders, it will 

be important to characterize how the normative development of the amygdala is influenced by 

genetic predispositions and risk factors for psychiatric disease (Pine, 2002; Monk, 2008). To this 

end, in Chapter 5 we describe the effects on BLA development of a risk-factor for 

neurodevelopmental disorders, prenatal stress. 
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Table 4.1 PCR primers used in this study. 

Gene Accession No. Primer sequence 

PCR 

product 

size (bp) 

18S rRNA X01117 
Forward: 5’- CCGGCGGCTTTGGTGACTCTA-3’ 

Reverse: 5’- GCTCGGGCCTGCTTTGAACA-3’ 
563 

GABAα1 AY574250 
F: 5’- TGCCCATGCCTGCCCACTAAAA-3’ 

R: 5’- GCCATCCCACGCATACCCTCTCT-3’ 
511 

GABAα2 P23576 
F: 5’-CCA GTC AAT TGG GAA GGA GAC AAT-3’ 

R: 5’-TAG GCG TTG TTC TGT ATC ATG ACG-3’ 
434 

GABAα3 X51991 
F: 5’-T GTT GTT GGG ACA GAG ATA ATC CG-3’ 

R: 5’-CAC TGT TGG AGT TGA AGA AGC ACT-3’ 
549 

GABAα4 P28471 
F: 5’-AGC TGC CCC AGT ACT GAA GGA AAA-3’ 

R: 5’-ACT GTT GTC TTA ATG CGC CCA AGT-3’ 
374 

GABAα5 X51992 
F: 5’-ACA GTA GGC ACT GAG AAC ATC AGC- 3’ 

R: 5’-AGG ATG GGT CAA CTT CCC AGT TGT-3’ 
407 

GABAα6 NM_021841 
F: 5’- CAAGCTCAACTTGAAGATGAAGG-3’ 

R: 5’-TCCATCCATAGGGAAGTTAACC-3’ 
416 

GABAβ1 NM_012956 
F: 5’- ACAGCTCCAATGAACCCAGCAA-3’ 

R: 5’-TGCTCCCTCTCCTCCATTCCA-3’ 
521 

GABAβ2 X15467 
F: 5’- GGAGTGACAAAGATTGAGCTTCCT-3’ 

R: 5’-GTCTCCAAGTCCCATTACTGCTTC-3’ 
564 

GABAβ3 NM_017065 
F: 5’- CCGTCTGGTCTCCAGGAATGTTGTC-3’ 

R: 5’-CGATCATTCTTGGCCTTGGCTGT-3’ 
411 

GABAγ1 NM_080586 
F: 5’- CAATAAAGGAAAAACCACCAG-3’ 

R: 5’- TGATTATATTGGACTAAGCCAGA-3’ 
374 

GABAγ2 L08497 
F: 5’-GTGAAGACAACTTCTGGTGACTATGTGGT-3’ 

R: 5’-CATATTCTTCATCCCTCTCTTGAAGGTG-3’ 
415 

GABAγ3 X63324 
F: 5’- CTGCTGCTTCTCCTCTGCCTGTTC-3’ 

R: 5’- GGTTGGGTGTGGTGATCCAGTGA-3’ 
423 

GABAδ NM_017289 
F: 5′-AGCAGTGCCTGCCAGAGTAT-3′ 

R: 5′-CATGTAAAGCCGTCATGTGG-3′ 
563 

KCC2 NM_134363.1 
F: 5’-AGGTGGAAGTCGTGGAGATG-3’ 

R: 5’- CGAGTGTTGGCTGGATTCTT-3’ 
190 

NKCC1 NM_031798.1 
F: 5’-CCTGATCTCTGCGGGTATCTTT-3’ 

R: 5’-ACCTTTCGCAAACATCTGGAA-3’ 
130 
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Table 4.2 IPSC Amplitude Ratios for Short-term Plasticity. 

 

  Early STP   Late STP 

  10 Hz 20 Hz   10 Hz 20 Hz 

P7 0.84 ± 0.06  0.64 ± 0.08 

 

0.77 ± 0.02 0.58 ± 0.05  

P14 0.81 ± 0.05  0.78 ± 0.04  

 

0.83 ± 0.07 0.76 ± 0.04  

P21 0.91 ± 0.03 0.83 ± 0.05 

 

1.03 ± 0.11  0.94 ± 0.08  

P28 0.95 ± 0.03  0.97 ± 0.04  

 

1.19 ± 0.08 1.06 ± 0.10  

P35 0.95 ± 0.03  1.02 ± 0.06    0.91 ± 0.07 0.96 ± 0.07  
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Table 4.2 IPSC Amplitude Ratios for Short-term Plasticity. The ratios of IPSC amplitudes 

following 10 and 20 Hz stimulation are listed for each time-point as mean ± SEM. Early STP 

corresponds to the ratio of pulse 2 to pulse 1, and late STP to the ratio of pulse 5 to pulse 1. 

Statistical tests for significance are described in the Results. 
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Figure 4.1: Schematic of recording and stimulation sites 
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Figure 4.1: Schematic of recording and stimulation sites. A photomicrograph of a coronal 

slice of medial temporal lobe, depicting a representative, filled BLA principal neuron at P14 in 

the target recording site. The bipolar stimulating electrode was placed medial to the external 

capsule (EC) within the BLA. The lateral nucleus (LA) and central nucleus (CeA) of the 

amygdala are also labeled. The compass gives directions for dorsal (D), ventral (V), lateral (L), 

and medial (M). 
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Figure 4.2: Maturation of the stimulation response within the BLA 
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Figure 4.2: Maturation of the stimulation response within the BLA. (A,B) The average 

waveform of the response to five stimulations (0.1 Hz) of the dorsolateral BLA is shown for 

representative neurons at P7, P14, P21, and P28 from recordings in current clamp (A) and voltage 

clamp (B). Neurons in current clamp were adjusted before stimulation to a baseline membrane 

potential of approximately -50 or -70 mV, and the responses are plotted on a single voltage axis. 

Highlighted on the plots are the GABAA (closed arrowheads) and GABAB (open arrowheads) 

components of the response. Neurons in voltage clamp were recorded from holding potentials of -

50, -60, and -70 mV, and baselines were subtracted for comparison. The GABAB component was 

blocked in the voltage clamp recordings to highlight the GABAA response. (C) The duration of 

the stimulation response in voltage clamp is plotted for each time-point as mean ± SEM. 

Significance was assessed with a one-way ANOVA (F3,60 = 5.807, p < 0.001) and Tukey’s 

posttests (* p < 0.05, ** p < 0.01, n = 18 (P7), 17 (P14), 18 (P21), 11 (P28)). 
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Figure 4.3: Development of spontaneous IPSC kinetics across the first 

postnatal month 
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Figure 4.3: Development of spontaneous IPSC kinetics across the first postnatal month. (A) 

The waveforms of spontaneous IPSCs are illustrated for representative neurons at P7, P14, P21, 

and P28, depicted as the mean (black line) of all IPSCs recorded in a 30s window, as well as the 

first 40 IPSCs observed in these windows (grey lines). Scale bars represent 10 pA. Mean 

waveforms are superimposed (bottom) for comparison. (B-F) At each time-point, mean ± SEM is 

plotted for IPSC 10-90% rise-time (B), decay time-constant (C), half-width (D), and peak 

conductance (E), as well as the coefficient of variation of the peak conductance for each neuron 

(F). Significance was assessed using One-way ANOVAs and Tukey’s posttests (* p < 0.05, ** p 

< 0.01, *** p < 0.001), identifying a significant main effect of age on IPSC rise-time (F3,36 = 7.80, 

p < 0.001) and decay time-constant (F3,36 = 3.45, p < 0.05), but not half-width (n = 6 (P7), 16 

(P14), 11 (P21), 7 (P28)). No significant effect of age was detected for peak conductance (F3,23 = 

0.87, p > 0.05) or coefficient of variation (F3,22 = 1.28, p > 0.05; n = 5-6). 
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Figure 4.4: Maturation of the response to exogenous GABAA agonist 
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Figure 4.4: Maturation of the response to exogenous GABAA agonist. (A) BLA principal 

neurons at P7, P14, P21, and P28 were patch clamped with a patch electrode (‘patch’) and a 

microelectrode containing 100 µM muscimol (‘pico’) was brought in close proximity to the soma. 

Scale bar represents 10 µm. (B) Mean responses in voltage clamp at -50 mV to picospritzer 

application of muscimol in a representative neuron at each time-point. (C) Responses from panel 

B are normalized and superimposed to highlight decay kinetics. (D, E) The decay time-constant 

(D) and peak conductance (E) of the muscimol response are plotted as mean ± SEM for each 

time-point. Significance was assessed using One-way ANOVAs and Tukey’s posttests (* p < 

0.05, ** p < 0.01), identifying a significant main effect of age on decay time-constant (F3,53 = 

5.57, p < 0.01; n = 12 (P7), 16 (P14), 13 (P21), 13 (P28)) and peak conductance (F3,43 = 5.67, p < 

0.01; n = 10 (P7), 14 (P14), 10 (P21), 10 (P28)). 
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Figure 4.5: Development of GABAA receptor subunit gene expression 
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Figure 4.5: Development of GABAA receptor subunit gene expression. (A) The expression of 

mRNA for seven GABAA receptor subunits (α1, α 2, α 3, α 5, β2, β3, and γ2) are depicted for ten 

BLA principal neurons at P14, P21, and P28. Each row depicts the expression of each gene for a 

single neuron, with positive signal represented by a filled box. Ten neurons at P7 were also 

analyzed but are not presented because they lacked detectable expression for all genes but 18S. 

Only neurons with signal for the housekeeper gene 18S rRNA were included. Gel pictures are 

presented for representative neurons identified by open arrowheads. (B) Gel pictures depict the 

expression of particular receptor subunits for one to two representative neurons at each time-

point, reassembled from gels organized by gene instead of individual neuron. (C) A gel picture 

showing detectable mRNA expression for all GABAA receptor subunits tested in whole-BLA 

from a representative animal at P7 (n = 4). 
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Figure 4.6: Maturation of GABAA reversal potential and chloride pump 

expression 
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Figure 4.6: Maturation of GABAA reversal potential and chloride pump expression. (A,B) 

Reversal potential of evoked GABAA PSPs is plotted as mean ± SEM (A) for neurons at P7 (n = 

8), P14 (n = 7), P21 (n = 5), and P28 (n = 5), and the average response at three different baseline 

membrane potentials is plotted for a representative neuron at each time-point (B). The reversal 

potentials shown in (B) are specific to the individual neurons depicted. Significance was assessed 

with a One-way ANOVA (F3,21 = 19.91) and pairwise comparisons were made with Tukey’s 

posttests (***, p < 0.001 vs. P14, P21, and P28). The time of stimulation is depicted with an 

arrow. (C) The linear fits used to estimate GABAA reversal potential for each neuron are plotted 

in grey for neurons at each time-point, with the average line for each group plotted in black. (D) 

Expression of mRNA for the chloride pumps KCC2 and NKCC1, assessed in individual BLA 

principal neurons using single-cell RT-PCR, is plotted as the proportion of neurons with 

detectable expression at P7 (n = 15), P14 (n = 20), P21 (n = 23), and P28 (n = 8). 
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Figure 4.7: Development of short-term synaptic plasticity of IPSCs 
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Figure 4.7: Development of short-term synaptic plasticity of IPSCs. (A) Short-term plasticity 

of GABAA IPSCs in representative neurons at P7, P14, P21, P28, and P35 are illustrated as the 

average response to stimulation of the dorsolateral BLA with 5 pulses at 20 Hz. Neurotransmitter 

receptor antagonists were used to isolate the GABAA component of the response (see Methods). 

Stimulation responses were aligned to and normalized by the first pulse, and stimulation artifacts 

were cropped for clarity. The area under the curve was filled to aid visual comparison across 

time-points. (B) As in A, average, normalized IPSCs in response to 20Hz stimulation are overlaid 

for comparison, taken from a representative neuron at P7, P21, and P28. (C, D) Short-term 

plasticity was quantified for 10 Hz and 20 Hz stimulation as a ratio of pulse amplitudes. The 

ratios of the second pulse (early STP, C) and fifth pulse (late STP, D) to the first pulse are plotted 

for each time-point as mean ± SEM. Significance was assessed with Two-way ANOVAs with 

repeated measures, and all pair-wise comparisons were made with Bonferroni posttests. Bars 

above each plot illustrate the significant pair-wise comparisons for stimulation at 20 Hz (* p < 

0.05, ** p < 0.01, *** p < 0.001). No pair-wise comparisons for 10 Hz stimulation were 

significant. N = 3 (P7), 5 (P14), 7 (P21), 6 (P28), and 7 (P35). 
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Figure 4.8: Maturation of spontaneous, rhythmic IPSCs 
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Figure 4.8: Maturation of spontaneous, rhythmic IPSCs. (A) Representative BLA principal 

neurons at P7 and P28 spontaneously exhibit rhythmic, compound IPSCs. Both neurons were 

recorded in voltage clamp with a holding potential of -60 mV. Insets highlight the waveform of 

individual events. (B) Pie charts depict the proportion of neurons spontaneously receiving 

rhythmic IPSCs at each time-point (n = 14 at P7, 28 at P14, 25 at P21, and 16 at P28). (C) Traces 

from a pair of simultaneously recorded BLA principal neurons illustrate that rhythmic IPSCs are 

synchronized across BLA principal neurons as early as P7. 
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Chapter 5: The Developmental Trajectory of Amygdala 

Neuron Excitability and GABAergic Transmission are 

Altered by Prenatal Stress   
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5.1 Abstract 

The basolateral amygdala (BLA) plays a key role in emotional processing and is 

implicated in a variety of psychiatric disorders, many of which have early ages of onset and high 

incidence in juveniles. However, the cellular processes that contribute to the etiology of 

developmental psychiatric disorders are largely unknown. In Chapters 2 and 3, we showed 

principal neurons of the BLA undergo morphological and physiological transitions between 

postnatal days 7 (P7) and 21, including a 3x expansion of the dendritic arbor, 10x increase in 

dendritic spine density, and 10x decrease in input resistance. This developmental window 

coincides with maturation of GABAergic transmission, including a 15mV hyperpolarization of 

the GABAA reversal potential and a decrease in the duration of GABAA postsynaptic currents 

from P14 to P21, corresponding with the emergence of the fast GABAA receptor subunit, α1. We 

hypothesized that an early-life risk factor for anxiety disorders, prenatal stress (PS), alters the 

trajectory of BLA maturation. We tested this hypothesis by exposing pregnant dams to 30 min of 

daily unpredictable shock stress during gestational days 17-20. Male offspring of PS and control 

dams were sacrificed for whole-cell patch clamp studies at P10, 14, 17, 21, 28 & 60 to 

characterize the developmental trajectory of intrinsic membrane properties and synaptic 

transmission in BLA principal neurons. In adulthood, PS had an anxiolytic effect, as measured in 

the elevated plus-maze, and reduced sociability in the social choice test. Whole-cell patch clamp 

studies revealed no impact of PS on input resistance or membrane time-constant at any age. 

However, PS reduced neuronal excitability in several ways. PS caused an increase in the rheobase 

that began to emerge at P28 (2-way ANOVA, p < 0.01; N = 9-18); rheobase in PS neurons at P28 

and P60 was 186 ± 21 and 323 ± 32 pA (mean ± SEM), respectively, compared to 170 ±19 and 

176 ± 18 pA in controls. PS significantly increased action potential amplitude across all time-

points (2-way ANOVA, p < 0.05; N = 10-19) including ~10mV increase at P17. In addition, 

neurons from PS animals exhibited slower GABAA receptor-mediated currents (2-way ANOVA, 
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P < 0.01) at P14 (decay time constant = 15.7 ± 1.9 ms, N = 20) compared to controls (9.8 ± 1.1 

ms, N = 11). Finally, PS animals exhibited reduced expression in the BLA of the GABAA 

receptor α1 subunit, which plays a key role in coordinating developmental critical periods, as 

early as P17 and persisting into adulthood. We identified a number of effects of PS on the 

immature BLA that influence amygdala function during emotional development. These changes 

likely underlie the reduction in emotionality and sociability caused by PS, and may contribute to 

the etiology of psychiatric disorders, including autism and schizophrenia.   
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5.2 Introduction 

Autism spectrum disorders (ASDs) and schizophrenia (SZ) are neurodevelopmental 

disorders characterized by deficits in social interaction and emotional behavior, and these 

disorders are thought to involve pathophysiology in parts of the brain that mediate socioemotional 

processing, including the amygdala (Baron-Cohen et al., 2000; Sweeten et al., 2002; Aleman and 

Kahn, 2005; Schultz, 2005; Shayegan and Stahl, 2005; Bachevalier and Loveland, 2006; Amaral 

et al., 2008; Benes, 2010; Bellani et al., 2013; Tottenham et al., 2013). While the specific causes 

of ASDs and SZ are likely distinct and include both genetic and environmental factors (State and 

Levitt, 2011; Geoffroy et al., 2013; van Dongen and Boomsma, 2013), both disorders share the 

risk factor of prenatal stress (PS; Koenig et al., 2002; Beversdorf et al., 2005; Khashan et al., 

2008; Kinney et al., 2008; Ronald et al., 2010). Stress early in life is known to alter amygdala 

maturation (Ono et al., 2008; Moriceau et al., 2009; Maheu et al., 2010; Tottenham et al., 2011), 

and early life deficits in amygdala dysfunction could mediate the contribution of PS to these 

neurodevelopmental disorders.  

The contribution of PS to ASD and SZ etiology may be mediated by changes to the 

coordination of amygdala development by the neurotransmitter GABA. Neurodevelopmental 

disorders are thought to follow from early life deficits in inhibitory GABA systems in the brain, 

because GABAergic neurotransmission plays an organizing role in nervous system development 

(Ramamoorthi and Lin, 2011; Sgado et al., 2011; Chattopadhyaya and Cristo, 2012; King et al., 

2013). In the immature brain, GABAergic transmission regulates cell proliferation, migration and 

differentiation, synapse maturation and stabilization, and circuit wiring (Owens and Kriegstein, 

2002; Huang and Scheiffele, 2008; Le Magueresse and Monyer, 2013). Furthermore, activation of 

GABA receptors control the timing of developmental critical periods, windows of heightened 

plasticity and sensitivity to external stimuli (Hensch, 2005); specifically, activation of GABAA 

receptors containing the α1 subunit closes critical periods (Fagiolini et al., 2004), which coincides 
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with the emergence of parvalbumin-expressing (PV
+
) interneurons that preferentially innervate 

these receptors (Nusser et al., 1996; Fritschy et al., 1998; Pawelzik et al., 1999; Klausberger et al., 

2002; Hensch, 2005; Nowicka et al., 2009). Therefore, if PS alters the development of 

GABAergic transmission and the expression of GABAA receptor α1 subunit and PV
+
 

interneurons in the amygdala, it may thereby influence critical periods to induce broad changes to 

emotional brain circuits. This mechanism has been broadly hypothesized for both SZ and ASD 

(Di Cristo, 2007; LeBlanc and Fagiolini, 2011; Volk and Lewis, 2013). Expression of the α1 

subunit is reduced by 40% in cortex of human subjects with SZ (Glausier and Lewis, 2011), and 

genetic variation in GABAA receptor subunits has been associated with autism (Ma et al., 2005). 

In addition, dysfunction of PV
+
 interneurons is proposed to underlie the deficits observed in SZ 

(Curley and Lewis, 2012). 

In studying the effects of PS, we focused on the GABA system in the basolateral nucleus 

of the amygdala (BLA) for several reasons. The BLA is a hub in emotional processing with 

widespread connectivity in the brain that support its roles mediating fearful and anxious behavior 

(Davis et al., 2003; LeDoux, 2007; Pape and Pare, 2010; Stuber et al., 2011), regulating sensory 

perception and memory (Pessoa and Adolphs, 2010; Chavez et al., 2013; Chen et al., 2013), and 

influencing reward systems (Ambroggi et al., 2008; Stuber et al., 2011). Activity of the BLA is 

strictly regulated by GABAergic interneurons, especially those expressing parvalbumin (Rainnie 

et al., 1991a; Ehrlich et al., 2009; Ryan et al., 2012), and ablation of BLA interneurons causes 

deficits in social behavior (Truitt et al., 2007). We have recently demonstrated that GABAergic 

transmission in the rat BLA undergoes pronounced maturation in the first three postnatal weeks 

(Ehrlich et al., 2013), suggesting it contributes to amygdala development and may be sensitive to 

early life perturbation. Furthermore, neurons in the BLA mature with a similar time course, 

exhibiting robust changes to intrinsic electrophysiological properties and excitability (Ehrlich et 

al., 2012). Early postnatal changes to GABAergic function in the BLA may therefore influence 

the development of neurons in the amygdala. 
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A recent study in a rodent model of Fragile X syndrome, which often presents autistic-

like features, found that expression in the BLA of the GABAA receptor α1 subunit failed to 

emerge during the second and third postnatal weeks (Vislay et al., 2013). The only related study 

of PS found reduced expression of the GABAA receptor γ2 subunit as early as two weeks after 

birth, but no consistent effect on the α1 subunit (Laloux et al., 2012). Various forms of early 

postnatal stress reduce expression of the α1 subunit and increases the density of PV
+
 interneurons 

in the adult BLA (Caldji et al., 2003; Jacobson-Pick et al., 2008; Seidel et al., 2008), but the 

effects on developing GABA circuits, specifically when they coordinate critical period plasticity, 

are largely unknown. Considering these studies, PS is likely to influence GABAergic 

transmission in the developing BLA, which could broadly influence outcomes for emotional brain 

circuitry. 

Here we describe the effects of PS on the developmental trajectory of BLA neuron 

electrophysiology, focusing on intrinsic excitability and GABAergic transmission. Male offspring 

of rat dams exposed to unpredictable shock stress from embryonic day (E)17-20 were sacrificed 

for patch clamp recordings in acute brain slices, and electrophysiological responses were 

measured throughout amygdala development (at postnatal days (P)10, 14, 17, 21, 28) and in 

adulthood (day 60). Expression in the BLA of mRNA for the GABAA receptor α1 subunit was 

also measured at each time point using quantitative RT-PCR. These studies were paired with 

behavioral investigations to validate our PS paradigm as a model of risk for ASD and SZ. 

Offspring were tested for anxiety-like behavior on the elevated-plus maze in adulthood and 

isolation-induced ultrasonic vocalizations during infancy (Morgan et al., 1999; Shu et al., 2005) 

and sociability and social novelty preference were measured with the social choice test (Moy et 

al., 2004). 
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5.3 Methods 

5.3.1 Ethical Approval 

All experimental protocols strictly conform to the Guidelines for the Care and Use of 

Laboratory Animals of the National Institutes of Health, and were approved by the Emory 

University Institutional Animal Care and Use Committee. 

5.3.2 Animals 

Male rats born in-house to time-mated, Sprague-Dawley rats (embryonic day (E)4 on 

arrival, Charles River, Wilmington, MA, USA) were used in all experiments. Pups were housed 

with the dam prior to weaning on P22 or P23, with the day of birth considered P1. After weaning, 

rats were isolated by sex and housed three to four per cage with ad libitum access to food and 

water. Throughout this chapter, animal ages are attributed to a single day for brevity, but labels 

describe developmental windows as follows: ‘P10’ for P10-11, ‘P14’ for P13-14, ‘P17’ for P17-

18, ‘P21’ for P21-22, ‘P28’ for P27-30, and ‘P60’ for P60-70. 

5.3.3 Prenatal Stress 

 An unpredictable shock stress paradigm was applied as previously described (Hazra et 

al., 2012) to pregnant dams as follows. On E17-20, dams were placed in an operant conditioning 

chamber measuring 60 × 34 × 26 cm, with aluminum and polycarbonate walls (Lafayette 

Instruments, Lafayette, IN, USA). The floor of the chamber, composed of 0.4 cm-diameter 

stainless steel bars, conducted the electric shock. Dams in the PS group were allowed to habituate 

to the chamber for 5 min and then received two 8 min periods of shocks separated by an 8 min 

period without shocks (Figure 5.1). Each shock period consisted of 8 pseudo-randomly applied 

footshocks (0.5 s, 0.5 mA, inter-shock interval ranging from 30 to 90 s). Non-stressed control 

dams received the same handling procedures as the PS group and were placed in the shock 
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chamber for the same duration without shocks applied. After stress exposure on E20, dams were 

returned to their home cage and left to give birth and rear pups normally. 

5.3.4 Electrophysiology 

5.3.4.1 Tissue Preparation 

Offspring of stress-exposed and control dams were used for electrophysiological studies. 

Slices were prepared from rats at various ages as previously described (Ehrlich et al., 2013). 

Briefly, animals were decapitated, with those beyond P11 under isoflurane anesthesia (Fisher 

Scientific, Hanover Park, IL), and brains were rapidly removed and immersed in ice-cold 95% 

oxygen-5% carbon dioxide-perfused “cutting solution” with the following composition (in mM): 

130 NaCl, 30 NaHCO3, 3.50 KCl, 1.10 KH2PO4, 6.0 MgCl2, 1.0 CaCl2, 10 glucose, 0.4 ascorbate, 

0.8 thiourea, 2.0 sodium pyruvate, and 2.0 kynurenic acid. Coronal slices containing the 

basolateral nucleus of the amygdala (BLA) were cut at a thickness of 300–350 μm with a Leica 

VTS-1000 vibrating blade microtome (Leica Microsystems, Bannockburn, IL). Slices were 

incubated for 1h in oxygenated cutting solution at 32°C before being transferred to regular 

artificial cerebrospinal fluid (ACSF) containing (in mM) 130 NaCl, 30 NaHCO3, 3.50 KCl, 1.10 

KH2PO4, 1.30 MgCl2, 2.50 CaCl2, 10 glucose, 0.4 ascorbate, 0.8 thiourea, and 2.0 sodium 

pyruvate. 

5.3.4.2 Whole Cell Patch Clamp 

Individual slices were transferred to a recording chamber mounted on the fixed stage of a 

Leica DMLFS microscope (Leica Microsystems) and maintained fully submerged and 

continuously perfused with oxygenated 32°C ACSF at a flow rate of 1–2 ml/min. The BLA was 

identified under 10x magnification, and individual BLA neurons were identified at 40x with 

differential interference contrast optics and infrared illumination with an infrared-sensitive CCD 

camera (Orca ER, Hamamatsu, Tokyo, Japan). Patch pipettes of 4–6 MΩ were pulled from 
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borosilicate glass. Two patch electrode solutions were used, one based on potassium gluconate 

for current-clamp recordings and one based on cesium gluconate for voltage-clamp recordings. 

The potassium gluconate patch solution had the following composition (in mM): 140 potassium 

gluconate, 2 KCl, 10 HEPES, 3 MgCl2, 2 K-ATP, 0.2 Na-GTP, and 5 phosphocreatine, was 

titrated to pH 7.3 with KOH, and was 290 mosM. The cesium gluconate patch solution had the 

following composition (in mM): 131 CsOH, 131 gluconate, 10 HEPES, 2 CaCl2, 10 glucose, 10 

EGTA, 5 Mg-ATP, and 0.4 Na-GTP, was titrated to pH 7.3 with gluconate, and was 270 mosM.  

Data acquisition was performed with a MultiClamp 700A amplifier in conjunction with 

pCLAMP 10.2 software and a DigiData 1322A AD/DA interface (Molecular Devices, Sunnyvale, 

CA). Whole cell patch-clamp recordings were obtained, low-pass filtered at 2 kHz, and digitized 

at 10 kHz. Cells were excluded if they did not meet the following criteria: a resting membrane 

potential more negative than −50 mV and drifting <5 mV over the course of the recording 

session; access resistance lower than 30 MΩ; stable access resistance throughout recording, 

changing <15%; and action potentials crossing 0 mV. Recordings were only included from BLA 

principal neurons, whose physiological profile we have recently characterized during 

development; they can be distinguished from BLA interneurons for electrophysiological 

recordings by a combination of their large somatic volume, low input resistance, slow action 

potentials, and relatively infrequent synaptic input (Ehrlich et al., 2012). In that study, we 

reported 58 of 60 putative principal neurons recorded in the immature BLA were found positive 

for mRNA for the vesicular glutamate transporter by single-cell RT-PCR. 

5.3.4.3 Intrinsic Properties 

Raw voltage and current traces were imported into Matlab (The MathWorks, Natick, 

MA, USA) using scripts provided with sigTOOL (http://sigtool.sourceforge.net/, developed at 

King's College London) and processed with customized scripts developed in the Rainnie Lab 

(first reported in Hazra et al., 2011). To determine input resistance and membrane time constant 
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in current clamp, neurons were held at -60 mV with direct current injection and hyperpolarizing, 

1 s-long, square-wave current steps were injected to elicit <5 mV voltage deflections. Input 

resistance was calculated as the ratio of peak voltage deflection to the current injected, averaged 

across 5 sweeps. The time constant was defined as the time necessary for the cell to reach 63.2% 

of its maximal deflection, averaged across 5 sweeps.  

Action potential properties were measured from the responses to 5 linear ramps of 

depolarizing current, each lasting 250 ms and scaled to depolarize the neuron to approximately 

−35 mV and elicit an action potential within the final 50 ms. Action potential threshold was 

defined from a peak in the second derivative of the membrane potential waveform, which 

correlated well with visual inspection of the data. Linear interpolation between data points was 

used to enhance the temporal resolution of measurements of 10–90% rise time, 90–10% decay 

time and half-maximal width. Fast afterhyperpolarization (fAHP) peaks were measured from 

neurons free-firing near action potential threshold (at least 8 spikes) to remove the confound of 

current step artifacts, at a local minima following spike repolarization, if occurring within 15 ms 

of spike initiation and visibly distinct from the medium AHP. 

Data on spike trains were collected from responses to depolarizing, 1 s-long, square-wave 

current injections with sweeps iterated at 0.1 Hz. Rheobase was measured at resting membrane 

potential with a series of current injections in increments of 5-20 pA depending on the age, and 

was defined as the magnitude of the injection of the first of two consecutive steps to elicit at least 

one action potential. F-I curves were generated from a series of sweeps that iterated beyond the 

magnitude required to elicit the maximum spike rate for each neuron, and data were excluded for 

current injections greater than the minimum current required to elicit the maximum spike rate. To 

facilitate plotting F-I curves, due to the diminishing number of cells with responses as current 

injection magnitude increased, data were not plotted at large current injection values for which 

less than half of neurons had responses at that time point. For neurons from animals at least 21 

days old, neurons were excluded from plotting if they could not fire at least 30 spikes, based on 
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previous findings (Ehrlich et al., 2012). This resulted in the exclusion of 5 of 58 neurons at P21, 

28 and 60 combined (3 from control animals, 2 from PS animals). 

5.3.4.4 GABAergic Transmission 

To elicit GABAergic postsynaptic currents (PSCs), a bipolar stimulating electrode was 

placed in the dorsal end of the BLA, just medial to the external capsule, and the GABAA 

component of the response was pharmacologically isolated as previously described (Ehrlich et al., 

2013). Stimulation at 0.2 Hz was applied after application of the following cocktail of synaptic 

blockers: the AMPA/kainate receptor antagonist 6,7-dinitroquinoxaline-2,3-dione (DNQX, 20 

μM; Sigma-Aldrich), the NMDA receptor antagonist 3-(2-carboxypiperazin-4-yl)propyl-1-

phosphonic acid (RS-CPP, 10 μM; Tocris Bioscience, Bristol, UK), and the GABAB receptor 

antagonist (2S)-3-[[(1S)-1-(3,4-dichlorophenyl)ethyl]amino-2-hydroxypropyl] 

(phenylmethyl)phosphinic acid hydrochloride (CGP52432, 2 μM; Tocris). Stimulation intensity 

was adjusted to elicit a half-maximal response. To verify that the isolated response was mediated 

purely by GABAA receptors, after some experiments the GABAA antagonist 6-imino-3-(4-

methoxyphenyl)-1(6H)-pyridazinebutanoic acid hydrobromide (SR95531, 5 μM; Tocris) was 

applied.  

Due to the hyperpolarization of the GABAA reversal potential with age (Ehrlich et al., 

2013), stimulation responses were recorded in voltage clamp at holding potentials of -50 and -70 

mV, and the potential with the larger amplitude responses was used. Decay time constant was 

calculated in Clampfit from the average of 5 sweeps, from just after the peak to baseline, using a 

one-term exponential (Equation 1). 

Equation 1    ( )     
  

 ⁄    

To measure short-term plasticity of GABAA PSCs, the response used to measure kinetics 

was elicited in trains of five pulses at 20 and 50 Hz, in five sweeps each at 0.1 Hz. Sweeps were 

averaged in Clampfit, and amplitudes were measured for each pulse from the 1 ms prior to the 
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stimulation artifact to the absolute peak deflection. The ratio of the amplitudes of pulse 5 to pulse 

1 was calculated for each neuron at both stimulation frequencies. 

5.3.5 Quantitative RT-PCR 

BLA sections were harvested for PCR during the tissue preparation for 

electrophysiology. Bilateral BLA from a single coronal slice was microdissected and flash frozen. 

Quantitative PCR was performed as previously described (Hazra et al., 2011). Total RNA was 

isolated by homogenizing each sample in Trizol (Invitrogen, Carlsbad, CA, USA), and isolated 

RNA was reverse transcribed using a cocktail of 5 µl of 10x RT buffer, 10 mM dNTP mix, 10x 

random hexanucleotide and Multiscribe RT 5U/µl and RNAase free water. The mixture was 

incubated in a thermal cycler at 25° C for 10 min and then at 37° C for 120 min, and the resulting 

cDNA samples were stored at -20° C. All reagents were obtained from Applied Biosystems 

(Foster City, CA, USA). 

Real-time PCR was performed using an Applied Biosystems 7500 Fast-Real Time PCR 

system (Applied Biosystems, Foster City, CA, USA). 2 µl of cDNA obtained from the isolated 

RNA were combined with Taqman probes specific for 18S rRNA (Accession No. X03205) or 

GABAA receptor α1 subunit (Accession No. NM_183326) and 1x Taqman universal PCR Master 

Mix (Applied Biosystems), and the reaction for each sample was performed in triplicate. The 

thermal cycling program consisted of: cycle 1 (20 min at 95° C) and cycles 2 through 40 (3 s at 

95° C followed by 30 min at 60° C). Expression of the α1 subunit was normalized for all samples 

to expression of 18S rRNA. The 2
−ΔΔCt

 method of relative quantification was used to calculate the 

fold change in expression of genes, and these values were used for statistical analysis (Livak and 

Schmittgen, 2001). 
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5.3.6 Behavioral Testing 

5.3.6.1 Elevated Plus-Maze 

All behavioral tests were conducted during the light phase of a 12:12 hour light-dark 

cycle. The elevated plus-maze consisted of two open arms and two closed arms, each 50 x 11 cm 

and elevated to a height of 50 cm. Rats from ages P60-70 were placed for 5 min on the maze in a 

room illuminated by red lights suspended over the center of the maze. Videos of the session were 

recorded and analyzed offline. The durations of time spent in open and closed arms and maze 

center were measured using Topscan 2.00 (CleverSys Inc., Reston, VA, USA) with the following 

analysis parameters: animal size – 100 to 1000 px, max movement per frame - 200 px, animal 

detection threshold - contrast level 1. Center crossings and head dips (defined as extension of the 

head below the plane of the maze while the body is on an open arm) were counted manually by 

an experimenter blinded to animal group. 

5.3.6.2 Sociability and Social Choice Test (SCT) 

 The SCT was conducted using a previously established paradigm for social 

discrimination and social novelty preference in rodents (van der Kooij and Sandi, 2012). On 

testing day, in a room illuminated with red light, rats were first acclimated for 5 min to the testing 

apparatus. The apparatus, made of clear plexiglass, consists of 3 adjacent chambers of dimensions 

50x25x29 cm (LxWxH). Circular portals, 11 cm in diameter, on the inner walls allow access to 

between the chambers, and rats could freely explore the box. The corner of each outer chamber 

contained a wire mesh cage, of dimensions 22x14x18 cm, which was empty during acclimation. 

After acclimation, the test rat was removed from the apparatus and the 5 min sociability test was 

administered as follows: before the test rat was returned to the apparatus, into one of the wire 

mesh cages was placed an unfamiliar male conspecific of comparable age (C1), and into the other 

an inanimate object of comparable size to a P60 rat. The test rat was placed in the center chamber 
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of the testing apparatus, and its behavior was video recorded via an overhead camera.  Following 

the sociability test, the test rat was removed and another conspecific (C2) was placed into the 

cage formerly containing the inanimate object. For the SCT, the test rat was placed back in the 

testing apparatus and behavior was recorded for 5 min. The conspecific rats C1 and C2 were used 

for up to 4 rounds of testing (4 test rats), alternating between being the first and second rat 

presented. Time spent interacting with the object and conspecific rats were scored by hand, 

offline, from overhead videos by a blinded experimenter. 

 

5.3.6.3 Isolation-Induced Ultrasonic Vocalizations (USVs) 

This test was based on the protocol described by Hofer et al. (2002). Pups were tested for 

USVs at P7 and P17. To minimize the separation stress to the pups, dams were left with the litters 

during habituation for 1 hour prior to testing. After habituation, pups were separated from the 

litter in series, and each was taken to another room and placed in a test cage with bedding for 5 

min. The Sonotrack system (Metris, Kruisweg, Netherlands) was used to detect and analyze 

USVs, and the detector was mounted approximately 50 cm above the cage. The number of 

vocalizations was obtained for each pup offline with the following analysis parameters: 

discrimination factor: 10, width: 15 ms, and amplitude threshold: 22.13 dB. USVs with a mean 

frequency below 25kHz were excluded, and the detection ceiling was 90kHz. 

5.3.7 Statistics 

For all statistical tests, significance was assigned based on α = 0.05. All data sets were 

tested for normality using the Shapiro–Wilk test (α = 0.05) and for homoscedasticity using 

Levene's test (α = 0.0001), implemented in Matlab. Comparisons of behavior in the EPM were 

made using Student’s t-tests in Prism 4 (GraphPad, LaJolla, CA). Measures of open arm times 

and dips in the EPM failed the Shapiro-Wilk test, and were therefore analyzed with Mann-
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Whitney U tests in Prism. For the social choice and interaction tests, time spent interacting with 

probe objects and conspecifics were analyzed with Two-way ANOVA, and preference indices 

were analyzed with a Student’s t-test. Ultrasonic vocalization frequency was analyzed at both 

time points using a Student’s t-test. The effects of age and stress on all electrophysiological 

properties were tested using Two-way ANOVAs in Prism and, if a significant main effect was 

observed, with Bonferroni post-tests. The following data were log-transformed before ANOVA to 

achieve homoscedasticity: body mass, input resistance, membrane time constant, AP half-width, 

10-90% rise-time, 90-10% decay-time, rheobase, and current for maximum spike rate. Since only 

5 neurons had a detectable fAHP at P14, this time point was excluded from analysis, allowing the 

data to meet the homoscedasticity assumption. 
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5.4 Results 

Electrophysiological data were collected from 407 BLA neurons from 78 male rats on 

postnatal days (P)10, 14, 17, 21, 28, and 60, representing 23 distinct litters (at least 4 litters at 

each time-point/group). Neurons were divided into different datasets based on the recording 

configuration and patch solution, and a total of 238 neurons were recorded in voltage-clamp 

mode with a Cesium-based patch solution, and 169 neurons were recorded in current-clamp mode 

with a Potassium-based patch solution. Neurons were recorded in both configurations from most 

animals included in the study. A total of 203 neurons were recorded from PS animals and 204 

from controls. From 3 animals sacrificed for electrophysiology in both groups at each time point, 

a portion of the BLA was microdissected for RT-PCR. Another 3 animals for both groups per 

time point were perfused for immunohistochemistry. In addition 37 male rats from 10 litters (5 PS 

and 5 control litters) were tested in the elevated plus-maze for anxiety-like behavior. Nine adult 

rats from 2 litters were used for social novelty testing, and 19 rats from 4 litters were tested for 

ultrasonic vocalizations. There was no effect of PS on litter size (11.7 ± 0.4 pups per control litter 

vs. 11.4 ± 0.6 pups per PS litter, Student’s t-test, p = 0.66, n = 18), but body weight was 

significantly greater in PS offspring than controls (Figure 5.2; Two-way ANOVA, main effect of 

PS: F1,69 = 4.09; p < 0.05). At P60, there was a 10.2% increase in body weight due to PS (408.9 ± 

40.7 g for PS vs. 371.1 ± 32.7 g for control). 

5.4.1 Reduced emotionality in adult and juvenile PS rats 

In light of previous findings on the effects of PS on emotional behavior in the offspring, 

specifically reports on contradictory findings of anxiogenic and anxiolytic effects (Estanislau and 

Morato, 2006; Richardson et al., 2006; Baker et al., 2008; Darnaudery and Maccari, 2008), we 

first tested the effect of our PS paradigm on offspring behavior. As illustrated in Figure 5.3, adult 

offspring of dams exposed to PS exhibited reduced anxiety-like behavior as measured in the 



199 
 

elevated plus-maze. PS rats at P60 spent significantly more time than controls in the open arms of 

the plus-maze (Figure 5.3A; 96.5 ± 10.6 s vs. 54.8 ± 6.9 s for controls; Mann-Whitney U test, U32 

= 60, ** p < 0.01). PS rats also performed more head dips, indicative of reduced anxiety on the 

plus-maze (Figure 5.3B; 5.3 ± 0.6 vs. 3.3 ± 0.7 dips for controls; U32 = 85, * p < 0.05). PS rats 

did not exhibit any differences in terms of open arm entries (Figure 5.3C; 8.81± 0.6 vs. 7.2 ± 0.7 

for controls; U32 = 96.5, p = 0.104) or locomotor activity, with a comparable number of center 

crossings for each group (Figure 5.3D; 11.9 ± 0.8 vs. 10.2 ± 1.0 crossings for controls; Student’s 

t-test, t32 = 1.3, p > 0.05). 

We also measured isolation-induced ultrasonic vocalization calls (USVs, Figure 5.4) to 

assess emotional behavior in developing rats. This under-powered experiment suggests USVs 

were comparable at P7 across groups (Figure 5.4A; 428.4 ± 63.6 vs. 406.8 ± 49.8 calls by 

controls; t20 = 0.271, p > 0.05; 10 ≤ N ≤ 12), but tended to occur less frequently in PS rats 

compared to controls at P17 (Figure 5.4B; 153.3 ± 38.4 vs. 96.8 ± 23.8 calls in controls; t15 = 

1.319, p > 0.05; 7 ≤ N ≤ 10). On average, pups made many more USVs at P7 (416.6) than at P17 

(120.1).  

To test whether the anxiolytic effect of PS reflects reduced emotionality in the adult 

offspring, we measured sociability and social novelty preference (Figure 5.5). These experiments 

were also under-powered, but suggest sociability may be reduced in adult offspring of stressed 

dams. Both PS and control rats tended to spend more time with a novel conspecific than a novel 

object, but the social preference was weaker in PS rats (Figure 5.5A, C; Control total time 

interacting with conspecific: 101.8 ± 27.2 s, with object: 20.9 ± 3.1 s, sociability preference 

index: 0.64 ± 0.06; PS total time interacting with conspecific: 60.6 ± 7.6 s, with object: 22.1 ± 5.4 

s, sociability preference index: 0.49 ± 0.11; Two-way ANOVA, interaction effect: F1,14 = 0.90, p 

> 0.05; 3 ≤ N ≤ 5). When control rats were presented with a novel conspecific as well as the now 

familiar conspecific, they spent more time on average with the novel conspecific (Figure 5.5B, 

C; Control total time interacting with novel conspecific:51.2 ± 11.4 s, with familiar: 34.4 ± 3.2 s, 
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social novelty preference index: 0.15 ± 0.15; PS total time interacting with novel conspecific: 

24.9 ± 9.3 s, with familiar:22.4 ± 10.6 s, social novelty preference index: 0.15 ± 0.18). Consistent 

with the sociability test, PS rats spent less time with either conspecific, but did not exhibit any 

difference from controls in their social novelty preference (Figure 5.5C, Two-way ANOVA, 

main effect of PS: F1,14 = 4.04, p = 0.06). Together, these behavioral findings suggest the altered 

emotionality in PS offspring emerges early in development and persists into adulthood. 

5.4.2 PS altered intrinsic properties of BLA principal neurons during development 

Having observed altered emotional behavior in PS offspring early in postnatal 

development, we assessed the effect of PS on the developmental trajectory of BLA principal 

neuron electrophysiology. Figure 5.6 illustrates the typical developmental reduction in input 

resistance and membrane time constant, showing a nearly three-fold reduction in both measures 

between P10 and P28 (Ehrlich et al., 2012). We found no effect of PS on input resistance (Figure 

5.6A; Two-way ANOVA: F1,144 = 1.65, p > 0.05) or membrane time constant (Figure 5.6B; F1,142 

= 0.07, p > 0.05). However, we did find an effect of PS on resting membrane potential (RMP, 

Figure 5.6C), such that RMP was more hyperpolarized in PS animals across all ages, typically 

between 1 and 2 mV (F1,148 = 4.63, p < 0.05). As expected, there was a significant effect of age, 

with a RMP in control animals of -55.3 ± 1.0 mV at P10 that became hyperpolarized by P17, 

reaching the mature value of -62.9 ± 0.8 (Two-way ANOVA, main effect of age: F5,148 = 17.3, p < 

0.0001).  

 The effects of PS on features of action potentials (APs) of BLA principal neurons are 

depicted in Figure 5.7, as we have previously shown APs change profoundly with age in this 

population (Ehrlich et al., 2012). AP threshold changed with age until around P21, as expected, 

but PS altered its developmental trajectory, reducing the threshold by 1-2 mV from P10 to P21 

(Figure 5.7A, B; Two-way ANOVA: F1,146 = 5.85, p < 0.05). AP amplitude increased with age, 

from around 55 mV at P10 to 70 mV at P21-60, and was greater in PS animals (for example, at 
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P17: 71.4 ± 1.8 mV in PS animals vs. 61.8 ± 2.5 mV in controls), corresponding with the more 

hyperpolarized threshold (Figure 5.7C; Two-way ANOVA, main effect of stress: F1,149 = 4.62, p 

< 0.05). 

 We also investigated the fast afterhyperpolarization (fAHP) of the AP, which we have 

previously reported to emerge during development of BLA principal neurons (Ehrlich et al., 

2012). In neurons expressing a fAHP, its peak voltage deflection became more hyperpolarized 

with age until P28, from around -38 mV at P10 to below -42 mV at P28 and P60 (Figure 5.7A, 

D). Beginning at P21 the fAHP peak was more hyperpolarized in neurons from PS animals 

relative to controls, and was approximately 2 mV more hyperpolarized in neurons from PS 

animals in adulthood (not significant, Two-way ANOVA, main effect of PS: F1,66 = 2.34, p > 

0.05). 

 Unlike AP threshold and amplitude, AP kinetics did not change due to PS (Figure 5.7E-

G). Half-width decreased approximately 40% from around 1.25 ms at P10 to around 0.75 ms at 

P28 (Figure 5.7E; Two-way ANOVA, main effect of age: F5,149 = 42.18, p < 0.0001), but was 

comparable in PS and control animals (main effect of PS: F1,149 = 3.10, p > 0.05). AP 10-90% rise 

time also decreased with age, around 25% from P10 to P21 (Figure 5.7F; Two-way ANOVA, 

main effect of age: F5,150 = 25.97, p < 0.0001) but exhibited no effect of PS (F1,150 = 2.02, p > 

0.05). Similarly, AP 90-10% decay time decreased more than two-fold with age, from 

approximately 1.8 ms at P10 to approximately 0.7 ms at P28 and P60 (Figure 5.7G; Two-way 

ANOVA, main effect of age: F5,149 = 53.28, p < 0.0001). AP decay times tended to be faster at 

P28 and P60 in PS animals, but the effect was not significant (main effect of PS: F1,149 = 3.09, p > 

0.05). 

5.4.3 PS reduced excitability of BLA principal neurons in adulthood 

We also measured neuronal excitability in patch clamped neurons by eliciting trains of 

action potentials with direct current injection (Figure 5.8). By injecting depolarizing current into 
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principal neurons at resting membrane potential, we were able to calculate rheobase, the 

minimum current required to elicit an action potential. We found an age-dependent increase in the 

rheobase. There was nearly a full order of magnitude increase in rheobase by P60 from initial 

values of 24.4 ± 4.3 pA in control pups and 28.8 ± 3.4 pA in PS pups at P10 (Figure 5.8A; Two-

way ANOVA, main effect of age: F5,135 = 53.55, p < 0.0001). There was a significant interaction 

of age and PS, such that neurons from PS animals had a rheobase nearly twice as large as those 

from controls at P60 but not earlier (323.3 ± 32.0 pA  vs. 176.3 ± 17.7 pA for controls, 

Bonferonni post-test, p < 0.01; Two-way ANOVA, interaction effect: F5,135 = 3.24, p < 0.01). 

 By increasing the magnitude of the direct current injections, we determined the maximum 

steady-state action potential frequency for BLA principal neurons (Figure 5.8B). There was a 

significant increase with age but no effect of PS (Two-way ANOVA, main effect of age: F5,128 = 

10.93, P < 0.0001; main effect of stress: F1,128 = 0.02, p > 0.05). However, neurons from PS rats 

required more current to elicit the maximum spike rate, consistent with the reduced excitability 

already observed; this effect of PS was most evident at P60, when PS neurons required 44% more 

current than controls (Figure 5.8C; 1582 ± 113 pA vs. 1100 ± 184 pA for controls; Two-way 

ANOVA, main effect of stress: F1,128 = 5.32, p < 0.05). The reduced excitability in mature 

neurons from PS rats is clearly portrayed by their F-I curves, with right-shifted curves for PS 

neurons at P28 and P60 relative to controls (Figure 5.8D). 

5.4.4 PS altered the developmental trajectory of GABAergic transmission in the BLA 

 Considering the role of GABAergic transmission in coordinating neural development, we 

sought to determine if early deficits in this neurotransmitter system were caused in the BLA by 

PS (Figure 5.9). We began by characterizing the waveforms of GABAA receptor-mediated 

postsynaptic currents (PSCs) in developing BLA principal neurons (Figure 5.9A). Stimulation-

evoked GABAA PSCs from control animals had consistent kinetics across the first postnatal 

month but became slower in adulthood (Figure 5.9B; Two-way ANOVA, main effect of age: 
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F5,142 = 3.9, p < 0.01). Interestingly, GABAA PSCs were significantly slower in neurons from PS 

rats relative to those from control rats, specifically during a window early in the first postnatal 

month, but were faster than in neurons from control rats in adulthood. As shown in Figure 5.9C,  

at P14 the decay time constant of GABAA PSCs was 59% larger in neurons from PS animals 

(15.7 ± 2.3 ms) than those from controls (9.8 ± 1.8 ms, Bonferroni post-test, p < 0.05; Two-way 

ANOVA, interaction effect: F5,142 = 2.79, p < 0.05). Figure 5.9D depicts GABAA PSCs in 

neurons at P60, when the effect of PS is reversed compared to P14: decay time constants are 39% 

smaller in neurons from PS animals at P60 (10.7 ± 1.3 ms) than those from controls (17.4 ± 3.4 

ms, Bonferroni post-test, p > 0.05). 

 We also investigated the effect of PS on synaptic plasticity of GABAergic transmission 

in the developing BLA (Figure 5.10). We have previously shown a developmental change in 

short-term plasticity of GABAA receptor-mediated PSCs in the BLA, such that immature PSCs 

exhibit short-term depression that is lost with age (Ehrlich et al., 2013). As expected, in neurons 

from control animals we found short-term depression of the fifth pulse of a train of 20Hz GABAA 

PSCs at P10 (66% of pulse 1), P14 (72% of pulse 1), and P17 (94% of pulse 1) that was lost by 

P21 (102% of pulse 1; Figure 5.10A; Two-way ANOVA, main effect of age: F5,129 = 7.02, p < 

0.0001). However, short-term depression was also present at P60 (75% of pulse 1), creating an 

inverted-U of pulse ratio vs. age. 

PS had no significant effect on short-term plasticity of GABAA receptor-mediated PSCs. 

However, PS tended to promote short-term facilitation during a specific developmental window, 

increasing the amplitude of pulse 5 relative to pulse 1 starting at P21 (Figure 5.10A; Two-way 

ANOVA, main effect of PS: F1,129 = 2.59, P > 0.05). As illustrated in Figure 5.10B, PSCs in a 

number of neurons from PS animals at P21 and P28 exhibited short-term facilitation, a 

phenomenon scarcely observed in neurons from control animals. At P21, only 1 of 9 control 

neurons exhibited PSCs with short-term facilitation greater than 15% (on average, 102 ± 18% of 

pulse 1) while 6 of 14 PS neurons exhibited such a facilitation (on average, 131 ± 27% of pulse 
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1). For trains of IPSCs elicited at 50Hz, a similar developmental trajectory to 20Hz trains was 

observed for both control and PS neurons, but short-term depression was present at all ages and in 

both groups, such that the curves were shifted lower on the y-axis (Figure 5.10C). 

5.4.5 PS reduced BLA expression of the GABAA receptor α1 subunit during a development 

critical period 

 The timing of developmental critical periods is regulated by GABAA receptors containing 

the α1 subunit (Fagiolini et al., 2004). Having observed the postnatal emergence of some effects 

of PS on emotional behavior and BLA neuron physiology, namely principal neuron excitability 

and kinetics and plasticity of GABAergic transmission, we hypothesized early changes to α1 

subunit expression in the BLA could contribute to the altered developmental trajectory following 

PS. We characterized expression of mRNA for the α1 subunit in the BLA of PS and control rats 

across postnatal development using quantitative RT-PCR (Figure 5.11). PS caused a significant 

and robust reduction in α1 expression, beginning around P17 (Figure 5.11A; Two-way ANOVA, 

main effect of PS: F1,20 = 14.13, P < 0.01). Expression of α1 subunit mRNA in the BLA at P10 

and P14 was only reduced in PS animals by 1.17- and 1.27-fold, respectively; by P17, α1 

expression was reduced by 2.47-fold in the BLA of PS animals relative to controls, and this 

reduction increased to 3.19- and 3.45-fold by P21 and P60, respectively (Figure 5.11B). 
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5.5 Discussion 

We have provided the first evidence that amygdala electrophysiology is altered by ELS. 

By characterizing developmental trajectories, we identified age-specific changes to GABAergic 

transmission and receptor expression in the infant BLA due to PS. Considering the role of the 

GABA system in shaping circuit maturation, these effects of PS are likely to influence other 

aspects of amygdala development. In addition, we identified changes due to PS to neuronal 

intrinsic physiology as early as P10 and found reductions in BLA neuronal excitability that 

emerge in adolescence. Our PS paradigm reduced amygdala-dependent behavior, in agreement 

with reduced BLA principal neuron excitability, suggesting the effects of PS reported here may 

underlie the risk it confers for psychiatric disorders, including SZ and ASDs. The results of this 

study are summarized in Figure 5.12.  

5.5.1 PS Reduces Anxiety-Like Behavior and May Reduce Sociability 

We found that PS significantly reduced anxiety-like behavior in offspring, manifested as 

increased time spent on the open arms of the EPM and more head dips. While a number of studies 

have described anxiogenic studies of PS (Zagron and Weinstock, 2006; Baker et al., 2008; 

Darnaudery and Maccari, 2008), there is also a precedent for anxiolytic effects. For example, in 

one study PS throughout gestation had an anxiolytic effect on the EPM in male offspring, 

increasing the time spent in open arms (Estanislau and Morato, 2006). In another study, PS on the 

last 11 days of gestation significantly increased the number of head dips in the open arm of the 

plus maze (Mairesse et al., 2007). Reduced anxiety-like behavior in adulthood may be due to 

dampened amygdala activity, and we observed reduced excitability of BLA neurons in adult PS 

offspring. Interestingly, a study comparing predictable and unpredictable stress restricted to the 

last week of gestation found that the predictable stressor elicited the most robust increase in 

anxiety-like behavior and stress reactivity (Richardson et al., 2006), suggesting the effects we 
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observed here may be caused by unpredictable stress application late in gestation. Future studies 

will be required to address whether the anxiolytic effect of PS constitutes dampened emotionality, 

or instead reflects stress inoculation and increased resilience or increased risk-taking behavior. 

We also found a trend toward reduced anxiety-like behavior in PS offspring as measured 

by isolation-induced USVs, considered an expression of anxiety-like states (Hofer et al., 2002). 

Although this data is preliminary, PS rats at P17 tended to exhibit fewer calls than age-matched 

controls upon separation from their litters. In contrast, at P7 very little difference was observed, 

raising the possibility that the anxiolytic effects of PS emerge between P7 and P17. Interestingly, 

alterations to GABAergic transmission in the BLA emerged around P17, which may underlie the 

effect on anxiety-like behavior. PS has been previously shown to suppress USVs in pups at P14, 

and was interpreted by Morgan and colleagues as an expression of behavioral inhibition (1999). 

Isolation-induced USVs are an inherently social behavior (Hofer et al., 2002; Harmon et al., 

2008) and reduced USVs may alternatively reflect ASD-like deficits. Less frequent USVs have 

been previously reported in rodent models of ASDs (Umeda et al., 2010; Higashida et al., 2011). 

Diminished USVs in rat pups may model the lack of crying observed in some children with ASDs 

(Crawley, 2007). 

As another indication of reduced social behavior in our PS animals, we found a trend 

towards decreased sociability. PS rats spent less time interacting with conspecifics in the social 

choice test, and may have reduced preference for a novel conspecific over a novel, inanimate 

object. Additional studies are needed to support this preliminary finding. If confirmed, these data 

would further suggest our PS paradigm reduces social behavior and models some aspects of 

ASDs (Moy et al., 2004; Moy et al., 2009; Mines et al., 2010; Ryan et al., 2010). Interestingly, 

reduction of BLA inhibition and ablation of a subset of interneurons corresponded with reduced 

sociability (Truitt et al., 2007), suggesting amygdala inhibition contributes to the proper function 

of the amygdala in social processing. We found alterations to GABAergic transmission in the 
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adult BLA and as early as P14, and identified potential deficits in social behavior at P17 and 

adulthood but not before P14. 

5.5.2 PS Alters Electrophysiological Properties of Developing BLA Neurons 

We identified a number of changes to electrophysiological properties of BLA neurons 

due to PS, some detectable throughout development and some beginning at specific ages. RMP 

and AP threshold typically become more hyperpolarized in BLA principal neurons across the first 

few postnatal weeks (Ehrlich et al., 2012), and both were more hyperpolarized in PS animals than 

controls throughout development. The effect of PS on RMP and AP threshold was around 1-2 mV 

on average at each time point. Corroborating the effect on AP threshold, AP amplitude was also 

increased due to PS, possibly reflecting greater expression of voltage-gated sodium currents 

mediating the AP. Conversely, there was no effect of PS on input resistance or membrane time 

constant; both properties exhibited the normative decrease with age until around P21.  

Shifting RMP more hyperpolarized should serve to make BLA principal neurons less 

excitable, while the same change to AP threshold should increase excitability. Therefore, these 

two effects may negate each other, with no net change in neuron excitability. Supporting this 

notion, rheobase, a measure of neuronal excitability, was unaffected by PS in neurons before P28, 

despite the early changes to RMP and AP threshold. However, the effect of PS on AP threshold 

may function to shift the operational voltage range of these neurons, thereby reducing the 

influence on action potential generation of currents that are normally active near threshold, like IT 

and IA. The lack of effect of PS on rheobase suggests no direct effect on neuronal excitability, but 

interfering with the propensity to activate IT and IA may reduce the propensity of a neuron to 

exhibit membrane potential oscillations, which are critical for the mature function of BLA 

principal neurons (see Chapter 6).  

PS also caused a non-significant increase in the amplitude of the fAHP at P28 and P60. 

The larger fAHP may be due to the larger AP amplitude, providing greater activation of voltage-
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gated potassium channels that repolarize the AP and contribute to the AHP. However, the larger 

fAHP may also reflect direct alterations in the expression of those potassium channels, including 

the delayed rectifier, KV3 family. A larger fAHP would be expected to increase maximum spike 

rate and the expression of high-frequency doublet firing. However, while maximum spike rate 

nearly doubled from P10 to P21, as we have previously reported (Ehrlich et al., 2012), we 

observed no difference in maximum spike rates due to PS. 

As mentioned above, PS increased the rheobase of BLA principal neurons at P28 and P60 

without any effect on maximum spike rate. Clearly illustrated in the F-I curves for neurons at P28 

and P60, PS right-shifted the curves, reflecting greater current required to elicit any given spike 

rate. Reduced excitability was found at P28 and P60 despite no reduction of input resistance, 

suggesting voltage-gated currents regulating inter-spike intervals, like IA, are altered in adulthood 

by PS. Diminished excitability of BLA output neurons at P60 may underlie the reduced anxiety 

observed in the EPM and trend towards reduced sociability, as amygdala activation is known to 

contribute to these behaviors. Importantly, SZ patients exhibit a deficit in amygdala activation to 

social and emotional stimuli (Schneider et al., 1998; Baas et al., 2008; Rasetti et al., 2009), and 

the effect of treatment to reduce the deficit in amygdala activation predicts the behavioral benefit 

for individual patients (Hooker et al., 2013). Amygdala hypo-activation in SZ may be 

recapitulated by the reduced BLA neuron excitability seen in our adult PS animals. 

Interestingly, the reduction of BLA principal neuron excitability following PS was not 

observed until P28, suggesting it may occur downstream of earlier deficits. Specifically, 

increased rheobase may occur downstream of the reduction of GABAA receptor α1 subunit 

expression, initially observed around P17 and persisting into adulthood. Reduced α1 expression 

may lead to BLA principal neuron hyperexcitability, because α1-containing receptors are 

preferentially found in perisomatic inhibitory synapses with PV
+
 terminals (Nusser et al., 1996; 

Fritschy et al., 1998; Pawelzik et al., 1999; Thomson et al., 2000; Nyiri et al., 2001; Klausberger 
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et al., 2002). The reduction in intrinsic excitability starting in late adolescence may be a 

homeostatic response to increased excitability due to loss of inhibitory synaptic transmission.  

5.5.3 PS Alters GABAergic Transmission and Receptor Expression in the BLA 

We found that stimulation-evoked IPSCs exhibited a different developmental trajectory 

from spontaneous IPSCs, which we reported previously. While spontaneous IPSCs in BLA 

principal neurons become faster from P14 to P21, corresponding with emergence of the GABAA 

receptor α1 subunit (Ehrlich et al., 2013), evoked IPSCs in control animals have consistent 

kinetics across the first postnatal month and are slower at P60. These data in the control condition 

constitute a novel finding, and are consistent with findings from a similar study in the developing 

visual cortex, in which GABAA receptor-mediated IPSCs were also recorded with local 

stimulation and pharmacological isolation (Jang et al., 2010). Jang and colleagues found an 

approximately two-fold increase in IPSC decay time constant from P21 to P60, comparable to the 

1.98-fold increase we found across the same window. In addition, a study of GABAergic 

transmission in the developing hippocampus reported the emergence during the first postnatal 

month of a slow GABAA receptor-mediated IPSC. Like our slow IPSCs, these could be elicited 

with electrical stimulation, and the kinetics of this IPSC became slower with age (Banks et al., 

2002). 

The stimulation paradigm employed here and by Jang and colleagues clearly measures 

distinct aspects of GABAergic transmission than recording spontaneous IPSCs, and the 

underlying cause for slower IPSCs in adulthood is as of yet unknown. Maturation of stimulation-

evoked IPSC kinetics is clearly not reflective of GABAA receptor subunit expression, but may 

rather reveal diminished efficiency of the GABA uptake system or increased activation of 

extrasynaptic GABA receptors (Roepstorff and Lambert, 1994). The slow IPSCs at P14 may 

reflect a shift of inhibitory synapses distally in the dendritic arbor, increasing filtering. A shift 

more distally could be caused by accelerated expansion of BLA principal neuron dendritic arbors 
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or a relative decrease of perisomatic inhibition due to delayed emergence of PV
+
 interneurons. 

The number of perisomatic synapses is typically reduced at critical period onset (Katagiri et al., 

2007), and this process may be exaggerated in PS animals. The slow, evoked IPSC in adulthood 

may also be due to a shift in the presynaptic population recruited by stimulation towards distal 

dendrite-targeting interneurons, either due to emergence of interneuron subtypes, maturation of 

axon collateralization, or changes to interneuron excitability. The electrophysiological properties 

and axon collateralization of PV
+
 interneurons, for example, are known to change postnatally 

(Doischer et al., 2008; Kuhlman et al., 2010), which may influence their likelihood to be recruited 

by local stimulation or of synapsing on a given postsynaptic neuron. Interestingly, slow inhibition 

is mediated in the mature BLA by neurogliaform cells, a subset of interneurons (Manko et al., 

2012). Neurogliaform cells may emerge between P28 and P60 to provide the slow inhibition we 

observed upon stimulation. Future studies will be required to measure spontaneous IPSCs, to 

determine whether a distinct population of slow IPSCs emerges after P28 or IPSCs become 

slower across the board. 

The normative trajectory of development of IPSC kinetics was altered by PS. A transient 

expression of very slow IPSCs was found around P14 in BLA principal neurons from PS animals. 

The early expression of slow IPSCs will likely influence the excitatory-inhibitory balance in the 

developing BLA and may therefore alter the subsequent maturation of GABAergic synapses (for 

review, see Hensch, 2005). The change of IPSC kinetics at P14 due to PS may act upstream of the 

profound reduction of GABAA receptor α1 expression first observed at P17. In addition, the slow 

IPSCs normally expressed in adulthood were not observed in PS animals, which exhibited 

consistent kinetics from P21 to P60. These changes will likely influence the ability of IPSCs to 

regulate principal neuron activity in the mature BLA (see Chapter 6). Considering the 

explanations proposed above for the slow IPSCs observed at P60, PS may prevent the emergence 

of neurogliaform cells in the BLA or reduce GABA spillover and activation of extrasynaptic 

GABAA receptors. Diminished extrasynaptic GABAA receptor activation may contribute to the 
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pathophysiology of SZ, as activation of this receptor population reverses memory deficits in 

animal models (Damgaard et al., 2011). As stated above, the underlying causes of these changes 

to IPSC kinetics following PS are unknown. Future studies will be necessary to identify a 

structural correlate of the change in IPSC kinetics due to PS. 

In addition to IPSC kinetics, PS tended to alter the development of short-term plasticity 

of IPSCs. We observed an increase in pulse ratio constituting a loss of short-term depression 

across the first postnatal month in control animals, as we reported previously (Ehrlich et al., 

2013). In neurons from PS animals, IPSCs elicited at 20 Hz exhibited short-term facilitation at 

P21 and P28, which was not observed in control animals. In neurons from both PS and control 

animals, short-term depression re-emerged between P28 and P60, although the pulse ratio 

remained greater in the PS group. Previous studies did not proceed into adulthood to observe this 

novel re-emergence of synaptic depression. The same trajectory was observed for IPSCs elicited 

at 50 Hz, although pulse ratios were generally smaller, likely due to depletion of docked synaptic 

vesicles (Zucker and Regehr, 2002; Elfant et al., 2008). Short-term plasticity is known to 

influence information processing in neurons (Rothman et al., 2009), suggesting PS alters the 

function of GABA in the amygdala during adolescence. Short-term facilitation and depression 

occur simultaneously and act in direct opposition, and PS may act to either promote facilitation or 

block depression in adolescence.  

The degree of synaptic facilitation is inversely correlated with the release probability of a 

synapse and generally also with neurotransmitter output (Dobrunz and Stevens, 1997; Zucker and 

Regehr, 2002), so GABAergic release in the BLA may be diminished starting at P21 in PS 

animals relative to controls. Sensory experience is known to trigger the loss of short-term 

depression of IPSCs during development (Jiang et al., 2010; Sanes and Kotak, 2011), and we 

suggest precocious activation of the BLA following ELS exposure may accelerate the typical 

developmental reduction of GABA release probability. Furthermore, parvalbumin is known to 

suppress short-term facilitation of GABAergic synapses (Caillard et al., 2000; Vreugdenhil et al., 
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2003; Collin et al., 2005; Orduz et al., 2013) and begins to emerge in the BLA around P17, when 

short-term depression is lost (Berdel and Morys, 2000; Davila et al., 2008). We suggest PS 

interferes with the emergence of parvalbumin expression in the BLA, which could contribute to 

the short-term facilitation in PS animals that begins following P17. We found expression of the 

GABAA receptor α1 subunit, which is preferentially enriched at perisomatic inputs from PV
+
 

interneurons, is reduced starting at P17, which may also reflect the loss of parvalbumin (Nusser et 

al., 1996; Fritschy et al., 1998; Pawelzik et al., 1999; Thomson et al., 2000; Nyiri et al., 2001; 

Klausberger et al., 2002). 

PS altered the expression of GABAA receptors, causing a reduction in the expression of 

the α1 subunit greater than two fold starting at P17. As mentioned above, this decrease is first 

observed when expression of α1 and parvalbumin typically emerge. These findings corroborate a 

recent study by Laloux and colleagues investigating GABAA receptor α1 protein expression in the 

amygdala (2012). Interestingly, Laloux and colleagues reported no effect at P14 but a trend 

towards reduction at P22, supporting the appearance of a PS effect around P17. They were 

investigating the whole amygdala and found a non-significant decrease in α1 expression, 

suggesting this effect of PS may be specific to the BLA, where we focused. Early postnatal stress 

has been shown to reduce expression of the α1 subunit in the adult amygdala and hippocampus, 

and our findings suggest the impact of ELS may begin well before adulthood (Caldji et al., 2003; 

Hsu et al., 2003). In transgenic mice lacking the α1 subunit, cortical circuits are impaired in their 

ability to organize gamma oscillations (Bosman et al., 2005a), which have been observed in the 

BLA during the expression of fear and are likely perturbed following PS (Madsen and Rainnie, 

2009; Sangha et al., 2009; Pape and Pare, 2010). The reduction of α1 expression in the 

developing and adult BLA due to PS may therefore contribute to the reduced anxiety-like 

behavior we observed in those animals. Interestingly, human SZ patients exhibit reduced GABAA 

receptor α1 subunit expression (Glausier and Lewis, 2011) and a rodent model of Fragile X 

syndrome displays reduced α1 expression beginning around P17 (Vislay et al., 2013). 
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Furthermore, a rodent model of SZ including several aspects of disease pathophysiology is 

produced simply by GABAA receptor blockade in the BLA (Berretta and Benes, 2006). These 

findings suggest the effects of PS to reduce α1 expression in the developing BLA may influence 

emotional outcomes and contribute to ASD and SZ etiology. 

The GABAA receptor α1 subunit plays a key role in regulating critical periods in 

development (Hensch, 2005). The reduction of α1 following PS may lead to delayed critical 

period closure in the BLA. Reducing excitability of PV
+
 interneurons by disrupting PNNs causes 

re-opening of a developmental critical period (Pizzorusso et al., 2002), an effect mimicked simply 

by GABAA receptor antagonists (Harauzov et al., 2010). These studies suggest the reduction in 

α1 caused by PS in the developing BLA could extend a critical period for amygdala development. 

The closure of critical periods in the BLA, reflected by the emergence of PV
+
 interneurons and 

PNNs, is known to trigger developmental changes to extinction learning (Gogolla et al., 2009). 

PS may therefore delay the emergence of mature forms of extinction learning, which has been 

shown following stress during infancy (Callaghan and Richardson, 2011, 2012). Changes to 

critical period timing may also influence plasticity in the adolescent BLA and have long-term 

impact on connectivity between the BLA and regions with late-developing inputs, like the PFC 

(Bouwmeester et al., 2002b; Cunningham et al., 2002, 2008). Finally, altered GABAergic 

transmission or critical period timing due to PS may perturb the excitability of the developing 

BLA, resulting in the reduction in BLA principal neuron excitability we observed starting at P28. 

Future studies will need to address the emergence of parvalbumin and PNNs in the BLA 

following PS. 

The effects observed here may be unique to our PS paradigm, and future studies are 

required to elucidate the specific aspects of this paradigm, be they timing, intensity, 

predictability, or sex of the offspring, that contribute to the deficits we observed. Together, our 

findings on the effects of PS on amygdala development and offspring emotional behavior suggest 

dysfunction of the developing BLA contributes to emotional dysfunction and the etiology of 
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neurodevelopmental disorders like SZ and ASDs. PS is a known risk factor for a variety of other 

psychiatric disorders, including anxiety, depression, attention deficit hyperactivity disorder, many 

of which also involve amygdala dysfunction (Weinstock, 2001; O'Connor et al., 2003; Van den 

Bergh and Marcoen, 2004; Huizink et al., 2007; Ronald et al., 2010; Markham and Koenig, 

2011). Together, these findings suggest early changes to BLA neuron excitability and 

GABAergic transmission contribute to later deficits in amygdala function and emotional 

behavior.  

Looking ahead, hypotheses about how the changes due to PS influence the function of the 

amygdala must be considered in the context of the role of GABAergic transmission in shaping the 

function of the BLA network. As described in Chapter 2, the production of network oscillations 

in the BLA is critically involved in the generation of fear states and emotional learning. In 

Chapter 6 we show that, while GABAergic transmission can function to reduce firing rates, it 

can also facilitate output of the BLA by organizing the activity of groups of neurons into network 

oscillations. By altering network oscillations in the BLA, changes to GABAergic transmission 

and principal neuron physiology may influence the development of the BLA and emotional 

behavior.  
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Figure 5.1 Prenatal Unpredictable Shock Stress Paradigm 
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Figure 5.1 Prenatal Unpredictable Shock Stress Paradigm. Pregnant dams were placed in an 

operant conditioning chamber on embryonic days (E)17-20 to receive 16 pseudo-random 

footshocks, separated into two blocks as depicted. Non-stressed controls were placed in the 

chamber but received no shocks.  
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Figure 5.2 Increased body weight in PS rats. 
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Figure 5.2 Increased body weight in PS rats. Body weight, depicted as a function of age, was 

significantly larger in PS rats than controls (Two-way ANOVA, main effect of PS: F1,69 = 4.09; p 

< 0.05). At P60, there was a 10.2% increase in body weight due to PS (408.9 ± 40.7 g for PS vs. 

371.1 ± 32.7 g for control). 14 ≤ N 16.  
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Figure 5.3 PS had an anxiolytic effect in adult rats in the elevated plus-maze 

(EPM). 
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Figure 5.3 PS had an anxiolytic effect in adult rats in the elevated plus-maze (EPM). (A) 

Time spent in open arms was significantly greater in PS animals compared to non-stressed 

controls (Mann-Whitney U test, U32 = 60, ** p < 0.01). (B) The number of dips made on the plus-

maze by PS animals was significantly higher than those made by controls (U32 = 85, * p < 0.05). 

(C, D) There was no effect of PS on open arm entries (C) or locomotor activity as measured by 

center crossings (D). 16 ≤ N ≤ 18. 
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Figure 5.4 PS tends to reduce ultrasonic vocalization of isolated pups during a 

developmental critical period. 
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Figure 5.4 PS tends to reduce ultrasonic vocalization of isolated pups during a 

developmental critical period. (A, B) The number of USVs of the pups isolated from their litters 

are depicted for rats at P7 (A) and P17 (B). 7 ≤ N ≤ 12.  
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Figure 5.5 Sociability in adult rat offspring exposed to PS.  
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Figure 5.5 Sociability in adult rat offspring exposed to PS. (A) Interaction of control and PS 

rats with a novel object and conspecific is depicted from the sociability test. (B) PS rats spent less 

time interacting with other rats in the social choice test, and did not exhibit a preference for novel 

rats over familiar rats (Two-way ANOVA, main effect of PS: F1,14 = 4.04, p = 0.06). (C) 

Preference index is plotted for PS and control rats for the sociability and social choice tests. 4 ≤ N 

≤ 5. 
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Figure 5.6 The impact of PS on the developmental trajectory of intrinsic 

membrane properties of BLA principal neurons. 
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Figure 5.6 The impact of PS on the developmental trajectory of intrinsic membrane 

properties of BLA principal neurons. (A, B) There was no difference in the age-dependent 

changes to input resistance (Rin, A) or membrane time constant (B) in prenatally stressed rats 

compared to controls. (C) Resting membrane potential (RMP) was significantly more 

hyperpolarized across all ages in prenatally stressed rats compared to controls (Two-way 

ANOVA, main effect of stress: F1,148 = 4.63, p < 0.05). 7 ≤ N ≤ 19. 
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Figure 5.7 The developmental trajectory of action potential (AP) properties of 

BLA principal neurons are altered by PS.  
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Figure 5.7 The developmental trajectory of action potential (AP) properties of BLA 

principal neurons are altered by PS. (A) AP waveforms, depicted as mean (solid line) and 

standard deviation (band), are shown for BLA principal neurons across postnatal development. 

The same data are shown at two resolutions to depict the full waveform (top) and the AP 

threshold and AHP (bottom). (B) AP threshold was significantly more hyperpolarized across all 

ages in PS animals (Two-way ANOVA, main effect of PS: F1,146 = 5.85, p < 0.05). (C) APs were 

significantly taller in PS animals (F1,149 = 4.62, p < 0.05). (D) The peak voltage deflection of the 

fAHP, for neurons in which one was detected, became more hyperpolarized with age but is 

unaffected by PS (Main effect of PS, F1,66 = 2.34, p > 0.05). (E-G) AP kinetics are plotted in 

terms of half-width (E), 10-90% rise time (F), and 90-10% decay time (G), but none of these 

metrics exhibit an effect of PS. 9 ≤ N ≤ 19. 
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Figure 5.8 BLA principal neuron excitability was reduced in adulthood but 

not during development by PS.  
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Figure 5.8 BLA principal neuron excitability was reduced in adulthood but not during 

development by PS. (A) The rheobase was significantly greater at P60 in neurons from offspring 

exposed to prenatal stress (Bonferroni post-test, ** p < 0.01; Two-way ANOVA, interaction 

effect: F5,135 = 3.24, p < 0.01). (B) The maximum spike rate increased with age but was not 

altered by prenatal stress. (C) The current injection required to elicit the maximum spike rate was 

greater for BLA principal neurons from PS rats (Two-way ANOVA, main effect of stress: F1,128 = 

5.32, p < 0.05). (D) F-I curves are plotted for PS and control BLA principal neurons at each time 

point. Lines represent the mean and shaded bands represent the SEM for each group. 8 ≤ N ≤ 17. 
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Figure 5.9 GABAA responses in BLA principal neurons are slower during 

development in PS rats.  
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Figure 5.9 GABAA responses in BLA principal neurons are slower during development in 

PS rats. (A) Schematic of recording and stimulation sites. The stimulating electrode (stim) was 

placed medial to the external capsule (EC) within the BLA. The lateral nucleus (LA) and central 

nucleus (CeA) of the amygdala are also labeled. The compass gives directions for dorsal (D), 

ventral (V), lateral (L), and medial (M). (B) The decay time constant of stimulation-evoked 

IPSCs are depicted for BLA principal neurons across postnatal development. There was a 

significant interaction of age and prenatal stress (Two-way ANOVA, F5,142 = 2.79, p < 0.05). At 

P14, the decay time consant was significantly longer in neurons from prenatally stressed animals 

(Bonferroni post-test, * p < 0.05). 5 ≤ N ≤ 20. (C, D) Representative PSCs (average of 5 sweeps) 

are illustrated for one PS and one control neuron at P14 (C) and P60 (D). Stimulation artifacts are 

cropped for clarity. 
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Figure 5.10 Effect of PS on short-term plasticity of GABAA PSCs.  
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Figure 5.10 Effect of PS on short-term plasticity of GABAA PSCs. (A) Ratio of amplitudes of 

stimulation-evoked, GABAA receptor-mediated IPSCs in BLA principal neurons. The ratio of the 

peak amplitudes for pulse 5 and pulse 1 are depicted across postnatal development for neurons 

from prenatally stressed and control rats (not significant, Two-way ANOVA,  main effect of 

stress: F1,129 = 2.59, p = 0.11). (B) Representative responses to 20hz stimulation for neurons from 

a prenatally stressed and control rat at P21. Stimulation artifacts were cropped for clarity. The 

area under the curve was filled to aid visual comparison across time points. (C) Similar to (A), 

ratios of the peak amplitudes of pulse 5 and pulse 1 are depicted for 50hz stimulation across 

postnatal development and for both groups. 2 ≤ N ≤ 9. 
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Figure 5.11 PS reduces BLA expression of the GABAA receptor α1 subunit 

beginning at P17. 
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Figure 5.11 PS reduces BLA expression of the GABAA receptor α1 subunit from P17 

onwards. (A) PS significantly reduced α1 subunit mRNA expression, depicted as 2
-Δ ΔCt

, across 

all ages and specifically at P21, measured using real-time RT-PCR (Bonferroni post-test, * p < 

0.05; Two-way ANOVA, main effect of stress: F1,20 = 14.13, p < 0.01). N = 3. (B) The effect of 

prenatal stress on α1 subunit mRNA is also expressed as fold change relative to controls. 
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Figure 5.12 Schematic of the effects of prenatal stress on BLA development 
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Figure 5.12 Schematic of the effects of prenatal stress on BLA development. The effects of 

prenatal stress in the BLA are represented as approximate trajectories, including increased 

duration of IPSCs around P14, reduced action potential (AP) threshold and resting membrane 

potential throughout development, decreased expression of the GABAA receptor α1 subunit, and 

reduced neuronal excitability starting around P28 and persisting into adulthood. Reduced 

emotionality is also included, based on reduced anxiety in the elevated plus-maze, decreased 

sociability in the social choice test, and fewer isolation-induced ultrasonic vocalizations.   
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Chapter 6: Spike-Timing Precision and Neuronal Synchrony are 

Enhanced by an Interaction between Synaptic Inhibition and 

Membrane Oscillations in the Amygdala
4
 

  

                                                           
4 Adapted from Ryan SJ*, Ehrlich DE*, Jasnow AM*, Daftary S, Madsen TE, Rainnie DG (2012). Spike-timing 

precision and neuronal synchrony are enhanced by an interaction between synaptic inhibition and membrane 

oscillations in the amygdala. PLoS One 7 (4): e35320. 
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6.1 Abstract 

 The basolateral complex of the amygdala (BLA) is a critical component of the neural 

circuit regulating fear learning. During fear learning and recall, the amygdala and other brain 

regions, including the hippocampus and prefrontal cortex, exhibit phase-locked oscillations in the 

high delta / low theta frequency band (~2-6 Hz) that have been shown to contribute to the 

learning process. Network oscillations are commonly generated by inhibitory synaptic input that 

coordinates action potentials in groups of neurons. In the rat BLA, principal neurons 

spontaneously receive synchronized, inhibitory input in the form of compound, rhythmic, 

inhibitory postsynaptic potentials (IPSPs), likely originating from burst-firing parvalbumin 

interneurons. Here we investigated the role of compound IPSPs in the rat and rhesus macaque 

BLA in regulating action potential synchrony and spike-timing precision. Furthermore, because 

principal neurons exhibit intrinsic oscillatory properties and resonance between 4 and 5 Hz, in the 

same frequency band observed during fear, we investigated whether compound IPSPs and 

intrinsic oscillations interact to promote rhythmic activity in the BLA at this frequency. Using 

whole-cell patch clamp in brain slices, we demonstrate that compound IPSPs, which occur 

spontaneously and are synchronized across principal neurons in both the rat and primate BLA, 

significantly improve spike-timing precision in BLA principal neurons for a window of ~300 ms 

following each IPSP. We also show that compound IPSPs coordinate the firing of pairs of BLA 

principal neurons, and significantly improve spike synchrony for a window of ~130 ms. 

Compound IPSPs enhance a 5 Hz calcium-dependent membrane potential oscillation (MPO) in 

these neurons, likely contributing to the improvement in spike-timing precision and 

synchronization of spiking. Activation of the cAMP-PKA signaling cascade enhanced the MPO, 

and inhibition of this cascade blocked the MPO.  We discuss these results in the context of spike-

timing dependent plasticity and modulation by neurotransmitters important for fear learning, such 

as dopamine. 
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6.2 Introduction 

The basolateral complex of the amygdala (BLA) is a critical part of the neural circuit 

regulating fear learning (Miserendino et al., 1990; Campeau et al., 1992; Davis, 2000; LeDoux, 

2000; Rodrigues et al., 2001), and recent evidence suggests that oscillatory activity of neurons in 

this region plays a key role in regulating affect in awake, behaving animals (for review, see Pape 

and Pare, 2010).  More specifically, it is now evident that the amygdala, hippocampus, and 

prefrontal cortex produce coordinated high delta / low theta (4-5 Hz) oscillations during 

acquisition (Madsen and Rainnie, 2009) and retrieval (Sangha et al., 2009) of learned fear, which 

then diminish over the course of subsequent extinction learning.  Significantly, phase-locked theta 

stimulation applied simultaneously to the amygdala and hippocampus disrupts fear extinction and 

prolongs the expression of learned fear (Lesting et al., 2011), further supporting a role of 

synchronized neural activity in the processes of fear learning and extinction.  Moreover, 

synchronous theta oscillations during REM sleep in the period between fear acquisition and 

retrieval correlate with changes in fear expression, suggesting that theta oscillations are critical 

for successful consolidation of fear memory (Popa et al., 2010).  Despite the importance of these 

low frequency oscillations to amygdala function and emotional learning, the mechanisms by 

which the BLA circuit generates rhythmic activity are largely unknown.  

A common mechanism for generating network oscillations utilizes coordinated inhibitory 

input across multiple neurons to synchronize their action potential firing (Soltesz and Deschenes, 

1993; Buzsaki, 1997; Penttonen et al., 1998; Pouille and Scanziani, 2001; Person and Perkel, 

2005; Sohal et al., 2006; Szucs et al., 2009). The BLA is organized to exploit this phenomenon 

through the rhythmic interaction of excitatory principal neurons and inhibitory interneurons. BLA 

principal neurons exhibit compound, rhythmic, inhibitory postsynaptic potentials (IPSPs) that 

occur at a baseline frequency of 0.5-4 Hz that is sensitive to modulation by dopamine and 

serotonin (Rainnie, 1999b; Loretan et al., 2004; Muly et al., 2009).  These rhythmic IPSPs are 
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driven by action potentials in local, burst-firing interneurons, which we have previously shown to 

express parvalbumin (PV
+
) (Rainnie et al., 2006).  PV

+
 interneurons have several characteristics 

that enable them to influence the activity of large networks of BLA principal neurons 

synchronously:  first, these interneurons make up approximately 40% of the total interneuron 

population and are distributed throughout the BLA; second, each PV
+ 

interneuron can innervate 

the soma and axon hillock of approximately 150 principal neurons (McDonald et al., 2005); 

finally, these interneurons are coupled electrically by gap junctions to create a functional 

syncytium (Muller et al., 2005; Woodruff and Sah, 2007a, b).  Significantly, we and others have 

shown that, in paired recordings of rat BLA principal neurons, spontaneous IPSPs are highly 

synchronized (Rainnie, 1999a; Popescu and Pare, 2011), suggesting that the output of PV
+
 

interneurons may coordinate the activity of large numbers of principal neurons.  

Synchronous IPSPs in large groups of BLA principal neurons could also facilitate 

network oscillations by interacting with intrinsic oscillations in principal neurons to promote 

rhythmic firing.  Synaptic inhibition has previously been shown to shift the phase of intrinsic 

membrane potential oscillations (MPOs) (Stiefel et al., 2010), suggesting synchronized IPSPs 

could coordinate oscillations across neurons. Intrinsic MPOs have been shown to improve spike-

timing precision (Volgushev et al., 1998; Schaefer et al., 2006), which is, in turn, important for 

spike-timing dependent plasticity (Dan and Poo, 2004) and signal processing in neural networks 

(Mainen and Sejnowski, 1995). BLA principal neurons display a highly consistent MPO (Pare 

and Gaudreau, 1996; Pape et al., 1998) and an intrinsic resonance (Pape and Driesang, 1998), 

both in the same high delta / low theta frequency band as network oscillations observed during 

fear learning. If these MPOs were to occur synchronously in groups of BLA neurons, network 

activity should be promoted at this highly relevant frequency. Considering that groups of cells 

can have their firing activity entrained by synchronized IPSPs (Hasenstaub et al., 2005), we chose 

to investigate the possibility that synchronized, rhythmic IPSPs entrain and phase-lock MPOs and 

coordinate firing activity in BLA principal neurons.  Furthermore, we examine the underlying 
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currents and intracellular signaling cascades regulating these phenomena and discuss potential 

links to synaptic plasticity and fear learning.  

6.3 Methods 

6.3.1 Animals and housing conditions 

Whole cell patch clamp recordings were obtained from 76 neurons from 48 rodents, and 

46 neurons from 13 primates.  Rodent experiments were conducted on tissue from male Sprague-

Dawley rats at 5-7 weeks of age. All rats were group-housed 4 per cage in Plexiglas cages with 

corn cob (Bed-O-Cob) bedding. Rats had access to food and water ad libitum, and were 

maintained in a temperature controlled colony room on a 12:12 light:dark cycle. The primate 

tissue for this study was obtained from juvenile (18-36 months) Macaca mulatta monkeys of both 

genders.  Primates used in this study were born into the breeding colony housed at the Yerkes 

National Primate Research Center Field Station and raised in normal social groups.  They were 

provided with ad libitum access to food and water and monitored by the Yerkes Veterinary Staff.  

Animals used in this study were selected for sacrifice by the veterinary staff for failure to thrive 

and/or chronic diarrhea refractory to treatment as part of the animal care end-points approved for 

our monkey colony.  Once identified, the animals were moved to the Yerkes Main Station and 

scheduled for sacrifice within the week.  

Experiments for Figures 6.1 & 6.2 were performed in both rat and primate tissue, and the 

remainder of experiments were performed exclusively in rat tissue (see figure legends for details).  

The care of the animals and all anesthesia and sacrifice procedures in this study were performed 

according to the National Institutes for Health Guide for the Care and Use of Laboratory Animals 

and were approved by the Institutional Animal Care and Use Committee of Emory University. 
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6.3.2 Electrophysiological procedures 

6.3.2.1 Preparation of acute BLA slices.  

To obtain slices from the rat basolateral amygdala, animals were decapitated under 

isoflurane anesthesia (Abbott Laboratories, North Chicago, IL). The brains were rapidly removed 

and placed in ice-cold kynurenic acid-based artificial cerebrospinal fluid (KA-ACSF), which 

contained (in mM): NaCl (130), KCl (3.5), KH2PO4 (1.1), MgCl2 (6.0), CaCl2 (1.0), NaHCO3 

(30), glucose (10), thiourea (0.8), sodium pyruvate (2), ascorbic acid (0.4), and kynurenic acid 

(2). The glutamatergic antagonist kynurenic acid was included in the KA-ACSF to suppress any 

excitotoxic effects of glutamate release that may occur due to tissue slicing. A block of tissue 

containing the BLA was then mounted in a Leica VTS-1000 vibrating microtome (Leica 

Microsystems, Bannockburn, IL), and 350 µm coronal slices were cut. Slices were hemisected 

and hand-trimmed to remove excess tissue dorsal to the amygdala. For the primate basolateral 

amygdala, the animals were sacrificed with an overdose of pentobarbital (100 mg/kg) and hand-

cut blocks of tissue from the medial temporal lobe were mounted in a vibratome and 400 μm 

coronal slices were cut as previously described (Muly et al., 2009). Slices from both species were 

transferred to a holding chamber containing KA-ACSF at 32°C and gassed with a 95%/5% 

O2/CO2 mixture for 40 min before being placed in oxygenated regular ACSF (ACSF) at room 

temperature containing (in mM): NaCl (130), KCl (3.5), KH2PO4 (1.1), MgCl2 (1.3), CaCl2 (2.5), 

NaHCO3 (30), glucose (10), thiourea (0.8), sodium pyruvate (2), and ascorbic acid (0.4). 

6.3.2.2 Recording procedures.  

For recording, slices were placed in a Warner Series 20 recording chamber (Warner 

Instruments, Hamden, CT) mounted on the fixed stage of a Leica DM-LFS microscope (Leica 

Microsystems, Bannockburn, IL). Slices were fully submerged and continuously perfused at a 

rate of 1-2 mL/min with heated (32°C) and oxygenated ACSF. Neurons were selected for 
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recording under IR-DIC illumination with a 40X water immersion objective. Images were 

captured with a Hamamatsu Orca ER CCD camera (Hamamatsu, Tokyo, Japan) controlled by 

SimplePCI software (Compix, Sewickley, PA). Whole cell patch-clamp recordings were 

conducted using thin-walled borosilicate glass-patch electrodes (WPI, Sarasota, FL) which were 

pulled on a P-97 Flaming / Brown micropipette puller (Sutter Instruments, Novato, CA). Patch 

electrodes had resistances ranging from 4-7 MΩ when filled with standard patch solution that 

contained (in mM): K-gluconate (138), KCl (2), MgCl2 (3), phosphocreatine (5), K-ATP (2) 

NaGTP (0.2), HEPES (10), and biocytin (3 mg/mL). The patch solution was adjusted to a pH of 

7.3 with KOH and had a final osmolarity of approximately 280 mOsm.  Junction potentials were 

offset manually prior to patching neurons.  Access resistances were monitored throughout 

recordings and neurons with more than a 15% change were discarded.  In the case of paired 

recordings, two neurons were selected for patching within a single 40X visual field. Neuronal 

types were pre-selected based on somatic morphology, and type was verified based on 

electrophysiological profile, as described previously for rat (Rainnie et al., 1993) and primate 

(Muly et al., 2009). 

All recordings were performed in principal neurons of the basolateral nucleus of the 

amygdala, contained in the basolateral complex.  Recordings were obtained using an Axopatch-

700A amplifier (Molecular Devices, Sunnyvale, CA), a Digidata 1320A A/D interface, and 

pClamp 10 software (Molecular Devices).  For all experiments, whole cell patch-clamp 

configuration was established, and cell responses were recorded in either current clamp or voltage 

clamp mode.  Data were filtered at 5 kHz in current clamp and 2 kHz in voltage clamp, and 

sampled at a rate of 10 kHz. Neurons were excluded from analysis if their resting membrane 

potential (Vm) was more positive than -55 mV or if their action potentials did not surpass +5 mV. 
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6.3.2.3 Drug Application.  

Drugs were applied by gravity perfusion at the required concentration in the circulating 

ACSF.  Drugs used: cesium chloride (CsCl), 5 mM; nickel chloride (NiCl2), 500 µM; 4-

aminopyridine (4-AP), 100-500 µM; tetrodotoxin (TTX), 1 µM; tetraethylammonium chloride 

(TEA-Cl), 20 mM; forskolin, 10 µM; dideoxy-forskolin, 10 µM; 1,2-bis(o-aminophenoxy)ethane-

N,N,N',N'-tetraacetic acid (BAPTA), 5 mM purchased from Sigma–Aldrich (St. Louis, MO); 6,7-

dinitroquinoxaline-2,3-dione (DNQX), 20 µM; RS-CPP, 10 µM;  CGP 52432, 2 µM; 4-(N-ethyl-

N-phenylamino)-1,2-dimethyl-6-(methylamino) pyridinium chloride (ZD7228), 60 µM; 

(1R,4R,5S,6R)-4-amino-2-oxabicyclo[3.1.0]hexane-4,6-dicarboxylic acid (LY379268), 50 µM; 

8-Br-cAMP, 5-10 µM; and (R)-adenosine, cyclic 3',5'-(hydrogenphosphorothioate) 

triethylammonium (cAMPs-RP), 25 µM purchased from Tocris (Ellisville, MO).  All drugs were 

stored frozen as concentrated stock solutions in dH2O except DNQX, which was made in 50% 

dimethyl sulfoxide and buffered to pH 7.3. 

6.3.2.4 Spike-timing precision, resonance, and oscillations.  

To assess the effect of IPSPs on spike-timing precision, repetitive action potentials were 

evoked with a depolarizing, square-wave current step of amplitude set to evoke 4-8 Hz firing 

from a holding potential of -60 mV. The current injections were repeated five times with an inter-

event interval of 10 seconds. To examine the effect of synaptic inhibition on spike-timing 

precision, the current in the depolarizing step was transiently removed for 15 ms and then ramped 

back over 100 ms to the command amplitude to mimic compound spontaneous IPSPs observed in 

BLA principal neurons. Alternatively, pharmacologically isolated, compound, synaptic IPSPs 

were evoked using electrical stimulation within the dorsal BLA, just medial to the external 

capsule.  The two IPSPs in each sweep were applied 550 and 1415 ms into the depolarizing step, 

separated by 865 ms start-to-start (~1.2 Hz), to mimic the frequency of spontaneous IPSPs 

previously observed in our laboratory.  
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To examine the membrane potential oscillation of BLA principal neurons, cells were held 

at -60 mV and injected with the same transient (2.5 s) square-wave depolarizing current pulse as 

described above. TTX (1 µM) was included in all experiments investigating the membrane 

oscillation. The voltage response to the DC current pulse was recorded and characterized in 

regular ACSF and also in varying drug conditions. The amplitude of the current pulse was 

adjusted such that the steady state membrane potential achieved during current injection was 

similar before and during drug application (between -40 and -30 mV). Any drug-induced changes 

in resting membrane potential were compensated for by DC current injection before initiating the 

transient square-wave depolarizing current pulse to assess the effect on membrane potential 

oscillations. To assess resonance frequency, principal neurons were held at -60 mV with DC 

current injection and a sinusoidal frequency sweep of constant current amplitude was injected, 

increasing from 1-12 Hz over a period of 8 seconds, and the voltage response of the cell was 

recorded. 

6.3.3 Data and statistical analysis 

 The correlation of spontaneous IPSPs and burst-firing from paired recordings of BLA 

neurons were analyzed by first identifying event times using pClamp software and then using a 

Pearson product-moment correlation.  Spike-timing precision was assessed using a correlation-

based metric adapted from Schreiber et al. (2003).  The correlation statistic (Rcorr) was calculated 

for windows of 200 ms every 66 ms, using the equation (Equation 6.1) as published.  Briefly, 

spike times from N traces were convolved with a Gaussian filter of pre-determined width (σ) to 

create spike vectors (s).  For experiments involving artificial and evoked IPSPs, σ = 6 ms, and to 

prevent a floor effect due to lower spike rates, for experiments with spontaneous IPSPs, σ = 20 

ms.  The degree of correlation between the vectors (si, sj) was calculated using a dot-product 

normalized to the product of their magnitudes and the number of comparisons being made. 

Equation 6.1     
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When calculating spike-timing precision within cells, all 5 traces (N = 5) were compared 

using this algorithm; when calculating across cells, only the 2 traces (N = 2) which occurred 

simultaneously were compared, and 5 comparisons were made and averaged. Statistical analyses 

were performed using a two-way Analysis of Variance (ANOVA), with Bonferroni post-tests to 

compare across windows and conditions. 

Oscillations of the membrane potential of BLA principal neurons were analyzed by 

means of multi-taper spectral analysis using a custom program that was modified from the 

Chronux toolbox (Mitra and Bokil, 2008). The resonance frequency of BLA principal neurons 

was analyzed with fast Fourier transforms (FFT) in pClamp 10 (Molecular Devices) using a 

Hamming window. Power spectra (mV
2
/Hz) were converted into standardized Z-scores and peak 

amplitudes were analyzed using a one-way ANOVA. 

6.4 Results 

6.4.1 Primate BLA principal neurons receive spontaneous, synchronized, rhythmic IPSPs 

that coordinate action potential timing. 

 We have shown previously that approximately 80% of principal neurons in slice 

preparations of the rat BLA receive spontaneous, compound IPSPs that occur rhythmically at 

frequencies ranging from 0.5-2 Hz, with a mean of 1.2 Hz, in control ACSF (Rainnie, 1999b).  

These compound IPSPs were observed in principal neurons with varying intrinsic properties 

(mean ± SD: input resistance 85 ± 28MΩ, action potential threshold -43 ± 3.5mV, action 

potential half width 0.8 ± 0.1ms, data not shown).  Here we show that compound IPSPs are also 

observed in 67% of primate BLA slices with a frequency of 0.76 ± 0.33 Hz, similar to the rat (n = 

46, Figure 6.1A, B).  As in the rat BLA, compound IPSPs in the primate BLA were highly 

rhythmic, with a coefficient of variation of instantaneous frequency of 0.30 ± 0.09 (n = 12).  
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Compound IPSPs occur synchronously across multiple neurons in the rat BLA (Rainnie, 1999a; 

Popescu and Pare, 2011), and new analysis reveals they have a near perfect correlation in time 

across pairs of principal neurons (Pearson product-moment correlation, R
2
 = 0.999; n = 11, data 

not shown).  We extend this observation to show that compound IPSPs are also highly 

synchronized across pairs of primate neurons (Figure 6.1A; Pearson product-moment correlation, 

R
2
 = 1.0; n = 5, data not shown), suggesting this is an evolutionarily conserved phenomenon.  

Using paired recordings from a burst-firing interneuron and a principal neuron, we extend 

previous observations in the rat BLA (Rainnie, 1999a; Popescu and Pare, 2011) to the primate.  

Here we show that compound IPSPs observed in BLA principal neurons (Figure 6.1C, upper 

trace) coincide with rhythmic bursts of action potentials occurring in burst-firing interneurons 

(lower trace, n = 2; Pearson product-moment correlation, R
2
 = 0.999, data not shown), which we 

have previously shown in the rat BLA to express the calcium-binding protein PV
+ 

(Rainnie et al., 

2006).  Figure 6.1D illustrates a typical burst-IPSP pair at higher temporal resolution.  

Compound IPSPs with a similar waveform can also be observed in principal neurons if an 

interneuron is driven to fire bursts of action potentials by direct current injection (Figure 6.1E).  

Previously, we have shown that these compound IPSPs were abolished by application of either 

the GABAA receptor antagonist, bicuculline, or the AMPA receptor antagonist, CNQX, 

suggesting glutamatergic input drives burst-firing PV
+
 interneurons to release GABA at multiple 

sites onto BLA principal neurons (Rainnie, 1999a). Each parvalbumin interneuron can innervate 

more than 150 BLA principal neurons (Muller et al., 2006), further suggesting that spontaneous, 

compound IPSPs are highly synchronized across a larger population of principal neurons than the 

pairs we show here.   

Elsewhere in the brain, IPSPs have been shown to interact with subthreshold membrane 

potential oscillations (MPOs) to improve stimulus discrimination and action potential precision in 

neurons (Mainen and Sejnowski, 1995; Schaefer et al., 2006).  We were therefore interested in 

the ability of synchronized, compound IPSPs to coordinate firing activity within networks of 
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BLA principal neurons.  As illustrated in Figure 6.2, compound IPSPs are capable of 

coordinating activity in the BLA, improving the temporal coherence of spontaneous action 

potentials between pairs of primate BLA principal neurons.  When neurons were depolarized to 

threshold for action potential generation, action potentials occurring upon rebound from an IPSP-

induced membrane hyperpolarization were highly coincident across cells (Figure 6.2A, shaded 

regions).  To identify periods with consistent spike-timing across cells, we used a correlation-

based metric with a sliding window (see Methods; Schreiber et al., 2003), where a value of 1 

indicates identical spike-timing and a value of 0 indicates no timing correlation.  Action 

potentials during a window directly following spontaneous, compound IPSPs had improved 

temporal coherence across pairs of neurons compared to those preceding IPSPs (Figure 6.2B).  

Interestingly, upon rebound from compound IPSPs, a subpopulation of primate BLA principal 

neurons (3/11 cells) exhibited an increased and more consistent firing rate (from 3.6 to 7.4 Hz, 

coefficient of variation from 0.56 to 0.28) (Figure 6.2C).  Moreover, clusters of action potentials 

showing a consistent firing rate and high coherence following compound IPSPs were also 

observed in 2/6 paired recordings (Figure 6.2D).  In the course of these experiments it was noted 

that compound IPSPs could elicit a damped oscillation on rebound, suggesting the observed 

effects on action potential patterning may be due to an interaction with an intrinsic MPO (Figure 

6.2E).   

Together these observations strongly suggest that compound IPSPs coordinate the firing 

activity of principal neurons in both the rat and primate BLA, and their prevalence and synchrony 

further suggest that this coordination extends across large groups of principal neurons.  To better 

assess the interactions of compound IPSPs with intrinsic properties of BLA principal neurons, 

subsequent experiments examined the effects of IPSPs on spike trains in the absence of synaptic 

noise.  Moreover, given the scarcity of primate tissue, all experiments were performed in the rat. 
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6.4.2 Compound IPSPs enhance spike-timing precision in rat BLA principal neurons. 

 We first examined the effect of IPSPs on the precision of action potential timing in a 

neuron depolarized to action potential threshold with DC current injection.  In order to better 

isolate the effects of intrinsic currents on spike timing, we blocked synaptic currents with a 

mixture of glutamate and GABA receptor antagonists (see Methods).  As illustrated in Figure 

6.3A, BLA principal neurons displayed a regular action potential firing pattern when held at -45 

mV.  When ten sweeps from the same neuron were aligned using an action potential as the trigger 

(Figure 6.3B), it was apparent that subtle variations in inter-spike interval accumulated over the 

course of the train, such that the timing of spikes at the end of the train was less consistent than at 

the beginning.  Conversely, when two simulated IPSPs were injected during 10 sweeps captured 

randomly in time (Figure 6.3C), the phase of spiking was reset and spike times became much 

more consistent across sweeps.  

Having established that artificial IPSPs can improve spike-timing precision in free-firing 

neurons, we next sought to quantify this effect.  Specifically, we used transient (2.5 s) steps of 

injected current to elicit a spike train and determine the effect of IPSPs on spike-timing precision 

in individual principal neurons, and between pairs of principal neurons.  Similar to when neurons 

are free-firing, the timing of the first few spikes in a train was extremely consistent across 

sweeps, but the timing of subsequent spikes became less consistent as the train progressed 

because small variations in the inter-spike interval accumulated (Figure 6.4A).  Here we used the 

same correlation-based metric as described for Figure 6.2B, adapted to compare across five 

sweeps recorded in a single neuron (see 6.3 Methods).  This analysis revealed that, at the onset of 

the train, spike-timing was extremely precise with an initial correlation value of 0.75 ± 0.13 

(mean ± SD), which then diminished to 0.26 ± 0.20 within 300 ms (Figure 6.4D, Control, n = 

11). 
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We next evaluated spike-timing precision in the presence of stimulus-evoked IPSPs 

(Figure 6.4B).  Electrical stimulation of the dorsolateral BLA in the presence of glutamate 

receptor antagonists elicited a monosynaptic IPSP in principal neurons that had a similar 

amplitude and duration to the spontaneous compound IPSPs.  We also examined the effects of 

artificial IPSPs, elicited with hyperpolarizing current injection, on spike-timing precision (Figure 

6.4C).  Activation of either evoked or artificial IPSPs during the action potential train resulted in 

a significant improvement in spike-timing precision compared to the control condition (Two-way 

ANOVA with repeated measures, effect of group: F2,800 = 136.3, p < 0.0001).  Both types of 

IPSPs significantly increased correlation values relative to the control condition for 

approximately 270 ms following each IPSP (effect of interaction: F78,800 = 4.72, p < 0.0001, 

Bonferroni post-tests).  Evoked IPSPs improved correlation values from a baseline of 0.19 ± 0.11 

to a peak of 0.47 ± 0.11 (n = 11) immediately following the IPSPs (Figure 6.4D).  As illustrated 

in Figure 4F, artificial IPSPs had a more pronounced effect on spike-timing precision than evoked 

IPSPs, with a peak correlation value of approximately 0.71 ± 0.21 (n = 11) following each IPSP. 

Only at the peak points of the correlation, however, was there any significant difference in how 

the two IPSP manipulations affected spike-timing precision.   

6.4.3 Compound IPSPs synchronize the firing activity of multiple BLA principal neurons. 

 We next quantified the ability of compound IPSPs to improve firing coherence across 

multiple BLA principal neurons, using a similar metric as above to measure the correlation of 

spike times in simultaneously recorded sweeps across the two neurons.  In the absence of IPSPs, 

spike-timing across BLA neurons showed low coherence, such that the correlation-based metric 

reached an initial peak of only 0.27 ± 0.39 which then declined rapidly to 0.09 ± 0.07 (n = 6) 

within 300 ms (Figure 6.5C). The introduction of 2 evoked IPSPs was not able to significantly 

improve the coherence of spike times between neurons, likely due to the observed inconsistency 

in the amplitude and duration of the evoked IPSP waveform between neurons (data not shown).  
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Because artificial IPSPs have a highly consistent waveform across pairs of neurons and therefore 

mimic the consistency of spontaneous, compound IPSPs better than do evoked IPSPs, we also 

tested the effect of 2 artificial IPSPs on spike-timing.  Artificial IPSPs significantly increased the 

coherence of spike times between pairs of neurons in the period immediately following the IPSPs 

(Two-way ANOVA with repeated measures, effect of interaction: F39,200 = 2.123, p < 0.001, 

Bonferroni post-tests), with an improvement from a baseline of 0.09 ± 0.12 to a peak of 

approximately 0.42 ± 0.27 (n = 6) in the correlation-based metric (Figure 6.5B, D).  These data 

strongly suggest that synchronized IPSPs enhance spike-timing precision of BLA principal 

neurons and can serve to entrain the firing activity of multiple neurons, despite inherent 

differences in their intrinsic electrophysiological properties (e.g., membrane input resistance, time 

constants of membrane charging, and firing frequency).  Based on our prior observation that 

spontaneous, compound IPSPs not only entrain action potential firing, but also promote rhythmic 

firing and unmask a damped membrane potential oscillation, we hypothesized that the ability of 

compound IPSPs to coordinate firing would be facilitated by an interaction with intrinsic 

oscillatory properties of principal neurons.  Therefore, we next characterized the interaction of 

compound IPSPs with intrinsic oscillatory properties of BLA principal neurons.  

6.4.4 Compound IPSPs facilitate an intrinsic membrane potential oscillation in BLA 

principal neurons.  

 Most central nervous system neurons exhibit a preferred resonance frequency that 

provides them with the ability to filter synaptic input based on frequency (Hutcheon et al., 1996a, 

b; Hutcheon and Yarom, 2000). Pape and colleagues have reported that principal neurons in the 

lateral amygdala of the cat have an intrinsic resonance frequency in the range of 1-3.5 Hz (1998).  

Here we extend these observations to show that BLA principal neurons of the rat also have an 

intrinsic resonance (Figure 6.6A1-D1, n = 8), with a preferred frequency at 4.2 ± 0.1 Hz (Figure 

6.6E).   
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Many of the membrane currents that contribute to the resonant properties of neurons have 

also been implicated in mediating long-lasting, sub-threshold MPOs in the BLA as well as other 

brain regions (Hutcheon et al., 1994; Hutcheon et al., 1996a, b; Pape and Driesang, 1998; Pape et 

al., 1998).  To determine whether compound IPSPs interact with an intrinsic MPO in principal 

neurons, we next examined the effect of IPSPs on membrane voltage in neurons depolarized to 

threshold in the presence of TTX (1 µM; n = 6). As illustrated in Figure 6.6A2, depolarizing 

current injection evoked a transient depolarizing voltage deflection at the onset of current 

injection but did not elicit an MPO in BLA principal neurons.  Furthermore, injection of artificial 

IPSPs evoked a similar depolarizing voltage deflection on the rebound of each IPSP, but did not 

elicit an MPO (Figure 6.6A3).  We hypothesized that the basal state of the neurons in the slice 

preparation might not be conducive to the expression of an MPO, and that modulation of intrinsic 

currents might be necessary to reveal the presence of an MPO.  

6.4.5 The membrane potential oscillation is sensitive to modulation of its component 

currents. 

Work by Pape and colleagues has shown that MPOs in the BLA can be enhanced by 

modulating a select population of voltage-activated currents including, but not limited to, the 

hyperpolarization-activated cation current (IH) and the low-threshold Ca
2+

 current (IT) (Pape et al., 

2005).  Significantly, an interaction between IH and IT is also thought to be a key element in the 

regulation of intrinsic resonance (Hutcheon et al., 1994; Hutcheon et al., 1996a, b).  The IT 

current is often opposed by the transient K
+
 current, IA (Russier et al., 2003; Molineux et al., 

2005; Hammack et al., 2007; Anderson et al., 2010), which has been shown to regulate firing 

activity in BLA principal neurons (Gean and Shinnick-Gallagher, 1989). Thus, we reasoned that 

blocking IA channels could effectively enhance IT and thus facilitate resonance behavior in BLA 

principal neurons and unmask an MPO.  Bath application of the non-selective IA channel blocker, 

4-aminopyridine (4-AP), at 100µM (Figure 6.6E) and 500µM (Figure 6.6B1, E) both 
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significantly enhanced the amplitude of the peak resonance (One-way ANOVA, Tukey post-tests, 

F3,46 =  8.763, p < 0.05).  Application of 500 µM 4-AP also enhanced the expression of the 

transient depolarizing voltage deflection and unmasked a small, transient MPO at the onset of the 

depolarizing step (Figure 6.6B2).  Furthermore, in the presence of 4-AP, the introduction of 

artificial IPSPs (Figure 6.6B3) enhanced the amplitude of the MPO, which had peak power at 

approximately 5 Hz (Figure 6.7A-C, n = 6). 

Importantly, IT, IH, and IA channels are all substrates for phosphorylation by protein 

kinase-A (PKA), which decreases the conductance of IA channels and increases the conductance 

of IH and IT channels (Kamp and Hell, 2000; Kim et al., 2006a; Ramadan et al., 2009) (Ingram 

and Williams, 1996; Hoffman and Johnston, 1998; Gerhardstein et al., 1999; Vargas and Lucero, 

2002).  Thus, we next examined the effects of the PKA activator, forskolin, on the resonance 

properties of BLA principal neurons.  As illustrated in Figure 6.6C1, bath application of forskolin 

(10 µM) in combination with 4-AP (500 µM) significantly increased the amplitude of the 

resonance peak compared to TTX controls (One-way ANOVA, Tukey post-test, F3,46 =  8.763, p 

< 0.05).  However, the peak power of the resonance in 4-AP and forskolin was not significantly 

different than that observed in the presence of 4-AP alone (Figure 6.6E). In the context of the 

depolarizing step, the addition of forskolin (10 µM) in combination with 4-AP (500 µM) 

enhanced both the amplitude and duration of the MPO in all neurons tested (Figure 6.6C2). The 

MPO resembled a damped oscillation (Pape and Driesang, 1998) and, as can be seen in Figure 

6.6F, the power of the MPO was greatest at the onset of the depolarizing current injection and 

declined over time.  In the majority of neurons the MPO was seen to terminate before the 

conclusion of the depolarizing current injection.  The introduction of artificial IPSPs further 

enhanced the oscillation (Figure 6.6C3, G) without changing the preferred frequency (Figure 

6.7E, compared to 6.7C and 6.7D).  Application of forskolin (10 µM) alone also unmasked an 

MPO, similar to the effects of 500 µM 4-AP, with a peak frequency at 4.8 Hz in all neurons 
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tested (n = 4) (Figure 6.7D).  Hence, activation of the cAMP-signaling cascade alone can 

facilitate the expression of the MPO in BLA principal neurons. 

In other brain regions, MPOs are partially dependent on the activation of IT channels, and 

as the transient depolarizing voltage deflections observed upon rebound from the IPSPs were 

reminiscent of low-threshold calcium spikes, we next determined whether blocking IT channels 

with 500 µM NiCl (Lee et al., 1999) would inhibit the combined response to forskolin and 4-AP.  

Application of NiCl diminished the resonant properties of BLA principal neurons (Figure 6.6D1) 

and completely blocked the forskolin- and 4-AP-induced MPO in all neurons tested (n = 6) 

(Figure 6.6D2-3, 6.7F), suggesting that an interaction between IT and voltage-gated K
+
 channels, 

most likely IA channels, play a critical role in MPO expression in BLA neurons.  

Application of high-micromolar 4-AP, however, can also block other K
+
 channels, 

including several that are also sensitive to micromolar concentrations of TEA. Hence, to 

determine if the effects of 4-AP on the MPOs resulted from a non-selective blockade of K
+
 

channels, we repeated the experiments above in the presence of TEA (500 M). As illustrated in 

Figure 6.8, application of TEA failed to mimic the 4-AP effect in either the presence or absence 

of simulated IPSPs. Moreover, concurrent application of forskolin (10 M) and TEA also failed 

to unmask a significant increase in MPO amplitude over TEA alone (Figure 6.8C, n = 5), 

suggesting that the forskolin effect may only be observed when IA channel activity is reduced by 

4-AP.  

To verify that the effects of forskolin were mediated by direct activation of the adenylyl 

cyclase-cAMP signaling cascade, we then examined the membrane response to application of the 

inactive forskolin isomer, dideoxy-forskolin (10 M), in the presence of 4-AP. Dideoxy-forskolin 

failed to mimic the forskolin effect on MPOs in either the presence or absence of artificial IPSPs, 

suggesting that activation of the adenylyl cyclase-cAMP signaling cascade selectively facilitates 

IPSP-enhanced MPOs in principal neurons of the BLA (Figure 6.8D, n = 6). 
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Finally, we examined if modulation of intracellular Ca
2+

 levels also play a role in 

regulating the MPO. Here, inclusion of the Ca
2+

 chelator, BAPTA (5 mM), in the patch solution 

completely blocked the MPO induced by co-application of 4-AP (500µM) and forskolin (10µM) 

(Figure 6.9A, n = 6), suggesting that fluctuations in intracellular Ca
2+

 levels also play an 

important role in the expression of MPOs in BLA principal neurons. However, this result raised 

the possibility that the drug-induced MPO may be independent of activation of the cAMP-PKA 

signaling cascade. To address this question, we included the competitive antagonist of cAMP-

induced PKA activation, cAMPs-RP, in the patch solution.  Inclusion of cAMPs-RP (25 µM) 

completely blocked the MPO induced by forskolin (Figure 6.9B, n = 4). Conversely, inclusion of 

a non-hydrolysable cAMP analogue, 8-Br-cAMP (5-10 µM), in the patch pipette unmasked an 

MPO in the presence of TTX alone that was similar in magnitude to that induced by forskolin 

(Figure 6.9C, n = 6). Hence, Ca
2+

 influx through IT channels, elevation of intracellular Ca
2+

, and 

activation of the adenylyl cyclase-cAMP-PKA signaling cascade each play an important role in 

the expression of MPOs in BLA principal neurons. 

The sensitivity of the MPO to modulation by intracellular Ca
2+

 and activation of the 

cAMP-PKA signaling cascade suggested that receptors coupled to Gαs would facilitate MPOs, 

whereas those coupled to Gαi would attenuate MPOs. To test this hypothesis, we examined the 

effect of prior application of the selective mGluR2/3 agonist, LY379268, on the 4-AP- and 

forskolin-induced MPOs. Principal neurons of the BLA express high levels of mGluR2/3 

receptors (Rainnie et al., 1994; Muly et al., 2007), which couple to Gi/o proteins to inhibit 

adenylyl cyclase activity (Pin and Duvoisin, 1995), and we reasoned that activation of these 

receptors would attenuate drug-induced MPOs. As illustrated in Figure 6.9D (n = 10), 

application of LY379268 (50 µM) completely blocked the MPOs.  
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6.5 Discussion 

In the present study, we demonstrate that spontaneous, compound IPSPs function to 

increase spike-timing precision both within and across BLA principal neurons.  Previous studies 

have shown that these IPSPs are driven by local, burst-firing PV
+
 neurons (Rainnie, 1999b), 

which have a high level of connectivity with BLA principal neurons.  These data suggest that 

spontaneous, compound IPSPs would function to synchronize action potentials in a large 

population of principal neurons.  We also show that compound IPSPs promote and entrain a high 

delta / low theta frequency membrane potential oscillation (MPO) that is uncovered by activation 

of the cAMP-PKA signaling cascade.  The oscillatory nature of BLA principal neurons is also 

manifested as a modifiable inherent resonance frequency.  We propose that the interaction of 

compound IPSPs with the oscillatory properties of BLA principal neurons is a viable mechanism 

for synchronizing firing activity in this cell population, promoting network oscillations within the 

BLA, and enhancing coherent oscillations between the BLA and other brain regions involved in 

fear. 

6.5.1 Synchronized inhibition drives coordinated activity of BLA principal neurons 

Recent evidence suggests a wide variety of behaviors require synchronized neural 

activity and network oscillations, both of which are promoted by synaptic inhibition (Soltesz and 

Deschenes, 1993; Pouille and Scanziani, 2001; Person and Perkel, 2005; Sohal et al., 2006; Szucs 

et al., 2009).  Here, we demonstrate that BLA principal neurons receive highly synchronized, 

rhythmic inhibition which, in turn, synchronizes firing activity among groups of BLA principal 

neurons.  Importantly, spontaneous activity of interneurons in the prefrontal cortex at theta 

frequency entrains the firing of principal neurons to an ongoing network theta oscillation 

(Benchenane et al., 2010). This example from the prefrontal cortex suggests the coordination of 

principal neuron firing by inhibition is critical for salient output of some neural circuits.  Through 
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coordinating the firing of large groups of BLA principal neurons, compound IPSPs should 

improve salience by promoting summation of output and leading to spike-timing dependent 

plasticity in both the BLA and its targets.  

   In order to study the effect of compound IPSPs on spike-timing precision, we used two 

proxies: artificial IPSPs generated by direct current injection at the soma, and compound IPSPs 

evoked by direct stimulation of interneurons in the BLA under glutamatergic blockade.  We 

showed that spike-timing precision within single neurons is improved by spontaneous IPSPs, 

artificial IPSPs, and stimulation-evoked IPSPs, with artificial IPSPs being significantly more 

effective than evoked IPSPs.    Furthermore, artificial IPSPs were able to significantly coordinate 

firing across neurons, but evoked IPSPs were not, due to the observed variability in the 

waveform.  Spontaneous, compound IPSPs observed across pairs had a highly consistent 

waveform (evident in a representative pair in Figure 6.1A), likely because they are generated by 

burst-firing PV
+
 interneurons, which innervate BLA principal neurons perisomatically and have 

their activity coordinated through a syncytium.  In contrast, stimulation of the BLA to evoke 

IPSPs probably recruited multiple subtypes of GABAergic interneurons targeting multiple 

compartments of the principal neurons (McDonald and Betette, 2001; McDonald and Mascagni, 

2002; Mascagni and McDonald, 2003) and hence introduced variability across cells in the IPSP 

waveform.  While PV
+
 interneurons seem uniquely positioned to generate synaptic inhibition that 

is ideal for interacting with an MPO and coordinating activity of BLA principal neurons, the 

possibility is not excluded that other inhibitory input, for instance feed-forward inhibition from 

cortical or thalamic sources (Rainnie et al., 1991b; Szinyei et al., 2000), could exert a similar 

coordinating influence. 

The fact that artificial IPSPs were able to mimic the effects of evoked and spontaneous 

IPSPs on spike-timing precision without directly influencing the membrane conductance suggests 

they act primarily via membrane hyperpolarization.  This hyperpolarization likely causes 

activation of IH and de-inactivation of voltage-gated currents including IT, which would contribute 
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to calcium spikes upon rebound (Hutcheon et al., 1994).  Because IT is typically inactive near 

resting membrane potential, the observed effect of compound IPSPs on spike timing is probably 

more applicable when BLA principal neurons are depolarized from rest.  It is also important to 

consider that compound IPSPs occur amidst ongoing synaptic activity, not in the absence of 

synaptic input as when tested here.  In the in vivo system, compound IPSPs may not produce 

spikes in the absence of excitatory transmission, but rather interact with ongoing synaptic activity 

to influence the timing of spikes. 

 The ability of compound IPSPs to coordinate spiking activity most likely occurs across 

large groups of BLA principal neurons due to the broad connectivity of PV
+
 interneurons (Muller 

et al., 2006), the synchronization of PV
+
 interneuron firing activity through a syncytium (Muller 

et al., 2005; Woodruff and Sah, 2007a, b), and, as shown here, the robustness of IPSP 

coordination of spike timing across principal neurons despite varying intrinsic properties. 

Although synchronizing large networks of principal neurons will improve potency of efferent 

signaling, it could also limit the specificity of signaling. Cortical inputs to the BLA are organized 

topographically (McDonald et al., 1999), and synchrony throughout the nucleus could weaken the 

specificity afforded by this topography.  A loss of specificity in this circuit through excessive 

synchronization within the amygdala may lead to generalization of fear learning, which has been 

implicated in affective disorders such as post-traumatic stress disorder (Rainnie and Ressler, 

2009).  Furthermore, less than a quarter of BLA neurons appear to be incorporated into the 

engram for any specific fear memory (Han et al., 2007; Han et al., 2009).  If encoding and recall 

of fear memories depend on network oscillations, there must be a mechanism to preferentially 

incorporate some neurons while excluding others.  Some potential mechanisms include regulation 

of the extent of the syncytium or of projections from the PV
+
 interneurons onto principal neurons, 

or, more interestingly, interactions between variability in the frequency of the network oscillation 

with variations in preferred resonance frequency of the principal cells. 
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Considering the prominent role inhibition appears to play in coordinating the activity of 

BLA principal neurons, it is likely that stimuli altering the frequency of IPSPs in vivo could 

drastically change the output activity of the BLA. For instance, activation of serotonin 2A or 

cholecystokinin B receptors, both of which are implicated in emotional learning (Chhatwal et al., 

2009), increase the frequency of rhythmic IPSPs in BLA principal neurons through indirect 

excitation of interneurons (Rainnie, 1999b; Chung and Moore, 2007). A similar effect is observed 

in the BLA in response to local release of dopamine in mice (Loretan et al., 2004) and primates 

(Muly et al., 2009).  Moreover, the BLA receives dopaminergic input from the ventral tegmental 

area, which also exhibits a network oscillation at 2-5 Hz during working memory tasks (Fujisawa 

and Buzsaki, 2011), raising important questions about the nature of the interaction of phasic 

dopamine release with a BLA circuit that itself generates rhythmic activity. 

6.5.2 Resonance frequency and intrinsic membrane oscillations in BLA principal neurons 

In the present study we have shown that BLA principal neurons in the rat have an 

intrinsic resonance that was extremely consistent, with nearly all neurons displaying a peak 

resonance between 4.2 and 4.4 Hz.  This intrinsic resonance was insensitive to application of 

TTX (1 µM), whereas a previous study in guinea pigs reported neurons in the lateral and 

basolateral nuclei of the amygdala express a TTX-sensitive inherent resonance frequency at 2.5 

Hz (Pape and Driesang, 1998). The difference in reported resonance frequencies is likely due to 

the different model species, as we have also seen differences in peak resonance frequency of 

principal neurons between rat and primate (unpublished observation). The difference in TTX 

sensitivity, however, is likely explained by the concentrations of TTX employed. In the study by 

Pape and colleagues the resonance frequency was abolished by 20 µM TTX, compared to the 1 

µM TTX used here.  High concentrations of TTX are known to block the persistent Na
+
 current, 

and future studies should investigate whether it contributes to resonance in BLA principal 

neurons, as it does in LA neurons (Pape et al., 1998).  Similar to our observations, hippocampal 
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principal neurons also display resonance that is insensitive to 1 µM TTX with a peak at 4.1 Hz 

(Pike et al., 2000). 

In addition to selectively filtering synaptic input in high delta / low theta bands, BLA 

principal neurons also express high- and low-threshold MPOs in this frequency range, as 

described by Pape and colleagues (1998).  Here we show the presence of an MPO that occurs at 

the peak resonance frequency of these neurons (~4-5 Hz) and seems to share some mechanisms 

with both previously described oscillations.  Although Pape and colleagues found no effect of 

specific Ca
2+

 channel blockers on the high threshold membrane oscillations (Pape and Driesang, 

1998), recordings with a BAPTA-containing electrode completely abolished the oscillation.  In 

our hands, bath application of NiCl completely abolished the MPO, suggesting a strong influence 

of T-type Ca
2+

 channels.  The Pape study also reported that high-threshold membrane oscillations 

were insensitive to 10 mM 4-AP, suggesting that voltage-gated K
+
 channels were not involved in 

that membrane oscillation (1998) .  We observed, however, that application of 100-500 µM 4-AP 

significantly enhanced the membrane oscillations, suggesting IA may actively suppress the MPO, 

acting in opposition to IT.  This could also be related to changes in input resistance, but the lack of 

effect of 500 µM TEA suggests a specific role of IA.  A similar relationship between IT and IA has 

been shown in other systems (Pape et al., 2004; Molineux et al., 2005), and factors that either 

enhance IT or reduce IA could then unmask the expression of the intrinsic membrane oscillations.  

In agreement with Pape and colleagues, we did not find an effect on intrinsic membrane 

oscillations of blocking IH with ZD7228 (60 µM, data not shown).  While this is not an 

exhaustive pharmacological characterization, we believe we have identified the major currents 

involved in mediating this MPO.  Other currents, including the persistent sodium current and 

calcium-activated potassium currents may also be involved (Pape and Driesang, 1998), and future 

study to illuminate their roles in this phenomenon would be valuable. 

It is notable that the currents mentioned above (IT, IA, and IH) are all sensitive to 

membrane hyperpolarization, particularly in the voltage range between rest and action potential 
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threshold (Rudy, 1988; Perez-Reyes, 2003; Robinson and Siegelbaum, 2003).  Specifically, IT 

channels are de-inactivated by hyperpolarization in this range and IH channels are activated, while 

IA channels are activated by depolarization in this range.  We have shown that compound IPSPs 

facilitate the MPO in the absence of spiking, and this is likely due to hyperpolarization-mediated 

de-inactivation of IT and activation of IH.  While we did not find an effect of IH blockade on the 

MPO, it is possible this is an artifact of the degree to which we depolarize the membrane to 

enhance the MPO.  The MPO is likely also active in a more subtle form at membrane potentials 

only slightly depolarized from rest, where IT and IA are active and IH would enhance the rebound 

from an IPSP and may contribute directly to the MPO.   

In addition, the conductances of these currents, and therefore the magnitude of the MPO 

itself, are not fixed but sensitive to modulation.  Importantly, the channels mediating IT and IH 

increase their activity in response to PKA phosphorylation (Ingram and Williams, 1996; 

Gerhardstein et al., 1999; Kamp and Hell, 2000; Vargas and Lucero, 2002; Kim et al., 2006a; 

Ramadan et al., 2009). Conversely, activity of K
+
 channels mediating IA is decreased by PKA 

phosphorylation (Hoffman and Johnston, 1998).  Together, these would enable neurotransmitter 

systems which modulate PKA activity to have synergistic effects to bi-directionally modulate the 

MPO. 

The frequency of rhythmic, compound IPSPs is also sensitive to modulation.  We have 

previously shown that dopamine acts to increase IPSP frequency into a range of 2-6 Hz (Rainnie, 

1999b; Loretan et al., 2004; Muly et al., 2009).  This would bring the IPSP frequency closer to 

the peak resonance frequency of BLA principal neurons, ensuring principal neurons respond to 

incoming rhythmic IPSPs with maximal voltage deflections and also serve to enhance the 

interaction with the MPO.  In our hands, the oscillation does not occur spontaneously but is 

initiated by the IPSP and is naturally damped, quickly decaying from its initial amplitude.  More 

frequent synchronized IPSPs would better reset drift in the phase relationship between cells and 

better maintain the amplitude of the oscillation. 
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It is interesting to note that the intracellular cascades activated by many of the 

neuromodulators that promote the MPO (e.g., Gs-coupled activation of cAMP and PKA) are also 

critical for synaptic plasticity.  Through this mechanism, cells primed by neuromodulators to 

exhibit an MPO may be more likely to contribute to a fear memory engram. 

6.5.3 Implications for learning and memory 

 Recent studies by several groups have emphasized the importance of amygdala network 

oscillations and synchronized oscillations across multiple brain regions in regulating long-term 

fear memory (Quirk et al., 1995; Collins et al., 2001; Pare et al., 2002; Seidenbecher et al., 2003; 

Pelletier and Pare, 2004; Pape et al., 2005; Bauer et al., 2007; Paz et al., 2008).  Importantly, 

phase-locked stimulation of the amygdala and hippocampus at theta frequency during extinction 

training prolongs fear expression, suggesting synchronized network oscillations between these 

regions are an essential neurological component of fear memory (Lesting et al., 2011). The high 

delta / low theta oscillations in the LFPs of the BLA, hippocampus, and prefrontal cortex during 

fear acquisition and expression(Madsen and Rainnie, 2009; Sangha et al., 2009) match the 

frequency of the MPO and the peak resonance in BLA neurons, suggesting the intrinsic properties 

of BLA neurons contribute to the network oscillation.  As we have argued, a candidate 

mechanism to promote these network oscillations is the interaction of synchronized IPSPs with 

MPOs in BLA principal neurons.  MPOs could contribute to fear learning by promoting network 

oscillations, and by improving spike-timing precision they could support fear memory formation 

through enhanced spike-timing dependent plasticity (Dan and Poo, 2004; Jutras and Buffalo, 

2010). 

The sub-cellular mechanism of the intrinsic MPO is well-suited to facilitate plasticity in 

the BLA and thereby promote fear learning.  The MPO requires activation of voltage-gated 

calcium currents (Pape and Driesang, 1998), causing calcium influx and subsequent activation of 

cAMP and PKA (Zaccolo and Pozzan, 2003).  This can, in turn, reinforce the oscillation through 
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phosphorylation of ion channels.  In fact, the oscillation is weak or nonexistent under our baseline 

experimental conditions, but must be uncovered by application of the PKA activator, forksolin.  

The close relationship of the MPO with the adenylyl cyclase-cAMP signaling cascade is 

particularly important because its downstream targets have been implicated in fear learning and 

memory (Schafe et al., 1999; Josselyn et al., 2001; Kida et al., 2002; Josselyn et al., 2004), and in 

regulating theta oscillations in the amygdala in vivo (Josselyn et al., 2001; Kida et al., 2002; 

Josselyn et al., 2004; Josselyn and Nguyen, 2005; Pape et al., 2005).  It is also noteworthy that 

downstream targets of this signaling cascade, particularly the cAMP response element binding 

protein (CREB), have been used to identify those neurons activated specifically during fear 

memory formation (Han et al., 2007; Han et al., 2009).   

One neurotransmitter receptor known to modulate the cAMP-PKA pathway, the 

dopamine D1 receptor, is also implicated in fear learning.  Release of dopamine and subsequent 

activation of D1 receptors in the BLA are critically involved in the acquisition and consolidation 

of fear memory (Lamont and Kokkinidis, 1998; Greba et al., 2001).  Additionally, we have 

recently shown that D1-receptor activation is necessary for long-term potentiation of sensory 

afferents to the BLA (Li et al., 2011).  Aside from direct effects on synaptic plasticity, D1 

receptor activation may promote fear learning by facilitating an MPO.  Considering that the MPO 

must be uncovered by activation of PKA in vitro, D1-receptor activation could provide the 

requisite PKA activation to initiate a self-reinforcing high delta / low theta oscillation in vivo.  

Importantly, in the prefrontal cortex, application of dopamine mimics the effect of a working 

memory task to entrain firing of principal neurons to an ongoing theta oscillation (Benchenane et 

al., 2010). One possible explanation, which parallels our observations in the BLA in vitro, is that 

interneurons maintain a network oscillation by providing a background of rhythmic activity to 

which principal neurons are, at baseline, minimally sensitive. In this model, the principal neurons 

become more sensitive to rhythmic inhibitory input from the interneurons by activation of PKA, 

either directly (as in our hands, with forskolin) or with the introduction of dopamine (either 
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artificially or endogenously through a behavioral task) (Benchenane et al., 2010; Young, 2011).  

Interestingly, activation of D1 receptors has also been shown to enhance spike-timing dependent 

plasticity, potentially compounding with the effects of D1 activation on spike-timing precision 

via the MPO (Zhang et al., 2009). 

We have shown that inhibition of adenylyl cyclase and cAMP production by activation of 

group II metabotropic glutamate receptors completely abolished the high amplitude MPO induced 

by forskolin and 4-AP.  Activation of these receptors has been associated with reductions in fear 

learning, as well as de-potentation of synapses and long-term depression (Pin and Duvoisin, 

1995; Lin et al., 2000; Lin et al., 2005), providing further support for a role for MPOs in BLA-

dependent fear learning.  Interestingly, the Gi-coupled type 1 cannabinoid receptor has been 

shown to reduce neural synchrony and dampen theta and gamma oscillations in the hippocampus 

(Robbe et al., 2006), further suggesting changes in cAMP levels can bi-directionally modulate the 

propensity of a network to oscillate. 

While network oscillations contribute to normal brain functions, including fear learning, 

aberrant oscillations have been implicated in the pathophysiology of psychiatric disorders.  For 

example, it is well established that diminished synchrony between pyramidal neurons, and 

consequently aberrant network oscillations in the gamma band, are involved in the 

pathophysiology of schizophrenia (Lewis et al., 2005).  Interestingly, the changes in oscillations 

observed in schizophrenia have been specifically linked to diminished function in the PV
+
 

subpopulation of interneurons in the cortex (Lewis et al., 2005).  It is worth noting that theta 

oscillations are thought to modulate the gain of gamma oscillations, and both are produced 

through the action of PV
+
 interneurons (Canolty et al., 2006; Bartos et al., 2007; Jensen and 

Colgin, 2007).  Gamma-frequency oscillations are observed in the BLA both in vivo and in vitro 

(Sinfield and Collins, 2006; Randall et al., 2011), and may be generated by similar mechanisms in 

the BLA as in the cortex due to their similar composition and architecture (Carlsen and Heimer, 

1988).  Considering the importance of neural oscillations and that compound IPSPs may 
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influence gamma oscillations through their effects on high delta / low theta oscillations, future 

studies should address changes in oscillations and PV
+
 interneurons in the amygdala in various 

psychiatric disorders, particularly post-traumatic stress disorder and others linked to fear learning 

(Rainnie and Ressler, 2009).  
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Figure 6.1: Spontaneous, compound IPSPs in the BLA were synchronized 

across principal neurons and with bursts in inhibitory interneurons 
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Figure 6.1: Spontaneous, compound IPSPs in the BLA were synchronized across principal 

neurons and with bursts in inhibitory interneurons. (A) A representative pair of primate BLA 

principal neurons, held at -60 mV, showing compound IPSPs that are rhythmic and highly 

synchronized, observed during gap-free recordings.  (B) A histogram plotting instantaneous 

frequency of compound IPSPs during 30-second recordings from 12 primate BLA principal 

neurons.  (C) Paired recordings in the primate BLA of a principal neuron receiving compound 

IPSPs and a burst-firing parvalbumin interneuron, both held at -60 mV.  (D) An example of a 

burst-IPSP pair shown at higher temporal resolution.  (E) A compound IPSP can be induced in a 

BLA principal neuron by using current injection to drive bursting activity in the interneuron. 
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Figure 6.2: Spontaneous, compound IPSPs coordinated spike timing and 

promoted rhythmic firing in the primate BLA 

  



271 
 

Figure 6.2: Spontaneous, compound IPSPs coordinated spike timing and promoted 

rhythmic firing in the primate BLA. (A) Spontaneous, compound IPSPs exhibited by a 

representative pair of primate BLA projection neurons, depolarized to action potential threshold 

(-45 to -40 mV) using a DC current injection.  A raster plot highlights the relative synchrony of 

spikes following the IPSPs, highlighted in gray boxes.  Action potentials are cropped at -30 mV 

(n = 6).  (B) A spike correlation metric (see Methods) is plotted for 6 pairs of primate BLA 

principal neurons exhibiting compound IPSPs and depolarized to threshold, as in A.  Correlation 

is plotted for each pair as an individual, smoothed trace (thin black lines) representing the mean 

correlation surrounding every spontaneous, compound IPSP, with the peak of each IPSP aligned 

to time 0.  The mean of all 6 pairs is superimposed as a dotted black line.  (C-D) A representative 

single (C, n = 4) and pair of (D, n = 2) primate BLA principal neurons exhibiting rhythmic firing 

upon rebound from spontaneous, compound IPSPs.  Neurons were depolarized to threshold, as in 

A.  IPSPs and rebound firing are highlighted with gray boxes in C.  Action potentials were 

cropped at -30mV.  (E) A primate BLA principal neuron, depolarized as in A, exhibiting a 

damped membrane potential oscillation in response to a spontaneous, compound IPSP. 
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Figure 6.3: Spike-timing precision diminishes in spike trains and is reset by 

compound IPSPs 
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Figure 6.3: Spike-timing precision diminishes in spike trains and is reset by compound 

IPSPs. (A) A single sweep recorded from a spiking BLA principal neuron, held at -45 mV by 

steady-state current injection, displaying a typical regular firing pattern.  (B) Multiple sweeps like 

that in A overlaid and aligned by their first spikes.  A raster plot illustrates decay of spike-timing 

reliability.  (C) Injection of artificial IPSPs recovers spike-timing precision. 
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Figure 6.4: Artificial and evoked compound IPSPs improved spike-timing 

precision in individual BLA principal neurons 
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Figure 6.4: Artificial and evoked compound IPSPs improved spike-timing precision in 

individual BLA principal neurons. (A) Five superimposed traces from a representative 

principal neuron, held at -60 mV, showing a train of action potentials in response to a 

depolarizing current step in the presence of DNQX (20 µM), RS-CPP (10 µM) and CGP (2 µM); 

note the loss of spike-timing precision as the spike train progresses.   (B, C) Similar traces to A 

with the injection of evoked (B) or artificial (C) compound IPSPs to demonstrate improvement of 

spike-timing precision following a compound IPSP.  (D, E, F) Comparisons of spike-timing 

precision for neurons with no IPSPs (Control, n = 11), evoked IPSPs (n = 11), and artificial IPSPs 

(n = 11), assessed with a spike correlation metric (see Methods) and plotted as mean ± SEM.  

Comparisons were made using a two-way ANOVA (see Results), and windows of significant 

differences (p < 0.05) in spike correlation are denoted with grey boxes. 
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Figure 6.5: Artificial, compound IPSPs coordinated spike timing across pairs 

of BLA principal neurons 
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Figure 6.5: Artificial, compound IPSPs coordinated spike timing across pairs of BLA 

principal neurons. (A) Five overlaid, consecutive traces of action potentials during paired 

recordings of BLA principal neurons, held at -60 mV, in response to a depolarizing current 

injection without IPSPs and (B) with two IPSPs. (C) Spike correlation metric calculated across 

pairs of neurons when artificial IPSPs are injected compared to the control condition (n = 6 pairs), 

plotted against time.  Comparisons were made using a two-way ANOVA (see Results), and grey 

boxes denote windows of significant differences (p < 0.05) in spike correlation. 
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Figure 6.6: BLA principal neurons exhibited a modifiable intrinsic resonance 

and a membrane potential oscillation that was facilitated by compound IPSPs 
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Figure 6.6: BLA principal neurons exhibited a modifiable intrinsic resonance and a 

membrane potential oscillation that was facilitated by compound IPSPs. (A1-D1) Principal 

neuron membrane potential response to injection of a sinusoidal current with constant amplitude 

and linearly changing frequency (0-12 Hz) in the presence of various drug cocktails.  All neurons 

were held at baseline of -60 mV.  (A1) Typical voltage response to the sinusoidal current in TTX 

(1 µM).  The resonance of BLA principal neurons can be enhanced by application of 4-AP (B1, 

500 µM) and the adenylyl cyclase activator, forskolin (C1, 10 µM), and is abolished by 

application of NiCl (500 µM, D1).  Analysis of power spectra (E) shows that the enhancement of 

resonance by 4-AP and forskolin is significantly different from baseline (p < 0.05).  (A2-D3) 

Intrinsic membrane oscillations of BLA principal neurons, held at -60 mV, in response to a steady 

depolarizing current injection (A2-D2) and in response to the same current injection with 

superimposed IPSPs (A3-D3).  Similar to resonant properties, membrane oscillations are 

enhanced by application of 4-AP and forskolin, and abolished in NiCl.  Injection of artificial 

IPSPs in A3-D3 significantly enhanced the amplitude and duration of oscillations (F and G; 

spectrograms illustrate data from C2 and C3 respectively). 
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Figure 6.7: The peak power of the membrane potential oscillation was 

sensitive to modulation of IA and IT and activation of PKA 
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Figure 6.7: The peak power of the membrane potential oscillation was sensitive to 

modulation of IA and IT and activation of PKA.  Power spectra of MPOs in BLA PNs in 

response to a depolarizing step with artificial IPSPs, with mean (solid lines) and 95% confidence 

intervals (shaded region).  Frequencies at which the 95% confidence intervals do not overlap 

indicate statistically significant differences among the plots.  (A) In the presence of TTX, neurons 

exhibit a weak MPO. (B,C) MPOs were not enhanced by bath application of 100 µM 4-AP (B) 

but were significantly enhanced by 500 µM 4-AP, with peak power at 4.9 Hz (C).  (D) 

Application of forksolin, an activator of the c-AMP cascade, at 10 µM also enhanced a MPO with 

peak power at 4.8 Hz. (E) The MPO was significantly enhanced by a combination of 500 µM 4-

AP and 10 µM forskolin, with peak power greater than for either drug alone but occurring at a 

similar frequency. (F) The MPO observed in forskolin and 4-AP was completely abolished by co-

application of NiCl (500 µM) to block low-threshold calcium channels. 
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Figure 6.8: Forskolin and 4-AP modulation of the membrane potential 

oscillation were not mimicked by dideoxy-forskolin and TEA, respectively 
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Figure 6.8: Forskolin and 4-AP modulation of the membrane potential oscillation were not 

mimicked by dideoxy-forskolin and TEA, respectively. Intrinsic membrane oscillations of 

BLA principal neurons, held at -60 mV, in response to a steady depolarizing current injection 

with and without artificial IPSPs.  (A) Shows typical small membrane oscillations in TTX during 

the depolarizing current injection.  In the presence of 1 µM TTX, the introduction of IPSPs 

evoked a transient depolarizing deflection at the termination of each IPSP, but failed to unmask a 

MPO.  (B) MPOs are not enhanced by application of TEA (500 µM).  (C) The addition of 10 µM 

forskolin had a small enhancing effect on MPOs in the presence of TEA. (D) Application of the 

inactive isomer dideoxy-forskolin in the presence of 4-AP did not enhance the MPO as observed 

previously with forskolin. 
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Figure 6.9: Membrane potential oscillations in the BLA were bi-directionally 

modulated by the adenylyl cyclase signaling cascade 
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Figure 6.9: Membrane potential oscillations in the BLA were bi-directionally modulated by 

the adenylyl cyclase signaling cascade. Cumulative power spectra of intrinsic theta frequency 

MPOs in BLA principal neurons. Responses are plotted as mean (solid lines) and 95% confidence 

intervals (shaded regions).  Frequencies at which the 95% confidence intervals do not overlap 

indicate statistically significant differences among the plots.  (A) BAPTA-containing patch 

solutions disorganized the frequency tuning of 4-AP- and forskolin-induced MPOs.  (B) 

Inhibiting PKA activation completely abolishes forskolin-induced MPOs.  (C) Activation of PKA 

with the cAMP analog 8Br-cAMP induces MPOs in TTX alone that are similar to those observed 

in response to forskolin.  (D) Activation of mGluR II glutamate receptors with LY379268 

completely blocked 4-AP and forskolin-induced theta MPOs. 
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Chapter 7: Discussion 

  



287 
 

7.1 Summary of Results 

The work presented here represents three major contributions to the state of knowledge 

concerning the function and development of the amygdala: 1) supporting a novel function of the 

neurotransmitter GABA in the BLA to facilitate network activation, 2) providing the first 

evidence that BLA neurons and GABAergic transmission are physiologically distinct in juveniles 

and adults, and 3) identifying effects of prenatal stress on the developmental trajectory of the 

BLA, including GABAergic transmission, that may underlie the conferred risk for psychiatric 

illness. The results of the studies on the normative development of BLA physiology and 

morphology are summarized in Figure 7.1. 

In terms of GABAergic function in the adult BLA, we hypothesized that BLA neurons 

rebounding from GABAergic inhibition would exhibit membrane potential oscillations that would 

regulate their action potential firing. We found that rhythmic inhibition, which is synchronized 

across BLA principal neurons, can coordinate the spiking within and across neurons. 

Furthermore, we suggest that this coordinated firing is a mechanism utilized by the adult circuit 

for the generation of network oscillations. This novel mechanism should influence the way we 

conceptualize GABA in the BLA, because this neurotransmitter has been classically treated as a 

singular system that functions solely to dampen activity and suppress fear (Quirk and Gehlert, 

2003; Ehrlich et al., 2009). Because rhythmic inhibition is driven by parvalbumin-expressing 

interneurons, these findings argue for heterogeneity of BLA interneurons that should influence 

how we understand the effects of neuromodulators in the BLA. Considering the BLA circuit in 

terms of its capacity to generate network oscillations, the developmental changes we report in the 

BLA circuit are likely of great consequence for BLA function. Implications are discussed in 

Section 7.2.2.  

We observed a wealth of interrelated changes to BLA neurons during postnatal 

development. These changes, which often covered an order of magnitude or more, occur 
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throughout a period of emotional development that includes the emergence of and transitions to 

many amygdala-dependent behaviors. We propose that the maturation of amygdala function and 

emotional behavior occurs downstream of the changes to individual BLA neurons and synaptic 

transmission during the first postnatal month, which include: extension and expansion of 

dendrites, an approximately 10-fold increase in dendritic spine density, large reductions in input 

resistance and membrane time constant, faster action potentials with more hyperpolarized 

thresholds, larger and faster afterhyperpolarizations, higher spike rates, higher resonance 

frequency and greater propensity to oscillate, shifting subunits of ion channels that contribute to 

intrinsic properties and oscillations, the emergence of inhibitory GABA and a feed-forward shunt 

of cortical inputs, faster synaptic GABA responses that do not exhibit short-term synaptic 

depression, and changes to GABAA receptor subunit expression. 

As stated above, we also showed that PS alters the developmental trajectory of many of 

these properties and concomitantly perturbs emotional behavior. Specifically, BLA principal 

neurons in PS animals had a more hyperpolarized resting membrane potential and action potential 

threshold across all ages, received slower GABAergic PSCs in a specific window around P14, did 

not exhibit the typical slow IPSCs in adulthood, and had reduced excitability starting at P28. 

Furthermore, PS reduced the expression of GABAA receptor α1 subunit mRNA across all ages, 

and by at least 2 fold starting at P17. Finally, PS animals exhibited reduced anxiety-like behavior 

in adulthood, a trend toward reduced anxiety-like behavior at P17, and a trend toward reduced 

sociability. These effects of PS are consistent with many findings or models of amygdala deficits 

in autism spectrum disorders and schizophrenia, suggesting perturbation of BLA development 

following PS contributes to the etiology of neurodevelopmental disorders. 
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7.2 Integration of Findings 

7.2.1 Importance of Studying Developmental Trajectories 

Neuroconstructivist theory suggests that brain function, genes, and environmental factors 

actively interact to shape brain development (Karmiloff-Smith, 2009). While a very simplistic 

and intuitive idea, the consequences can be profound and easily overlooked. For instance, 

researchers have long attempted to study neurodevelopmental disorders from the perspective of 

the adult brain, generally unsuccessfully. As Insel contends, the last century has seen little change 

in the prevalence or societal burden of mental illness, all the while diseases including tuberculosis 

and leprosy have seen great advances in treatment. One explanation for the relative difficulty in 

pinpointing the pathology and etiology of these disorders is that their neurodevelopmental basis 

adds many layers of complexity (2010). The classical (and understandably necessary) way of 

initially approaching neural function, where brain regions are modular and relatively insular 

(Karmiloff-Smith, 2009), is now outdated and has probably contributed to this stagnation.   

Our findings of marked developmental change to BLA neurons support the idea that the 

amygdala is not a single module – for instance, a “fear center” – but likely has distinct functions 

throughout development. These changes occur at the precise ages when disorders like anxiety, 

depression, autism, and schizophrenia are thought to be instantiated, at least in part. Therefore, 

understanding the normative trajectory is an absolute necessity for identifying where 

perturbations arise and how they contribute to disease onset. 

The findings we present on the effects of PS on amygdala development perfectly 

illustrate the importance of studying developmental trajectories. We identified a number of 

transient changes and precise ages of onset for alterations due to prenatal stress. These include a 

change to GABAergic transmission that came and went completely within a 7 day window from 

P10 to P17, and a shift in GABA receptor gene expression from a reduction of approximately 

20% at P14 to nearly 60% by P17. Such a thorough examination of developmental trajectories 
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was required to gain this level of precision in detection. Furthermore, had we not started with a 

systematic characterization of normative development of the brain systems of interest, we would 

not have been able to focus on windows of highest plasticity that are likely most vulnerable to 

perturbation. Without the thorough analysis employed here, we would have less precise 

knowledge regarding ages of onset for the effects of PS, and may have completely overlooked the 

transient change in GABAergic transmission around P14. 

Section 1.4.1 outlines a number of changes to the amygdala cause by PS, a number of 

which were only measured in adulthood. While changes to the adult system provide a valuable 

starting point, it is extremely difficult to build a working model of how these changes – for 

instance, increased density of PV
+
 interneurons – influences adult amygdala function, when 

developmental processes may be altered. An important future direction will be to apply thorough 

detection methods during early development for effects of early life risk factors only observed in 

adulthood, to better identify when changes occur. However, there will still be limitations to 

interpretation until we better understand how relevant neural systems function in the immature 

brain. 

7.2.2 Potential Impact of Prenatal Stress on Emotion Via Amygdala Network Oscillations 

In Section 1.2.3.2 we described a number of studies implicating network oscillations in 

the BLA in emotional processing. The findings presented in Chapter 6 illustrate how GABA in 

the BLA may contribute to the generation of network oscillations, through interactions with 

intrinsic oscillations in BLA neurons. Interestingly, many aspects of the BLA circuit that 

contribute to the GABA-oscillation interaction are altered in the immature BLA and exhibit 

convergent maturation. For instance, spontaneous membrane potential oscillations become much 

more prominent around P21, reflecting changes to active membrane currents that likely also drive 

the concurrent shift of resonance frequency into the adult range, and the frequency of BLA 

network oscillations expressed during fear (Section 2.5.2).  
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Around the same time, the GABAergic circuit is becoming refined. PV
+
 interneurons, 

which provide the synchronized, rhythmic inhibition that coordinates BLA principal neurons, are 

first detected in the BLA around the same age (Berdel and Morys, 2000). In Section 4.4.3, we 

showed that GABAA receptors first become inhibitory around P14, suggesting that at younger 

ages the activity of interneurons would not be able to provide the requisite inhibition to enable a 

rebound and enhance neuronal oscillations. Furthermore, GABAA receptor-mediated currents 

become faster from P14 to P21 (Section 4.4.2). The kinetics of individual IPSCs should influence 

their effect on spike timing (Pouille and Scanziani, 2001) and are known to regulate the ability of 

GABAergic afferents to entrain postsynaptic oscillations (Tamas et al., 2004). Therefore, the near 

simultaneous shift towards faster, more inhibitory IPSCs with the emergence of oscillatory 

properties in BLA principal neurons represents both sides of the circuit assuming their mature 

properties, becoming able to promote network oscillations. In support of this model, no 

discernible network oscillations were observed in the BLA from birth through P14 in an 

electroencephalography study (Snead and Stephens, 1983).  Prominent oscillations emerge by 

P14 age in other regions including cortex, hippocampus and thalamus, suggesting network 

oscillations in the BLA develop relatively late, driven by the maturation of BLA neurons and 

GABAergic transmission.   

To determine whether kinetics influence the ability of synchronized IPSCs to entrain 

spiking and coordinate BLA neurons, we performed the following pilot study. Similar to the 

studies in Section 6.4.2, individual adult BLA principal neurons were patch clamped and injected 

with a depolarizing current step, and artificial IPSCs were injected to improve spike timing 

precision (Figure 7.2). In this study, we varied the slope of the decay of the artificial IPSC, to 

model changes in the kinetics of rhythmic IPSCs. While this data is very preliminary (n = 6), we 

found that the kinetics of the IPSC moderate its effects on spike timing. Specifically, IPSCs with 

a decay time constant (here defined as 63.2% of the duration of the off-ramp) of ~250 ms were 

best at improving spike timing, with a variance across 5 sweeps summed for the first 5 spikes of 
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291 ms
2
. By comparison, a faster decay of ~125 ms and a slower decay of ~630 ms yielded much 

larger spike timing variance of 899 and 904 ms
2
, respectively.  

These preliminary data suggest changes to the kinetics of IPSCs will moderate the ability 

of PV
+
 interneurons to organize network oscillations. We propose that IPSCs that are too fast or 

too slow do not de-inactive and activate calcium currents enough, respectively, to promote 

oscillations. We will test these hypotheses with future studies. 

With these data in mind, the effects we describe in Section 5.4.4 – that PS alters IPSC 

kinetics in the BLA at P14 and in adulthood – may reflect a change in the capacity of the BLA to 

generate network oscillations related to fear expression. It is important to keep in mind those 

effects were observed for single events and not the compound events that make up a rhythmic 

IPSC, and were not specific to afferents of PV
+
 interneurons, but the effect on kinetics may very 

well translate to rhythmic IPSCs. Future studies should therefore also address whether the 

reduced anxiety-like behavior we observed in PS animals reflects diminished production of 

network oscillations in the BLA. 

7.2.3 Applying Critical Period Concepts to BLA Development 

One potential criticism of the arguments made herein is that assumptions are made about 

the applicability of the concept of critical periods to the amygdala. The concept was first 

described for visual cortical development, after all. The BLA is considered a “cortical-like” 

structure, with a similar complement of neurons and physiology to the visual cortex (Carlsen and 

Heimer, 1988). It is important to acknowledge this major hypothesis going forward - that critical 

periods of plasticity in the BLA are of consequence for emotion. 

In the visual system, the term ‘critical period’ refers to a specific phenomenon: a window 

when sensory stimuli are capable of causing gross reorganization of the cortex. This concept 

lends itself nicely to considering ‘sensitive periods’ for the amygdala, when acute exposure to 

external stimuli like stress might cause gross reorganization of the amygdala. However, we 
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extended the concept of critical periods to refer simply to periods of abundant plasticity, not 

necessarily to sensitivity to external stimuli. In this model, periods of heightened plasticity 

represent sensitivity to the effects not simply of acutely encountered environmental stimuli, but to 

cascades set in motion early in development by early life risk factors or genetically encoded 

alterations to basic developmental processes. Critical periods in the development of the amygdala 

may thereby constitute windows when risk is translated to perturbations of physiology or 

behavior. Critical periods could be the key to the etiology of neurodevelopmental disorders that 

can emerge abruptly, like autism or schizophrenia, and help explain periods of dormancy between 

exposure to environmental risk factors, like prenatal stress, and the manifestation of symptoms. 

Several groups have broadly argued for this interpretation (Pine, 2002; Monk, 2008; King et al., 

2013), but it is still theoretical.  

In light of the yet theoretical nature of critical period in amygdala development, it is 

important to consider deficits that may be conferred by changes to the timing of developmental 

processes in the amygdala. Identifying specific hypotheses for the impact of changes to GABA-

dependent circuit maturation will be important for further characterizing our prenatal stress 

model. Even in the absence of a discrete “critical period” for a developmental process, akin to 

ocular dominance plasticity, there may be profound effects of alterations to the timing of 

maturation of plasticity of inputs or balancing excitation and inhibition. In general, mismatched 

timing of the maturation of brain regions is thought to underlie developmental changes to 

emotional processing. For instance, as described in Section 1.2.1, the amygdala achieving a 

mature state and coming “online” before the prefrontal cortex is thought to result in limited top-

down suppression and hyper-activation of the amygdala during adolescence. This imbalance in 

developmental processes is also thought to underlie the susceptibility to psychiatric disease onset 

during adolescence (Drevets, 2003; Yurgelun-Todd, 2007; Casey et al., 2010; Somerville et al., 

2010). Precocious maturation of the amygdala could effectively prolong the “adolescent” period 

of heightened emotionality. 
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Another proposed effect of changes to the timing of amygdala development is closely 

related to plasticity of inputs during visual cortical critical periods. As described in Section 

1.4.1.1, we propose accelerated closing of windows of plasticity due to early amygdala activation 

results in altered long-range connections of the BLA. Shifting the window of plasticity early may 

render BLA neurons unreceptive to inputs that arrive late in development, after the window has 

prematurely closed. Outlined in Section 1.3.3.1, late developing inputs to the BLA include those 

from the frontal cortices, meaning precocious amygdala maturation may reduce the resulting 

connectivity of the BLA and PFC in adulthood. This model is potentially applicable to anxiety 

disorders, which may involve diminished top-down control and hyperactivity of the amygdala in 

adolescence (Correll et al., 2005; Casey et al., 2010). Importantly, ELS has been shown to 

diminish the integrity of the uncinate fasciculus, which connects the BLA and PFC (Eluvathingal 

et al., 2006; Govindan et al., 2010), suggesting stressors may influence the amygdala in the 

proposed manner. Conversely, delayed closure of plasticity windows may provide exaggerated 

sensitivity to inputs from frontal cortices, which could lead to excessive suppression of the 

amygdala in adulthood and the flat affect characteristic of schizophrenia. Delayed closure of 

critical period plasticity, a potential consequence of the diminished GABAA receptor α1 

expression we reported in our novel PS model (Chapter 5), may explain the reduced anxiety-like 

behavior observed in PS animals. 

In general, we have employed a bottom-up approach, and started by identifying effects on 

BLA development of a risk factor for a variety of neurodevelopmental disorders. By beginning to 

understand how the consequences of prenatal stress we described alter amygdala function and its 

integration into limbic circuitry, with attention paid to the dynamic nature of those interactions 

through development, the hope is to engender fresh hypotheses for specific deficits that underlie 

these complex disorders.  

 

 



295 
 

  

 

Figure 7.1 Summary of Normative Development of BLA Principal Neurons 
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Figure 7.1 Summary of Normative Development of BLA Principal Neurons. Schematic 

illustrating the representative phenotype of BLA principal neurons at 1, 2, 3, and 4 weeks of age 

in terms of dendritic morphology, electrophysiological responses to hyperpolarizing and 

depolarizing current steps, spontaneous oscillations, and synaptic transmission. 
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Figure 7.2 Ability of IPSCs to Organize Spiking May Be Moderated by IPSC 

Kinetics 
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Figure 7.2 Ability of IPSCs to Organize Spiking May Be Moderated by IPSC Kinetics. The 

effects of artificial IPSC decay kinetics on the ability to organize spiking were tested. Action 

potential trains were elicited in adult, BLA principal neurons from resting membrane potential 

using 1s depolarizing current steps. Artificial IPSCs were injected during the step to 

hyperpolarize the neuron, and the variance of spike times across 5 sweeps was calculated for the 

first 5 action potentials following the IPSC. The duration of the off-ramp of the IPSC was varied 

for each injected neuron, with the various stimuli injected in a random order. These preliminary 

results suggest the variability of spike times depend on the kinetics of the preceding IPSC. n = 6.   
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