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Abstract

Electronic Spectroscopy of Polycyclic Aromatic Hydrocarbons (PAHs)
and Group IIA Metallic Oxides

By Michael Neal Sullivan

Electronic spectroscopy is a powerful technique which can be used to elucidate

the nature of bonding and structural characteristics in a variety of molecular species

through the study of electronic interactions. This dissertation examines two such

applications of electronic spectroscopy focusing on the study of polycyclic aromatic

hydrocarbons (PAHs) and group IIA metallic oxides.

PAHs are well known to be involved in the formation of soot, a�ecting both the

environment and human health. Two intermediate species involved in the process

of PAH formation are the phenoxy and phenylperoxy radicals. These radicals were

generated using an electrical discharge coupled with a supersonic expansion source.

Absorption spectra were recorded using cavity rindown spectroscopy. Molecular con-

stants and excited state lifetimes were derived from the observed spectra. These

results were supplemented using electronic structure calculations.

Group IIA metal oxides exhibit unusual bonding characteristics that are not well

described by standard models. Additionally, they are also promising candidates for

laser cooling experiments utilized in the generation of ultracold molecules. However

detailed information on their internal state distribution required for these studies is

lacking. Spectroscopic studies of three calcium oxide species are presented: CaO,

CaOH, and CaOCa. Laser ablation coupled with a supersonic expansion was used to

generate gas phase oxides. Emission spectra were recorded in the visible region using

laser induced �uorescence spectroscopy. Molecular constants were determined from

corresponding vibronic bands.
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Chapter 1

Motivation

1.1 Radical Intermediates in Soot Formation

Climate change has become one of the most de�ning (and controversial) scienti�c

problems of the late 20th and early 21st century. Rigorous mathematical modeling has

shown that Earth's climate has �uctuated numerous times over millions of years[1].

However, since the beginning of the Industrial Revolution the amount of greenhouse

gases present within the atmosphere has risen to a point unexplainable by natural

processes, causing an increase in the average global temperature over the years[2].

Greenhouse gases that contribute signi�cantly to rising global temperatures are car-

bon dioxide, methane, and nitrous oxide[2]. However, larger molecular species could

also contribute to rising temperatures due to climate change. For example, secondary

organic aerosols (SOA's) constitute a signi�cant fraction of tropospheric aerosols. The

properties, formation mechanisms, and transformation of SOA molecules have been

the focus of several recent studies and reviews[3, 4, 5].

When one speaks of species associated with anthropogenic climate change, one of

the largest contributing factors arises from byproducts of internal combustion engines.

The e�ciency of a modern internal combustion in a standard passenger car is typically

1



around 10-20 % during day to day usage[6, 7]. Maximum e�ciencies of up to 35 % are

possible, but not sustainable for extended periods[6]. Ongoing legislation on reducing

vehicle emissions is aimed at reducing their impact on the environment, and attempts

to improve the e�ciency of the internal combustion engine are currently ongoing[8].

Pollutants in vehicle emissions primarily constitute a mixture of NOx, CO, and small

hydrocarbons, which combine to form soot[8, 9, 10, 11]. Buildup of soot within

the combustion chamber hinders the e�ciency of the discharge used to break down

gasoline, and subsequently reduces the engines e�ciency to produce usable fuel used

to mechanically power the vehicle. Under fuel rich conditions (high C/O ratio),

small aromatic hydrocarbons are formed in the combustion process. These small

aromatic hydrocarbons are composed of carbon and hydrogen in a fused ring structure,

which contain a minimum of two benzene rings. These small aromatic hydrocarbons

are referred to as polycyclic aromatic hydrocarbons (PAHs). PAH formation and

subsequent growth is well known to lead to increased soot formation[9, 12], which

reduces engine e�ciency as noted earlier. This ine�ciency leads in turn to increased

atmospheric pollution from incomplete combustion byproducts, which exacerbates

man made climate change and associated health problems, imposing substantial costs

on society[13].

PAH's are a ubiquitous class of compounds. In addition to their impact on in-

creasing greenhouse gas concentrations from mobile emissions in urban/suburban

areas[9], they have also been classi�ed as an emerging pollutant for climate change

in the Artic region[14]. Additional studies of PAH concentrations and their envi-

ronmental impact have been performed in various areas of the world, such as: the

UK[15, 16, 17], China[18, 19, 20], Canada[21], Japan[22], various Oceans[23, 24], and

the United States[25, 26, 27]. One of the main concerns with rising PAH concentra-

tions is the e�ect that these species have on human health. Consistent occupational

exposure to high concentrations of PAHs can cause eye irritation, nausea, vomiting,

2



diarrhea, etc[28]. Long term e�ects are more severe, including exacerbated respira-

tory conditions (i.e. asthma)[29], and several types of cancer[28, 30]. Teratogenic

and genetic e�ects have also been associated with long term PAH exposure and have

been well documented[28]. PAH's are also of special interest in the �eld of astro-

chemistry, as their presence in the interstellar medium (ISM) has been postulated as

a source of mid-infrared emissions[31, 32] and also as carriers of di�use interstellar

bands (DIBs)[33, 34].

PAH formation is generally understood to occur through a process referred to as

Hydrogen-Abstraction-C2H2-Addition, or �HACA� as originally described by Fren-

klach and Wang[35]. As noted by the acronym, this process involves removal of a

hydrogen atom from the reacting hydrocarbon by a free hydrogen followed quickly

by the addition of acetylene to the radical site formed. The �rst step is crucial as it

produces the radial products necessary for additional growth, making this the rate

limiting step in PAH formation and growth. The formation of the �rst aromatic ring

arises from small chain aliphatic compounds. Two possibilities are generally consid-

ered the �rst step. These are the addition of HC≡C-CH=CH (n-C4H3) to acetylene

(C2H2) producing the phenyl radical (C6H5) or the addition of H2C=CH-CH=CH

(n-C4H5) to C2H2 producing benzene plus a lone hydrogen atom[36, 37].

n− C4H3 + C2H2 → ·C6H5 (1.1)

n− C4H5 + C2H2 → C6H6 + H (1.2)

Pyrolysis[38] and kinetics[36, 39, 40, 41] studies indicate that the reaction shown

in Equation 1.1 plays a vital role in the formation of the �rst aromatic ring, espe-

cially at high temperatures. Equation 1.2, on the other hand, predominates at lower

temperatures[36]. Another study by Miller and Melius[42] suggests that the reac-

tions shown in Equations 1.1 and 1.2 cannot proceed in high concentrations as rapid

3



rearrangement to the iso con�guration occurs at high temperatures. Instead they

propose the combination of two propargyl (C3H3) radicals to form benzene or the

phenyl radical plus hydrogen

C3H3 + C3H3 → C6H6 (1.3)

C3H3 + C3H3 → ·C6H5 + H (1.4)

as a candidate for the formation of the �rst aromatic ring in PAH formation. Later

theoretical work[43, 44], most notably a di�usion Monte Carlo (DMC) study by

Krokidis et al.[45], indicated that the stability of the n-isomer was underestimated

compared to iso. These results restored the validity of the mechanisms in Equations

1.1 and 1.2 as candidates for the �rst ring formation. A combination of these proposed

reactions has also been presented as the formation of the �rst aromatic ring, namely

the addition of the propargyl radical to acetylene to form the cyclopentadienyl radical

(C5H5)[46].

·C3H3 + C2H2 → ·C5H5 (1.5)

Additional reactions with the �rst ring will then occur and eventually form soot

(see Figure 1.1). The mechanisms which lead to larger PAHs are still unclear[47,

48]. The HACA process is a viable option; however, studies by Böhm[49] and

McKinnon[50] indicate that this mechanism proceeds too slowly compared to PAH

formation observed experimentally. Another possible pathway is the polymerization

of the phenyl radical to produce larger PAHs[47]. The smallest PAH is naphthalene,

which constitutes nearly 50 % of airborne PAH species[51]. Naphthalene is formed

through combination of cyclopentadienyl radicals[52, 53, 54], and has been shown to

play a large role in further PAH growth[46, 52, 55, 56]. The cyclopentadienyl radical

is also well known to contribute signi�cantly to PAH growth through insertion into

other aromatic rings[52, 53, 55, 57]. One example is the reaction of the cyclopenta-
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dienyl radical with the indenyl radical, which rearranges to from phenanthrene[58].

Figure 1.1: Schematic demonstrating the formation of soot starting from small
aliphatic chains. These chains lead to aromatic ring formation which combine to
form PAHs, which then further combine to form a conglomeration of particles even-
tually leading to soot formation. Adapted from Bockhorn[59]

Extensive studies of PAH formation and kinetic models exist in the literature.

These models are vast and consist of thousands of molecules. Despite the wealth

of data available these models are still limited due to the lack of kinetic data on

intermediate species involved in these reaction mechanisms. Two intermediate species

of vital importance in PAH formation are the phenoxy and phenylperoxy radical. At

high temperatures benzene readily dissociates to form the phenyl radical[60]. The

phenyl radical can then either react via the phenyl addition/cyclization mechanism

reported by Shukla et al.[47] to form larger PAHs or with O2 to form the phenoxy

or phenylperoxy radical[61, 62]. The formation of phenylperoxy by the reaction with

O2 is a competing pathway to PAH formation. Experimental and theoretical studies
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suggest that the decomposition of the phenylperoxy leads to the phenoxy radical as

the most abundant product[61, 62, 63, 64]. The phenoxy radical then breaks down

into the cyclopentadienyl radical, which as noted earlier can react to from naphthalene

(and eventually soot)[64, 65].

Figure 1.2: Mechanistic pathways involved in the process of soot formation, as out-
lined in the text. The phenylperoxy radical (A) is formed by the addition of O2 to the
phenyl radical, the �rst aromatic ring. Decomposition of the phenylperoxy radical
leads to the phenoxy radical (B), which further decomposes to the cyclopentadienyl
radical. PAH growth is stimulated by combination of additional aromatic rings, which
leads to soot formation.

Kinetic studies have quanti�ed numerous reactions involving species relevant to

PAH formation, including the phenxoy and phenylperoxy radicals. Rate constants

were extracted for the phenoxy[66] and phenylperoxy[67] radicals by studying their

reactions with arylperoxyl and methyl radicals, respectively, using absorption spec-

troscopy. The next logical step in these studies is to perform a complete spectroscopic

characterization on the electronic structure of the intermediates of interest in these

kinetic studies. Precise band positions are required in order to monitor the presence

of these intermediates. The results from these spectroscopic studies would comple-

ment the results from kinetic studies, and provide a more accurate characterization

of the structure and corresponding reaction mechanisms associated with these PAH

intermediates. The extracted molecular constants would also provide a benchmark

for future computational studies.

Ideally, one would consider laser induced �uorescence (LIF) as a promising tech-

nique for spectroscopic analysis of these PAH intermediates. LIF is a highly sensitive

technique, requiring only that the molecule of study has a su�cient quantum yield,
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Φ[68]. LIF has been used for diagnostic measurements in combustion chemistry since

the 1980s[69, 70]. It has also been a useful diagnostic tool for studying PAHs at high

temperatures[71, 72] and even in �ame sources[73]. However, a previous study in our

group determined that the lifetime of the 910 band of the 1 2B1 ← X̃ 2A1 transition

of the phenyl radical was only 96 ps, with a quantum yield of 3.4 x 10−5[74]. This

could be due to the presence of nonradiative decay channels. It is possible that sim-

ilar nonradiative decay channels could be present in the phenoxy and phenylperoxy

radicals as well due to a large density of states, making LIF a poor candidate for the

study of these systems.

Since optical detection by �uorescence cannot be used, an absorption technique

must be used instead. In 1993 Yu and Lin performed the �rst experimental study of

PAHs using cavity ringdown spectroscopy (CRDS) in a kinetics study of the phenyl

radical[75]. CRDS is an extremely powerful optical absorption technique that utilizes

highly re�ective mirrors to increase sensitivity by increasing the length of the optical

path. The details of this technique are covered in more detail in Section 2.1. CRDS

has been widely utilized to characterize the structure[76, 77, 78, 79] and perform

kinetics studies[80, 81, 82, 83] of numerous radicals involved in combustion chemistry.

Chapter 3 of this dissertation describes the CRDS experiments of the phenoxy

and phenylperoxy radicals. An electrical discharge source was used to produce the

radicals of interest, which were jet-cooled to alleviate spectral congestion. Vibroni-

cally resolved spectra were recorded in the visible region. These experimental studies

were coupled with high level electronic structure calculations in order to assist with

spectral assignments. The results and analysis of these �ndings are presented, along

with future work for this project.
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1.2 Candidates for Ultracold Molecules:

Calcium Oxides

The ability to produce ultracold molecules is of special interest throughout the

scienti�c community. Applications for ultracold molecules are vast, including (but not

limited to) quantum computing[84, 85, 86], the study of dark matter[87], the control

and study of chemical reactions at low temperature[88, 89], and atomic clocks([90]

and references therein). In the physics community they are especially promising

candidates for accurate measurements of several fundamental physical constants[91]

including the electron electric dipole moment (eEDM)[92, 93, 94] and variations in

the electron-to-proton mass ratio (µ = me/mp)[93, 95, 96] and the �ne structure

constant (α = e2/~c)[93, 96, 97], which are consequences of parity violation[98, 99].

Despite being a relatively new area of study, at roughly twenty years old, the concept

of ultracold molecules can trace its lineage all the way back to the 1920's. In 1924,

Satyendranath Bose derived the Planck law for black body radiation wherein the

photons are treated as a gas of identical particles[100]. Bose sent the paper to Albert

Einstein who extended the concept to a case of non-interacting atoms[101]. Using this

adjusted concept, Einstein predicted that at a very low temperature a large fraction

of these atoms condense into the lowest quantum state. The spatial characteristics

of a quantum mechanical wave packet of atoms can be de�ned by the de Broglie

wavelength

λdB =
(
2π~2/kBmT

)1/2
(1.6)

where kB is the Boltzmann constant, m is the atomic mass, and T is the temperature

of the atoms. When the atoms are cooled to the point where λdB is on the order of

interatomic separation, then the wavefunctions of atoms overlap with one another to

become a coherent superposition. Assuming the atoms in this process are bosons (i.e.

particles with integer values of spin) rather than fermions (i.e. particles with half
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integer spin), they occupy the same quantum state at a speci�c temperature. The

occupation of the state is related to the peak atomic density n by nλ3dB = 2.612. This

phenomenon is known as Bose-Einstein condensation.

Pioneering work on laser cooling techniques in the 1980's paved the way for the

�rst experimental observation of a Bose-Einstein condensate. Laser cooling was �rst

proposed by Hänsch and Schawlow in 1975[102]. This concept, now referred to as

Doppler cooling, assumes a group of atoms in the gas phase are irradiated by six

counter propagating laser beams (three pairs of beams along three axes). From a

one dimensional view, the lasers are slightly detuned to the red of the atomic reso-

nance frequency. Atoms moving to the right view the frequency of the approaching

beam (to the left) as closer to the resonance frequency of the atom than the oppos-

ing beam, due to the Doppler e�ect. The atom will therefore strongly absorb the

radiation from the opposing laser, slowing its trajectory. A similar e�ect is seen for

atoms moving to the left. By applying a pair of lasers along the other axes, one

obtains three dimensional laser cooling. This is typically the most common form

of laser cooling. Other versions, including Sisyphus cooling and sideband cooling,

are well described by Cohen-Tannoudji and Phillips[103] and in the 1997 Nobel lec-

tures in Physics by Steven Chu[104], Claude Cohen-Tannoudji[105], and William D.

Phillips[106]. Doppler cooling was �rst was performed by Chu et al. in 1985[107],

who noted that the spatial motion of atoms within the beam is di�usive in nature.

Essentially the atoms are trapped within the beams used for laser cooling, earning

the nickname "optical molasses". Jean Dalibard suggested the use of circularly polar-

ized light within a weak magnetic �eld to concentrate the atoms at the center (zero)

of the magnetic �eld, increasing the density of atoms within the trap. Raab et al.

implemented this suggestion in their �rst experimental demonstration of the magneto-

optical trap (MOT)[108], which increased the number density of cooled atoms from

∼ 106 (traditional laser cooling only) to ∼ 1012 cm−3. These advances led to the
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�rst reported observation of a Bose-Einstein condensate of rubidium atoms (87Rb) in

1995[109], followed shortly thereafter by lithium (7Li)[110] and sodium (11Na)[111].

For their work on Bose-Einstein condensation of alkali vapors, the 2001 Nobel Prize in

Physics was awarded to Eric Cornell, Wolfgang Ketterle, and Carle Wieman[112, 113].

Doppler cooling of atoms is facilitated through the use of a closed optical loop,

where photon absorption is always followed by spontaneous decay to the initial state.

As no completely closed loop exists in any physical system due to unavoidable sponta-

neous decay, population in these additional levels must be driven back to the desired

"closed loop" using one (or two) "repump" lasers. This is experimentally challenging

to implement in molecular systems due to the large density of energy levels available

within any given species (i.e. electronic, rotational, vibrational, hyper�ne structure).

However Di Rosa proposed that certain diatomic molecules may be amenable to direct

laser cooling provided they meet three criteria, namely 1) a transition with a large

oscillator strength 2) highly diagonal Franck-Condon factors (FCF) for said transi-

tion, and 3) a quasi closed optical loop, typically a transition between the ground

and �rst excited electronic state[114]. Direct laser cooling schemes have been pro-

posed for a number of diatomic molecules, including TiO[115], CaF[116], MgF[117],

AlCl[118], AlBr[118], AlH[119], AlF[119], YbF[120], RaF[121], and SrF[122]. Direct

laser cooling has been successfully applied to SrF[123], CaF[124], and YO[125, 126]

at mK temperatures. Using an improved magneto-optical trapping scheme[127], SrF

has since been produced at temperatures three orders of magnitude lower (µK) than

previously reported[128].

In a recent publication, Isaev and Berger identi�ed several polyatomic molecules

suitable for Doppler laser cooling[129], extrapolated from Di Rosa's criteria for Doppler

laser cooling of diatomic molecules. Diagonal FCF's are expected (but not guaran-

teed) in diatomic/polyatomic molecules with one unpaired valence electron, where

the electron is promoted between non-bonding orbitals, creating a quasi closed op-

10



tical loop. These molecules have the general formula MF , where M is a group IIA

metal, and F represents a halogen/pseudohalogen species (i.e. CN) or a functional

group (i.e. OH). Utilizing this quasi closed optical loop, an optical cycling scheme for

SrOH has been very recently demonstrated by Doyle and co-workers[130], which fur-

ther opens the possibility for direct laser cooling of polyatomic molecules (ex. CaOH,

Figure 1.3) in the near future.

Figure 1.3: Ã 2Π - X̃ 2Σ+ vibronic transitions of CaOH with the largest Franck -
Condon factors. The lower coordinate axes correspond to the Ca-OH stretching bond
length and bending angle, each displaced from their equilibrium values. The vibronic
state assignments (ex. 102) listed correspond to the ground (0) vibrational state of
the Ã 2Π state and the vibrational state (1) in the Ca-OH stretching mode, which is
doubly (2) excited in the X̃ 2Σ+ state. This �gure has been adapted from Isaev and
Berger[129].

Several additional methods have been developed and demonstrated in the litera-

ture in order to produce ultracold neutral molecules. These methods, including Stark

and Zeeman deceleration, bu�er gas cooling, photoassociation, and stimulated Ra-

man adiabatic passage (STIRAP) are examined in detail in excellent reviews by Carr

et al.[131], Quéméner and Julienne[132], and Dulieu and Gabbanini[133]. These also

include a broad overview of theoretical and experimental work on ultracold molecules
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not described herein.

In contrast to the work on neutral ultracold molecules, production and subsequent

studies of ultracold molecular ions require a di�erent approach as those presented

above. Sympathetic cooling of molecular ions has proven most e�ective in generating

translationally cold species in the mK temperature range[134]. However, it does

not signi�cantly reduce the other internal degrees of freedom within the molecular

ion. This is due to the long range Coulombic interactions between molecular ions,

forming a lattice of molecular ions surrounded by simultaneously sympathetically

cooled atomic ions, dubbed a "Coulomb crystal"[134, 135]. Coulomb crystals can be

utilized to determine the number of molecular ions present in the trap by measuring

the �uorescence of the atomic ions, providing the overall crystal size[134, 136]. They

can also provide information on reaction rates and the internal state distribution of

the molecular ion[134, 136], examples of which can be seen in Figure 1.4.

Figure 1.4: Coloumb crystals of sympathetically cooled 40Ca+ atoms. CaH+ is pro-
duced upon addition of H2 to 40Ca+. This is indicated by depleted �uorescence on the
left side of the crystal in A) (taken from Rugango et al.[137]) and the disappearance
of the left 40Ca+ atom in B) (taken from Rugango et al.[138]).
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The majority of the internal population remaining in the molecular ions after

sympathetic cooling is largely con�ned to the vibrational and rotational energy levels.

A series of investigations by Drewsen and co-workers have focused on further reducing

the ground state (X 1Σ+) rotational population of MgH+ ions using sympathetically

cooled Mg+ ions. Utilizing a rotational state optical pumping scheme[139], they have

demonstrated the ability to trap ∼ 37 % of the rotational population into the X 1Σ+

state of MgH+, with an e�ective thermal distribution of ∼ 20K[140]. Through the

addition of helium bu�er gas cooling to this experiment, they have can produce single

MgH+ ions with an e�ective rotational temperature of ∼ 7K [141].

Eric Hudson and co-workers have amended the method of sympathetic cooling

utilizing laser cooled neutral atoms, as opposed to ions, to induce collisions[142].

This has the added bene�t of achieving both sub mK translational temperatures

and signi�cant vibrational cooling as well. They demonstrated this technique by �rst

generating BaCl+, which is then vibrationally quenched by collisions with sympathet-

ically cooled 40Ca atoms to con�ne ∼ 90% of the vibrational population to the ground

state (X 1Σ+)[143] . Theoretical calculations con�rm the large degree of vibrational

quenching observed experimentally[144].

Recently, while performing experiments on the bariummethoxy cation (BaOCH3
+)

sympathetically cooled by 40Ca, Hudson and co-workers recorded a mass spectrum

indicating the presence of CaOBa+ within their linear ion (Paul) trap[145]. There is

a strong precedent for this observation, as hypermetallic group IIA oxides (MOM)

have been previously observed within our group while performing laser ablation ex-

periments of both beryllium and calcium metals. Hypermetallic beryllium oxide,

BeOBe, has been previously studied by our group using a wide array of spectroscopic

techniques[146]. Under speci�c conditions their production by laser ablation (moni-

tored using a time-of-�ight mass (TOF) spectrometer) is quite strong, of comparable

(or surpassing) intensity to other molecular species frequently observed (ex. metal
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oxides, MO) in these experiments. The ability to readily produce large concentrations

of small triatomic species such as these suggests they could be utilized as candidates

for ultracold polyatomic molecules, as demonstrated by their observation in ongoing

sympathetic cooling studies. However, in order to assess their viability as ultracold

molecules the internal state distribution and structural characteristics of these species

must �rst be examined. Unfortunately experimental and theoretical information on

species of this nature is lacking. The spectroscopic characterization of molecules

such as CaOCa (and their cationic equivalents) can provide internal state distribu-

tion data for the ultracold molecule community, which our group is well equipped

to study. Additionally, these experiments are well in line with our groups primary

research objective involving the study of unusual bonding mechanisms in group IIA

metallic species[147].

Chapter 4 of this dissertation describes the spectroscopic investigations of the

neutral species CaO, CaOH, and CaOCa created using laser ablation. Corresponding

vibronic bands were detected using LIF. Studies of the neutral species preceded those

of cations, as well known intermediates states of the neutral are needed to perform

zero kinetic energy photoelectron (ZEKE) spectroscopy[148]. Jet-cooling was utilized

to alleviate spectral congestion, which aided in spectroscopic assignment of vibronic

bands observed experimentally (UV and near IR spectral regions). Electronic struc-

ture calculations for CaOCa were performed by one of our collaborators, Dr. Wafaa

Fawzy. Results from the spectroscopic investigations are presented, along with future

work for this project.
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Chapter 2

Experimental Techniques

2.1 Cavity Ringdown Spectroscopy

Hebelin et al.[149] �rst introduced the idea of using an optical cavity for the

measuring the re�ectivity of mirror coatings in 1980. This was accomplished by

modulating light intensity from a continuous wave (CW) laser into an optical cavity

and measuring the phase shift of the laser as it exited the cavity. Anderson et al.[150]

showed that the re�ectivity of the mirrors could be measured with higher accuracy

by shutting o� the CW laser using an optical switch and recording the exponential

decay of the light as it exited the cavity. In each of these techniques the frequency of

the light injected into the cavity coincidentally mode matched with one of the narrow

modes of the cavity.

These problems with coincidental mode matching were addressed by Deacon Re-

search in late 1980's by replacing the CW laser with a pulsed laser source[151, 152].

The short laser pulses (ns) allow the injected light to behave less wave like and

accordingly the interference within the cavity becomes random and independent of

wavelength. This eliminates the need for laser shut o� electronics, greatly simpli-

fying the instrumental design. Deacon Research began selling this instrument for
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the testing of high re�ective mirrors under the commercial name Cavity Lossmeter,

mostly to aerospace technology companies and national laboratories[152, 153]. They

soon realized that this instrument could be utilized for the spectroscopic detection

of molecules trapped in the cavity. O'Keefe and Deacon measured the forbidden b

1Σ+
g ← X 3Σ−g transition of O2 to demonstrate this capability[151]. This was soon

followed by studies of the metal cluster species Cu2 and Cu3[154] with this new tech-

nique, dubbed cavity ringdown spectroscopy (CRDS). Since its inception CRDS has

proven to be a highly sensitive and robust spectroscopic technique, with applications

in numerous �elds such as: astrophysical chemistry, atmospheric chemistry, medical

applications, and combustion chemistry[155].

A traditional absorption spectroscopy experiment involves passing light through

a sample medium (solid, liquid, or gas) in order to determine the concentration of the

absorbing species using the Beer-Lambert law,

It = I0e
−σLN (2.1)

where I0 is the initial light intensity, It is the intensity of the transmitted light, σ

is the cross section of the absorbing species in cm2, L is the pathlength of the ab-

sorbing medium in cm, and N is the number density (concentration) of the absorbing

species in cm−3. The di�culty in traditional absorption experiments comes from

limited sensitivity. In order to increase the detection limit two options are possi-

ble, the �rst being increasing the concentration of the species of interest while the

second is increasing the absorption pathlength. Sample cells based on the designs

by White[156] and Herriot[157, 158] take advantage of increased pathlength in order

to improve absorption sensitivity. In each of these designs consist of two or more

sets of re�ective mirrors located on either end of the cavity. Light enters the cavity

and bounces between the sets of mirrors multiple times (along a di�erent path with
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each re�ection), passing through the absorbing medium multiple times. Typically the

increased pathlength is on the order of tens of meters, but advanced con�gurations

can achieve path lengths up to hundreds of meters[159]. These sample cells, typically

referred to as multi-pass cells, follow a similar concept as CRDS.

This section focuses solely on the concept of the pulsed CRDS used in this

dissertation. A standard pulsed CRDS experiment is shown below in Figure 2.1.

Figure 2.1: Simpli�ed schematic for a pulsed CRDS experiment. The light from
a pulsed dye laser (green lines) enters the optical cavity, and re�ects between the
mirrors many times, increasing the e�ective pathlength. The sample of interest in
contained in the cavity between two highly re�ective mirrors, labeled as M1 and M2,
respectively. The light which exponentially decays from the cavity is detected and
recorded on a computer. This �gure is taken from Sullivan[160].

In this schematic, pulsed laser light enters one end of a high Q optical cavity with

mirrors on each end with re�ectivity, R, ≥ 99.9 %. Since the mirrors have such a

high re�ectivity, only a small amount of light enters the cavity. The light that enters

the cavity bounces back and forth between each mirror thousands of times, increasing

the path length. A tiny amount of light decays from the cavity exponentially with

each re�ection from the mirrors (with identical re�ectivity, R). Assuming an empty

cavity with length, L, the intensity of the light within the cavity can be detected as
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a function of time by the equation[161]

It = I0exp

(
− (1−R)

tc

L

)
(2.2)

which shows that the rate of exponential decay of light from the cavity is determined

by the loss of mirrors per re�ection (1-R) and also the number of round trips (n) after

time t, given by

n =
tc

2L
(2.3)

where c is the speed of light within the optical cavity[159, 161].

Consider the addition of an sample species to the cavity. This species will absorb

radiation at speci�c wavelengths dictated by the absorption cross section, as described

in Equation 2.1. The absorption loss (AL) within the cavity per round trip[161] is

AL = (2αL)

(
tc

2L

)
(2.4)

where α is equal to the absorption coe�cient equal to σN in Equation 2.1. The total

loss (TL) is equal to the loss in the empty cavity plus the loss due to absorption, seen

in Equation 2.5 below[161].

TL = [(1−R) + αL]

(
tc

2L

)
(2.5)

Accounting for the total loss Equation 2.2 is then re-written as[159, 161]

It = I0exp

(
− (1−R + αL)

tc

L

)
. (2.6)

The time it takes for the light to exponentially decay from the cavity as a function of
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1/e is called the ringdown time (τ), and is de�ned by the following equation[159]

τ =
L

c (1−R + α (ν))
(2.7)

where α (ν) is the frequency dependent absorption coe�cient for a sample species

within the cavity[159].

As an example, assume there is a ringdown cavity that is one meter long with a

set of mirrors on each end with a re�ectivity of 99.9985% , with no absorbing species

present. Using Equation 2.7 the maximum ringdown time of this cavity is 222 µs.

Next, an absorbing species is added to the cavity with an absorption coe�cient, α =

3 x 10−5 m−1. Using Equation 2.7 again the ringdown time is reduced to 74 µs due

to the presence of an absorbing species within the cavity. These curves can be seen

in Figure 2.2.

Figure 2.2: Theoretical ringdown curves simulated for an empty cavity (τ = 222 µs)
and with an absorbing species (τ = 74 µs) present.

The absorption coe�cient of a species present with the cavity can be calculated using

the equation

α =
1

c

(
1

τ1
− 1

τ2

)
(2.8)
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where τ1 is the ringdown time for the cavity with an absorbing species and τ2 is the

ringdown time for an empty cavity[161]. If both ringdown times are measured, an

absorption spectrum can be obtained using a tunable radiation source.

The main advantage of CRDS is the increased sensitivity due to the large e�ective

path length. Using the example from Figure 2.2, if the theoretical ringdown time is

222 µs, then the corresponding path length is 66 kilometers (using Equation 2.3). The

other signi�cant advantage is that CRDS is largely independent of shot-to-shot noise

variations in the pulsed laser. This noise will only a�ect the intensity of ringdown

signal but not the decay rate of light exiting the cavity.

2.2 Laser Induced Fluorescence

The invention of the laser in 1960 by Maiman[162] has had a tremendously pro-

found e�ect on the spectroscopic community. Indeed, a vast of majority of spectro-

scopic techniques in use today would be fundamentally impossible without it. The

development of a coherent light source made it possible to probe individual quantum

states of atoms and molecules alike. Richard Zare was the �rst to utilize the laser as

a means of probing and observing electronically excited states of a molecular species

in 1968, a term quickly coined as laser induced �uorescence (LIF). In this experiment

Zare used a He-Ne laser (632.8 nm) to probe excited vibronic states of the potas-

sium dimer (K2) which subsequently relax back to its ground electronic state[163].

Other LIF experiments followed with �xed frequency laser sources such as the He-Ne

and argon ion laser. The advent of the dye laser by Spaeth[164], Sorokin[165] and

Schäfer[166] greatly extended the capability of LIF (and many other spectroscopic

methods) by providing the ability to probe molecular transitions over a broad en-

ergy range. LIF has since been used as an e�ective tool to study a wide array of

atomic and molecular species of interest to the �elds of chemistry, physics, biology
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and astronomy[68, 167].

The concept of LIF is quite simple. Consider the energy level diagram below.

Figure 2.3: Energy level diagram depicting the process of LIF. Using a laser source,
a photon is promoted to an excited electronic state (red arrow) and subsequently
�uoresces down to a lower state (blue arrow).

A laser is used to excite an electron to an upper electronic state by absorption of a

photon. The electron then �uoresces back down to some lower state, re-emitting a

photon in the process. The observed molecular transitions due to �uorescence are

recorded using a detector, typically a photomultiplier tube (PMT). By stepping the

laser in frequency space, one can obtain a complete spectrum of the molecular species

in question.

LIF is a powerful technique, as the only requirement for a molecule to �uoresce

is that the upper state being probed must posses a signi�cant quantum yield for

emission. Also, since detection is limited to �uorescing species it is essentially a back-

ground free technique. As such, it is a highly sensitive technique enabling detection

limits down to a single molecule[167].
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2.3 Supersonic Expansion

One of the main di�culties associated with high resolution spectroscopy is the

amount of spectral overlap that arises from a molecular species with a high den-

sity of states. This can result in severe spectral congestion which limits the ability

to di�erentiate between overlapping bands of a single molecular species, or overlap

from bands of multiple molecular species. This in turn inhibits the ability to extract

meaningful molecular constants from a transition/species of interest. One way to

circumvent this problem is through the use of a technique commonly referred to as

a supersonic expansion, which reduces the internal state population (i.e. lower rota-

tional and translational temperature) of the desired species. This alleviate the degree

of spectral congestion observed experimentally, which greatly aides in spectroscopic

analysis for many species.

In order to describe a supersonic expansion source, �rst consider an e�usive

beam[168]. An e�usive beam source consists of two parts. The �rst of these is

a high pressure gas reservoir, with an ori�ce designed to allow a gas sample to pass

through into a high vacuum chamber. The second are a series of apertures to collimate

the e�usive �ow, which is required to convert and direct the randomized molecular

�ow into a beam. The e�usive beam is one of the earliest examples of a molecular

beam[169]. The ori�ce in an e�usive beam is small, such that

D � Λ0 (2.9)

where D is the diameter of the ori�ce, a circular ori�ce in this case (i.e. pinhole), and

Λ0 is the mean free path for collisions between atoms or molecules that pass through

the pinhole. In an e�usive beam there are no collisions within or downstream from the

pinhole. The molecules within the reservoir have a Maxwell-Boltzmann distribution

of velocities. This velocity distribution of the molecular beam does not change after it
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exits the pinhole into the vacuum chamber. Since there is no change in the distribution

of the internal molecular states, no cooling of the molecule within the beam occurs.

Kantrowitz and Grey were the �rst to suggest the idea of supersonic expansion in

1951[170]. By either increasing the diameter of the pinhole (typically on the order of

µm) or the pressure (typically on the order of several atmospheres) such that

D � Λ0 (2.10)

then numerous collisions will occur both within and after the pinhole. These collisions

converts the random motions of species into a directed mass �ow. The range of

velocities of molecules within the beam is narrowed and the overall peak velocity of

the molecules is increased due to the increased �ow. By converting the random motion

of the species within the beam to a more directed �ow, the e�ective translational

temperature of the beam becomes very low, on the order of 1 K[171, 172]. This

is because particles traveling in the beam have a small velocity compared to the

rest of the neighboring particles, and thus few collisions between particles occur.

Translational cooling continues downstream of the pinhole and in this region the �ow

is de�ned as hydrodynamic. When the �ow is no longer hydrodynamic, collisions no

longer occur and there is no further decrease in translational temperature. At this

point, the beam behaves similarly to an e�usive beam[171, 173].

The term supersonic arises due to the relationship between the increased mass

�ow velocity, u, and the local speed of sound, a. This relationship can be seen in the

equation,

M =
u

a
(2.11)

where the local speed of sound, a, is de�ned as

a =

(
γkTtr
m

)1/2

(2.12)
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where m is the mass of the gas particles, and γ is equal to

γ =
CP
CV

(2.13)

where CP and CV are the heat capacities at constant pressure and volume, respec-

tively. Typically the gases used in supersonic expansions are helium and argon, for

which the value of γ is 5/3. The Mach number in a supersonic expansion can be

extremely high (hence the term supersonic), on the order of 100 or more[171, 173].

The majority of cooling that occurs in a supersonic expansion comes from the

cooling of the translational degree of freedom. However, rotational and vibrational

cooling occur as well. The level of rotational and vibrational cooling are dependent

on the rate at which these degrees of freedom reach equilibrium with the translational

degree of freedom. Typically the rate of equilibration between rotational and transla-

tional degrees of freedom occurs quickly, before the molecules enter the collision free

region of the expansion. Since the e�ciency of rotational cooling is less e�cient, the

rotational temperature is typically higher than the translational temperature, around

10 K. Equilibration between the translational and vibrational degrees of freedom are

slower still, and temperatures can be much higher, typically around 100 K depending

on the nature of vibration within the molecule[171].

It should be noted that since no collimating apertures are present in these stud-

ies to control the downstream �ow past the pinhole, this source is forms a free jet

expansion[173, 174]. Several other designs for supersonic sources are covered exten-

sively in the literature, such as the slit source. An extensive review of supersonic

beam sources by Michael Morse[174] covers these concepts in extensive detail.
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Chapter 3

Cavity Ringdown Spectroscopy of

Polycyclic Aromatic Hydrocarbons

(PAHs)

3.1 The Phenoxy Radical

3.1.1 Introduction

The phenoxy radical is an important intermediate in the high temperature ox-

idation of several small aromatic hydrocarbons[65, 175, 176, 177]. The reaction of

atomic oxygen with benzene, for example, at high temperature leads to the formation

of phenol which in turn then forms the phenoxy radical through either unimolecular

decomposition or bimolecular reactions with atomic and radical species[65, 175, 177].

Similarly, the reaction of the phenyl radical with O2 at high temperatures (T > 1,000

K) leads to the formation of the phenoxy radical plus atomic oxygen[61, 62, 63, 178],

·C6H5 + O2 → C6H5O ·+O (3.1)
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followed by decomposition of the phenoxy radical to the cyclopentadienyl radical with

carbon monoxide

C6H5O· → ·C5H5 + CO (3.2)

at T > 900 K[65, 179]. This reaction forms a competing pathway with the polymer-

ization of phenyl radicals via the HACA mechanism to produce PAHs[178],

·C6H5 + nC2H2 → PAHs (3.3)

which are believed to be the precursors of soot formation in hydrocarbon combustion[35,

37, 46, 180].

Due to its importance in combustion chemistry, the phenoxy radical has been

the subject of numerous experimental and theoretical studies over the years. Several

kinetics studies have been performed on the reaction of the phenoxy radical with var-

ious species, including: CH3[66], O2[181, 182], O3[183], NO[181, 184], and NO2[181].

These studies employ monitoring of broadband transitions in the UV and visible

regions.

The symmetry species of the ground electronic state has been di�cult to assign,

where A1[185], A2[186], and even B2[187] designations are reported in the literature.

It is now generally accepted that the ground electronic state of the phenoxy radi-

cal has B1 symmetry, with a planar geometry[188, 189, 190, 191, 192]. EPR studies

show that the unpaired electron in the ground state is delocalized from the oxygen

onto the π orbitals of the carbon ring, indicating the the CO bond has double bond

character[193, 194, 195, 196, 197, 198]. A nearly complete set of ground state vi-

brational frequencies for the phenoxy radical have been determined using resonance

Raman spectroscopy[186, 199, 200, 201, 202, 203, 204, 205] and matrix-isolation po-

larized FTIR spectroscopy[188].

The electronic spectrum of the phenoxy radical was �rst reported in 1955 by Porter
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and Wright through a �ash photolysis study of anisole, with two bands appearing in

the UV region centered around 300 and 400 nm, respectively[206]. Ward observed

four broad bands in the visible region, near 600 nm, spaced approximately 500 cm−1

from each other[207]. This transition was assigned as n - π∗, where n denotes a non-

bonding orbital. Pullin and Andrews later recorded these absorption bands in an

argon matrix[208], but neither they nor Ward were able to make any de�nitive vibra-

tional assignments. A theoretical study (CAS-MCSCF/CI) by Takahashi et al.[191]

assigned this electronic transition, B̃ 2A2 ← X̃ 2B1, as n - π∗ in agreement with the

previous study by Ward. However several con�icting studies exist in the literature

concerning this assignment. These include a �ash photolysis study of the 600 nm ab-

sorption band of the phenoxy radical coupled with CASSCF calculations by Johnston

et al.[187], an ab initio study of the fundamental vibrational bands of the phenoxy

radical using the UNO-CAS method by Chipman et al.[190], an ab initio study of

the thermal decomposition mechanism of the phenoxy radical by Liu et al.[192], and

�nally a UV-VIS/IR polarization spectroscopy study of the four electronic bands of

the phenoxy radical in an argon matrix by Radziszewski et al.[209] who each assigned

this transition as π - π∗[209].

Despite the extensive number of studies performed on the B̃ 2A2 ← X̃ 2B1 tran-

sition of the phenoxy radical, it would be advantageous to examine these bands in

greater detail in order to elucidate the origin of this transition as n - π∗, π - π∗, or

some other assignment. Electronic structure calculations indicate that this band pro-

gression arises from a totally symmetric in-plane CC stretching/bending mode, with

a vibrational frequency of roughly 500 cm−1[190, 191]. While DFT calculations have

been shown to produce an accurate contour �t of these vibronic bands[210], they are

still quite broad at room temperature. The use of a supersonic jet can be used to

relive spectral congestion in order to aid spectral assignments. A sensitive detection

method is highly desirable for gas phase studies of the phenoxy radical, as typical
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methods used to generate these types of radicals have low production e�ciencies (i.e.

electrical discharge or photolysis). CRDS has been e�ectively utilized as a detection

method of the UV/visible electronic bands of the phenoxy radical[66, 184], as well as

the symmetry forbidden but vibronically allowed Ã 2B2 ← X̃ 2B1 transition of they

phenoxy radical located in IR region[211]. In our group we have utilized a discharge

slit expansion source coupled with CRDS to record rotationally resolved spectra for

the 1 2B1 ← X̃ 2A1 transition of the phenyl radical[74]. This experimental apparatus

was used to study the phenoxy radical. However this work remains unpublished as we

were unable to de�nitively assign one of the vibronic bands observed experimentally.

Due to unforeseen complications, additional experiments were not possible. In 2015

Araki et al. published a gas phase study of the B̃ 2A2 ← X̃ 2B1 transition of the

phenoxy radical using CRDS at room temperature which agrees with our vibronic

band assignments[212].

This section details the �rst gas phase jet-cooled study of the phenoxy radical

using CRDS. Absorption spectra were recorded over the 15,750 - 17,500 cm−1 region.

A progression of four vibronic bands were observed which have been assigned to the

B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical. These experimental studies were

complemented with TD-DFT calculations in order to aid in the vibronic assignments

and to address the nature of π bonding in this system.

3.1.2 Methods

The experimental setup utilized for the spectroscopic study of both the phe-

noxy and phenylperoxy radicals has been previously described by Freel et al.[74]

and Freel[213]. As such the reader is directed to these sources for any experimental

details not listed in this dissertation.
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Figure 3.1: Experimental setup designed for detection of radical intermediates in
soot formation. The overall setup is shown in A. The expansion/discharge source is
enlarged in B) for additional detail. In this enlargement, 1) is the ground plate, 2)
is the phenolic insulator, and 3) is the high voltage jaw over which the discharge is
created. This �gure has been adapted from Freel et al.[74].

The vacuum chamber used for these experiments (MDC Vacuum Corp.) was a

6-way cross design equipped with precision optical mounts at the ends of two large

ba�e arms to hold the cavity ringdown mirrors, creating an optical cavity 1 meter

long. Two sets of mirrors were used to cover the largest possible range of the B̃ 2A2

← X̃ 2B1 transition of the phenoxy radical. Both sets of mirrors have a 6 m radius of

curvature designed to correct for beam divergence. One set of mirrors (CRD Optics

Inc.) had a re�ectance of 99.9985% at their center wavelength, 620 nm, with a 30 nm

bandwidth. Ringdown times of up to ∼220 µs were observed with an empty cavity.

The other set of mirrors (Los Gatos) were 99.995% re�ective at their center, 570 nm,

with a 40 nm bandwidth. For these mirrors, ringdown times of up to ∼40 µs were

observed with an empty cavity. During operation, ringdown times were reduced due

to deposit of discharge products on the mirrors. In order to limit this e�ect, a small

�ow of Ar or He was passed over each mirror inside the ba�e arms. Additionally,
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sets of metal washers were placed inside each ba�e arm to further limit this e�ect.

The vacuum chamber was evacuated using a 500 CFM Roots blower (Leybold, WSU

1001), with pressures averaging around 15-60 mtorr with the purge gas �owing.

Light from a tunable dye laser (Lambda Physik, FL3002) pumped by a XeCl

exicmer laser (Lamda Physik, EMG201) was used to probe vibronic transitions of

phenoxy. The pulse duration of the laser was 10 ns, operating at frequency of 10

Hz. The output power of excimer light was typically anywhere between 200-250 mJ.

For these experiments a variety of laser dyes were used, including: Coumarin 540A,

Rhodmamine 590 and Rhodamine 610. Output power of the dye laser ranged from .1

- 2 mJ/pulse. The linewidth of the dye laser is 0.2 cm−1 at full width half maximum

(FWHM). No intracavity etalon was incorporated for these experiments.

Light exiting the cavity was detected using a photomultiplier tube PMT (Ham-

mamatsu R889). The signal output from the PMT was captured using a 16 bit, 10

MS/s GageScope A/D card installed on a personal computer. A custom LabVIEW

program, developed by Dr. Keith Freel, was used to control the experiment and to

record ringdown times. Typical scans were collected using 10-15 averaged pulses per

wavelength point in order to reduce error in the ringdown decay time between pulses.

Mutiple scans were collected and co-averaged in such a case wherein additional noise

reduction was required.

The electrical discharge assembly, shown in Figure 3.1 B), was based on previous

designs by Linnartz et al.[214] and Biennier et al.[215]. Three pulsed solenoid valves

(Parker Hanni�n, Series 9) were attached to the front of a 1.0 cm thick aluminum

plate with three 0.8 mm pinholes to provide a channel for gas pulses to expand into

the vacuum chamber. Flow rates of the pulsed valves were largely inconsistent over

time due to variations in the discharge source, gas concentration, etc. which required

frequent re-adjustments to compensate for day-to-day inconsistencies in gas �ow. Al-

ternatively all interior valve components could be removed to create a continuous
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expansion source. A new faceplate was designed for the continuous expansion with

narrowed pinhole widths of 0.5 mm in order reduce the increased gas load into the vac-

uum chamber. While the cooling e�ciency was reduced by switching to a continuous

expansion source, the �ow rates were more stable over time.

It should be noted that in Figure 3.1 three pulsed valves are shown. One of the

pulsed valves malfunctioned during operation, and was subsequently removed from

the source. Results presented in this section were collected using two pinholes for

both pulsed valved and continuous �ow.

The plate and pulsed valves were electrically grounded. Metal strip electrodes (also

referred to as high voltage jaws) and grounding plates were mounted onto the valve

plate to con�ne the pinhole expansion between a slit discharge assembly. Phenolic

spacers (1 mm thick) provided insulation between the valve mounting plate and the

ground plates. An additional set of phenolic spacers were placed between the ground

plates and the high voltage jaws. The discharge plates (80 mm in length) formed a slit

with a width of 0.8 mm for supersonic expansion. The electrical current was carried

across the outer electrodes (negatively charged) and aluminum plate (ground). The

current passed through the highest concentration of gas density, which could be varied

by adjusting both the backing pressure and/or the opening time of pulsed valves.

The high voltage source for these experiments was a Stanford Research Systems high

voltage power supply (Model: VS325). The discharge was pulsed using a PVX-

4140 Pulse Generator (Directed Energy, Inc.) which was controlled using a delay

generator (Stanford Research Systems, DG535). This delay generator was also used

to control the timing between the laser and pulsed valves. The electrical discharge

was operated with a pulse duration of 2 ms. Ringdown measurements were collected

after the discharge had stabilized, approximately ∼ 300-400 µs after the discharge

onset. After the ringdown time was recorded, the high voltage was switched o�. For

experiments performed using the pulsed valves, the valves were open for a duration
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of 500 µs (after the discharge had stabilized). For additional details on the electrical

discharge assembly, see the aforementioned references by Freel et al.[74] and Freel[213].

Anisole (CH3OC6H5, Aldrich, anhydrous, 99.7%) was utilized as the radical pre-

cursor. Argon carrier gas was passed over the surface of the precursor. The precursor

and gas lines were heated to approximately 70◦ C to increase the partial pressure

of anisole. The pressure of the carrier gas (0.8 atm) carried approximately 5% of

anisole at 70◦ C. The following conditions produced the largest concentration of phe-

noxy radicals: low ballast resistance (1k Ω) and high voltage (1 kV), which in turn

produced ∼ 220 mA current when the discharge was on. A probe beam detection dis-

tance of 6 mm from the exit of the nozzle provided the highest sensitivity for radical

detection while maintaining low rotational temperatures (∼ 20K with pulsed valves,

∼45 K with continuous expansion). Spectral calibrations were obtained using both

metastable argon and C2 absorption features.

3.1.3 Experimental Results

The observed spectrum (∼ 571-633 nm) of jet-cooled anisole discharge products

observed using cavity ringdown spectroscopy is shown in Figure 3.2 on the next page.

The broad features present were assigned to the B̃ 2A2 ← X̃ 2B1 transition of the

phenoxy radical. The weak origin band is centered at ∼ 15,860 cm−1. To the blue

of the origin band is a 516 cm−1 progression of vibronic bands. Red shaded peaks

can be seen on each shoulder of the vibronic bands, roughly 60 cm−1 from the peak.

The 16,600 - 17,513 cm−1 region was recorded with the pulsed valve con�guration.

For the remainder of the observed spectrum (15,758 - 16,600 cm−1), the continuous

expansion source was used instead due to erratic gas �ow rates. This erratic perfor-

mance was caused by frequent deformation of the te�on pulsed valve poppets. This

caused instability in the discharge and therefore variations in the radical production.

The spectrum in this region was recorded with the continuous �ow con�guration,
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which provided better discharge stability and allowed for greater reproducibility for

spectral averaging. Computational results were needed to make de�nitive vibronic

band assignments due to the di�use nature of the observed features. These results

will be outlined in the following subsection.

Figure 3.2: CRDS absorption spectrum of jet-cooled anisole discharge products. The
features marked with * arise from metastable argon created in the electrical discharge.

A slow baseline increase was observed throughout the spectrum due to broadband

absorption and/or scattering losses. The change in ringdown time is also a�ected by

decreasing/increasing mirror re�ectivity as a function of wavelength. The absorption

coe�cient, α (cm−1), was calculated at each measured wavelength using the equation

α =
L

lc

(
1

τ1
− 1

τ2

)
(3.4)

which is a modi�ed form of Equation 2.8 needed to account for the di�erence between

the e�ective single pass absorption path length (l = 0.08 m) and the total cavity

length (L = 1 m). Additionally, τ1 is measured ringdown time with the laser passing
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through the discharge and τ2 is the background ringdown time including broadband

absorption/scattering losses in the expanding gas without the electrical discharge.

Several features in Figure 3.2 are attributed to the well known Swan Bands of C2.

These features increased as the discharge voltage increased. A similar relationship was

observed for the vibronic bands of the phenoxy radical. In the pulsed valve con�gura-

tion, the intensity of the 0-0 band of C2 was compared with PGOPHER simulations

to determine the e�ciency of rotational cooling in the expansion (Trot ∼ 30 K). The

cooling e�ciency of the continuous expansion was determined by performing a rota-

tional contour �t of the phenyl radical at 505.1 nm[74], using bromobenzene as the

precursor (Trot ∼ 45 K). The level of vibrational cooling was not as e�cient, where the

vibrational temperature of C2 in the continuous expansion was nearly 5,000 K. The

level of vibrational cooling for larger molecules could not be determined. Peaks from

metastable argon, arising from the 3s23p5
(
2P◦1/2

)
4p and 3s23p5

(
2P◦3/2

)
4p states,

proved to be an excellent calibration source[216].

3.1.4 Theoretical Calculations

Theoretical calculations were used to supplement the analysis of the observed

vibronic transitions. These calculations were performed using the Gaussian 09 com-

putational package[217]. The ground state geometry optimization, electronic struc-

ture, and harmonic vibrational frequencies were calculated using the UB3LYP hybrid

DFT method. The corresponding information for the excited electronic state was

calculated using time-dependent density function theory (TD-DFT). Dunning's cc-

pVDZ and aug-cc-pVTZ basis sets were utilized for both ground and excited electronic

states[218]. For the geometry optimizations tight convergence criteria were used. The

vertical excitation energy and oscillator strength were also calculated for the B̃ 2A2

← X̃ 2B1 transition. The phenoxy radical is planar, with C2v symmetry in both the B̃

2A2 and X̃ 2B1 states. Consistent with previous studies[189, 190, 209], the molecule

34



was oriented in the yz plane with the C2 axis coinciding with the z-axis. The σv plane

is the xz plane while the σ′v is the yz plane. The rotational a, b, and c axes coincide

with the z, y, and x axes, respectively.

The molecular orbitals determined from the calculations are shown in Figure 3.3.

In the electronic ground state the lone electron is located in the 25th molecular orbital

(MO). This singly occupied molecular orbital (SOMO) has B1 symmetry, which is best

described as a delocalized π orbital with nodes at the C1-O bond and in between the

C2C3 /C5C6 bonds, with bonding character along the C3C4C5 and C6C1C2 bonds.

These �ndings are consistent with a previous study by Cheng et al.[189].

Figure 3.3: Molecular orbitals involved in the �rst two electronic transitions of the
phenoxy radical calculated at the UB3LYP/aug-cc-pVTZ level for the ground
electronic state, X̃ B1. Plots were generated with an isodensity value of 0.02 au.
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Figure 3.4: Equilibrium bond lengths (Å) and bond angles for the phenoxy radical
calculated at the UB3LYP/aug-cc-pVTZ level for (a) X̃ 2B1 and (b) by TD-DFT/
aug-cc-pVTZ for B̃ 2A2.

The calculated equilibrium structure and geometric parameters for both the ground

and excited states are listed in Figure 3.4 and Appendix A.1, respectively. The calcu-

lated C=O bond length in the ground electronic state is 1.252 Å at the UB3LYP/aug-

cc-pVTZ level of theory. This agrees well with Chenget al.[189], who noted that this

value is similar to CO double bonds for various ketone and aldehyde species (1.215

Å for acetone, 1.205 Å for formaldehyde, 1.191 Å for cyclopropanone, 1.202 Å for cy-

clobutanone, 1.225 Å for p-benzoquinone, 1.216 Å for acetaldehyde, and 1.202 Å for

acetic acid)[219, 220]. The CC bonds within the ring deviated from typical benzene

character, where the CC bonds are all equal to 1.397 Å[220]. The CC bonds for C1C2,

C2C3, and C3C4 were 1.448, 1.371, and 1.405 Å, respectively, at the UB3LYP/aug-cc-

pVTZ level of theory. These values are close to experimentally determined CC bond

lengths in p-benzoquinone (1.477 Å, 1.322 Å, and 1.477 Å) which have been described

as an alternating chain (single-double) of CC bonds[219]. The rotational constants in

the ground state predicted by calculations were A′′ = 0.18501 cm−1, B′′ = 0.093459

cm−1, and C′′ = 0.062093 cm−1. The calculated ground state harmonic vibrational
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frequencies, which agree well with values determined by Chenget al.[189], have been

scaled by the recommended value of 0.967[221] and are listed in Table 3.1.

Table 3.1: Calculated vibrational frequencies (cm−1) for the phenoxy radical in the
ground electronic state, X̃ 2B1. Calculations were performed at the B3LYP level of
theory.

Mode Sym. cc-pVDZ aug-cc-pVTZ

ν1 A1 3,102 3,094
ν2 A1 3,091 3,084
ν3 A1 3,070 3,063
ν4 A1 1,542 1,534
ν5 A1 1,437 1,432
ν6 A1 1,367 1,373
ν7 A1 1,114 1,128
ν8 A1 978 977
ν9 A1 946 957
ν10 A1 782 780
ν11 A1 511 514
ν12 A2 958 962
ν13 A2 784 781
ν14 A2 369 368
ν15 B1 974 973
ν16 B1 903 905
ν17 B1 781 782
ν18 B1 639 634
ν19 B1 472 465
ν20 B1 188 182
ν21 B2 3,099 3,091
ν22 B2 3,077 3,069
ν23 B2 1,498 1,496
ν24 B2 1,395 1,399
ν25 B2 1,300 1,296
ν26 B2 1,230 1,236
ν27 B2 1,118 1,126
ν28 B2 1,047 1,055
ν29 B2 576 577
ν30 B2 429 432

37



The electronic structure calculations predicted that the �rst electronic transition

occurs by promotion of an electron from MO 24, which was a doublet with B2 sym-

metry, to the SOMO (see Figure 3.3). This transition (symmetry forbidden) was

predicted to appear in the IR region, consistent with previous theoretical[189] and

experimental[211] studies by Cheng and co-workers. The second electronic transition

occurs by promotion of an electron from MO 23 to the SOMO, which was a dou-

blet with A2 symmetry. The calculated vertical excitation energy for this transition

(aug-cc-pVTZ basis set) was 2.3484 eV (527.96 nm or 18,940 cm−1) with a weak os-

cillator strength (f=0.0048). MO 23 is best described as a bonding πx orbital with

population density centralized over the C2C3 and C5C6 carbons, similar in character

to one of the doubly degenerate HOMO's of benzene with e1g symmetry. As noted

previously, geometrical parameters for the B̃ 2A2 excited state can been seen in Fig-

ure 3.4 and Appendix A.1. Minimal change in the C=O bond length was noted upon

excitation. The largest change in carbon-carbon bond distance occurs along the C2C3

bond, from 1.380 to 1.433 Å (aug-cc-pVTZ). Minor increases in bond distance were

observed along the C1C2 and C3C4 bonds upon excitation. A large decrease in the

bond angle along the C6C1C2 and C3C4C5 bonds upon electronic excitation, from

117.1 to 112.1◦ was also present (aug-cc-pVTZ basis set). The calculated rotational

constants in the B̃ 2A2 state predicted by calculations were A′ = 0.19602 cm−1, B′ =

0.087466 cm−1, and C′ = 0.060480 cm−1. The calculated vibrational frequencies are

listed in Table 3.2. The listed vibrational assignments are linear combinations of the

ground state normal modes with coe�cients corresponding to the dominant squared

elements of the Duschinsky matrix (J2
ik)[222] .
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Table 3.2: Calculated normal mode frequencies (cm−1) for the phenoxy radical in the
B̃ 2A2 electronic state.

Mode Assignment Sym. cc-pVDZ aug-cc-pVTZ

0.63ν2 + 0.26ν1 A1 3,123 3,114
0.74ν1 + 0.25ν2 A1 3,089 3,083
0.87ν3 + 0.12ν2 A1 3,067 3,062
0.76ν5 + 0.19ν4 A1 1,576 1,534

0.69ν4 + 0.21ν6 + 0.09ν5 A1 1,529 1,520
0.73ν6 + 0.15ν5 + 0.11ν4 A1 1,366 1,373

0.92ν7 A1 1,127 1,139
0.91ν8 A1 1,005 1,007
0.99ν9 A1 936 947
0.99ν10 A1 787 789
1.00ν11 A1 498 503
0.96ν12 A2 947 948
0.97ν13 A2 809 813
0.99ν14 A2 324 320

0.87ν15 + 0.12ν16 B1 952 964
0.63ν16 + 0.27ν17 B1 834 838

0.48ν17 + 0.29ν18 + 0.12ν16 + 0.10ν19 B1 739 749
0.63ν18 + 0.12ν16 + 0.10ν17 B1 512 511

0.84ν19 + 0.13ν17 B1 400 397
0.94ν20 B1 106 98
1.00ν21 B2 3,088 3,082
1.00ν22 B2 3,070 3,065

0.47ν24 + 0.31ν23 + 0.17ν25 B2 1,567 1,567
0.60ν23 + 0.36ν24 B2 1,366 1,392
0.74ν25 + 0.13ν24 B2 1,312 1,321

0.98ν26 B2 1,204 1,218
0.89ν27 B2 1,126 1,143
0.94ν28 B2 985 987
0.99ν29 B2 574 579
0.99ν30 B2 416 420

39



The vibronically resolved electronic spectrum for the B̃ 2A2 ← X̃ 2B1 transition

of the phenxoy radical was predicted using the Franck-Condon approximation, im-

plemented using Gaussian 09[222]. Only transitions arising from the zero-point level

of the ground state are considered. Optimized geometries and scaled vibrational fre-

quencies for both B̃ 2A2 and X̃ 2B1 states were used in this simulation, shown in

Figure 3.5.

Figure 3.5: CRDS absorption spectrum of the jet-cooled anisole discharge products
(black trace) overlayed with calculated spectra (aug-cc-pVTZ) of the B̃ 2A2 ← X̃ 2B1

transition of the phenoxy radical both with (red) and without (blue) hot bands.

3.1.5 Discussion

The ring geometry in the ground electronic has been previously described as an

intermediate between aromatic and quinoid in character by Chipman et al.[190]. Our

calculated bond lengths for the carbon ring in the ground state are consistent with

their study. In the B̃ 2A2 state the ring structure is more quinoid in character. As
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noted previously, the largest geometry changes upon excitation are the lengthening of

the C2C3 (and C5C6) bond and a decrease in the C6C1C2 and C3C4C5 bond angles.

The C2C3 bond is lengthened by removal of an electron from the πx orbital centralized

on this bond to a delocalized πx bond with bonding character over the C6C1C2 and

C3C4C5 regions, while also decreasing the bond angles over these regions by roughly

5◦.

These results cannot be accurately compared to the isoelectronic phenylthiyl rad-

ical as the only reported gas phase study on the B̃ 2A2 ← X̃ 2B1 transition does not

provide su�cient details of the bonding characteristics for the states involved[223].

Additionally, previous studies of the Ã 2B2← X̃ 2B1 transition of phenylthiyl[224, 225]

indicate that the electron density is centered on the sulfur in both electronic states,

while for the corresponding transition in the phenoxy radical the electron density is

delocalized over the oxygen and the aromatic ring[189, 211].

The electronic origin of the B̃ 2A2 ← X̃ 2B1 was predicted to occur at 16,620

cm−1 from TD-DFT calculations (aug-cc-pVTZ basis set). Results from the aug-cc-

pVDZ calculations are not shown as only minor di�erences are present between the

simulations for the double-ζ and triple-ζ basis sets. The calculated spectra in Figure

3.5 have been shifted by 760 cm−1 in order to make a more direct comparison with the

experimental data. The level of agreement between the experimental and calculated

spectra provides strong support for our assignment of these bands as arising from

the B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical. These �ndings are consistent

with a previous theoretical study by Dierksen and Grimme[210], as well as the room

temperature CRDS study by Araki et al.[212].

In order to further test the correlation between the experimental and simulated

spectra, the molecular constants predicted using Gaussian were used to simulate

the rotational contours of the observed vibronic bands by means of the PGOPHER

program[226]. A Lorentzian line width component (FWHM ∼ 70 cm−1) was included
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for each vibronic band to account for lifetime broadening of the excited state. These

vibronic contours were markedly similar to the contour of a single broadened delta

function when the Lorentzian contribution was greater than 20 cm−1. As such the

simulated spectra shown in Figure 3.5 contain no rotational information from the

Gaussian calculations but are instead composed of broadened delta functions assigned

to the observed vibronic progressions. It should be noted that any discrepancies in

intensity between the experimental and simulated spectra are due to errors in the

calculations, contributions from vibrationally hot bands, and variations in radical

production e�ciency in the experiment (most notable in the origin band).

The four vibronic bands observed in the experimental spectrum are assigned to the

lowest energy A1 mode, ν11. The displacement vectors for this mode can be seen in

Figure 3.6. This mode is a totally symmetric in-plane CC stretching/bending mode,

with a large change in the C6C1C2 and C3C4C5 bond angles. This Franck-Condon fa-

vored normal mode is responsible for the 516 cm−1 vibronic band progression observed

experimentally.

Figure 3.6: Excited state normal modes contributing to the optical activity in the
B̃ 2A2 ← X̃ 2B1 vibronic spectrum of the phenoxy radical. The experimental term
values are compared with the harmonic vibrational frequencies calculated at the TD-
DFT/aug-cc-pVTZ level of theory.
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The simulated vibronic bands (with 70 cm−1 Lorentizan contribution) provide

strong agreement with the most intense regions of each vibronic progression. However

there are shoulders approximately 60 cm−1 to the red of each peak that are not

reproduced by these simulations. Initially it was assumed that these shoulders were

vibrationally hot bands. The lowest ground state mode, ν20 (out-of-plane CO wag),

has a frequency of 182 cm−1. In the B̃ 2A2 state the ν20 mode decreases to 98 cm−1

(see Table 3.2). This could explain the origin of the shoulders in each feature if they

were assigned to the symmetry allowed ν20 hot bands. In order to test this theory,

hot bands originating from ν20
1
1 and ν20

2
2 were included in the vibronic simulations by

incorporating intensities from a Boltzmann distribution at 300K and a 60 cm−1 red

shift from each vibronic band. The resulting simulation can be seen as the red trace

in Figure 3.5. This simulation had much stronger agreement with the experimental

spectrum. It should be noted that since the origin and ν11
1
0 bands were recorded

using the continuous expansion source, the increased broadening observed (compared

to the ν1120 and ν11
3
0 bands collected using the pulsed valve con�guration) is likely due

to additional hot bands unaccounted for using this method. To verify this assumption

the ν1130 band was recorded using the continuous expansion, which produced a much

broader peak when compared to the pulsed valve con�guration. Araki et al. studied

the temperature dependance of the B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical

by analyzing the vibronic peak intensities at room temperature, cooled with dry ice,

and at 400 K with a ribbon heater[212]. Their �ndings indicate that the shoulders

on each peak arise from the ν2011 and ν20
2
2 hot bands, con�rming the results presented

here.

The B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical has been most recently

assigned as π - π∗ by Johnston[187] et al. and Radziszewski et al.[209]. However

the results presented here favor a π - π◦ assignment instead, where π◦ is designated

as a non-bonding orbital. The electronic structure calculations indicate only minor
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changes in the Mulliken atomic spin densities between the B̃ 2A2 and X̃ 2B1 states.

This is unsurprising as the electron promotion occurs within the carbon ring system,

whereas for the Ã 2B2 state the electron density is localized over the oxygen atom[189].

The Ã 2B2 ← X̃ 2B1 transition of the phenoxy radical has been assigned as either

π - π or π - π◦ by Cheng et al.[189]. The results presented here support the π -

π◦ assignment as both the Ã 2B2 ← X̃ 2B1 and B̃ 2A2 ← X̃ 2B1 transitions involve

the promotion of an electron to the SOMO which Cheng et al.[189] describe as a,

"non-bonding π◦ orbital delocalized over the oxygen atom and the aromatic ring."

The substantial homogenous line broadening (70 cm−1 FWHM) observed is at-

tributed to lifetime broadening arising from nonradiative decay from the B̃ 2A2 elec-

tronic state. The lifetime of the B̃ 2A2 electronic state is 76 fs. The electronic structure

calculations predict an oscillator strength of f=0.0054, which corresponds to a radia-

tive lifetime of 1.1 µs. The �uorescence quantum yield is 7 x 10−8. Previous matrix

studies by Johnston[187] et al. and Radziszewski et al.[209] reported similar broaden-

ing e�ects, but to a slightly larger degree. This is likely due to interactions with the

matrix. This is supported by the room temperature CRDS study Araki et al.[212]

who report a similar value for the Lorentizan line width as that presented here. Two

possible pathways for nonradiative decay from the B̃ 2A2 state have been presented in

the literature. The �rst of these is rapid internal conversion to the Ã state[187]. How-

ever the Ã state was unassigned at the time of this study, and is now known to have

2B2 symmetry. This transition (B̃ 2A2 - Ã 2B2) is symmetry forbidden but could be al-

lowed through vibronic coupling. The second is thermal decomposition of the phenoxy

radical to produce the cyclopentadienyl radical plus carbon monoxide[64, 192]. This

decomposition mechanism has been measured in two previous kinetic studies which

report an activation energy of approximately 15,400 cm−1 (44 kcal/mol), which is

roughly 470 cm−1 below the origin band reported here[179, 227]. An ab initio study

of this decomposition mechanism by Liu and Lin predict an activation energy roughly
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2,800 cm−1 (52 kcal/mol) higher in energy than that reported experimentally[192].

However a later study by Carstensen and Dean[228] found that the kinetic data used

by Liu and Lin do not represent high pressure values, and as such incorporating these

values into an Arrhenius expression will underestimate the activation energy.

3.2 The Phenylperoxy Radical

This section is adapted from Freel et al.[229]. Access provided by American Chem-

ical Society Publications.

3.2.1 Introduction

The phenylperoxy radical (C6H5O2) is known to be an important intermediate

in combustion chemistry and the low temperature oxidation of benzene[10, 230, 231,

232, 233, 234]. It is produced by the barrierless exothermic reaction of the phenyl

radical with O2. Following its production, phenylperoxy may be stabilized by colli-

sional relaxation or it may rearrange to form the 2-oxepinoxy radical[61, 178, 235]. If

there is su�cient internal energy, the latter may further decompose to CO2 and the

cyclopentadieneyl radical via the sequence shown in Figure 3.7.

There are several other decomposition pathways at higher energies, including those

that lead to the formation of the phenoxy radical (C6H5O) [61, 62, 63, 178, 235].

Experimental studies of the C6H5 + O2 reaction have been conducted using normal gas

phase conditions [80, 81, 230] and crossed molecular beams techniques [62, 63, 232].

This work has been accompanied by a substantial computational modeling e�ort

[61, 178, 233, 234, 235, 236].
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Figure 3.7: Formation of the cyclopentadienyl radical through the decomposition of
the phenylperoxy radical.

In several experimental studies of the reaction kinetics, the absorption spectrum

in the visible range has been used to monitor the concentration of the radical [80,

81, 230]. Some of the earliest spectroscopic data for phenylperoxy were obtained

in the solution phase, using pulsed radiolysis to generate the radical [67, 237]. A

broad absorption band, with a maximum near 470 nm, was reported. Yu and Lin [81]

then observed an absorption feature in a gas phase experiment that was attributed

to phenylperoxy. Their original intent was to study the phenyl + O2 reaction by

means of a phenyl absorption band at 504.8 nm. Owing to the weakness of this

transition, they used the pulsed cavity ring-down spectroscopy (CRDS) technique

for these measurements. A revised monitoring strategy was adopted when it was

recognized that one of the reaction products also absorbed the 504.8 nm light. A

spectrum for this product, which was essentially featureless over the 495-531 nm

range, was attributed to phenylperoxy. This absorption was used by Lin and Yu[81],

and subsequently by other groups studying the kinetics of phenylperoxy[80, 230],

to monitor the production and decay of the radical. There is good circumstantial

evidence linking the broad absorption near 504 nm to phenylperoxy, but the lack

of structure is problematic. First, it is di�cult to know if phenylperoxy is the only
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absorbing species, or if there are other reaction products that contribute. Second, the

lack of structure precludes a rigorous species assignment.

There have been theoretical studies of the three lowest energy electronic transi-

tions of phenylperoxy[236, 237, 238]. Electronic structure calculations predict that

the molecule is planar in the ground and the lower energy excited states, with Cs sym-

metry. The lowest energy transition, Ã 2A′ ← X̃ 2A′′ is attributed to promotion of

an electron between orbitals that are mostly localized on the peroxy moiety[236, 238]

(the singly occupied molecular orbital (SOMO) of the ground state receives the ex-

cited electron). This transition, which typically has a very small oscillator strength,

is found at an energy near 7,500 cm−1 for a range of aromatic and aliphatic peroxy

radicals[236, 239]. The next higher excited state for phenylperoxy involves promotion

of an electron from an orbital that is approximately pπ of the phenyl ring to the

SOMO. As there are two ring pπ orbitals that are close in energy (related to the

e1g orbitals of benzene), the second and third excited states (both A′′ symmetry) are

attributed to promotions from these two orbitals (see Figure 5 of Weisman and Head-

Gordon[236]). These transitions have larger oscillator strengths (on the order of 10−3

to 10−2) and are thought to be responsible for the visible and near UV absorption.

There are few spectroscopic studies reported for phenylperoxy. Yamauchi et

al.[240] tentatively assigned the EPR spectrum and obtained a g-value typical of

peroxy radicals (g ∼ 2.014). IR absorption spectra have been reported for the radical

isolated in solid argon at 10 K[241]. In that study, seventeen fundamental bands were

identi�ed for the normal isotope, and three other isotopic variants were characterized.

Density functional theory (DFT) calculations, at the level of UB3LYP with the Dun-

ning cc-pVTZ basis set[218], yielded vibrational frequencies that were in reasonably

good agreement with the measurements. The Ã 2A′ ← X̃ 2A′′ transition of phenylper-

oxy in the gas phase was examined by Just et al.[238] using CRDS. Their vibrationally

resolved spectrum showed the origin (7,497 cm−1), sequence bands involving a low
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frequency mode (∼ 85 cm−1), the O-O stretch modes, and C-O-O bending. The

intensity pattern was consistent with the model of a peroxy-centered excitation to

the π∗-like SOMO. Electronic structure calculations were performed to facilitate the

analysis of the spectrum. Equilibrium geometries and vibrational frequencies were

calculated for both the Ã and X̃ states using the combination B3LYP/6-31+g(d).

The scaled vibrational frequencies for the excited state were in good agreement with

the observations.

Gas phase CRDS data for the higher energy transition(s) have been recorded

at room temperature, with a focus on the 18,850 - 20,200 cm−1 range[80, 81, 230].

These studies all report a structureless spectrum, and it is of obvious interest to

determine the cause. Is the lack of structure due to homogeneous line broadening

associated with rapid internal conversion and/or isomerization, spectral congestion,

or some combination of these causes? Are there lower energy regions of the spectrum

where structure can be observed? If so, the analysis of this structure might be used

to further explore the validity of the assignment to the phenylperoxy radical. The

discovery of structured regions of the spectrum may also facilitate a more species

speci�c detection of the radical in future kinetic studies.

The congestion of the phenylperoxy spectrum may be signi�cantly reduced by the

application of jet-expansion cooling techniques. Miller and co-workers have shown

that cold peroxy radicals can be produced using O2 addition reactions in an electric

discharge slit expansion[242, 243, 244]. In the recent past we have used the discharge

slit expansion technique to record rotationally resolved spectra for the 1 2B1 ← X̃ 2A1

transition of the phenyl radical[74]. In the present study we used the same system

to examine phenylperoxy. A vibrationally resolved spectrum was observed in the

17,500-19,900 cm−1 range. The spectrum was assigned using the predictions from

time dependent density functional theory (TD-DFT) calculations.
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3.2.2 Methods

The discharge-jet, cavity ring down spectrometer used for these measurements

was described in detail by Freel et al.[74]. The most signi�cant di�erence for the

present experiments was the use of a continuous slit expansion. The pulsed valves

of the earlier design were not used due to problems with the repeatability of the gas

pulses, which resulted in nonuniform discharges, intermittent arching, and problems

with the deposition of soot on the discharge electrodes. Consequently, a continuous

gas �ow was used, with pulsed discharge production of the radicals.

High voltage jaws and grounding plates de�ned the slit discharge assembly (see

Figure 2 of Freel et al.[74]). Phenolic spacers (1 mm thick) provided insulation be-

tween the electrically grounded aluminum mounting plate and the high voltage jaws.

The discharge plates (80 mm in length) formed a slit with a width of 1 mm. The

electrical discharge was operated at a voltage of -800 V with a pulse duration of 2

ms. These conditions produced a current of approximately 65 mA through a 1 kΩ

ballast resistor during the discharge.

The phenylperoxy radical was produced by secondary reactions in the discharge

and postdischarge �ow. The gas mixture prior to the discharge consisted of bro-

mobenzene vapor in a mixture of Ar and O2. It is well-known that discharge exci-

tation of bromobenzene/Ar mixtures will produce the phenyl radical. Presumably,

the phenylperoxy radical was produced in the postdischarge region of the jet by the

O2 addition reaction (C6H5 + O2 + Ar → C6H5O2 + Ar). Bromobenzene vapor

was entrained by bubbling the Ar/O2 carrier gas mixture through a liquid sample.

The sample and gas lines were heated to 70 C◦ to increase the partial pressure of

bromobenzene. For a carrier gas source pressure of 1 atm (the typical operating con-

dition for these experiments) we estimate that the mole fraction of bromobenzene

was in the range 0.01-0.04. To help identify the reaction products resulting from

the oxygen chemistry, spectra were recorded for mixtures with and without oxygen,
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but with all other conditions held as near to constant as could be achieved. The

mole fraction of the oxygen in the gas mixture was varied to �nd the optimum condi-

tions for phenylperoxy formation. Initial experiments were performed with premixed

Ar/O2. However, it was found to be easier to tune the conditions continuously by

inline mixing. A needle valve was used to control the addition of O2 to Ar, prior to

the mixture passing through the bromobenzene. The liquid sample was replaced at

regular intervals to avoid the accumulation of oxidation products.

Two sets of cavity mirrors were used for these measurements. The dielectric coat-

ings on these mirrors provided their highest re�ectivities (99.995 %) at 500 and 540

nm. As the mirrors were separated by 1 m, the maximum theoretical ringdown time

was 66 µs. Typically, empty cavity ring-down times of around 40 µs were observed.

The ring-down spectra of the discharge products exhibited lines from metastable ex-

cited states of Ar and the Swan bands of C2. These features were used to establish the

absolute wavenumber calibrations. For the phenylperoxy spectrum, the best compro-

mise between signal strength and cooling was obtained with the laser beam position

7 mm away from the discharge slit.

Survey scans covering about 10 nm per sweep were acquired using a laser step

size of ∼ 0.4 cm−1 while averaging 30 ringdown decay curves per point (15 with the

discharge on and 15 with the discharge o�). Pairs of scans were coadded to improve

the sensitivity and ensure reproducibility. Shorter ranges of interest, such as the

origin band region, were acquired using a smaller laser step size of ∼ 0.04 cm−1 while

averaging 30 ringdown time measurements per point. Five scans were coadded to

reduce the noise.

3.2.3 Experimental Results

The experimental conditions were �rst optimized by observing the spectrum of the

phenyl radical by discharging Ar/C6H5Br mixtures. Broad-band absorption and/or
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scattering losses were present across the entire range of the spectrum. The ring-

down time also changed with wavelength due to changes in mirror re�ectivity. The

absorption coe�cient, α (m−1), was calculated at each wavelength measurement from

Equation 3.4 where L is the cavity length (1 m), l is the single pass sample path length

(0.08 m), τ1 is the directly measured ring-down time with the laser passing through the

discharge products, and τ2 is the background ring-down time that included broadband

absorption and scattering losses, but without the discharge. Figure 3.8a shows a

typical spectrum for the Ar/C6H5Br mixture.

Figure 3.8: CRDS absorption spectra of the products in an expansion of electrically
dissociated bromobenzene (a) without O2 and (b) with O2 compared to (c) a spectrum
for phenylperoxy predicted using molecular properties from a TD-DFT/aug-cc-pVTZ
calculation.

The bands of phenyl and C2 were the dominant features. There was also a progres-

sion of bands with a spacing of about 235 cm−1 (marked with asterisks in Figure 3.8),

for which the carrier has not yet been identi�ed. In addition to the structured fea-

tures, there was a continuous background that increased approximately linearly from
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8.1 x 10−9 m−1 at 17,650 cm−1 to 3.6 x 10−8 m−1 at 20,000 cm−1. This background

has been subtracted from the traces of Figure 3.8a,b.

After observing the Ar/C6H5Br discharge products, O2 was added to the carrier

�ow and the concentration was increased until the phenyl radical absorption was

below the noise level. Premixed gases with 1 % and 10 % O2 in Ar were used to test

the concentration necessary to observe new features. It was found that >10 % O2

was needed to deplete the phenyl absorption and produce the new spectral features.

At 10 % O2, the phenyl absorption was reduced by 50 %, but new features were

not observed. However, further addition of O2, accomplished using inline mixing,

resulted in the complete consumption of phenyl and the appearance of many new

spectral features. As can be seen in Figure 3.8b, the reaction with oxygen removed

the C2 and phenyl absorption bands, but the unidenti�ed features with a spacing of

235 cm−1 remained. We have assigned the dominant bands in Figure 3.8b to a single

carrier, on the basis of their common response to changes in the oxygen content and

expansion conditions. Scanning to energies below 17,500 cm−1 revealed known bands

of the phenoxy radical[81], but no other features of the dominant new spectrum.

Hence, we assign the feature at 17,519 cm−1 as an origin band. The band centers for

the more intense new features of Figure 3.8b are listed in Table 3.3. After correction

for the baseline signal, the most intense band of the new spectrum (18,463 cm−1) had

an absorption coe�cient of α = 4.2 x 10−8 m−1. Regular vibrational progressions

were easily recognized in the lower energy range. The harmonic vibrational constants

de�ned by these progressions are given in Table B.1 of the Appendix.

The sharper molecular features of Figure 3.8b exhibited widths of approximately

5-10 cm−1 (FWHM) in the low resolution survey scan. To learn more about the

rotational structure, or the homogeneous line broadening, the 17,519 cm−1 band was

recorded using a step size of 0.04 cm−1. The result from this scan, shown in Figure 3.9,

was an unresolved contour. However, this feature was not entirely without structure,

52



and the characteristic P- and R- branch maxima of a parallel transition could be

discerned.

Table 3.3: List of measured band positions and vibrational energies (G(ν))
compared with scaled harmonic vibrational frequencies (∆E) from
theoretical calculations (in cm−1)

Band Band Center (G(ν)) ∆E ∆E Scaled

00 17,159 0 0 0
231 17,798 279 289.3 279.8
221 17,920 401 432.2 417.9
201 18,057 538 601.3 581.5
232 18,074 555 578.6 559.5
191 18,180 661 746.2 721.6

221231 18,196 678 721.5 697.7
201231 18,335 816 890.5 861.1

233 18,349 830 867.8 839.2
191231 18,456 937 1,035.4 1,001.3
221232 18,483 964 1,010.8 977.4
191221 18,573 1,054 1,178.4 1,139.5

202 18,596 1,078 1,202.5 1,162.8
201232 18,608 1,090 1,179.8 1,140.9

234 18,633 1,115 1,157.1 1,118.9
191201 18,715 1,196 1,347.4 1,303.0
191232 18,730 1,211 1,324.7 1,281.0
221233 18,752 1,234 1,300.0 1,257.1

121 18,762 1,243 1,288.7 1,246.2
192 18,833 1,314 1,492.3 1,443.1

191221231 18,848 1,329 1,467.6 1,419.2
202231 18,869 1,351 1,491.8 1,442.6
201233 18,883 1,365 1,469.1 1,420.6
191233 18,989 1,471 1,614.0 1,560.7

191201231 19,004 1,486 1,636.7 1,582.7
201221232 19,019 1,501 1,612.0 1,558.8

121231 19,038 1,520 1,578.0 1,525.9
192231 19,128 1,610 1,781.6 1,722.8

191221232 19,148 1,629 1,756.9 1,698.9
121221 19,163 1,645 1,720.9 1,664.1
191202 19,203 1,684 1,948.7 1,884.4
121201 19,240 1,721 1,889.9 1,827.6
191234 19,271 1,752 1,903.3 1,840.5

191201232 19,284 1,765 1,926.0 1,862.4
121232 19,316 1,797 1,867.3 1,805.6
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Figure 3.9: Rotational contour of the phenylperoxy B̃ 2A′′ ← X̃ 2A′′ origin band. This
�gure shows two copies of the experimental data (traces with noise) accompanied by
computer simulations. The left-hand side shows the best �t simulation based on the
molecular constants from the TD-DFT/aug-cc-pVDZ calculations. These were
A′′ = 0.172045, B′′ = 0.053640, C′′ = 0.040903, A′ = 0.162784, B′ = 0.055228,
C′ = 0.0412371 cm−1, µa = 0.827, and µb = 0.371 D. The simulation on the right
used the constants from the TD-DFT/aug-cc-pVTZ calculations. These were
A′′ = 0.17415, B′′ = 0.05045, C′′ = 0.04125, A′ = 0.16449, B′ = 0.05564, C′ = 0.04115
cm−1, µa = 0.838, and µb = 0.385 D.

3.2.4 Theoretical Calculations

Theoretical predictions of the visible band systems of phenylperoxy were carried

out to assist with the spectral assignment. All calculations were performed using

the Gaussian 09 suite of computational chemistry programs[217]. The ground state

equilibrium structure and harmonic vibrational frequencies were calculated using the

UB3LYP hybrid DFT method with Dunning's aug-cc-pVDZ and aug-cc-pVTZ basis

sets[218]. Tight convergence criteria were used for the geometry optimizations. In

agreement with earlier studies[236, 238], the peroxy pπ orbital was found to be promi-

nent in the SOMO of the X̃ 2A′′ ground state. This orbital is shown in Figure 3.10.

Bond lengths and bond angles are listed in Tables B.2 and B.3 of the Appendix, and

Figure 3.11a shows the equilibrium structure from the B3LYP/aug-cc-pVTZ calcula-

tion. The O=O bond length of 1.321 Å is close to known lengths for other peroxy

radicals.
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Figure 3.10: Molecular orbitals involved in the �rst three electronic transitions of
phenylperoxy calculated at the B3LYP/aug-cc-pVTZ level for X̃ 2A′′. Plots were
generated with an isodensity value of 0.02 au.

Figure 3.11: Equilibrium bond lengths and bond angles for the phenylperoxy radical
calculated at the B3LYP/aug-cc-pVTZ level for (a) X̃ 2A′′ and (b) by TD-DFT/aug-
cc-pVTZ for B̃ 2A′′.
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Table 3.4: Calculated and scaled normal mode frequencies (cm−1) for the
phenylperoxy radical in the X̃ 2A′′ and B̃ 2A′′ electronic states compared with
experimental vibrational intervalsa

X̃ 2A′′

Mode Sym. ω Exp.

ν1 a′ 3,120 3,119
ν2 a′ 3,096 3,189
ν3 a′ 3,088 3,089
ν4 a′ 3,078 3,071
ν5 a′ 3,069
ν6 a′ 1,586
ν7 a′ 1,566
ν8 a′ 1,461 1,481
ν9 a′ 1,447 1,464
ν10 a′ 1,303 1,313
ν11 a′ 1,300
ν12 a′ 1,161
ν13 a′ 1,143
ν14 a′ 1,131
ν15 a′ 1,088
ν16 a′ 1,066 1,123
ν17 a′ 986 1,019
ν18 a′ 820
ν19 a′ 750 793
ν20 a′ 606 615
ν21 a′ 600 607
ν22 a′ 432
ν23 a′ 257
ν24 a′′ 1,005
ν25 a′′ 981
ν26 a′′ 962 905
ν27 a′′ 906
ν28 a′′ 780 752
ν29 a′′ 673 679
ν30 a′′ 479 481
ν31 a′′ 407
ν32 a′′ 228
ν32 a′′ 88

B̃ 2A′′

Mode Assignment Sym. ω Exp.

0.99ν1... a′ 3,157
0.96ν2... a′ 3,101
0.97ν3... a′ 3,095

0.85ν4 + 0.14ν5... a′ 3,080
0.84ν5 + 0.13ν4... a′ 3,072

0.67ν7... a′ 1,623
0.53ν9 + 0.31ν6... a′ 1,480
0.66ν8 + 0.25ν6... a′ 1,448

0.17ν11 + 0.35ν9 + 0.19ν6... a′ 1,396
0.68ν10... a′ 1,333
0.66ν11... a′ 1,274

0.47ν15 + 0.22ν10... a′ 1,246 1,243
0.79ν13... a′ 1,150

0.14ν16 + 0.18ν15 + 0.49ν12... a′ 1,104
0.75ν16 + 0.15ν12... a′ 1,038
0.28ν16 + 0.59ν17... a′ 976
0.68ν18 + 0.28ν17... a′ 962
0.76ν19 + 0.14ν14... a′ 794

0.12ν20 + 0.17ν19 + 0.58ν14... a′ 721 661
0.80ν21 + 0.17ν20... a′ 581 538
0.17ν21 + 0.66ν20... a′ 493

0.93ν22... a′ 418 401
0.95ν23... a′ 280 279
0.94ν24... a′′ 963
0.92ν25... a′′ 959
0.93ν26... a′′ 871
0.92ν27... a′′ 806
0.98ν28... a′′ 736
0.87ν29... a′′ 672
0.88ν30... a′′ 461
0.94ν31... a′′ 390

0.20ν33 + 0.78ν32... a′′ 173
0.77ν33 + 0.20ν32... a′′ 111

aThe ground state experimental values were reported by Mardyukov and Sander[241]. The
calculations are for the aug-cc-pVDZ/aug-cc-pVTZ basis set.
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The CO bond was 1.398 Å, which is comparable to the single bond C-O in

methanol (1.427 Å). All of the CC bonds were close to 1.40 Å, representative of

a benzene ring. The rotational constants were predicted to be A′′ = 0.17415, B′′ =

0.05045, and C′′ = 0.04125 cm−1. Ground state vibrational frequencies, scaled by

the recommended value[221] of 0.967, are listed in Table 3.4. These were in good

agreement with the results from the matrix isolation study of the IR spectrum[241].

Excited state properties were predicted using time-dependent density functional

theory (TD-DFT) with the basis sets noted above. The calculations considered eight

excited states and were separately optimized for the �rst, second, and third excited

states. Equilibrium structures and vibrational frequencies were obtained. The bond

lengths and bond angles for the Ã 2A′, B̃ 2A′′, and C̃ 2A′′ states are given in Tables

B.2 and B.3 of the Appendix. Figure 3.11b shows the equilibrium structure for

the second excited state (B̃ 2A′′). At the ground state equilibrium geometry, the

calculations yielded vertical transition energies of 9,345 cm−1 (Ã 2A′ ← X̃ 2A′′),

22,696 cm−1(B̃ 2A′′ ← X̃ 2A′′), and 24,917 cm−1 (C̃ 2A′′ ← X̃ 2A′′). The oscillator

strengths were <10−4, 0.059, and 0.022, respectively. These transitions involve the

promotion of an electron from molecular orbitals 26, 27, or 28 (cf., Figure 3.10) to

the SOMO. Orbital 27 has been described as being antibonding along the R-O bond,

and nonbonding between the oxygen atoms. Orbitals 26 and 28 resemble the two e1g

degenerate HOMO's of benzene.

Scaled vibrational frequencies for the B̃ 2A′′ state are listed in Table 3.4, and

the frequencies for the Ã 2A′ and C̃ 2A′′ states are given in Tables B.4 and B.5 of

the Appendix. Note that the mode labels for the excited states are given as linear

combinations of the ground state normal modes with coe�cients corresponding to the

leading squared elements of the Duschinsky matrix[222] (J2
ik).
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The vibrationally resolved electronic spectra for the �rst three electronic tran-

sitions of phenylperoxy were predicted using the Franck-Condon approximation, as

implemented in Gaussian 09. This model considers transition arising from only the

zero-point level of the ground state. The scaled vibrational frequencies were used.

The calculated oscillator strengths and adiabatic transition energies (Te and T0) are

given in Table 3.5.

Table 3.5: Oscillator strength (f), vertical excitation energy, adiabatic excitation
energy (Te), and electronic transition origin (T0,0) for the �rst three electronic
transitions of phenylperoxy calculated using TD-DFT with the aug-cc-pVDZ and
aug-ccpVTZ basis sets

Transition Ã2A′ ← X̃2A′′ B̃2A′′ ← X̃2A′′ C̃2A′′ ← X̃2A′′

Oscillator Strength (f)a 0.0/0.0 0.0561/0.0587 0.0228/0.0220
vertical excitation energy (cm−1)a 9,314/9,345 22,486/22,696 24,614/24,917

TD-DFT Te (cm−1)a 8,900/8,938 17,572/17,580 20,516/20,686
TD-DFT T0,0 (cm−1)a 8,743/8,787 17,204/17,222 21,056/21,189

exp T0,0 (cm−1)b 7,497 17,518

aCalculated value listed using basis sets aug-cc-pVDZ/aug-cc-pVTZ.
bExperimental values are listed for comparison (T0,0 for Ã 2A′ ← X̃ 2A′′ taken from Just et

al.[238]).

3.2.5 Discussion

The calculated spectrum for the Ã 2A′ ← X̃ 2A′′ transition is compared with the

experimental data of Just et al.[238] in Figure 3.12. For this exercise the origin band

was shifted down by 1,290 cm−1 to match the experiment. With this correction,

the vibronic intensity pattern is in moderately good agreement with the data for

transitions from the zero-point level.
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Figure 3.12: Calculated (TD-DFT/aug-cc-pVTZ) vibrationally resolved electronic
spectrum for the Ã 2A′ ← X̃ 2A′′ transition of phenylperoxy (solid trace) compared
to the experimental (dashed) line positions and estimated relative intensities from
Just et al.[238]. The break is where experimental data were not available.

As expected[236, 238], signi�cant geometry changes for the Ã 2A′ ← X̃ 2A′′ tran-

sition were localized at the peroxy group. There was an increase in the O-O bond

length and slight decreases in the C-O bond length and O-O-C bond angle. These

same geometric changes were also predicted for the B̃ 2A′′ ← X̃ 2A′′ transition, but

to a larger extent (cf., Figure 3.11). In addition, there were signi�cant changes in the

carbon ring. The ring geometry in the excited state resembled a quinone whereas the

ground electronic state resembled benzene. The largest changes in bond angles for

this transition were the 8◦ decrease of the O8 −O7 − C1 bond angle, the 2◦ decrease

of the C2 − C1 − C6 angle, and the 2◦ decrease of the C1 − C2 − H2 angle. In the

ground state the atoms O8 −O7 − C1 − C2 − H2 were arranged with angles resem-

bling a six-member ring. The geometry of these atoms in the B̃ 2A′′ state resembled a

�ve-member ring. This is explained by the interaction between O8 and C2 indicated

by the SOMO, which becomes stronger when the orbital is doubly occupied in the

excited state.
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The calculated vibronic structure for the B̃ 2A′′ ← X̃ 2A′′ transition is shown in

Figure 3.8c. For comparison with the experimental data, the origin of the calculated

spectrum has been shifted up by 296 cm−1. The level of agreement between the

new spectrum and the simulation strongly supports the assignment to phenylperoxy.

Excited state vibrational intervals from the spectrum are compared with calculated

frequencies in Table 3.4. As Guassian 09 uses harmonic frequencies, it is no surprise

to �nd that the level of agreement decreases with increasing vibrational excitation.

All of the optically active vibrational modes are of a′ symmetry. The two most

intense progressions are associated with vibrational modes 23 and 19. These can

be approximately described as the C-O-O bend and the O-O stretch. Progressions

with weaker intensities were associated with modes 22, 20, and 12. The displacement

vectors for these Franck-Condon favored modes are shown in Figure 3.13. All have

signi�cant displacements relating to O-O stretching or in-plane bending within the

O8 −O7 − C1 − C2 − H2 group.

Figure 3.13: Excited state normal modes responsible for the observed progressions
in the B̃ 2A′′ ← X̃ 2A′′ vibronic spectrum of phenylperoxy. The experimental term
values are compared with the harmonic vibrational frequencies calculated by TD-
DFT/aug-cc-pVTZ.
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Similar geometric changes were predicted for the C̃ 2A′′← X̃ 2A′′ transition. Again

there was an increase in the O-O bond length, and decreases in the CO bond length,

O-O-C angle, C2 − C1 − C6 angle (cf., Tables B.2 and B.3, Appendix). Theoretical

simulation of the C̃ 2A′′ ← X̃ 2A′′ transition produces a prominent origin band at

21,056 cm−1, followed by progressions of the O-O stretch and O-O-C bend. In contrast

to the behavior of the B̃ 2A′′ ← X̃ 2A′′ transition, the vibronic intensity envelope

decreases for bands above the origin (see Figure B.1).

The TD-DFT calculations favored assignment of the dominant spectral features

of Figure 3.8b to the B̃ 2A′′ ← X̃ 2A′′ transition of phenylperoxy. As a further test

of the correspondence between the observed and calculated results, the predicted

molecular constants were used to simulate the rotational contour of the origin band.

The program PGOPHER[226] was used to simulate and �t the contour. In this process

the centrifugal distortion and spin-rotation constants were set to zero. The rotational

constants and transition moment projections were �xed. For comparison with the

experimental contour, the band origin, rotational temperature and Lorentzian line

width were treated as variable parameters. The results from both the double-ζ and

triple-ζ basis sets were used. The smooth curves in Figure 3.9 show the best �t

contours, and the molecular constants are given in the �gure caption. Note that

the �t for the DZ constants is better than that for TZ, mostly due to the relative

changes in the rotational constants on excitation (more in�uential than the slight

di�erence in the transition moment projections). The analysis based on the DZ

rotational constants yielded a band origin of 17,519 cm−1, a rotational temperature

of 34 K, and a homogeneous line width of 2.2 cm−1. The last parameter shows that

the resolution of the contour was limited by lifetime broadening.

Rotational contour modeling was also carried out using the molecular constants for

the C̃ 2A′′ ← X̃ 2A′′ transition, which included transition dipole moment projections

of µa = 0.513 and µb = 0.460 D. This ratio of projections consistently produced
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contours where the relative intensities of the P- and R-branch were reversed relative

to the experimental spectrum.

The assignment of Figure 3.8b provided by the theoretical model indicated that the

spectrum is dominated by transitions from the zero-point level. In contrast, the room

temperature spectrum of the Ã 2A′ ← X̃ 2A′′ transition reported by Just et al.[238]

included hot bands, resulting in repeated patterns of sequence bands where successive

members were separated by just 30 cm−1. These were attributed to a population of a

ground state vibrational mode (ν33) that had a frequency of about 85 cm−1. For the

present measurements, if the vibrational temperature for the low frequency modes

was close to the rotational temperature, the lowest energy vibrationally excited state

would have a fractional population of just 3%. Hence, the absence of obvious hot

bands was reasonable.

If it is accepted that the broad absorption feature previously reported[80, 81, 230]

in the 18,850 - 20,200 cm−1 range does belong to phenylperoxy, then the results from

this study may be used to account for the lack of structure. This energy region of

Figure 3.8b is quite congested, despite the simpli�cation resulting from jet cooling.

The features appear to be broader at these energies, occurring in clumps that are sug-

gestive of the mixing of bright and dark states. For the room temperature spectrum

we anticipate a considerable increase in congestion resulting from hot band transi-

tions. Typically, the rates of nonradiative decay processes increase with vibronic

excitation, so the homogeneous line widths will be in excess of 2 cm−1. Add to this

the broadening of the rotational contours produced by the greater range of rotational

levels populated, and it is quite plausible that the combined e�ect will be a nearly

continuous spectrum.

There are no reports of room temperature gas phase CRDS measurements for

phenylperoxy in the region 17,500 - 18,100 cm−1. In future experiments it will be

of interest to see if vibrationally resolved data can be obtained for the lower energy
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bands. If so, this will provide a more species speci�c method for observing phenylper-

oxy in kinetic studies. The conventional wisdom is that phenylperoxy would be a poor

candidate for detection by laser induced �uorescence, and this is con�rmed for the B̃

2A′′ ← X̃ 2A′′ transition. The line width of the origin band indicates a nonradiative

decay rate of 4 x 1011 s−1, which would result in a �uorescence quantum yield on the

order of 3 x 10−5.

3.3 Conclusion

Jet-cooled spectra for the B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical and

the B̃ 2A′′ ← X̃ 2A′′ transition of the phenylperoxy radical have been recorded using

CRDS. The vibroncially resolved spectral simulations from Gaussian provided rea-

sonable agreement with experimental spectra for each species. Rotationally resolved

spectra for each species could not be produced by jet-cooled methods as each transi-

tion was limited by lifetime broadening. For the phenoxy radical, this nonradiative

decay could occur through either rapid internal conversion to the Ã 2B2 state (as-

suming a vibronically allowed relaxation) or thermal decomposition to the cyclopen-

tadienyl radical (plus carbon monoxide)[64, 192]. For the phenylperoxy radical this

broadening could arise as a result of rapid internal conversion to the Ã 2A′ state (sym-

metry allowed)[238] or through decomposition to the phenoxy radical and continue

through several intermediates states to the cyclopentadienyl radical[61, 236, 237].

The B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical consists of a 516 cm−1

progression of four vibronic bands, assigned to the ν11 totally symmetric in-plane

CC stretching/bending mode, consistent with previous theoretical studies[190, 191,

210]. Small shoulders on the red shaded region of the observed vibronic bands were

assigned to the ν2011 and ν20
2
2 hot bands, as previously reported by Araki et al.[212].

This transition has been assigned as π - π◦ based on the results presented here.
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This assignment is supported by electronic structure calculations (TD-DFT) and by

comparison of these calculations with those by Cheng et al.[189].

The B̃ 2A′′← X̃ 2A′′ transition of the phenylperoxy is dominated by �ve vibrational

modes, each of which have strong displacement attributed to O-O stretching or in-

plane bending. The high density of vibronic modes observed experimentally, coupled

with lifetime broadening, explains the lack of structure observed in room temperature

spectra attributed to the phenylperoxy radical[80, 81, 230]. The lower energy region

of this transition (17,500 - 18,100 cm−1) is less congested than the higher energy

region. It is plausible that this region may show more resolvable vibrational structure

at room temperature. If so, this could provide an accurate signature of phenylperoxy

in future kinetics studies.
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Chapter 4

Laser Induced Fluorescence (LIF) of

Calcium Metal Oxides

4.1 Calcium Oxide

This section is taken from Stewart et al.[245]. Access provided by Elsevier.

4.1.1 Introduction

In this study we have examined the electronic spectrum of CaO in the 29,800 -

33,150 cm−1 energy range. This work was carried out in order to identify vibronic

levels that will be suitable for two-photon pulsed-�eld ionization zero kinetic energy

photoelectron characterization of the CaO+ ion (similar to a previously reported study

of BaO+ [246]). The spectra obtained have provided data for CaO that extend the

range of vibronic levels for two known electronically excited states, and revealed a

few additional levels that arise from a state of 0+ symmetry.

The electronic spectrum of CaO is notoriously congested and complex [247, 248,

249, 250, 251, 252, 253, 254, 255, 256]. Field and co-workers[256] have developed a very

instructive atomic-ions-in-molecules model that provides con�gurational assignments
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for the lower energy electronic states. The X 1Σ+ ground state is uniquely assigned to

the Ca+2O2− con�guration. The lower energy excited states are then approximated

as various con�gurations of the Ca+ + O− pair, with an electron localized on Ca

and a hole localized on O. All of the previously observed excited electronic states of

CaO can be mapped as combinations of molecular states from CaF[257] (which is a

model for the electronic structure of the Ca+ ion) and NaO[258] (which is a model

for the electronic structure of the O− ion). The Ca+ Xσ, Aπ, and Bσ con�gurations

correspond to the X2Σ+, A 2Π+, and B 2Σ+ states of CaF. For O−, the π− and σ−

con�gurations correspond to the X 2Π and A 2Σ+ states of NaO. The con�gurations

of these atomic ions combine to give electronic con�gurations of the CaO molecule.

As an example, the �rst excited singlet state is A′ 1Π, which arises from the X σπ−

con�guration. There have been several high-level theoretical studies of the electronic

states of CaO[259, 260, 261, 262, 263, 264, 265], mostly focused on the ground and

low-lying excited states. Overall, the electronic structure calculations support the

atomic-ions-in molecules model of Field and co-workers[256].

The present results extend the range of observed vibrational levels for the C 1Σ+

and F 1Π states. These excited states have been attributed to the Bσσ− and Bσπ−

con�gurations. Data for the C 1Σ+ state were obtained by Lagerqvist[251] who ob-

served the ν ′= 0-3 levels in emission spectra for the C 1Σ+ - X 1Σ+ transition. Baldwin

and Field[266] characterized the 0-0 origin band of the F 1Π← A′ 1Π transition, which

provided the only experimental data available for the F 1Π state. Three other vibronic

levels were observed, where the rotational structure was consistent with an electronic

state of 0+ symmetry. One of these levels interacts strongly with the C 1Σ+ ν ′= 7

level.
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4.1.2 Methods

Figure 4.1 shows the instrument used to record the laser induced �uorescence

(LIF) spectrum of CaO.

Figure 4.1: Apparatus used to record the LIF spectrum of CaO.

To produce CaO, 1064 nm light from a pulsed Nd:YAG laser (Quanta-Ray, DCR-1A)

was focused onto a calcium rod (ESPI Metals, 99.9% pure) to ablate Ca into the

gas phase. The calcium rod was continuously rotated and translated using a stepper

motor to ensure that a fresh surface of metal was used for each ablation shot. The

ablated material was entrained in a pulse of helium carrier gas at ∼ 10 atm backing

pressure. The He contained a small amount of N2O (∼ 0.2%) to provide a source of

oxygen for production of CaO. The ideal conditions for producing CaO were obtained

when the Nd:YAG laser was operated at low power, just above the lasing threshold.

The gas pulses were produced using a Parker-Hanni�n General Valve (Series 99), with

a pulse duration of 500 µs. After traveling through a short channel (2 mm diameter,
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∼ 6 mm long) the gas exited the ablation source into a vacuum chamber, forming a

supersonic expansion. The expansion source was based on designs by Scherer[267].

The vacuum was maintained using a Roots blower (Leybold, RUVAC WSU 251)

backed by a rotary vane pump (Leybold, TRIVAC D65B). The background pressure

in the chamber was typically <10 mTorr.

Once the molecules were formed in the supersonic expansion, they were probed

using light from a tunable pulsed dye laser (Lambda Physik, FL3002) pumped by a

XeCl excimer laser (Lambda Physik, EMG201). The laser was operated at 10 Hz with

a nominal pulse duration of 10 ns. To generate tunable UV light, the output of the

dye laser was frequency doubled using a BBO crystal (Lambda Physik, FL30). The

linewidth of the doubled light was ∼ 0.4 cm−1 when the dye laser operated without

an intracavity etalon, and ∼ 0.1 cm−1 when the etalon was used. The fundamental

light from the dye laser was directed through an iodine cell for absolute wavenumber

calibration using the B-X transition. Calibration was performed by comparing the

measured iodine spectra to the iodine atlas reported by Salami and Ross[268]. The

frequency accuracy of the fundamental light was ∼ 0.03 cm−1 without the intra-cavity

etalon and ∼ 0.01 cm−1 when the etalon was used.

The UV light passed through a short-pass �lter (to block the fundamental) and was

sent into the vacuum chamber, where the laser light crossed the supersonic expansion

∼ 2.5 cm downstream from the nozzle. A two-lens telescope was situated beneath

the expansion, perpendicular to both the expansion and the probe laser, to collect

�uorescence and focus it onto a photomultiplier tube (PMT, Hamamatsu R889). A

long pass �lter was added between the focusing assembly and the PMT to block

scattered light from the dye laser. The signal from the PMT was sent to two boxcar

integrators (Stanford Research Systems, SR250), time-gated to integrate over the

�uorescence signal and the background signal, respectively. The outputs from the

boxcar integrators were sent to an analog processor (Stanford Research Systems,

68



SR235) where the background signal was subtracted from the �uorescence signal. The

subtracted signal was then sent to a computer, where it was recorded using a data

acquisition card (National Instruments, USB-6210). A custom LabVIEW program

was used to control the data acquisition and display. Timing for all of the instruments

was maintained using a delay generator (Stanford Research Systems, DG535) that

was referenced to the 10 Hz internal frequency standard of the Nd:YAG laser. The

optimal delays for observing CaO were to �re the ablation laser ∼ 600 µs after opening

the pulse valve, and then �re the probe laser 24 µs after the ablation laser. Note that

the pulsed valve opens approximately 350 µs after the trigger signal from the delay

generator due to mechanical delay in pneumatic components. Firing the pulsed valve

in this way ensures that there is strong overlap with the laser ablation and gas pulses.

To record the spectrum of CaO, the wavelength of the dye laser was stepped

sequentially in 0.003 nm steps in the fundamental wavelength (without the intra-

cavity etalon) or ∼ 0.0005 nm steps in the fundamental wavelength (with the intra-

cavity etalon). The boxcar integrators were set to average 30 shots from the laser. The

laser was �xed at each wavelength step for 6 s to allow su�cient time for averaging.

4.1.3 Results and Discussion

Figure 4.2 shows a low-resolution survey scan of the CaO spectrum. An example

of two bands recorded at a higher resolution (using the intra-cavity etalon) is shown

in Figure 4.3. All of the bands observed had rotational structures that were con-

sistent with 1Σ+ - 1Σ+ or 1Π - 1Σ+ transitions. The program PGOPHER[226] was

used to analyze the rotational structures. The spectra were rotationally cold, but

the temperature varied signi�cantly depending on the source conditions. Rotational

temperatures ranged from as low as ∼ 10 K to as high as ∼ 100 K.
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Figure 4.2: Low resolution survey scan showing rovibronic bands of CaO. The bands
marked with X are from CaOH[269].

Figure 4.3: Rotationally resolved scan of the C 1Σ+ - X 1Σ+, 7-0 and 0+ - X 1Σ+, n-0
bands of CaO.
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Vibrational progressions were readily identi�ed in the survey spectrum (indicated

by the symbols •, † and * in Figure 4.2). The C 1Σ+ - X 1Σ+ 2-0 and 3-0 bands,

previously reported by Lagerqvist[251], were evident in the lower energy part of the

spectrum. Compared to the published results, our rotational line positions for these

bands were within the experimental uncertainties. Scanning to higher energies it was

possible to follow the C 1Σ+ - X 1Σ+ ν ′− 0 progression up to ν ′=8. A few hot-bands

originating from ν ′′=1 were also observed. Molecular constants derived from the C

1Σ+ - X 1Σ+ bands are collected in Table 4.1.

Table 4.1: Fitted molecular constants for the C 1Σ+ - X 1Σ+ bands of CaO

ν ′ Tν′,0 Bν′

2 29,869.8(1) 0.3652(6)
3 30,407.2(1) 0.3620(5)
4 30,938.2(2) 0.355(1)
5 31,461.8(1) 0.3540(8)
6 31,977.6(2) 0.349(1)
7a 32,513.5(2) 0.3306(7)
8a 33,007.5(1) 0.3439(7)

All values are in units of cm−1. The numbers in parentheses indicate the 1σ errors.
aStrongly perturbed bands

In �tting these bands we �xed the ground state rotational constants at the values

reported by Focsa et al.[248] (B′′0 = 0.4428, B′′1 = 0.4395 cm−1). Vibrational constants

were obtained by �tting the band origins to the expression

Tν′,0 = T0,0 + ω′eν
′ − ωeχ′eν ′(ν ′ + 1) (4.1)

The band origins for the ν ′=0 and 1 levels were taken from Lagerqvist[251]. Levels

with ν' ≥ 7 were not included in this �t as they were clearly perturbed. Re�ned

vibrational constants for the C state are listed in Table 4.2. The origins for the 7-0
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and 8-0 bands were 26.6 and 18.8 cm−1 above the energies predicted by extrapolation

based on the constants of Table 4.2.

Table 4.2: Equilibrium electronic and vibrational constants for the C 1Σ+ and F 1Π
states of CaO

C1Σ+ (this work)a C1Σ+ F1Π

T0,0 28,772.7(5) 28,772.4 26,794.5(11)
ωe 559.4(4) 560.9 521.3(3)
ωeχe 3.61(6) 4.0 2.59(3)
Error 0.4 - 1.0

All values are in units of cm−1. The numbers in parentheses indicate the 1σ errors.
aThis �t includes the previously reported band centers from Lagerqvist[251] as well as the data
reported in this work. This �t only includes the levels from ν = 0-6 because there are signi�cant
pertubations for ν = 7-8, as discussed in the text.

The progression of bands marked by the symbol † in Figure 4.2 exhibited the

typical rotational structure for a 1Π - 1Σ+ transition. To assign these features we

began by �tting the rotational lines to obtain the band origins. In the �rst cycle

of �tting both the lower and upper state rotational constants were allowed to vary.

From these �ts it was clear that all of the bands originated from the X, ν ′′=0 level.

In the second �tting cycle the ground state rotational constant was �xed at the value

given by Focsa et al.[248]. Band origins and upper state rotational constants from

these �ts are listed in Table 4.3. The lambda doublet splitting for the 1Π state did

not produce a signi�cant combination defect at the resolution of our measurements.

Similarly, the short range of rotational levels observed did not permit the extraction

of signi�cant centrifugal distortion constants, with the exception that the �t of the

band at 30,299.5 cm−1 was improved by including a negative distortion constant of

D′ = -1.44(8) x 10−5 cm−1. It is likely that this constant was compensating for the

e�ects of a local perturbation.
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Table 4.3: Fitted molecular constants for the F 1Π - X 1Σ+ bands of CaO

ν ′ Tν′,0 Bν′

6 29,815.4(1) 0.3254(5)
7a 30,299.5(2) 0.319(1)
8 30,777.7(1) 0.3163(7)
9 31,252.2(1) 0.3145(7)
10 31,722.0(1) 0.3107(4)
11 32,186.5(1) 0.3091(4)
12 32,646.0(1) 0.3081(4)
13 33,101.2(1) 0.3113(4)

All values are in units of cm−1. The numbers in parentheses indicate the 1σ errors.
aThe �t for ν = 7 also included a centrifugal distortion constant, D = -1.44(8) x 10−5 cm−1.

As there are two known 1Π states close enough to the energy range of Figure 4.2

to be considered for the upper state assignment (B and F)[266], we examined the

possibility that the new bands were part of the B-X or F-X band systems. This was

accomplished by �tting Equation 4.1 to the band origins. The vibrational number-

ing was adjusted to obtain T0,0 values that were closest to that of the B (25,913.0

cm−1) or F (26,794.7 cm−1) states. Using the vibrational numbering of Table 4.3,

the extrapolated T0,0 value was 26,812(2) cm−1, just 18 cm−1 above the established

value for the F state. The smallest di�erence for the B state was -140 cm−1, obtained

by increasing the vibrational numbering of Table 4.2 by 2 units. This extrapolation

procedure was close enough to assign the new bands to the F-X transition. Conse-

quently, a new �t was made with inclusion of the F state T0,0 value from the study of

Baldwin and Field[266]. The resulting vibrational constants are listed in Table 4.2.

The standard deviation for this �t was 1.0 cm−1, which we consider to be acceptable

as several levels are likely to be in�uenced by local perturbations.

The bands marked with the symbol * in Figure 4.2 showed simple P and R branch

rotational structure, consistent with a 1Σ+ - 1Σ+ transition. Based on the lower state
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rotational constants, the three bands above 32,000 cm−1 originated from X, ν ′′=0

while the band at 31,757.1 cm−1 was from ν ′′=1. The �tted molecular constants for

these bands are listed in Table 4.4.

Table 4.4: Fitted molecular constants for the 0+ - X 1Σ+ bands of CaO

ν ′ Tν′,0 Bν′

n - 1 32,037.0(2) 0.316(1)
na 32,479.5(2) 0.330(1)

n + 1 32,955.2(5) 0.313(3)

All values are in units of cm−1. The numbers in parentheses indicate the 1σ errors.
aStrongly perturbed.

The higher energy bands appeared to be a short progression, with asymmetric inter-

vals of 442.5 and 475.7 cm−1. This pattern suggests that there is a relatively strong

perturbation. Figure 4.3 shows the rotational structures of the 32,479.5 cm−1 band

and the nearby C 1Σ+ - X 1Σ+ 7-0 band. The latter is also strongly perturbed. In

addition, the rotational constant for C, ν ′=7 was anomalously small compared to the

trend of the rotational constants for the lower energy vibrational levels (c.f., Table

4.1). The extrapolated energy for the C, ν ′=7 level, 32,496.4 cm−1, is very close to

the mid-point between the * bands at 32,037.0 and 32,955.2 cm−1 (32,496.1 cm−1),

making it feasible that the vibronic state at 32,479.5 cm−1 and the C, ν ′=7 level (Fig-

ure 4.3) are mutually perturbing. Consequently, these bands were analyzed using a

homogeneous perturbation model as implemented by the PGOPHER software. This

�t yielded deperturbed values of T(C)7,0 = 32,496.7(2), B′7 = 0.3521(6), T(*)x,0 =

32,496.3(2), B′x = 0.3087(7), and a perturbation matrix element of 17.00(1)cm−1.

The T(*)x,0 value was consistent with the expectation based on the mid-point of

the �anking * bands (just 0.6 cm−1 away). However, the deperturbed C, ν ′=7 origin

was still 8.9 cm−1 above the extrapolated position. This pattern suggests that a third
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state is involved in the perturbation. To test the viability of this assumption we

examined a Hamiltonian matrix of the form,

H =


E0(0

+, ν ′ = x) m1 0

m1 E0(C, ν
′ = 7) m2

0 m2 E0(α)


where E0(C, ν ′=7) is the energy obtained by extrapolation, using the constants from

Table 4.2, E0(0+, ν ′=x) is the energy from the two state deperturbation model,

and E0(α) is the unperturbed vibronic energy of the third state. The homogeneous

perturbation elements are given by m1 and m2, and it is assumed that the direct

interaction between 0+, ν ′=x and α is negligible. The eigenvalues of this Hamiltonian

reproduce the observed band origins using the parameters m1 = 19.8, m2 = 13.0

and E0(α = 32,469.0 cm−1). The last two parameters are strongly correlated, and

therefore somewhat arbitrary. The primary signi�cance of this exercise is that it

demonstrates that the band origin shifts can be explained using a three-state model

with physically reasonable parameter values.

Next we consider a possible electronic assignment for the * bands. The short

progression of these bands runs almost in step with the C-X bands, indicating that

the two states have quite similar potential energy curves. Hence, a possible candidate

for the electronic assignment is the C′ 1Σ+ state, derived from the Aππ− con�guration.

Previously, the ν ′′=0 and 1 levels of C′ 1Σ+ were observed by Baldwin and Field[270]

via the C ′1Σ+ - A′ 1Π transition. To test the viability of the assignment we have �tted

the term energies (T′(C′)ν′,0) using the ν ′=0 and 1 values from Baldwin and Field[270],

and the present data for (T′(∗)ν′,0) with ν ′ = n-1, n, and n+1 to Equation 4.1. The

deperturbed origin was used for ν ′ = n and the value for n was treated as a variable. A

reasonable �t was achieved for n = 16 (standard deviation of σ = 7.8 cm−1), and the

�tting was improved (σ = 0.06 cm−1) by including a second anharmonicity constant.

75



The resulting molecular constants were (T(C′)0,0) = 24,363.3(1), ωe = 555.4(2), ωeχe

= 5.48(3), ωeye = 0.103(1) cm−1. These values seem reasonable, but there are other

viable assignments such as the g3Π(0+) and e3Σ−(0+) states[254]. It is hoped that

future studies of the dispersed �uorescence spectra and �uorescence decay lifetimes

will shed further light on the upper state of the * bands.

4.2 Calcium Hydroxide

4.2.1 Introduction

The characteristics of group IIA alkaline earth hydroxides has long been of sub-

stantial interest in chemistry. When introduced to a �ame source they produce a

wide variety of colors[271, 272]. The group IIA hydroxides are also of interest in

astrochemistry. They are predicted to exist in high abundances in late stage oxygen

rich stars[273], and possibly circumstellar clouds[274].

The electronic structure and characteristics of these hydroxides have been the sub-

ject of numerous experimental[273, 275, 276, 277, 278, 279, 280, 281] and theoretical

studies[282, 283, 284, 285]. The lighter hydroxides, BeOH and MgOH, were originally

expected to have strong covalent character in the ground electronic state, with a bent

geometry[282, 284, 285, 286]. It was later shown that MgOH is quasilinear[279]. Until

recently, experimental data for BeOH necessary to ascertain the nature of bonding

in the ground electronic state was lacking. A recent study by our group proved that

the ground state is bent, with a barrier to linearity just above the vibrational zero

point energy level[287]. The heavier members of the group all have linear equilibrium

geometries in their ground electronic state[282]. In CaOH this is due to a strong ionic

character arising from a closed shell OH− and Ca+ containing an unpaired 4s electron

with a closed shell argon core. The excited electronic states arise from excitation of

the unpaired electron on the calcium atom to higher lying ns, np, and nd orbitals on
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the metal. It is clear the nature of bonding in these metal hydroxides is dependent

on the ionization energy of the metal. The electronic structure of CaOH is valuable

in the development of an accurate model describing the bonding characteristics in

the group IIA metal hydroxides as it represents the �rst strongly ionic species in the

series.

The electronic spectrum of calcium hydroxide (CaOH) was �rst observed in 1983

by Hilborn et al.[288] using a Broida type oven source[289]. In this study they ob-

served the Ã 2Π - X̃ 2Σ+ electronic spectrum of CaOH, which was discovered to have

a linear equilibrium geometry in each electronic state. The same result was noted

for the deuterated species, CaOD, as well. Bernath and Brazier[290] recorded this

band in higher resolution, and subsequently obtained molecular constants with higher

accuracy. The B̃ 2Σ+ - X̃ 2Σ+ transition was �rst observed by Wormsbecher et al.

using chemiluminescence[291]. Rotational structure of vibronic bands attributed to

the B̃ 2Σ+ - X̃ 2Σ+ transition was later reported by Bernath et al.[290, 292]. The

electronically forbidden C̃ 2∆ - X̃ 2Σ+ transition was �rst observed by Jarman and

Bernath[293], and later by Jakubek and Field[294], which is allowed through vibronic

coupling of the Ca-O-H bending mode. Rotational constants in the X̃ 2Σ+ state of

CaOH have been reported for the ground and several excited vibrational states in a

series of microwave studies performed by Ziurys and co-workers[273, 276, 295, 296].

In 1996 Pereira and Levy observed the D̃ 2Σ+ - X̃ 2Σ+, Ẽ 2Σ+ - X̃ 2Σ+, and F̃ 2Π -

X̃ 2Σ+ transitions of CaOH by laser ablation of a calcium rod[269]. LIF and resonantly

enhanced multiphoton ionization (REMPI) spectra revealed the presence of several

vibronic bands they assigned to the aforementioned electronic transitions. The D̃ 2Σ+

and Ẽ 2Σ+ states were noted to have a linear geometry at their equilibrium. Rotational

constants for the D̃ 2Σ+ state were extracted from the observed bands. Assuming

that the CaO-H bond length in the D̃ 2Σ+ state is equal to that of the Ã 2Π state,

the Ca-OH bond length was determined. Both the D̃ 2Σ+ and Ẽ 2Σ+ states are more
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strongly bound than the ground state. The observed origin band of the F̃ state was the

outlier in this study as it possessed P, Q, and R branch structure. Coupled with the

activity seen in the bending vibrational modes from corresponding emission spectra,

Pereira and Levy assigned this state to a bent geometry with signi�cant covalent

character. This is the �rst noted observation for a electronic state with bent geometry

in CaOH. The results from this study prompted Hailey et al.[297] to publish an earlier

study of the G̃ 2Π state of CaOH and CaOD using optical-optical double resonance

spectroscopy. They discovered several vibronic bands at moderate resolution. Using

the molecular constants extracted from these bands, the G̃ 2Π state was assigned as

having a linear geometry. This is unusual as the F̃ band observed by Pereira and

Levy was assigned to a bent geometry. Following these studies Theodorakopoulos

et al.[283] calculated the potential energy surfaces for the doublet excited electronic

states of CaOH at the multireference double excitations con�guration interaction

(MRCDI) level of theory. Their results found that the minimum energy geometry of

the F̃ 2Π state is linear, with a nearby local minimum having a bent geometry of 175◦

(2A′, Cs symmetry) and a 92 cm−1 barrier to linearity for this local minima. This

conclusion was supported shortly afterward by Taylor et al.[298], where in their study

the bent local minimum for the F̃ 2Π state is predicted to be 376 cm−1 above the

global minimum at a bond angle of 175◦ and a 105 cm−1 barrier to linearity of the

local minima. They found that the G̃ 2Π is also linear in nature, with a local bent

minimum at 524 cm−1 above the global minimum and a 50 cm−1 barrier to linearity

(of the local minima). At the minimum energy linear geometry, the Ẽ 2Σ+, F̃ 2Π, and

G̃ 2Π states lie close in energy. As the geometry changes to a bent con�guration, and

the symmetry changes from C∞v to Cs, extensive mixing occurs between the three

states. The character of the F̃ 2Π state is strongly dependent on the Ẽ 2Σ+, in which

an avoided crossing is predicted between the two states at approximately 175◦.

At this time, there are no additional experimental studies for the Ẽ 2Σ+ and F̃ 2Π
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states of CaOH. During the course of the CaO experiments outlined in Section 4.1,

we observed several vibronic bands of these excited electronic states �rst reported

by Peireira and Levy. In this section results from these studies are reported. High

resolution LIF scans were obtained for the Ẽ 2Σ+ - X̃ 2Σ+ transition. Molecular

constants from these bands were determined using PGOPHER, which con�rm the

preliminary results of Peireira and Levy. For the origin band of the Ẽ 2Σ+ - X̃ 2Σ+

transition, the spin-rotation constant (γ) was determined. The origin band of the F̃

2Π - X̃ 2Σ+ was observed at low resolution, which cannot be utilized to con�rm the

linear geometry in this excited state as predicted by Theodorakopoulos et al.[283] and

Taylor et al.[298].

4.2.2 Methods

The experimental setup used to record the vibronic spectra of CaOH is identical

to that described in Section 4.1.2. These bands were observed during the course of

performing survey scans of CaO vibronic bands. In order to increase the intensity of

CaOH bands while simultaneously reducing the signal from CaO, a small amount of

water vapor was introduced to the expansion using a sample holder located between

the carrier gas source and the pulsed valve. The amount of water required was

miniscule, as over�lling the sample holder led to a buildup of CaOH on the calcium

rod which blocked the expansion channel, invariably eliminating the ability to perform

laser ablation and supersonic expansion within the vacuum chamber. The remaining

experimental conditions (distance to the pinhole, backing pressure, N2O fraction, etc.)

were unchanged from the conditions reported in Section 4.1.2.

4.2.3 Results

The subsection of Figure 4.2 featuring the vibronic bands of CaOH is shown in

greater clarity in Figure 4.4.
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Vibronic bands corresponding to the D̃ 2Σ+ - X̃ 2Σ+, Ẽ 2Σ+ - X̃ 2Σ+, and F̃ 2Π

- X̃ 2Σ+ transitions of CaOH are observed. While the 300-000 band of the D̃ 2Σ+ -

X̃ 2Σ+ transition had been observed at rotational resolution, the 000-000 and 100-

000 bands of the Ẽ 2Σ+ - X̃ 2Σ+ transition had not. Each band exhibits P and R

branch rotational structure typical of an excited electronic state of CaOH with linear

geometry as previously reported by Pereira and Levy[269]. These bands belong to a

Ca-OH stretching progression, and are assigned as 000 (origin band) and 100, where

the vibrational modes are arranged in the following order: Ca-OH stretch, bend,

CaO-H stretch[269]. No presence of vibronic bands attributed to the bending mode

or CaO-H stretch were observed experimentally. The PGOPHER �tting program[226]

was used to generate simulated spectra corresponding with the individual vibronic

bands, and to extract molecular constants from these bands. The experimental and

simulated spectra can be seen in Figures 4.5 and 4.6.

Figure 4.5: Rotationally resolved and simulated spectra of the 000-000 band of the
Ẽ 2Σ+ - X̃ 2Σ+ transition of CaOH. The simulated spectrum was generated using
PGOPHER. The rotational temperature of the simulation is 140K.
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Figure 4.6: Rotationally resolved and simulated spectra of the 100-000 band of the
Ẽ 2Σ+ - X̃ 2Σ+ transition of CaOH. The simulated spectrum was generated using
PGOPHER. The rotational temperature of the simulation is 45K.

Each rotationally resolved band was observed at varying rotational temperatures

due to inconsistencies in the expansion source as noted in Section 4.1.2. The vi-

bronic bands of CaOH reported in this section were recorded without the use of the

intracavity etalon, with the lone exception being the 100 band shown in Figure 4.6.

Pereira and Levy were unable to de�nitively assign vibrational progressions of the

Ẽ 2Σ+ - X̃ 2Σ+ transition due to spectral congestion at higher energies. However in

the survey scan (see Figure 4.2) of CaO there are several smaller unassigned vibronic

bands in the region where the 200 band of CaOH is expected to appear based on

the vibrational spacing between the origin band and the 100 band (∼ 738 cm−1).

Closer examination of this spectral region revealed the presence of three blue shaded

vibronic bands with similar characteristics as other vibronic bands of CaOH at low

spectral resolution (0.4 cm−1). Only one of these bands was rotationally resolved at

this spectral resolution. Operating under the assumption that this is the 200 band of

CaOH, a PGOPHER simulation was generated in order to obtain molecular constants
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to accurately assign this vibronic band, shown in Figure 4.7.

Figure 4.7: Rotationally resolved and simulated spectra of the 200-000 band of the
Ẽ 2Σ+ - X̃ 2Σ+ transition of CaOH. The simulated spectrum was generated using
PGOPHER. The rotational temperature of the simulation is 9K.

The inclusion of a third vibronic band was necessary in order to determine the

vibrational constant, ωe, and anharmonicity constant, ωeχe, for the Ca-OH stretching

mode. These vibrational constants were determined by plotting the term energies of

the vibronic states, G(ν), versus ν +
1

2
and �tting the resulting values to a second

order polynomial expression, where the relationship between ωe, ωeχe, and G(ν) is

given by the energy level expression[299]

G(ν) = ωe

(
ν +

1

2

)
− ωeχe

(
ν +

1

2

)2

(4.2)

where ν is equal to the vibrational levels of the Ẽ 2Σ+ state observed experimentally

(ν = 0,1,2). The vibrational constants obtained from this �t, and the rotational

constants from the PGOPHER simulations, can be seen in Tables 4.5 and 4.6 below.

83



Table 4.5: Molecular constants for the Ẽ 2Σ+ - X̃ 2Σ+ vibronic bands of CaOHa

ν ′ Tν,0 Bν′ Dν′ γ

0 29,880.02(3) 0.3639(1) 1.2 x 10−6(1) 2.76 x 10−2(1)
1 30,618.53(1) 0.3554(2) -3.9 x 10−6(7)b

2 31,335.79(2) 0.3456(8)

All values are in units of cm−1. The numbers in parentheses indicate the 1σ errors.
aGround state (X̃ 2Σ+) rotational constants were �xed to values reported by Ziurys et al.[276]
b Negative value for centrifugal distortion constant is indicative of a perturbation.

Table 4.6: Molecular constants for the Ẽ 2Σ+ state of CaOH, compared with previous
theoretical studies

Term

Te (cm−1)
T0,0 (cm−1)
ωe (cm−1)
ωeχe (cm−1)

Experimental

This worka

29,880.02(3)
759.76(7)
10.63(2)

Theoretical

MR-CDIb bIIc

30,165 31,302

713.2

aThe numbers in parentheses indicate the 1σ errors.
bMultireference double excitations con�guration interaction. Reference [283].
cE�ective valence shell Hamiltonian, basis set II with 12 valence orbitals. Reference [298].

The most intense feature in Figure 4.4 appears at ∼ 30,213 cm−1 consistent with

the previously reported origin band of the F̃ 2Π - X̃ 2Σ+ transition by Pereira and

Levy[269]. It is clear from this spectrum that the rotational structure of this band is

unresolved, complicating spectroscopic assignments. One noteworthy feature of this

band is the absence of a pronounced Q branch, previously reported by Pereira and

Levy[269]. A second scan of this feature was performed in the hopes of revealing the

underlying structural characteristics of this excited electronic state of CaOH. This

scan be seen in Figure 4.8.
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Figure 4.8: Experimental spectra for the 000-000 band of the F̃ 2Π - X̃ 2Σ+ transition
of CaOH. The lower trace (black) is the low resolution trace from Figure 4.4, while the
upper trace (red) is from a second scan of the same region with increased averaging.

While the signal-to-noise ratio in this spectrum is quite poor compared to the

original spectrum, no obvious features associated with a Q-branch in the origin band

of the F̃ 2Π - X̃ 2Σ+ transition are present. The features present on each side of the

origin band resemble spectral features, but are likely noise. An accurate assignment

cannot be made from these spectra.

4.2.4 Discussion

The spectroscopic constants derived from the experimental observations compare

favorably with previous theoretical results listed in Table 4.6. The Ẽ 2Σ+ state is

predicted to be the most strongly bound electronic state of CaOH. The vibrational

stretching and anharmonicity constants of the Ca-OH stretch are reported here for the

�rst time. This vibrational stretching frequency, 759.76(7) cm−1, is the largest known

value for CaOH. Theoretical predictions indicate that while the Ca-O bond shortens

(higher stretching frequency), the O-H bond lengthens (lower stretching frequency)
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upon excitation[283, 298]. It is reasonable to assume that the calculations accurately

predict this geometry change based on the strong agreement with the results for the

Ca-O bond. However no experimental data for the O-H bond length in the Ẽ 2Σ+

state are reported in the literature to con�rm these predictions. While the Ẽ 2Σ+ state

does exhibit increased covalent bonding characteristics, the bonding in this electronic

state is still largely ionic in nature.

A reasonable value for the equilibrium rotational constant, Be, was determined

from the observed vibronic bands. Using the relationship between rotational constant

and bond length[277], the Ca-OH bond length was estimated for the D̃ 2Σ+ state by

Pereira and Levy[269] by �xing the CaO-H bond length to that for the Ã 2Π state[300].

This is not advisable for the Ẽ 2Σ+ state as this is the only electronic state that is

predicted to have a signi�cant change in the OH group upon excitation[298].

The splitting observed in higher J lines of the 000-000 band of the Ẽ 2Σ+ - X̃ 2Σ+

transition originates from the large spin-rotation constant (γ) in the Ẽ 2Σ+ state. The

spin-rotation interaction in this state is best described in terms of Hund's coupling

case b[301, 302]. This molecule contains one unpaired electron (S = 1/2). The spin

angular momentum, Ŝ, is not coupled to the internuclear axis and the spin-orbit

interaction is weak or non-existent (Λ = 0). The rotational angular momentum is

then de�ned by the quantum number, N̂, which is exclusive of spin. In this case the

spin acts as a slight perturbation to the molecular rotation, where this interaction is

best represented by the Hamiltonian

Ĥsr = γN̂ · Ŝ (4.3)

where each rotational transition is split in energy by the expressions[301, 303]

F1(e) = BνN(N + 1) +
1

2
γνN (4.4)
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F2(f) = BνN(N + 1)− 1

2
γν (N + 1) . (4.5)

The e levels correspond to J = N +
1

2
states, while the f state correlates to

J = N -
1

2
states. The large value for γ can be attributed to a perturbation in the

2Σ state arising from interactions with a near lying 2Π state[301, 304]. The F̃ 2Π

and G̃ 2Π states are believed to mix strongly with the Ẽ 2Σ+ based on theoretical

studies by Theodorakopoulos et al.[283] and Taylor et al.[298]. This interaction has

been observed for the B̃ 2Σ+ state which interacts with the nearby Ã 2Π state[290].

The value for γ reported here, 2.76 x 10−2 cm−1, is on the same order as that previ-

ously reported for the B̃ 2Σ+ state, -4.36 x 10−2 cm−1, which lends credence to this

conclusion.

No rotational structure for the origin band of the F̃ state was observed, which

complicates spectral assignment. It can be seen from Figure 4.8 that the presence of

a dominant Q branch is di�cult to identify in these spectra. However the presence or

absence of a strong Q branch alone is insu�cient to comment on the nature of bonding

(ionic vs. covalent) in these systems, as was previously noted in previous studies by

our group on BeOH[147, 287]. Theoretical calculations of the excited electronic states

of CaOH by Theodorakopoulos et al.[283] and Taylor et al.[298] each indicate that

for the F̃ state, the geometry is linear at the global minimum with closely lying non-

linear local minima (with a barrier to linearity of ∼ 100 cm−1). It is apparent that

the spectral assignment of this band system is highly complex in nature due to the

strong mixing between the Ẽ, F̃, and G̃ states. Preliminary measurements cannot

con�rm the theoretical prediction of a linear geometry in the F̃ state. Additional

measurements are necessary in order to further characterize this convoluted spectral

region.
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4.3 Dicalcium Oxide (CaOCa)

4.3.1 Introduction

The only reported experimental studies of CaOCa are those by Andrews and co-

workers in the late 1970's. In those studies calcium metal was reacted with ozone

(16O3) and oxygen (16O2) in a solid nitrogen matrix at 15K[305, 306]. The reactions of

isotopically substituted 44Ca with 16O3, and 40Ca with 18O3 were also performed[306].

The infrared spectra of the reaction products were recorded in the 400-800 cm−1

region. Two vibrational bands were assigned as belonging to the symmetric species

CaOCa. Analysis of these bands indicated a bent structure for the ground electronic

state, with a nearly 120◦ bond angle.

A recent ab initio study by Bunker and co-workers[307] contradicts this assign-

ment. This study found that the ground electronic state has a linear symmetrical

equilibrium structure (CaOCa) with 1Σ+
g symmetry and a Ca-O bond length of 1.995

Å. The �rst excited electronic state is a low lying triplet state, (ã 1Σ+
u ), also possessing

a linear symmetrical equilibrium structure with a Ca-O equilibrium bond length of

1.998 Å. The singlet-triplet splitting, Te (ã), is 386 cm−1. Bunker and co-workers re-

port similar results for all alkaline earth hypermetallic oxides: Be2O[308], Mg2O[309],

Sr2O[310], Ba2O[311], and Ra2O[311].

The electronic structure of the lightest hypermetallic alkaline earth oxide, BeOBe,

has been previously investigated by our group[146]. BeOBe was produced using laser

ablation and supersonically expanded into a vacuum chamber. The observed vi-

bronic bands were characterized using LIF, REMPI, and stimulated emission pump-

ing (SEP). Electronic structure calculations were used to facilitate the analysis of the

spectra. The results showed that the ground state is linear and symmetric with 1Σ+
g

symmetry. The electronic structure calculations support this conclusion. A theoreti-

cal study by Boldyrev and Simons[312] also predicted that for BeOBe the geometry
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of the ground electronic state is linear in nature, with strong multireference char-

acter. The vibronic bands of BeOBe observed by Merrit et al.[146] originated from

excitation of the X1Σ+
g state to a linear or near linear excited electronic state. The

vibronic progressions were assigned to the symmetric and anti-symmetric stretching

vibrations in the excited electronic state. The Be-O bonds weakened upon electronic

excitation which is indicative of electron promotion to a nonbonding or antibonding

orbital. Since BeOBe and CaOCa are isovalent, similar spectral and structural results

were expected.

Prior to the work reported here, there were no reported gas phase observations of

the electronic transitions of CaOCa. This section details the �rst reported electronic

spectra of hypermetallic CaOCa. Jet-cooled CaOCa was produced by laser ablation

of a Ca rod and supersonically expanded into a vacuum chamber. Ablation products

were detected using LIF. Vibronic bands were observed in the 14,500 - 16,000 cm−1

region. The presence of CaOCa was con�rmed using simulations performed with

the PGOPHER spectral �tting program. Electronic structure calculations, used to

aide spectral assignments, were performed in MOLPRO 2012[313] using the multiref-

erence con�guration method (MRCISD) with state-averaged full-valence complete

active space self-consistent �eld wavefunctions (SA-FV-CASSCF).

4.3.2 Methods

The experimental setup described in Section 4.1.2 was used to record the LIF

spectrum of CaOCa, but with several important adjustments. This setup can be seen

in Figure 4.9 below.
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Figure 4.9: Apparatus used to record the LIF spectrum of CaOCa. The collection
optics and PMT are shown at an angle to indicate that this assembly is located
perpendicular to the crossing of the ablation laser and the freejet expansion.

In order to minimize inconsistencies with source conditions, a Smalley type laser

ablation source[314, 315] replaced the one described in Section 4.1.2. This provided

for a more stable set of experimental conditions on a day to day basis. The ideal

conditions for producing CaOCa in this source were attained by varying the backing

pressure of He from ∼ 8-10 atm, along with smaller percentage of N2O (0.1%). The

�rst set of experiments utilized the same pulsed valve (Parker-Hanni�n General Valve

Series 99) to produce gas pulses with a pulse duration of ∼ 550 µs. This valve was

damaged during operation and replaced with a similar pulsed valve, Parker-Hanni�n

General Valve Series 9. No change in performance between the pulsed valves was

noted.

The tunable light used for these experiments was in the red region of the visible

spectrum, and as such the BBO doubling crystal and short-pass �lter were removed.

Optimized delays for observing CaOCa were such that the ablation laser was �red ∼

600 µs (i.e. due to mechanical delay in the pulsed valve response) after the opening

of the pulsed valve, and the probe laser was �red between 24 and 31 µs (depending
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on source conditions) after the ablation laser. The boxcar integrators were each set

to average 100 shots from the laser, to increase the signal-to-noise ratio for weak

vibronic bands. The laser was averaged at each wavelength step for 15 s to account

for the increased number of laser pulses.

4.3.3 Experimental Results

Initial attempts to observe CaOCa were prompted by an experimental study per-

formed by two members of the Heaven lab, Josh Bartlett and Robert VanGundy.

While performing spectroscopic studies via laser ablation on a calcium rod, mass

spectra from a time-of-�ight mass spectrometer (TOF) indicated a large signal from

a species corresponding to CaOCa. A LIF survey scan revealed two unresolved fea-

tures at ∼ 32,400 cm−1, as seen in Appendix C.1. This pattern is indicative of a

molecular species with a smaller rotational constant than CaO, which is also pro-

duced by laser ablation of a calcium rod. These features are absent in Figure 4.2.

High level ab initio calculations performed by our collaborator, Dr. Wafaa Fawzy

(Murray State Univserity), provided us with predictions for the electronic band ori-

gins of transitions from the ground to excited states of CaOCa. The results from

these theoretical studies are provided in Section 4.3.4.

The calculations indicated the presence of an electronic transition (A 1Σ+
u - X 1Σ+

g )

in the red region of the visible spectrum. An initial LIF survey scan (see Figure 4.10)

revealed the presence of a strong band of CaO, the 5-0 band of the A 1Σ+ - X 1Σ+

transition[255], along with several weaker unresolved bands similar to those seen in

Appendix C.1. Experimental conditions (i.e. ablation laser intensity and focus onto

the rod, timings between lasers and the pulsed valve, etc.) were adjusted in order to

optimize the intensity of these weaker features. After optimization, additional survey

scans revealed the presence of numerous blue shaded vibronic bands shown in Figure

4.11.
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Figure 4.10: Initial LIF Survey for CaOCa. The 5-0 band of the A 1Σ+ - X 1Σ+

transition predominates the observed spectrum, along with several smaller bands
potentially arising from CaOCa, labeled as *.

Figure 4.11: Vibronic bands observed from laser ablation of calcium in the red region
of the visible spectrum. Parallel bands (P and R branch structure) are shown in
black, while bands with perpendicular type transitions (P, Q, and R branches) are in
red.
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Two types of band systems were observed. The �rst, which are de�ned as parallel,

contain well de�ned P and R branch transitions only. The second, which are de�ned

as perpendicular, consist of transitions with undetermined rotational character. Each

band was �rst observed without the use of the intracavity etalon (resolution ∼ 0.2

cm−1) in order to determine accurate band positions. Scans performed using the

intracavity etalon (resolution ∼ .05 cm−1) were then performed in order to obtain

rotationally resolved vibronic spectra. The remainder of this section will focus solely

on the results and analysis of the parallel bands seen in Figure 4.11.

The PGOPHER program[226] was utilized to simulate the rotational structure for

the vibronic bands. The spectra were rotationally cold, typically ∼ 6K as determined

based on simulations of the 5-0 band of the A 1Σ+ - X 1Σ+ transition of CaO.

Each simulation was set as a 1Σ+
u - 1Σ+

g transition, with D∞h as the point group.

Since the ground electronic state is assumed to have a linear geometry, and I = 0 for

40Ca, only even J exist. For the �rst cycle of �tting, the molecular constants from

the electronic structure calculations were used as a starting point to determine line

assignments for the ground (B′′e = 0.05096 cm−1) and excited (B′e = 0.05275 cm−1)

electronic states. The rotational constants and vibronic origin were then each allowed

to �oat. Each parallel vibronic band was �t individually and molecular constants were

extracted from each �t. For the second cycle, a group �t to all parallel vibronic bands

was performed using an identical ground state rotational constant. Initially, it was

assumed that all vibronic bands originated from the X, ν ′′=0 level. However, the

results from each cycle of �tting yielded unusual results. Several of the bands (in

the group �t) were di�cult to simulate using PGOPHER. This is easily explained

if some of the bands originate from ν ′′ > 0. Furthermore, no de�nitive pattern

was observed between the vibrational spacing of the bands. Finally, the rotational

constants extracted for the ground state (individual �t) varied by as much as 0.004

cm−1. This level of discrepancy indicated incorrect assignments of the bands observed.
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Looking to the literature it was obvious that several of the observed parallel bands in

Figure 4.11 belong to the A 1Σ+
u - X 1Σ+

g transition of Ca2, �rst reported by Bondybey

and English[316]. Removing those bands from the analysis, only six vibronic bands

remained, four of which were rotationally resolved. The PGOPHER �t of one of these

bands can be seen in Figure 4.12.

Figure 4.12: High resolution LIF spectrum of one of the rotationally resolved vibronic
bands of CaOCa. Simulation of the rotational structure was performed using the
PGOPHER program. A rotational temperature of 6 K was used in this simulation.

The remaining bands were each �t individually, similarly to the �rst cycle of �tting.

The molecular constants from these �ts are listed in Table 4.7.

Again, it is likely that several of the observed vibronic bands originate from excited

vibrational bands (ν ′ > 0) in the X 1Σ+ state. This is especially likely considering

there are two vibronic bands separated by only ∼ 13 cm−1. It is di�cult to obtain an

accurate PGOPHER simulation (and subsequently determine molecular constants)

for several of the observed vibronic bands due to the low signal-to-noise ratio in these

spectra. Additional experimental data is needed in order to make de�nitive vibronic

state assignments for the bands reported in Table 4.7.
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Table 4.7: Fitted molecular constants of CaOCa derived from individual �ts of
vibronic bands using PGOPHER

T ′ν Bν′′ Bν′

14,535a N/A N/A
14,844.61(1) 0.0448(5) 0.0513(5)
15,113.87(1) 0.0539(5) 0.0586(4)
15,126.63(1) 0.0463(4) 0.0514(4)
15,253.63(1) 0.0463(6) 0.0535(6)
15,490a N/A N/A

All values are in units of cm−1. The numbers in parentheses indicate the 1σ errors.
a Molecular constants undetermined due to poor signal-to-noise ratio in experimental spectrum.
Band position approximated by visual inspection.

4.3.4 Theoretical Calculations

As noted previously, the calculations presented here were performed by our collab-

orator, Dr. Wafa Fawzy. Theoretical calculations of CaOCa were performed using the

MOLPRO 2012 suite of programs[313] at the Cherry L. Emerson Center for Scienti�c

Computation at Emory University. The potential energy surface (PES) of the ground

electronic state and eleven excited singlet electronic states were calculated, along with

the nine triplet excited electronic states. Linear (D∞h) and non-linear (C2v) con�g-

urations were considered. Note that MOLPRO is limited to Abelian point group

symmetries only. D∞h is therefore approximated for these calculations as D2h. The

excited electronic states (and symmetries) of the linear structure are as follows: A

Σ+
u (B1u), B Σ+

g (Ag), C Πg (B2g + B3g), D Πu (B2u + B3u), E Πg (B2g + B3g), and F

Πu (B2u + B3u). The symmetries of the non-linear geometry (C2v symmetry) are B2,

A1, A2 + B2, A1 + B1, A2 + B2, and A1 + B1.

These PES's were �rst calculated using the complete active space self-consistent

�eld (CASSCF) method[317, 318], followed by the multi-reference con�guration inter-

action (MRCI) method[319, 320, 321]. The active space used, CAS(10,12), consisted
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of all con�gurations of ten valence electrons (2s22p4 on O / 4s2 on each Ca) in twelve

molecular orbitals. These MO's (in C2v symmetry) include �ve of A1 symmetry, two

of B1 symmetry, four of B2 symmetry, and one of A2 symmetry. All valence elec-

trons were correlated, and contributions to higher excitations and relativistic e�ects

were taken into account using the Davidson correction (Q)[322] and the Douglas-

Kroll-Hess (DKH) Hamiltonian[323, 324, 325], respectively. The basis set used for

all three atoms was the Douglas-Kroll correlation consistent polarized core valence

quadruple-zeta basis set (cc-pwCVQZ-DK) developed by Koput and Peterson[284].

This particular basis set is necessary to account for the core-valence correlation of

the 3s and 3p calcium orbitals. The core electrons of the Ca and O atoms were opti-

mized but were not included in the correlation. The full level of theory is abbreviated

as SA-FV-CASSCF (10, 12)-MRCISD-Q/cc-pwCVQZ-DK, where SA denotes state

averaged and FV denotes full valence.

The transition of interest, from the ground electronic state to the �rst excited

singlet state, was calculated to originate at 14,801 cm−1. The results of the three

dimensional PES showed the minimum energy structure is linear in the X 1Σ+
g ground

state (D∞h point group) while it is bent (C2v point group) in the �rst excited electronic

state, 1B2, as seen in Figure 4.13. The barrier to linearity lies 3,300 cm−1 above the

global minimum.

Using the calculated ab initio PES of the ground and �rst excited states, the

Discrete Variable Representation (DVR) quantum mechanical method (available in

the DVR3D software package[326]) was used to calculate the vibrational energy levels

in the corresponding states (X 1Σ+
u and A 1B2). Accurate �ts of the ground state

were obtained, with a standard deviation of 3.99 cm−1. However, �tting the 1B2 state

was complicated due to errors with the excited state PES. E�orts to correct this issue

are currently ongoing.
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Figure 4.13: PES for the ground and �rst excited electronic state of CaOCa. The
excited state symmetry is 1B2 (bent geometry) at the global minimum, and 1Σ+

u

(linear geometry) at higher energy.

4.3.5 Discussion

The presence of numerous vibronic bands of Ca2 complicated the initial assign-

ment of the CaOCa bands present within the survey scan in Figure 4.11. Naturally

the presence of two molecular species explains the di�culty met with assigning vibra-

tional progressions and the numerous di�erences in ground state rotational constants

between vibronic bands. This was unexpected and obscured by the fact that the

rotational constants for the ground states of Ca2 and CaOCa are close, B ∼ 0.04

cm−1.

Despite the fact that a majority of the vibronic bands observed belonged to a

separate molecular species, it is clear that the remaining bands do indeed belong

to the symmetric species CaOCa. The spacing between rotational lines excludes the

possibility of another calcium species, as the rotational constant of CaO (∼ 0.3 cm−1)

is much larger than that CaOCa (∼ 0.04 cm−1). Larger CaxOy clusters would have
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much smaller rotational constants than those observed experimentally, precluding the

possibility of achieving su�cient rotational resolution for analysis. The only other

likely molecular candidate would be a hot band of the A 1Σ+
u - X 1Σ+

g transition of Ca2.

This can be discounted for several reasons. Bondybey and English[316] observed hot

bands from ν ′′ = 1→ ν ′ = 1-6 (and 9) in their study of the A 1Σ+
u - X 1Σ+

g transition.

The only hot band observed in this study was ν ′′ = 1 → ν ′ = 4, most likely due to

unfavorable expansion conditions for this individual scan. Rotational constants for

the higher vibrational levels of the X 1Σ+
g state of Ca2 were reported by Balfour and

Whitlock[327], and also by Vidal[328]. The observed vibronic bands in Table 4.7 were

simulated using molecular constants from the ν ′′ = 2 vibrational level of the X 1Σ+
g

state of Ca2 in PGOPHER to further verify that these bands do not belong to hot

bands of Ca2. Finally, the simulated spectrum shown in Figure 4.12 demonstrates

the fact the observed species is centrosymmetric in its ground electronic state, as

only even rotational levels are observed (40Ca, I = 0). This lends credence to our

assignment of the molecular species as CaOCa with a linear ground state (X, 1Σ+
g

symmetry).

Assignment of the excited electronic state was assisted through the use of spectral

simulations performed using PGOPHER, as noted in Section 4.3.3. The simulation

seen in Figure 4.12 is a representative �t of the four rotationally resolved vibronic

bands observed experimentally. The results from these simulations were derived with

the parameters adjusted to correspond with a linear excited state with 1Σ+
u symmetry.

The lack of a strong Q branch is further proof of this assignment. However, the results

from the ab initio studies (see Figure 4.13) show that the excited geometry is bent at

its lowest energy con�guration. This would suggest that the vibronic bands reported

here belong to a highly excited vibrational state of CaOCa, near or above the barrier

to linearity located approximately ∼ 3,300 cm−1 above the global minimum.

The molecular constants presented in Table 4.7 show that the electronic excitation
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of CaOCa resulted in the shortening of the Ca-O bonds (i.e. the rotational constant

increased upon excitation). The simulated spectra and electronic structure calcula-

tions suggest a strongly allowed transition, with singlet multiplicity in the ground

and �rst excited electronic states. The transitions were indeed strongly allowed, as

demonstrated by the short �uorescence lifetime of the upper state (∼ 10-20 ns).

Further analysis of these bands is hindered by the lack of additional experimental

information coupled with the need for accurate predictions of the vibrational states

from the electronic structure calculations. Additional experimental studies of CaOCa

using LIF and REMPI techniques will performed in the near future with the help of

Robert VanGundy in order to de�nitively assign the vibronic bands reported here.

As predicted by Bunker and co-workers[307], the equilibrium geometry in the

ground electronic state is linear, 1Σ+
g symmetry. This is due to the ionic bonding

character in this state, where separate electron spins are located on each calcium

ion (Ca+O−2Ca+). In contrast, the bent geometry at the global minimum of the

excited electronic state suggests a strong covalent character, 1B2 symmetry. Future

experimental studies of the perpendicular bands shown in Figure 4.11, at higher

spectral resolution, will be informative in characterizing the bent geometry of the 1B2

state. The di�culty in analyzing these bands is due to the change in geometry (linear

to bent) in the 1Σ+
u /

1B2 state.

4.4 Conclusion

Jet-cooled spectra for electronic bands of CaO and CaOH in the UV region, and

for CaOCa in the visible region, have been recorded using a laser ablation source

coupled with LIF for detection. The observed vibronic bands of CaO extend the

current range of levels reported in the literature for the C 1Σ+ and F 1Π states. This

is the �rst reported observation of the F 1Π - X 1Σ+ transition, which is a formally
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allowed one-electron excitation using the integer charge model of Baldwin et al.[256].

Also present within the observed spectra are three vibronic levels attributed to a

new 0+ state. One of these vibronic bands, n, interacts strongly with the C 1Σ+,

ν ′ = 7 level. These bands have similar characteristics to the previously reported C′

1Σ+ state, and could be attributed to higher vibrational levels of this state. However

several other bands, namely g3Π(0+) and e3Σ−(0+), are also predicted to occur in

this energy range[270]. Additional work is needed in order to de�nitively assign these

vibronic bands.

For CaOH, rotationally resolved vibronic bands of the Ẽ 2Σ+ ← X̃ 2Σ+ transition

are reported for the �rst time. The bonding in the Ẽ 2Σ+ state is largely ionic in

nature, consistent with previous theoretical studies[283, 298]. Additionally, the Ẽ 2Σ+

state is predicted to be strongly bound. However only molecular constants from the

Ca-OH stretching mode are observed experimentally, and information on the CaO-H

stretching mode and/or bending mode is necessary to make a direct comparison with

the theoretical predictions. Spin-rotation splitting was observed in the high J lines of

the Ẽ 2Σ+ origin band, which could arise due to interactions with the near lying F̃ and

G̃ states. Further analysis is needed to examine its origin. The F̃ state was observed,

but was not rotationally resolved, precluding the possibility of assigning the excited

state equilibrium geometry which has con�icting assignments in the literature (i.e.

linear vs. bent)[269, 283, 298]. Future experiments of CaOH will focus on improving

molecular constants of the Ẽ 2Σ+, 200 band, and on the assignment of the origin band

(and vibronic progressions) of the F̃ state.

Finally, CaOCa has been observed spectroscopically in the gas phase for the �rst

time. These investigations were aided by electronic structure calculations at the SA-

FV-CASSCF (10,12)- MRCISD-Q/cc-pwCVQZ-DK level of theory. Multiple vibronic

bands were observed in the 14,500 - 16,000 cm−1 region, wherein the presence of Ca2

created during ablation complicated spectral assignment. PGOPHER simulations
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were used to con�rm the presence of CaOCa in the observed spectra. Only even

rotational levels were observed, consistent with a centrosymmetric species with a

linear geometry in the ground electronic state (1Σ+
g ), as predicted by the electronic

structure calculations. Furthermore, the observed bands do not match with previously

reported bands of Ca2[316], supporting the CaOCa assignment for the remaining

features. The electronic structure calculations predict that the equilibrium geometry

of the excited electronic state is bent, with a 3,300 cm−1 barrier to linearity. The

observed bands (simulated assuming a linear geometry) must therefore be highly

vibrationally excited. Further studies are needed to make de�nitive vibrational state

assignments for the vibronic bands presented here.
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Chapter 5

Concluding Remarks

The spectroscopic characterization of the excited electronic states of several molec-

ular species relevant to PAH formation and the study of ultracold molecules are

outlined within this dissertation. Cavity ringdown and laser induced �uorescence

spectroscopy were utilized as detection methods in the study of PAH intermediates

(phenoxy and phenylperoxy radicals) and group IIA metallic oxides (CaO, CaOH, and

CaOCa), respectively. The use of a supersonic expansion was utilized in these exper-

iments in order to alleviate spectral congestion and aide in the analysis of structural

characteristics for each species.

Vibronic bands corresponding to the B̃ 2A2 ← X̃ 2B1 transition of the phenoxy

radical and the B̃ 2A′′ ← X̃ 2A′′ transition of the phenylperoxy radical were assigned

through the assistance of electronic structure calculations performed using Gaussian

09. Rotational structure was unresolved due to signi�cant linewidth broadening as

a result of either nonradiative decay or internal decomposition pathways present in

each radical. The B̃ 2A2 ← X̃ 2B1 transition of the phenoxy radical is best described

as π - π◦, while the B̃ 2A′′ ← X̃ 2A′′ transition of the phenylperoxy radical is π - π∗.

The results presented here can provide an accurate benchmark for future ab initio

studies of combustion intermediates. Additionally, it would be of interest to continue

102



these studies for other intermediate species involved in combustion/PAH formation,

such as the napthyl[329, 330] or 2-oxepinoxy radical[235, 331], where experimental

data on their electronic structure and bonding characteristics are lacking.

Following the work on PAH intermediates, the spectroscopic investigations of the

neutral species CaO, CaOH, and CaOCa are presented. Rotationally resolved vi-

bronic bands for each species were identi�ed. Molecular constants for several previ-

ously unobserved vibrational levels of the C 1Σ+ and F 1Π electronic states of CaO

were determined, along with three vibronic bands of a currently unassigned excited

electronic state. Several assignments for these bands are considered, including the

C 1Σ+, g3Π, and e3Σ− states; however further experimental studies are needed to

make a de�nitive assignment. LIF spectra of the ν = 0, 1, and 2 vibrational bands

(Ca-OH stretching mode) of the Ẽ 2Σ+ state of CaOH constitute the only available

experimental information on the ionic bonding character in this excited electronic

state. Evidence of pertubative e�ects with nearby electronic states is observed (i.e.

γ in origin band), but cannot be con�rmed without additional information on higher

lying electronic states. Future experiments will focus on ascertaining whether bond-

ing in the nearby F̃ state is ionic in nature (similar to the other electronic states

of CaOH) or if it represents the �rst excited state electronic state of CaOH that is

largely covalent in nature. While several vibronic bands for hypermetallic CaOCa

are presented, little information on the electronic states of this molecule is available

as no de�nitive vibrational state assignments can be made with the present data.

Additional studies of CaOCa are currently ongoing, focusing on the characterization

and assignment of these vibronic bands using a combination of LIF and REMPI spec-

troscopy. Results from these studies will used to benchmark future calculations, and

to provide guidance on future experimental work of CaOCa and other group IIA hy-

permetallic oxides, needed to further elucidate the nature of bonding in these species.

Detailed information on the internal states of neutral CaO, CaOH, and CaOCa is also
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paramount to future studies of their cationic forms, as ZEKE spectroscopy of cations

requires accurate state information for two photon excitation.
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Appendix A

Phenoxy

Table A.1: List of bond lengths (Å) and bond angles (◦) for the phenoxy radical
calculated in the X̃ 2B1 and B̃ 2A2 electronic states. Unlisted bond lengths and
angles are identical to their mirrored counterparts.

Level UB3LYP UB3LYP TD-DFT TD-DFT
Basis Set cc-pVDZ aug-cc-pVTZ cc-pVDZ aug-cc-pVTZ

Electronic State X̃ 2B1 X̃ 2B1 B̃ 2A2 B̃ 2A2

r C-O 1.256 1.252 1.244 1.244
r C1 − C2 1.455 1.448 1.451 1.440
r C2 − C3 1.380 1.371 1.439 1.433
r C3 − C4 1.412 1.405 1.394 1.385
r C2 − H1 1.092 1.081 1.093 1.082
r C3 − H2 1.093 1.082 1.094 1.083
r C4 − H3 1.092 1.081 1.089 1.078

a C6 − C1 − C2 117.0 117.1 111.7 112.1
a C1 − C2 − C3 121.0 120.8 123.6 123.3
a C2 − C3 − C4 120.2 120.3 122.4 122.4
a C1 − C2 − H1 116.9 117.1 117.3 117.7
a C4 − C3 − H2 119.5 119.4 119.7 119.7
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Appendix B

Phenylperoxy

Table B.1: Harmonic vibrational constants for the B̃ 2A′′ state derived from
experimental data

Band progression ωe

23ν 278.0 ± 0.6
20ν 539.0 ± 0.6
19ν 657.0 ± 2.3

22ν23ν 278.0 ± 4.6
20ν23ν 275.5 ± 0.3
19ν23ν 270.5 ± 2.7
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Table B.2: Complete list of bond lengths (Å) and bond angles (◦) for the phenylperoxy
radical calculated at the B3LYP/aug-cc-pVDZ level for X̃ 2A′′, and by TD-DFT for
the excited electronic states.

Level B3LYP TD-DFT TDDFT TD-DFT
Electronic State X̃ 2A′′ Ã 2A′ B̃ 2A′′ C̃ 2A′′

r O-O 1.321 1.372 1.492 1.456
r C-O 1.403 1.382 1.340 1.340

r C1 − C6 1.397 1.401 1.407 1.427
r C6 − C5 1.396 1.393 1.385 1.432
r C5 − C4 1.400 1.402 1.432 1.379
r C4 − C3 1.401 1.397 1.383 1.412
r C3 − C2 1.397 1.399 1.408 1.433
r C2 − C1 1.395 1.397 1.437 1.387
r C6 − H6 1.089 1.089 1.089 1.090
r C5 − H5 1.090 1.090 1.091 1.090
r C4 − H4 1.090 1.090 1.089 1.088
r C3 − H3 1.090 1.090 1.090 1.091
r C2 − H2 1.087 1.088 1.084 1.086

a O8 −O7 − C1 115.3 114.2 107.2 110.5
a O7 − C1 − C2 123.1 122.9 122.9 125.2
a C2 − C1 − C6 122.6 122.0 120.2 117.6
a C1 − C6 − C5 118.5 118.5 119.0 121.7
a C6 − C5 − C4 120.2 120.7 121.7 122.7
a C5 − C4 − C3 120.0 119.6 119.2 117.4
a C4 − C3 − C2 120.8 120.9 120.7 122.8
a C3 − C2 − C1 117.9 118.3 119.3 119.8
a C1 − C6 − H6 119.7 119.8 119.4 118.5
a C4 − C5 − H5 120.2 120.1 119.1 120.9
a C1 − C2 − H2 120.0 120.5 117.8 118.7
a C4 − C3 − H3 119.9 120.1 120.4 119.4
a C5 − C4 − H4 120.0 120.2 119.6 121.9
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Table B.3: Complete list of bond lengths (Å) and bond angles (◦) for the phenylperoxy
radical calculated at the B3LYP/aug-cc-pVTZ level for X̃ 2A′′, and by TD-DFT for
the excited electronic states.

Level B3LYP TD-DFT TD-DFT TD-DFT
Electronic State X̃ 2A′′ Ã 2A′ B̃ 2A′′ C̃ 2A′′

r O-O 1.321 1.371 1.497 1.456
r C-O 1.398 1.377 1.332 1.333

r C1 − C6 1.389 1.393 1.402 1.418
r C6 − C5 1.388 1.385 1.375 1.426
r C5 − C4 1.391 1.394 1.424 1.370
r C4 − C3 1.393 1.389 1.376 1.403
r C3 − C2 1.388 1.391 1.398 1.427
r C2 − C1 1.387 1.390 1.429 1.379
r C6 − H6 1.081 1.080 1.080 1.081
r C5 − H5 1.081 1.081 1.081 1.081
r C4 − H4 1.081 1.081 1.080 1.079
r C3 − H3 1.081 1.081 1.081 1.082
r C2 − H2 1.078 1.079 1.074 1.077

a O8 −O7 − C1 115.5 114.5 107.4 110.8
a O7 − C1 − C2 123.1 122.9 123.1 125.3
a C2 − C1 − C6 122.4 121.8 120.0 117.3
a C1 − C6 − C5 118.6 118.6 119.1 121.9
a C6 − C5 − C4 120.1 120.7 121.6 120.7
a C5 − C4 − C3 120.0 119.6 119.3 117.3
a C4 − C3 − C2 120.7 120.8 120.7 122.8
a C3 − C2 − C1 118.1 118.4 119.4 120.0
a C1 − C6 − H6 119.6 119.7 119.2 118.4
a C4 − C5 − H5 120.2 120.1 119.1 120.9
a C1 − C2 − H2 120.0 120.4 117.8 118.6
a C4 − C3 − H3 119.9 120.1 120.4 119.5
a C5 − C4 − H4 120.0 120.2 119.6 121.9
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Figure B.1: Calculated vibrationally resolved electronic spectra for the
B̃ 2A′′ ← X̃ 2A′′ and C̃ 2A′′ ← X̃ 2A′′ transitions of phenylperoxy (with aug-cc-pVTZ
basis set) compared to the experimental results.

109



Table B.4: Calculated and scaled normal mode frequencies (cm−1) for the phenylper-
oxy radical in the Ã 2A′ electronic state compared with experimental term values,
G(ν ′). The Ã 2A′ experimental values were reported by Just et al.[238]

mode assignment Sym. ω Exp.

1.00ν1 a′ 3,206
.097ν3 a′ 3,202
1.00ν2 a′ 3,195
1.00ν4 a′ 3,181
0.92ν5 a′ 3,173
1.00ν6 a′ 1,631

0.22ν8 + 0.69ν7 a′ 1,621
0.76ν8 + 0.24ν7 a′ 1,513

1.00ν9 a′ 1,493
0.99ν10 a′ 1,356
0.94ν11 a′ 1,334 900
0.97ν12 a′ 1,209
0.95ν13 a′ 1,182 944
0.90ν14 a′ 1,171
0.94ν15 a′ 1,101

0.18ν20 + 0.79ν16 a′ 1,046
0.52ν20 + 0.17ν17 + 0.18ν16 a′ 1,033

0.13ν20 + 0.81ν17 a′ 1,012
0.91ν18 a′ 797

0.12ν21 + 0.79ν18 a′ 627
0.75ν21 a′ 563
0.91ν22 a′ 432
0.93ν23 a′ 229 213
0.95ν24 a′′ 1,004
0.95ν25 a′′ 982
0.96ν26 a′′ 905

0.20ν28 + 0.80ν27 a′′ 831
0.80ν28 + 0.20ν27 a′′ 766

0.98ν29 a′′ 698
0.98ν30 a′′ 508
0.93ν31 a′′ 418
0.89ν32 a′′ 226
0.88ν32 a′′ 97 53
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Table B.5: Calculated normal mode frequencies (cm−1) for the phenylperoxy radical
in the C̃ 2A′′ electronic state.

mode assignment Sym. ω

0.97ν1 a′ 3,147
0.90ν2 a′ 3,117
0.99ν3 a′ 3,096
0.93ν4 a′ 3,084

0.21ν10 + 0.56ν9 a′ 3,077
0.94ν5 a′ 3,013
0.93ν6 a′ 1,616
0.96ν7 a′ 1,509
0.90ν8 a′ 1,389

0.65ν10 + 0.27ν9 a′ 1,354
0.86ν11 a′ 1,317
0.77ν12 a′ 1,291
0.78ν13 a′ 1,168
0.65ν20 a′ 1,152
0.91ν15 a′ 1,031
0.98ν14 a′ 980

0.16ν17 + 0.69ν16 a′ 964
0.52ν18 + 0.24ν17 + 0.21ν16 a′ 956

0.35ν18 + 0.57ν17 a′ 812
0.85ν20 a′ 574

0.30ν22 + 0.49ν19 a′ 449
0.21ν24 + 0.42ν23 + 0.20ν19 a′ 405

0.32ν24 + 0.36ν22 a′ 262
0.32ν24 + 0.50ν23 a′′ 949

0.88ν25 a′′ 875
0.83ν26 a′′ 859

0.31ν28 + 0.64ν27 a′′ 854
0.43ν28 + 0.21ν27 a′′ 709
0.16ν31 + 0.81ν29 a′′ 633

0.86ν30 a′′ 429
0.75ν32 + 0.12ν31 a′′ 332

0.20ν32 + 0.54ν31 + 0.12ν29 a′′ 170
0.86ν32 a′′ 65
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Appendix C

CaOCa

Figure C.1: LIF scan containing unassigned vibronic bands from laser ablation of a
Ca rod. The structureless features denoted as * do not originate from CaO, but from
a larger molecular species. This spectrum was collected by two graduate students in
the Heaven Lab, Josh Bartlett and Robert VanGundy.
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[308] B. Ostojić, P. Jensen, P. Schwerdtfeger, B. Assadollahzadeh, and P. Bunker, J.

Mol. Spectrosc. 263, 21 (2010).
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