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Abstract

Computational discovery of interpretable histopathologic prognostic biomarkers in
invasive carcinomas of the breast

By Mohamed Amgad Tageldin

While microscopic examination of tumor resections and biopsies has been a cornerstone in breast
cancer grading for decades, it suffers from considerable inter-rater variability due to perceptual
limitations and high clinical caseloads. Computational analysis of whole-slide image scans using
convolutional neural networks (CNN) can help address this challenge. Unfortunately, CNNs can
be difficult to interpret, which motivates our adoption of an approach called concept bottlenecking,
where models first detect various tissue structures then use them to make their prediction. Concept
bottleneck models require a large set of manual annotation data to train. Unfortunately, manual
delineation of histopathologic structures is very demanding and impractical given pathologists’
time constraints. This dissertation describes contributions that fall under the themes of scalable
data collection, deep learning-based tissue detection, and the discovery of novel histopathologic
biomarkers and associations.

First, we examine crowdsourcing approaches that engage medical students to collect manual
annotation data. Our results show that a structured, collaborative approach with pathologist
supervision is scalable; the resultant publicly-released BCSS and NuCLS datasets contain 20,000
and 200,000 annotations of tissue regions and nuclei, respectively. We show that medical students
produce accurate annotations for predominant, visually distinctive structures and that algorithmic
suggestions help scale and improve the accuracy of annotations.

Second, we describe a set of CNN modeling approaches for the accurate delineation of histopatho-
logic structures. We describe various improvements to enhance the performance of nucleus detection
CNN models and introduce a technique called Decision Tree Approximation of Learned Embed-
dings, which helps explain CNN nucleus classifications without compromising prediction accuracy.
Additionally, we offer consensus recommendations from the International Immuno-Oncology Work-
ing Group surrounding the computational detection of tumor-infiltrating lymphocytes, a critical
emerging biomarker. Following these recommendations, we develop and validate a multi-scale CNN
model that jointly detects tissue regions and nuclei, employing pre-defined biological constraints to
improve accuracy.

Finally, we describe the development of a morphologic signature based on quantitative features
extracted from computationally-delineated histopathologic regions and cells. This morphologic
signature relies partly on a set of stromal features not captured by clinical guidelines for breast
cancer grading, and has a stronger prognostic value.
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Chapter 1

Background and significance

Approximately 40% of men and women will be diagnosed with cancer at some point during their

lifetimes [124]. In the U.S. in 2019, the patient economic burden associated with cancer care

exceeded $16 billion, with the average adult cancer survivor having incurred $300 in time cost per

year [81]. Research in oncology diagnostics and therapeutics is key to addressing this mortality and

financial burden. Advances in slide scanners, machine-learning, and computational efficiency have

increased interest in histology as a source of data in cancer studies [2, 184]. Tissue morphology

contains essential prognostic and diagnostic information and reflects underlying molecular and

biological processes. This body of work presents approaches for the computational discovery of

interpretable predictive histologic biomarkers, focusing on invasive breast carcinomas as a model

disease.
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Section 1.1

Histopathology and Cancer Biology

Histopathology is a medical field where medical experts (i.e., pathologists) examine stained micro-

scopic tissue sections to make diagnostic decisions, most often from tumor biopsies. While much of

clinical medicine relies on the clinical examination of patients, histopathology is an imaging-focused

field, like radiology, where much of the focus is on visual pattern recognition.

1.1.1 The anatomical pathology workflow

The typical workflow in anatomical pathology involves fixation of biopsy tissue in formalin, followed

by cutting into sections (a.k.a. grossing) and embedding in paraffin blocks. The result is known

as FFPE (formalin-fixed, paraffin-embedded) tissue blocks. These blocks are cut into thin sections

and stained for examination under a microscope. The most widely used stain in histopathology is

also one of the oldest and is a combination of two stains:

• Hematoxylin, which is alkaline, mainly binds to and stains nucleic acids like DNA (nuclei)

and RNA (ribosomes). It has a bluish-purple color.

• Eosin, which is acidic, binds to and stains a variety of cytoplasmic elements. It is pinkish-red

in color.

The contrast in color between the two stains, coupled with the fact that they have opposite

pH and stain different cellular components, made them a prevalent choice for examining tissue

structure and general morphology [134, 119]. The combined stain is known as Hematoxylin &

Eosin or H&E for short (Figure 1.1). Besides H&E, pathologists order ‘special’ biochemical stains

in different contexts [135]. These typically react chemically with specific normal or pathologic tissue

components. Famous special stains include Congo Red (which stains amyloid aggregates), Reticulin

(which stains some types of collagen), Prussian Blue (which stains iron), and many others.

Whereas H&E (and some special stains) primarily enable morphology examination, another set

of techniques is used for the specific visualization of individual proteins. Surveying the expression

of individual proteins in different cells and regions within a slide is done by the enzymatic or
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Figure 1.1: Histological staining. A. Hematoxylin and Eosin staining. This is a scanned image
from one of the breast cancer slides from The Cancer Genome Atlas open-access dataset. B.
Immunohistochemical staining. The figure shows a stained skin sample from the open-access Human
Protein Atlas dataset.

fluorescent highlighting of individual antibody-tagged proteins using immunohistochemistry (IHC)

or In-Situ Hybridization (FISH). IHC staining is ordered whenever a concrete diagnostic cannot be

reached using H&E, as it offers high specificity and contrast (Figure 1.1) [119, 137].

Multiplex IHC and Dual/Multiplex ISH allow simultaneous visualization of multiple markers

(typically less than five) and have gained much interest and adoption in recent years, especially in

research applications like mapping the tumor microenvironment [176]. These techniques provide

direct visualization of protein expression. They are, nonetheless, limited by experimental and

financial constraints, including challenges related to antibody sensitivity and specificity [147].

Other visualization techniques are sometimes used in histopathology, depending on context.

For example, immunofluorescence microscopy (IFM) enables high-contrast visualization of specific

tissues. In different contexts where the resolution of the light microscope is insufficient, electron

microscopy (EM) is used. Both IFM and EM are commonly used in the context of renal pathology

[60].

1.1.2 Histologic grading and histologic biomarkers

Histologic grading categorizes cancer tissue into prognostic groups based on various morphologic cri-

teria [12]. There are typically four grades, with the lower grades corresponding to well-differentiated

while higher grades correspond to poorly differentiated tumors. Differentiation is a term used to
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describe how much a neoplastic tissue resembles its ‘parent.’ As tumors progress, the tissue ar-

chitecture becomes deranged, and cells become more chaotic, displaying morphological traits like

high nucleus-to-cytoplasmic ratio, nuclear hyperchromasia (dense staining), prominent nucleoli,

pleomorphism (high variability in size and shape), giant multinucleated cells, and frequent mitosis

(cell division) (Figure 1.2) [119]. Poorly differentiated tumors are typically correlated with worse

patient survival outcomes [12].

The term biomarker refers to a biological feature that we can use to indicate a clinical out-

come. For example, prognostic biomarkers are biological features associated with good (or bad)

prognosis, while predictive biomarkers predict response to therapy in randomized controlled trials

[17]. Typically, when a histologic trait is related to outcomes in cancer, it is incorporated into the

grading criteria, though this is not always the case. For example, there has been a strong focus on

tumor-infiltrating lymphocytes (TILs) as a prognostic and predictive biomarker in breast cancer and

other solid tumors in recent years [158]. This is because TILs infiltration can be a somewhat direct

visualization of how well the host (patient) body can respond to the growing tumor by immune

cells. Section 3.1 discusses TILs in more detail and outlines the benefits and challenges in the com-

putational assessment of TILs; many of those issues are broadly applicable for the computational

evaluation of other histologic biomarkers.

1.1.3 Key principles in neoplasia

Neoplasia occurs when a single cell divides uncontrollably, forming a clone of cells; hence neoplasia

is monoclonal. Neoplasia starts locally, i.e., benign, and eventually invades surrounding tissue, i.e.,

becomes malignant (cancer). While some cancers have well-known causative agents (e.g., HPV

virus-induced cervical cancer), most arise from the accumulation of various ’hits’ or mutations that

affect several cellular characteristics or phenotypes that are famously referred to as the Hallmarks

of Cancer (Table 1.1) [62, 63].

Cancers behave differently depending on the cell of origin. Carcinomas originate from epithelial

tissues and are the most common group of cancers. They tend to spread via lymphatics. On the

other hand, sarcomas develop from connective tissue, are much less common, and tend to spread

via blood (hematogenous spread). Other major cancer categories include myelomas, lymphomas,

leukemias, and mixed. When a tumor spreads to distant tissues, the process is called metastasis
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and is one of the most important indicators of poor prognosis. Different cancers have different

metastatic potentials depending on site and tissue of origin, with the most common metastasis

destinations being the lung, liver, bone, and brain [119, 62].

1.1.4 Breast carcinomas

More than three million women live with breast cancer in the U.S [174]. The majority of breast can-

cers are carcinomas. Based on morphology, breast carcinomas include many variants; the most com-

mon are infiltrating ductal carcinoma (which originates from breast duct epithelium) and infiltrating

lobular carcinoma (from breast acini/glands). Before the invasion of the basement membrane (the

collagen layer on which epithelium rests), carcinoma is said to be in-situ. Other morphological vari-

ants include comedo pattern (necrosis), mucinous change (mucous secretion), dense lymphocytic

infiltration (medullary subtype), and many others [119, 12]. There are numerous morphological

elements within a single breast cancer slide, some of which are illustrated in Figure 1.2.

Integrative genomic analysis of breast cancer identified four main subtypes, including Luminal-

A, Luminal-B, Her2-Enriched, and Basal [29]. These subtypes have distinct alterations and are

associated with distinct patient survival prospects [49]. Most basal breast cancers lack hormonal

(estrogen and progesterone) and HER2 receptors [29] and hence do not respond to traditional

hormonal therapy or targeted anti-HER2 therapy. This phenotype is called triple-negative breast

cancer. Triple-negative breast cancer (TNBC) comprises 15% of these breast cancer cases with

an average annual incidence rate of 15.5 per 100,000 women and has the poorest prognosis of all

subtypes [49, 93]. One of the few available prognostic biomarkers in TNBC is TIL’s; TNBC patients

with dense lymphocytic infiltrates have significantly better survival outcomes [170].
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Figure 1.2: Histologic characteristics of breast carcinomas. This slide scan was obtained
from an infiltrating ductal carcinoma of the breast from the open-access TCGA dataset. Note the
differences between the tumor region in the upper corner and compare it to the central and lower
portions of the field. Disturbed tissue architecture and poor differentiation are characteristic of high-
grade tumors, which are, in turn, typically associated with poor patient survival outcomes. Region
1 shows a tumor region with evident architectural disruption, cell crowding, and cellular death
(necrotic debris). Neoplastic nuclei show a significant degree of pleomorphism (note the variability
in sizes in the left central box), hyperchromasia (HC), and prominent nucleoli (PN). A mitotic
figure (MF) is also seen. Region 2 shows tumor-associated stroma, with immature fibroblasts (IF),
which are plumper and less dense than normal fibroblasts. Immature fibroblasts are increasingly
being recognized as a prognostic indicator in some cancers. Region 3 shows the invasive margin of
the tumor, with tumor-infiltrating lymphocytes (TILs). Region 4 shows a normal breast acinus.
Note how orderly the glands are, showing diverse but uniform cellular elements, including normal
epithelium (NE) and myoepithelium (ME).
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Table 1.1: The hallmarks of cancer. Based on [62, 63].

Hallmark Explanation Alterations

Sustaining prolifera-
tive signaling

Proteins involved in growth factor signaling can mutate
to become constitutively active, sending a continuous pro-
proliferation signal. These mutated genes are called onco-
genes.

BRAF
RAS
MYC
Cyclins/CDK

Evading growth sup-
pressors

Genes coding for proteins that usually prevent proliferation,
tumor-suppressor genes, can get mutated and become dys-
functional. Usually, two mutations (maternal and paternal
copies) are needed.

TP53
RB

Resisting apoptosis
(cell death)

Mutations in genes which activate apoptosis when there
is extensive DNA damage. Dysregulation favoring pro-
apoptotic signals and direct mutations in members of the
apoptotic pathway.

BCL2
TP53
Caspases

Enabling replicative
immortality

Mutations can activate the enzyme telomerase, which pro-
longs telomeres (the ends of DNA) as cells divide indefi-
nitely.

Telomerase

Inducing angiogene-
sis (blood vessel for-
mation)

Like any tissue, cancer needs a blood supply to get oxygen
and metabolic building blocks. Acquired mutations activate
pro-angiogenic growth factors.

VEGF
PDGF

Activating invasion
and metastasis

Mutations that break down basement membrane (invasion)
and blood vessel collagen (metastasis).

MMP
Collagenase

Deregulating cellular
energetics

Cancers often outgrow their blood supply and rely on anaer-
obic respiration for energy. Acquired IDH mutations alter
histone and DNA methylation and block cellular differenti-
ation.

IDH
LDH

Avoiding immune de-
struction

Cancer cells may upregulate PD-L1 ligands, which are nor-
mally used to prevent autoimmunity.

PD-L1

Genome instability
and mutation

Mutations in DNA repair genes result in higher DNA repli-
cation error rates (mutation load).

BRCA
MSH

Tumor-promoting in-
flammation

Even though inflammation is critical in fighting cancer, it
can have the opposite role by promoting mutations, angio-
genesis, and invasion.

NFKB
EGF
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Section 1.2

Computational Pathology

Computational pathology is an emerging field in which imaging and data science augment and ex-

tend histopathology by automating diagnostic workflows and identifying visual elements correlated

with genomic or clinical endpoints, including therapeutic response and patient survival outcomes

[2]. There are ripe opportunities to incorporate state-of-the-art machine learning (ML) into the

histopathology diagnostic workflow. Deep learning (DL) is a particular type of machine learning

and has been a critical driving force behind many revolutionary advances in medical image analysis

[104].

1.2.1 Whole-Slide Imaging

Digital Pathology, the process of acquisition, storage, retrieval, and management of scanned his-

tology slides, is a critical component of computational pathology workflows [2, 181]. Histology

slides are digitized using a scanning microscope (whole-slide scanner), and the resultant images are

known as Whole-Slide Images (WSI), which are Gigapixels in size (typically 108x108 pixels). Most

commercial scanners use a 20x or 40x magnification. WSIs are multi-resolution ‘pyramidal’ images,

where each level corresponds to a particular magnification. These images are stored in the form of

fixed-size tiles [2, 133, 154]. Unfortunately, various WSI formats have different standards for tile

storage and metadata; this is a significant obstacle to interoperability. To tackle this issue, various

groups have developed software tools like openslide and large image, and there are ongoing efforts

to develop a standard DICOM format for encoding WSIs [55, 112, 72]. WSI scanners have been

used in digital pathology research as early as the 1990s, but only recently has a WSI scanner been

approved by the FDA for primary clinical diagnosis [48].

1.2.2 Types of analyses performed

There is a wide range of problems that computational pathology can address. These analyses differ

in terms of context and ground truth requirement and include, among others:

• Classification: for example, a WSI from a breast cancer patient can be classified into one of
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several classes like normal, benign, in situ lesion, and invasive carcinoma [14].

• Semantic segmentation: This is the process of mapping each pixel in an image to one of the

distinct classes. For example, a WSI may be segmented into tumor, stromal, and necrotic

regions [8, 186].

• Object detection, classification, and segmentation: for example, detecting various cells in bone

marrow aspirates or WSI scans [36, 6, 191].

• Regression: For example, prediction of the expression of a specific gene or probability of a

particular gene mutation given the WSI image [67, 159].

• Survival analysis: This is a special type of regression problem where not all outcomes are

observed, and some patients may be censored (e.g., lost to follow-up). For example, predicting

progression-free survival outcomes using WSI images [118, 167, 37].

• Unsupervised clustering : For example, the stratification of patients into distinct groups with-

out access to ground truth labels [29, 33, 42].

The purpose of these analyses is either practical or explorative.

1.2.3 The promise and challenges of computational pathology

The incorporation of computational analysis into histopathology is potentially transformative, if

not revolutionary [184, 181]. Algorithms could direct pathologists’ attention to salient areas, im-

proving efficiency in repetitive diagnostic tasks like 1. finding metastatic lesions in lymph nodes

[47]; 2. detecting malignant glands [28]; 3. Narrowing down the differential diagnosis for metastases

of unknown primary [109]; 4. Assessing basement membrane invasion to differentiate in situ and

cancerous lesions [46]. Moreover, algorithms potentially increase accuracy, sensitivity, and speci-

ficity in tasks that exhibit a high degree of intra-rater and inter-rater variability, including 1. the

quantification of IHC markers like Ki67 [151]; 2. counting mitotic figures [152, 16]; 3. quantitative

assessment of TILs in H&E slides [10, 173]; 4. counting cells in blood smears or bone marrow

aspirates [36, 191]. Other practical but less widely explored tasks include predicting clinical out-

comes like survival and response to therapy [118, 167, 37, 199] and even facilitating the archival
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and search of WSIs [86, 87]. Finally, the capacity of computational models to extract abstract

spatial and morphological features potentially enables the discovery of histologic associations with

genomic and clinical correlates and provides a path for scientific discovery unbound by the per-

ceptual limitations of visual assessment of WSIs [44, 19]. However, despite the enormous promise,

computational pathology has been relatively slow in gaining popularity and wide-scale adoption.

This slow adoption is partly because computational models face unique challenges when deployed

in histopathology and require unique ML solutions to address them [184, 154, 11].

1.2.4 The computational pathology workflow

The typical WSI, at scan resolution, is orders of magnitude larger than the maximum image size

that can fit into standard CPU and GPU memory. Therefore, the analysis of WSIs must either be

done at low resolution, with significant information loss, or using multiple tiles. The most common

practice is to use a grid of non-overlapping tiles and process each tile independently, followed by

an aggregation method to accumulate the results [181, 28, 77].

One of the main difficulties in computational analysis of WSI data is the significant variability

in staining and color [2, 181]. This variability stems from several ‘preanalytic’ factors like staining

routine and WSI scanner hardware and settings and can adversely impact downstream model

performance [38, 83, 160]. Therefore, several image preprocessing steps are often used to account for

this variability and train accurate and robust models. Of note are three steps: color deconvolution,

color normalization, and color augmentation [178]. In addition, image processing operations like

smoothing and thresholding are also commonly used, as discussed below.

Color spaces

Image preprocessing often involves the conversion of images between different color spaces [54].

Color space is a term that loosely describes an arrangement of colors. In the context of this

dissertation, it is also used to describe a mapping function for the different ways in which an image

can be expressed to disentangle various properties like color, intensity, and even specific histological

stains. For example, we can convert the same image into:

• Grayscale: an mxn matrix with brightness but not color information.
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• Red-Green-Blue (RGB) color space: an mxnx3 matrix where each channel corresponds to

variations in a different wavelength. Capture devices like WSI scanners and CCD cameras

obtain images in the RGB space.

• Hue-Saturation-Intensity (HSI) space: An mxnx3 matrix where channels correspond to the

color hue, saturation, and luminance/intensity. It is sometimes considered a more natural

representation than RGB, as it matches visual perceptual notions of color and brightness.

• Hematoxylin and Eosin (H&E) space: This is an mxnx2 matrix where channels correspond

to the estimated amount of H&E stains bound by tissue.

Color deconvolution

Color deconvolution, also known as stain unmixing in this context, is the process by which the color

image from a WSI, typically in the RGB color space, is mapped to another color space whereby each

channel represents one of the stains used for the slide [110, 185]. Thus, for example, the original

RGB image can be converted to a two-channel H&E image through a series of algorithmic and

matrix algebraic steps. Several algorithms have been proposed for color deconvolution, including

Macenko’s method, which is based on principal component analysis, Xu’s method, Vahadane’s

method, and others [110, 195, 183].

Color normalization

Color normalization is when RGB images are corrected and mapped to a prespecified standard,

showing less variability and being more suitable for computational analysis [178]. One of the sim-

plest and most widely used color normalization methods is Reinhard’s color normalization technique

[143]. Reinhard’s method simply maps the mean and standard deviation of the image histogram to

a target mean and standard deviation values derived from a target image with favorable color prop-

erties. More sophisticated methods have been developed for color normalization, most commonly

based on color deconvolution [110, 183]. Recently, Tellez et al. introduced a robust, data-driven

color normalization method that relies on color augmentation and convolutional neural networks

[178].
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Color augmentation

While color normalization aims to homogenize and standardize the colors of images used in compu-

tational analysis, color augmentation aims to increase variability during model training to increase

robustness [36, 178, 164]. These two concepts are not contradictory; if one wants to train robust

models that can handle histological images with variable color properties, it makes sense to use

color augmentation during training and color normalization at inference (i.e., deployment) time.

A systematic analysis of the effect of color normalization and augmentation on the accuracy of

deep learning models found that augmentation is more critical than normalization, but that color

normalization still helps [178].

Other preprocessing and postprocessing routines

Several image processing procedures are also commonly used for storage, preprocessing, and post-

processing of pathology imaging data, most notably [72, 54]:

• Compression: Image compression is most often used to reduce storage space requirements and

access speed. Compression can be lossy (introducing some artifacts and acceptable reduction

in quality) or lossless (original image can be fully retrieved). Discrete Cosine Transform

(DCT) is the most commonly used lossy compression method (as part of the JPEG format)

and involves modeling the image as a sum of cosine functions. Run Length Encoding (RLE)

is a standard lossless compression method representing consecutive runs of same-value pixels

by the value and count. Deep learning-based compression is also used in histopathology, often

using architectures called autoencoders [179, 100].

• Resizing : Frequently, image analysis models require a specific size to work with, and images

are resized to match it. When the original image is larger than the desired size, downsam-

pling is used. If instead, the image needs to be increased in size, interpolation is used. Com-

monly used methods include bilinear interpolation (for color or grayscale images) and nearest-

neighbor interpolation (for images where pixel values have intrinsic meaning like ground truth

masks).

• Padding : A set of pixels is added to the edges to allow kernels to convolve with the edge pixels
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or meet a specific image size requirement without resizing. A kernel/filter is a small matrix

of weights that encode specific image processing operations. Different padding strategies are

available, depending on the use-case; constant padding with zeros is most commonly used,

but mirror padding (reflecting the edge pixels) is sometimes used for a more ’natural’ result.

• Edge detection: Most commonly, a kernel of weights is passed over (i.e., convolved with) the

image to yield a new image where edges are highlighted. Each pixel in the new image is

the weighted average of the corresponding neighborhood in the original image. Thus, the

kernel size and weights determine which pixels are emphasized, and the weights kernel can

be designed to highlight edges in a specific direction (e.g., horizontal edges) [131].

• Smoothing : Smoothing can help improve the image’s visual perceptual quality, but it also

improves image analysis by de-noising the image. In mean smoothing, a kernel is convolved

with the image such that the corresponding resultant pixel is the average of the original pixel’s

neighborhood. Gaussian smoothing is also commonly used and uses a kernel with radially

decreasing weights, quantized from a gaussian distribution with a predetermined standard

deviation (sigma).

• Thresholding : Pixels below a specific value are set to zero, leaving only foreground pixels.

Global thresholding is when the cutoff value is the same for all pixels in the image. In

contrast, Local (adaptive) thresholding is when the cutoff value is determined based on each

pixel’s neighborhood [162]. Otsu’s method is one of the most commonly used thresholding

techniques. It clusters pixels into foreground and background by iteratively optimizing a

cutoff threshold that minimizes the weighted sum of within-class variance in the foreground

and background pixel histograms [132].

• Connected component analysis: It is often helpful to identify contiguous pixels that belong to

distinct regions or objects in a binary image. Pixels are modeled as nodes in a graph, and if

they are spatially contiguous, their corresponding nodes share an edge. 4-connectivity assumes

pixels are contiguous if they are immediately above, below, or beside each other (north, south,

east, west), while 8-connectivity also includes diagonal connections (e.g., north-east). Pixel

values in the resultant labeled image denote distinct regions/objects [70].
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• Dilation and erosion: These techniques fall under the umbrella of morphological operations

and are used as preprocessing steps in many image processing routines. Like edge detection

and smoothing, morphological operations rely on convolving the image with a pre-set filter.

Dilation adds pixels to object boundaries, while erosion removes pixels. Binary opening

involves binary erosion followed by a dilation, resulting in the removal of small objects (de-

noising). Binary closing is the opposite process and is used to remove small holes [54, 115].

Image segmentation

Image segmentation is the delineation of boundaries of various regions and objects based on proper-

ties like texture, edges, contours, and color [54, 79]. For example, we might delineate the boundaries

of epithelial glands and nuclei in prostatic carcinoma lesions. Segmentation is one of the central

tasks in computer vision, and there is a vast body of literature describing techniques that vary

widely by application. Classical image segmentation techniques rely on various image processing

operations, graph modeling, and other mathematical and algorithmic modeling techniques [54, 79].

Over the last decade, DL methods have become the de facto state-of-the-art for almost all biomed-

ical image segmentation applications [104, 82]. We describe the application of DL for breast cancer

WSI segmentation in Chapter 3. Classical image segmentation and ML remain highly relevant in

some applications, e.g., in active learning, where inference speed is critical [100, 123]. Moreover,

there is a growing interest in utilizing classical image segmentation techniques to overcome some

of the limitations of data-hungry DL models [89, 7, 141, 76].

‘Handcrafted’ feature extraction

ML models typically require the manual extraction of meaningful feature vectors from images,

which serve as the model input. DL models are a notable exception and can learn directly from the

raw images. In the context of histopathology, handcrafted features fall into three broad categories

[6, 44, 194]:

• Shape features: For example, nuclear area, perimeter, circularity, and boundary complexity.

• Texture features: Texture is a repeating pattern of pixel intensities. It is commonly calculated

by analyzing the Gray Level Colocalization Matrix (GLCM). Each entry in a GLCM is the
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probability that a pixel with a specific value i is adjacent to other pixels with a value j. The

adjacency distance and direction are tunable parameters. Haralick texture features are cal-

culated from the GLCM at various scales, and the resultant feature vector includes contrast,

entropy, and variance, among other features [64]. Texture features are sometimes considered

‘abstract’ because they do not typically require the delineation of object boundaries or lo-

cations. Consequently, texture features are especially useful in applications like fluorescence

microscopy [61, 9].

• Spatial features: These are features that encode contextual relationships between neighboring

entities. In the context of histopathology, spatial features include 1. Relationship of cells to

each other within a prespecified neighborhood radius [192, 200]; 2. The hierarchical relation-

ship between cells and tissue compartments [19, 85]; 3. Relationship of tissue compartments

to their neighbors [19]; 4. Global cell clustering patterns [156, 1].

1.2.5 Concept bottleneck models

One of the difficulties facing widespread adoption of state-of-the-art DL in medical domains is their

opacity. There is a broad consensus that explainability is critical to trustworthiness, especially in

clinical applications — this topic is discussed further in Sections 3.1 and 3.2 [2, 6, 11, 98, 148].

The standard application of DL models in histopathology involves the direct prediction of

targets from the raw images. For example, we may predict patient survival given a WSI scan [118].

However, an alternative paradigm is beginning to emerge that combines the strong predictive power

of opaque DL models and the interpretable nature of handcrafted features — a technique called

Concept bottleneck modeling [92]. The fundamental idea is simple: 1. Use DL to delineate various

tissue compartments and cells; 2. Extract handcrafted features that make sense to a pathologist;

3. Learn to predict the target variable, say patient survival, using an interpretable ML model that

takes handcrafted features as its input. Hence, the most challenging task is handled using powerful

DL models, while the terminal prediction task uses highly interpretable models. This methodology

was used to discover novel biological associations, including, for example, the prognostic role of

collagen entropy in breast cancer [44, 102].

Much of the work presented in this dissertation relies on concept bottleneck models. These
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models require a large set of manual annotation data to train to predict the intermediate concepts.

Unfortunately, manual delineation of histopathologic structures is very demanding and impractical

given pathologists’ time constraints. To handle this issue, we also describe the development of

scalable approaches to alleviate the burden of annotation using crowdsourcing approaches.
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Section 1.3

Machine learning in pathology

1.3.1 Machine learning

Definitions

Machine learning is the use of statistical models and computational algorithms to learn patterns

from data. While there is a significant overlap between ‘traditional’ statistical modeling and ML,

ML is almost purely data-driven [66]. When the ground truth (target variable, i.e., what we

want to achieve) is available, this is called supervised learning. When ground truth is unavailable,

unsupervised learning (e.g., clustering) is used. The critical goal of ML models is to maximize

generalization performance, i.e., the ability of patterns learned on available data to generalize well

and be applicable to future, unseen real-world data. To that end, ML models are designed to fit

the training data well (i.e., reduce bias) while avoiding poor model performance on unseen data

— i.e., reduce variance in accuracy when the same model is applied to different samples from the

population. Unfortunately, the model would learn the noise in training data if bias is reduced

beyond a certain point. As a result, it would not generalize well to unseen data, a phenomenon

known as overfitting. This observation is known as the bias-variance trade-off and is one of the

fundamental principles of ML [66]. Complex ML models are usually regularized to reduce the

chance of overfitting, often by encouraging their learned parameters to have small values [97].

During supervised learning model development, the available data is divided into a training set

for parameter fitting, a validation set for hyperparameter tuning, and a testing set for assessing

generalization performance. Because these subdivisions are random, they can be overly optimistic

in estimating generalization performance or overly pessimistic. Cross-validation is often performed

to mitigate this, a procedure that involves cycling the training and testing sets. For example, in

10-fold cross-validation, the dataset is divided into ten parts, and each part becomes the testing

set during one training cycle. Commonly used supervised ML algorithms include naive Bayes, lin-

ear regression, decision trees, random forests, support vector machines (SVM), boosting, k-nearest

neighbors (KNN), and artificial neural networks [66]. Different supervised learning algorithms make

various assumptions about the data and are hence suitable in other contexts. For example, lin-
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ear classification models assume there is a linear classification boundary that reasonably separates

different classes. Different algorithms also vary in their learning capacity and ability to general-

ize; decision trees are prone to overfitting, while random forests and neural networks have better

generalization ability (broadly speaking).

Practical considerations

There are also practical considerations that influence the development and performance of super-

vised learning models, including:

• Target variable: Models designed for classification tasks are different from those intended

for regression tasks. Regression tasks may be converted to classification tasks in specific

scenarios.

• Meaningfulness of features: If the raw/extracted features are not meaningful, feature engi-

neering combines available features. Sometimes it is difficult to extract meaningful features

from the data manually. Moreover, the process often involves manually tuning many hyper-

parameters, with higher chances of poorer generalization. This is especially true for image

data, in which feature learning with neural networks is the current state-of-the-art [104].

• Sample size: Simpler ML models like linear classification require fewer data points to learn,

while complex neural networks are often considered data-hungry [8, 28, 65].

• Dimensionality : When the number of features relative to the sample size is high, this is a more

complex learning problem known as high-P-low-N. K-nearest neighbors (KNN), in particular,

suffers when applied to high dimensionality datasets.

• Missing data: In real-world applications, and especially in the context of clinical medicine,

data is often missing. If the data are Missing At Random (MAR), a process called imputa-

tion can replace the missing values based on some criteria. For example, mean imputation

replaces missing values with the mean, while KNN imputation uses data from similar samples.

Sometimes, however, the data is Missing Not At Random (MNAR). Handling MNAR issues

depends on the application, as it is often vital to know why data points are missing before

naively imputing them [136, 103].
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• Inference speed : Real-time applications require resource-efficient, time-critical prediction of

new samples. This requirement often necessitates the use of less complex models [34].

• Interpretability : Simple algorithms like decision trees and linear models are readily inter-

pretable. On the other hand, neural networks are typically more accurate but less inter-

pretable [113].

• Development cycle: Active learning is used to quickly provide feedback on model performance

and alter the training process [100, 123].

1.3.2 Deep learning

Deep learning refers to the practice of ML using artificial neural networks [66, 56]. Artificial Neural

Networks are a class of ML models that can learn to extract features from raw data, i.e., feature

learning, avoiding the need for handcrafted feature extraction and engineering [82]. This process

is less biased and is partly why DL models are very popular; virtually all state-of-the-art medical

applications rely on DL models [104].

Neural networks are composed of layers of connected functional units, often called neurons, in

reference to biological nervous tissue. The inputs to each neuron are outputs from neurons from

previous layers, while its output is input to the next layer. In the most basic formulation, each

neuron in one layer receives input from all neurons in the previous layer, an architecture termed fully

connected feed-forward neural network (FFN). The output of a neuron is the linear combination

of its inputs (where the weight parameters are learned), followed by a nonlinear function like

sigmoid, tanh, or rectifying linear units (ReLU) [122]. The nonlinearity is essential; without it,

neural networks can be simplified by a linear regression model. Some nonlinearities are better than

others, and a key consideration in choosing the type of nonlinearity to use is its range — e.g.,

sigmoid maps everything to the range [0, 1]. The final output is compared to the desired value,

and a loss value is calculated. Next, the derivative of the loss value with respect to the weights and

biases is calculated, which are ’nudged’ to reduce the loss value, a process called backpropagation

or gradient descent [149]. This process is repeated until convergence, i.e., minimal change in loss

value with iterations. The amount by which parameters are nudged is called the learning rate.

The learning rate could be fixed, but often it is adaptively reduced as epoch count (number of
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times the network has seen the data) increases. An optimizer is an algorithm that controls other

hyperparameters, most notably the learning rate, to reach convergence quickly and with a lower

risk of falling into local minima (suboptimal but stable models). The most basic optimizer is the

gradient descent optimizer; others like Adam are commonly used for better learning rate adaptation

[90].

Deeper neural networks have a higher risk of gradient diminution (gradual reduction to zero),

especially when certain nonlinearities like sigmoid are used. Gradient explosion, uncontrolled in-

crease in gradient values during learning, is another issue encountered [56]. These issues, along with

model learning capacity and generalizability, are all directly impacted by design choices, a.k.a. Hy-

perparameters. Tunable hyperparameters include network architecture, depth, width, nonlinearity

type, and optimizer. Therefore, strategies have been devised to improve deep neural networks’

learning behavior and generalization, including stochastic gradient descent, dropout, batch nor-

malization, and many others [97, 56, 78]. In Stochastic gradient descent, a limited subset of data

points (termed the batch size) is used to update the gradient. Hence, backpropagation is done mul-

tiple times during each epoch. This procedure helps avoid falling to local minima, hence increasing

generalization. Dropout is a regularization method specific to DL, whereby weight parameters are

randomly set to zero during training [169]. Optimization of neural network learning is a very active

area of research but is not the focus of this dissertation.

1.3.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are DL architectures that work with features that have some

spatial dependency, like audio waves (1-dimensional signal) or images (2- or 3-dimensional signal).

CNNs have revolutionized computer vision and are almost always the top-performing algorithms

in pattern recognition challenges like ImageNet, CIFAR, COCO, and in the context of pathology,

CAMELYON [47, 150]. While many CNN architectures include fully connected layers, most CNN

layers are convolutional [96, 165, 69, 146]. In the context of CNNs, convolutional filters are learned

weight kernels that are convolved with the image (first layer) or feature map (subsequent layers)

to yield a new feature map. The convolutional filters may be passed over each pixel in the image,

but often a stride is used to skip some pixels. At the edge of the image or feature map, padding

is often used to prevent reducing size with consecutive convolution operations. The size of the
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Table 1.2: A small sample of commonly used CNN architectures

Architecture Main characteristics Task

VGG A very deep, uniform CNN architecture, typically composed of
16 or 19 convolutional layers.

Image classification

ResNet ’Residual’ connections bypass layers and enable using very
deep networks with less likelihood of gradient diminishment.

Image classification

VGG-FCN Upconvolutions were added on top of the VGG architecture to
enable semantic segmentation.

Semantic segmenta-
tion

U-Net These contain upconvolutions and symmetric skip connections
(earlier layers connected with later ones) to enable semantic
segmentation with preservation of feature map detail.

Semantic segmenta-
tion

Faster R-CNN A CNN model that is composed of 1. A region proposal net-
work last proposes potential object locations; 2. A regression
head that learns to improve object boundary predictions; 3.
An object classification head.

Object detection and
classification

Mask-R CNN Same as Faster-R CNN, but with an added segmentation head
that delineates object boundaries.

Faster-R CNN + ob-
ject segmentation

convolutional filter determines how much of each pixel’s neighborhood is taken into consideration.

Pooling operations commonly follow convolutional filters, most often summation pooling, which

‘summarize’ the feature map and help reduce overfitting [56].

The first few layers of a CNN (and DL models) typically extract lower-level features like edges

and contours. In contrast, deeper layers extract higher-level concepts like, in the context of face

recognition tasks, eyes and ears [73]. This realization has led to the standard practices of transfer

learning and pretraining to reduce the data volume requirements and increase the accuracy of

CNNs. Transfer learning is the practice of learning some everyday tasks, like edge extraction,

using datasets other than ours to increase accuracy in tasks where data is not abundant. For

example, a CNN trained to classify images of dogs and cats can be adapted to detect metastases

in lymph node biopsies. Transfer learning is frequently achieved through pretraining ; the CNN is

first trained on the non-target task, then the trained weights are copied to the new CNN to be

adapted for the new task. Some weights may be ‘locked’ (i.e., only the last layers are tuned), in

which case the first part of the CNN functions as a complex but non-adaptable feature extractor

[100, 189, 175]. Alternatively, all weights may be fully tunable, such that the main benefit from

pretraining is favorable weight initialization values [34, 73].

Many image recognition datasets involve image classification tasks, which is why ‘classical’

CNN architectures end with fully connected layers and predict a vector of probabilities for each
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of the classes in the dataset. A relatively recent development has been the adaptation of CNNs

to perform end-to-end segmentation. They are called fully-convolutional networks (FCN) as they

lack fully connected layers [107]. FCNs use up-convolutions to obtain feature maps that match the

original image size, with some loss at the edges unless some padding is used. Table 1.2 highlights

some of the commonly used CNN architectures in the literature [165, 69, 146, 107, 68, 144].

1.3.4 Interpretability in deep learning

DL models are often criticized as black boxes that use complex nonlinear transformations that

are not amenable to human interpretation. While there is some truth to this assertion, there

have been many advances in explaining DL model decisions. Some investigators like to use the

following definitions: interpretability is the ability to understand the model’s inner workings, while

explainability is the ability to understand why the model makes its decision, without necessarily

intuiting its inner workings. For example, many post-hoc explainability methods highlight regions

within the input image that the model “looks at” when making its predictions [113]. Model accuracy

and interpretability are, at least traditionally, at odds. Complex patterns need complex models to

recognize, and complex models are harder to understand [148, 113]. That being said, it is essential to

realize that at least some explainability is critical for the clinical adoption of CNN-based diagnostic

algorithms. Explainability builds trust in model predictions, especially those directly affecting

patient care and therapeutic decisions [2, 11].

We can visualize some of the inner workings of CNNs by visualizing convolutional filters directly

or the activation maps when a specific image is used as an input. In well-trained CNNs, early ac-

tivations often correspond to edges and contours (non-specific) while later filters are task-specific

[73]. Alternatively, we can backpropagate the gradient when a particular image is used as the model

input. This process allows us to visualize what pixels are more important for predicting that spe-

cific image. This method gives noisy results but can be improved by setting negative gradients to

zero); this is called guided backpropagation [168]. Unfortunately, guided backpropagation is poorly

discriminative; visualization tends to be similar for different predicted classes. An improved tech-

nique called Grad-CAM (gradient guided class activation maps) offers better class discriminative

ability [161].

Recently, there has been a lot of discussion about the need for explainability methods that are
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falsifiable. One of the limitations of post-hoc saliency approaches like GRAD-CAM is that they are

very liable to confirmation bias: investigators can always point to some examples where the model

is looking at the expected region when making its decision [148, 52]. Falsifiability is a one of the

bedrocks of scientific methodology, as noted by the philosopher Karl Popper, in his landmark book

The Logic of Science [140]:

“These considerations suggest that not the verifiability but the falsifiability of a system is to be

taken as a criterion of demarcation. In other words: [...] it must be possible for an empirical

scientific system to be refuted by experience.”

This critique is the reason why some investigators and thought leaders are advocating for less

reliance on qualitative explainability techniques, and more reliance on any of: 1. Models that are

inherently interpretable [148, 113]; 2. Explainability techniques that are quantitative and falsifiable

[85]; 3. Building trust through robust validation on large patient cohorts or hospital settings [52].

In Section 3.2, we further discuss this topic, and introduce a CNN explainability technique

that is quantitative, falsifiable, and better suited to the task of nucleus classification than existing

approaches.
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Section 1.4

Integrative computational analysis

Recent advances in biomedical data acquisition, storage, retrieval, and regulation enable the in-

tegration of multiple clinical, laboratory, and imaging modalities to improve healthcare and dis-

cover novel biological associations. The relatively recent widespread use of structured Electronic

Medical Records (EMR), DICOM radiological imaging standard, and WSI acquisition systems en-

able the correlation of clinical imaging and genomic features for the same patient [33, 42, 41].

These technologies allow an in-depth holistic assessment of biomarkers and help drive better clin-

ical decisions, paving the way for precision medicine. Precision medicine refers to the concept

of stratification of patient cohorts into smaller and smaller subsets based on evidence-driven clin-

ical/laboratory/imaging criteria, such that more targeted therapeutic strategies can be used to

improve clinical outcomes [15].

1.4.1 Clinical outcomes and surrogate endpoints

Prognosis is at the heart of medical decision-making and is used to guide life-altering interventions,

including surgery, radiation treatment, and chemotherapy. Accurate stratification of outcomes is

also critical in conducting clinical trials and identifying respondents to specific treatments. The

most commonly used predictive system used in the clinical setting is the TNM staging system,

which uses a combination of tumor size, lymph node spread, and distant metastasis to stratify

patients by expected prognosis [12]. Pathologic staging, often determined after tumor excision, is

a more robust prognostic indicator than histologic grading (see Section 1.1). However, it should

be noted that in central nervous system tumors like glioma, staging is not applicable; histologic

grading and genomics are used instead for prognostic stratification [108].

There are several ways by which we can determine if a particular clinical, imaging or genomic

feature is relevant in terms of patient care. In the context of oncology, association with patient sur-

vival outcomes is typically used, although other outcome measures like quality of life and morbidity

are being increasingly recognized [22, 138, 105]. Sometimes, it is impractical to rely on clinical end-

points (i.e., overall survival outcomes) to identify biomarkers or determine therapy response. In
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these situations, surrogate endpoints are used, biomarkers with a strong association with clinical

endpoints. For example, progression-free survival —how long the patient lives without worsening

the disease— is a commonly used surrogate endpoint in oncology [138].

1.4.2 Survival analysis

In the medical context, survival analysis refers to the modeling and prediction of adverse cancer

outcomes, such as patient death, cancer progression, recurrence, or dissemination to other sites

(metastasis). One key issue that complicates this task is the patient loss to follow-up, also known

as right-censoring. Left-censoring (e.g., unknown exact follow-up start date) is also encountered

but is less common and is not discussed further here. When patients are lost to follow-up, there

is no observed event time, e.g., no known time of death, and investigators need to account for this

missing data in their models.

While it may be tempting to discard patients with missing data from the dataset, this introduces

bias since the loss to follow-up is usually not random; e.g., the patient got better and did not return

for a follow-up visit [39, 88]. Another simple strategy is to convert the outcomes into binary form at

clinically meaningful time intervals. For example, if we were primarily interested if the patient was

alive at five years, we would retain patients censored after (but not before) the 5-year timepoint.

To use all data points, however, special techniques in statistical modeling have been developed to

use partially observed outcomes data [24]. The most commonly-used survival analysis models, called

Cox proportional-hazards regression, assume that the relationship between features and survival

outcomes is linear [43]. Like other linear models, Cox regression is less likely to succeed as the

number of features increases relative to the number of patients. Nonlinear ML techniques have

been applied to survival analysis to overcome this issue, including random survival forests and

neural networks [199, 39, 80].

1.4.3 Genomics

An organism’s genome is its total deoxyribonucleic nucleic acid material (DNA), while its tran-

scriptome is its ribonucleic acid material (RNA). The nuclear DNA genome encodes most cellular

RNA and proteins in humans, while mitochondrial DNA encodes a few but critical sets of enzymes.

Thus, in the broad sense of the term, Genomics studies cellular DNA or RNA sequence, expression,
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and epigenetic modifications. Proteomics is the study of protein expression. Arguably, the most

significant recent development in genomics is the (near) completion of the Human Genome Project

in 2000; most of the human genome was sequenced and annotated at a total cost of $300 million.

The cost of genomic sequencing has since been dramatically reduced thanks in large part to Next

Generation Sequencing (NGS) methods, which enable very high-throughput analysis [130, 114, 116].

The current cost is well below $1000 per genome.

Genomic platforms and features

Genomic platforms could be classified according to what they detect into three groups: those that

detect/sequence DNA, those that detect/sequence RNA, and those that detect proteins [190, 23]. In

addition, a particular class of DNA sequencing platforms can also detect epigenetics modifications

like methylation. The genomic techniques/modalities relevant to our discussion include:

• Whole-genome sequencing : Every nucleotide in the genome is sequenced. Classically, DNA

sequencing was performed by ‘chain termination’ assays (Sanger sequencing), but most non-

trivial sequencing nowadays is performed using NGS platforms [157, 57, 163]. NGS platforms

sequence numerous small fragments of DNA at random sites along the genome, which are then

aligned based on their overlap regions and their position along a known reference genome.

Because the process is random, many overlapping fragments have to be sequenced to avoid

gaps in the computationally reconstructed genome (i.e., to achieve higher coverage); this is

known as the sequencing depth [166]. To perform deeper sequencing, we need to perform

multiple reads to identify the same nucleotide at the same position in multiple reads. Depth

is critical when looking for rare mutations or single-nucleotide polymorphisms (SNPs).

• Whole-exome sequencing : Only the exomic (protein-coding) regions are sequenced [142]. This

method is an economical alternative to full-genome sequencing.

• DNA Microarrays: A set of probes are used to detect the presence of specific genes [71]. The

genes are not sequenced, and only a pre-specified set of genes are examined. Microarrays were

the standard practice before NGS and are still considered a lower-cost alternative in some

settings.
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• RNA-Seq : The total RNA (or optionally, only messenger RNA) is sequenced [193]. RNA-Seq

is useful in quantifying gene expression, including multiple proteins expressed from the same

DNA sequence (alternative splice variants).

• Reverse Phase Protein Arrays (RPPA): Expressed proteins are quantified using microarrays

[23]. Unlike RNA-Seq, this method of surveying gene expression is less mature, and the set

of proteins needs to be determined a priori. Nevertheless, RPPA can detect the final protein

expression, including post-translational modifications that RNA-Seq does not survey.

To obtain relatively pure samples for genomic analysis, a pathologist may microscopically dissect

the tumor, a process called Laser Capture Microdissection (LCM) [50]. The percentage of the

obtained sample composed of tumor cells (instead of stromal or immune elements) is known as

tumor purity. Tumor purity is usually inferred a posteriori by statistical deconvolution of gene

expression data [197, 13].

The Cancer Genome Atlas

The Cancer Genome Atlas (TCGA) is a large-scale multi-institutional collaborative initiative to

collect and analyze cancer genomic data. The TCGA dataset is one of the most extensive re-

sources available for integrative analysis of clinical, genomic, epigenomic, proteomic, radiologic,

and histopathologic data [182, 40]. The TCGA project started in 2005 and includes data from

10,000 patients and 33 tumor sites, with matched normal tissue controls. The TCGA is collected

from designated medical institutions across the U.S., following standardized data collection and

quality criteria.

When the project started, all TCGA samples underwent whole-genome sequencing; currently, a

small fraction of samples is fully sequenced, while the rest undergo whole-exome sequencing. Many

TCGA cases also have associated WSIs, pathology and radiology reports, radiology scans, proteomic

data, and epigenomic methylation data. Since its publication, the TCGA has been analyzed by

numerous research groups worldwide and has resulted in radical changes in how cancers are classified

and, consequently, on precision medicine clinical guidelines [129, 127, 29, 128, 126]. Integrated

analysis of TCGA data resulted in molecular characterization and updated clinical classification

of most cancers [29, 33, 188, 30, 31]. Many groups have also performed large-scale pan-cancer
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analysis, finding genomic themes common to multiple cancer types to understand fundamental

drivers of cancer and identify cancer subtypes that are likely to respond to similar therapeutic

strategies [40, 21, 74, 32].

Molecular pathway analysis

Figure 1.3: Gene Set Enrichment Analysis. In the most
classical implementation of GSEA, genes from an RNA-Seq
or microarray experiment are ordered by their correlation
with the observed phenotype. The algorithm walks down
the ordered list, keeping track of a running sum that in-
creases when a gene in the pathway is encountered and de-
creases otherwise. The maximum deviation from zero when
the complete gene list has been traversed is called the En-
richment Score (ES), which is usually normalized to the size
of the gene set (NES). The phenotype is shuffled multiple
times to obtain the empirical null distribution, which is used
to calculate p-values for the NES values, then adjusted for
multiple hypothesis testing. This figure is reproduced from
Subramanian et al., 2005. Copyright 2005, The National
Academy of Sciences. PNAS open-access policy does not
require permission for noncommercial and educational use.

One of the goals of high-throughput

genomic analysis studies is to iden-

tify biological pathways and processes

responsible for observed phenotypes.

A biological pathway is a collection

of biological molecules that interact

in specific ways to achieve a target.

Thus, understanding biological pro-

cesses at the level of gene sets en-

ables a deeper understanding of biol-

ogy. Genes can be grouped function-

ally or by their spatial proximity at

the chromosome or cellular compart-

ment. There are three generations of

pathway analysis techniques: Over-

Representation Analysis, Functional

Class Scoring [172, 18], and Pathway

Topology [111]. These techniques

typically find differences in gene ex-

pression between experimental con-

trol groups. Gene Set Enrichment Analysis (GSEA) is among the most popular approaches used

(Figure 1.3) [172]. Single-sample GSEA (ssGSEA) is a GSEA adaptation that can estimate path-

way activity for each sample, independent of phenotype, acting as a biologically-inspired dimension

reduction technique [18].
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Section 1.5

Organization and summary of contributions

In this dissertation, we present a series of approaches for discovering prognostic morphologic

biomarkers in invasive carcinomas of the breast. The approach we take is based on concept bottle-

neck modeling and is specifically designed to ensure the biomarkers are interpretable by pathologists

and to reduce the chance of learning spurious correlations. The inputs to our pipeline are standard

formalin-fixed paraffin-embedded H&E stained slides obtained from resections of invasive carcino-

mas of the breast. The slides are then digitized using commercial whole-slide image (WSI) scanners

and analyzed using our computational algorithms. These convolutional neural networks (CNNs)

use the input image to delineate the boundaries of all tissue region compartments and cell nuclei.

A set of features describing the shape, staining, texture, and spatial context of these regions and

cells are extracted and then used for modeling and predicting patient survival outcomes.

This dissertation explores four related themes that contribute to the end goal of discovering

interpretable histopathology biomarkers (Table 1.3). These themes are: scalable annotation data

acquisition (Chapter 2), training interpretable CNN models fit for histopathology applications

(Chapter 3), discovering novel histomic associations with clinical outcomes (Chapter 4), and

developing open-source software and visualization capabilities to support data collection and model

development (Chapter 5).

Chapter 2 focuses on the scalable acquisition of annotation data using crowdsourcing

One of the difficulties in adopting concept bottleneck modeling is the requirement for training

supervised CNNs to delineate histopathologic regions and cells as an intermediate step. This

supervision necessarily consumes a large number of annotation training data, including tissue region

boundary delineation and cell localization and classification. This training data is not readily

available and is difficult to obtain because it requires specialized medical knowledge and is very

time-consuming. Pathologists have heavy clinical demands; asking pathologists to create annotation

data requires a significant financial and time investment. Hence, Chapter 2 is dedicated to the

process of data generation and systematically investigates the use and adaptation of crowdsourcing
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Table 1.3: Organization of this dissertation.

Problem Goal

Chapter 2: Crowdsourcing
strategies for scalable curation of
annotation datasets

Deep-learning models are
data-hungry, yet pathologists
have heavy clinical demands
to create annotation data

Explore crowdsourcing strate-
gies for scalable curation of an-
notation datasets

Chapter 3: Deep-learning meth-
ods for automatic detection of
histopathology structures

Existing deep-learning mod-
els are not well-suited for
histopathology applications,
and are often uninterpretable.

Develop interpretable deep-
learning models to detect
histopathologic regions and
cells

Chapter 4: Histopathologic cor-
relates of clinical and genomic
phenotypes

Many morphological patterns
in histopathology slides are dif-
ficult to capture visually in a
reliable and consistent way.

Develop computational tools
to discover and quantify pat-
terns that have prognostic
value.

Chapter 5: HistomicsTK: an
open-source software for compu-
tational pathology

There is a need for scalable
software solutions to support
annotation and WSI analysis
projects

Develop open-source tools for
managing distributed annota-
tion projects and visualizing
algorithmic results

approaches for the scalable generation of annotation data in histopathology. Chapter 2 is composed

of the following sections:

• Amgad, M., Elfandy, H., Hussein, H., Atteya, L. A., Elsebaie, M. A., Abo Elnasr, L. S.,

Sakr, R. A., Salem, H. S., Ismail, A. F., Saad, A. M., et al. (2019). Structured crowdsourcing

enables convolutional segmentation of histology images. Bioinformatics, 35(18):3461–3467.

Section 2.1 describes the development and validation of a structured crowdsourcing approach

for delineating histopathologic tissue regions by a crowd of 25 medical students and graduates

under the supervision of practicing pathologists. We propose that two modes of data collection

are used synergistically: a high-volume single-rater dataset and a substantially smaller multi-

rater dataset for estimation of interrater variability and participant reliability. We were able

to collect 20,000 annotations of tissue regions, which were made public for use by the scientific

community. We showed that non-pathologists are reliable annotators of visually-distinctive

patterns and that their annotations enable training highly-accurate supervised CNN models.

• Amgad, M., Atteya, L. A., Hussein, H., Mohammed, K. H., Hafiz, E., Elsebaie, M. A.,
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Alhusseiny, A. M., AlMoslemany, M. A., Elmatboly, A. M., Pappalardo, P. A., et al.(2021b).

NuCLS: A scalable crowdsourcing, deep learning approach and dataset for nucleus classifica-

tion, localization and segmentation. arXiv preprint arXiv:2102.09099.

Section 2.2 describes an extension of the approach used for tissue region crowdsourcing to the

context of nucleus annotation. We developed a technique for producing a set of bootstrapped

algorithmic suggestions using existing region labels and heuristic nucleus segmentation al-

gorithms. These suggestions were then displayed to non-pathologists, who were asked to

annotate multiple sets of data under different conditions. We collected and published over

200,000 annotations of nuclear detection, segmentation, and classification data. We found

that these algorithmic suggestions scale the annotation process and improve the classification

labels produced by non-pathologists. Additionally, we introduced a framework for estimating

participant reliability and inferring a single truth from multi-rater data and showed that the

number of annotators per image needed for accurate aggregate data is class-dependent.

• Dudgeon, S.N., Wen, S., Hanna, M.G., Gupta, R., Amgad, M., Sheth, M., Marble, H.,

Huang, R., Herrmann, M.D., Szu, C.H. and Tong, D., 2020. A pathologist-annotated dataset

for validating artificial intelligence: a project description and pilot study. J Pathol Inform,

2021;12:45.

Section 2.3 describes a collaborative pilot study that we participated in, led by the U.S.

Food and Drug Administration (FDA). The study investigated the use of crowdsourcing

approaches for the decentralized collection of annotation data for regulatory purposes. Unlike

the previous two projects, the annotations produced here were only produced by pathologists,

and the workflow was specifically tailored to enable validation of algorithms that detect

Tumor-Infiltrating Lymphocytes (TILs) in invasive carcinomas of the breast. Annotations

produced using this approach are kept internally by the FDA for standardized assessment of

algorithms.

Chapter 3 discusses automated detection of histopathologic structures using custom CNNs

Once we had the annotation data from Chapter 2, we were able to use it to train supervised

CNN models to automatically delineate all histopathologic tissue regions and nuclei in scanned
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WSIs from invasive breast cancer. Our CNN modeling focused on two issues. First, we adapted

general-purpose computer vision models to be well-suited for histopathology applications. Second,

we wanted to ensure that the models produce outputs and explanations that map well to concepts

that are used or understood by practicing pathologists. Chapter 3 is divided into the following

sections:

• Amgad, M., Stovgaard, E. S., Balslev, E., Thagaard, J., Chen, W., Dudgeon, S., Sharma,

A.,Kerner, J. K., Denkert, C., Yuan, Y., et al. (2020). Report on computational assess-

ment of tumor-infiltrating lymphocytes from the International Immuno-oncology Biomarker

Working Group. NPJ breast cancer, 6(1):1–13.

Section 3.1 is a set of recommendations that we published with the International Immuno-

Oncology Working Group (also known as the TILs Working Group). The publication includes

an in-depth discussion of various considerations for computational assessment of TILs in a

manner that is consistent with visual scoring guidelines. The TILs score is defined as the

fraction of stroma within the tumor bed that is occupied by TILs cells. Hence, computational

scoring requires delineation of cancer regions, stromal regions, and TILs nuclei. In addition, a

number of confounders like necrotic regions and normal ducts and acini need to be delineated

and excluded from the calculation. This makes these recommendations relevant not only for

the specific application of TILs scoring but to our broad endeavor.

• Amgad, M., Atteya, L., Hussein, H., Mohammed, K. H., Hafiz, E., Elsebaie, M. A.,

Mobadersany, P., Manthey, D., Gutman, D. A., Elfandy, H., et al. (2021). Explainable nu-

cleus classification using decision tree approximation of learned embeddings. Bioinformatics.

Section 3.2 describes our CNN modeling for detection, segmentation, and classification of

nuclei using crowdsourced annotation data. We focus on nuclear, not cellular, detection

since nuclei are well-defined and much easier to detect visually than cell boundaries in H&E

stained slides. Nuclear detection datasets differ from ”standard” object detection datasets in

many ways; most importantly, each image contains numerous objects, and they tend to be

very small compared to the size of the image. Additionally, the features that differentiate
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various nucleus classes tend to be global object-level characteristics (such as nuclear size,

shape, and chromatin distribution), as opposed to the local characteristics typically used in

standard datasets (like the distinguishing shape of a dog’s nose). We adapt object detection

modeling approaches for optimal nucleus detection and classification, and we introduce a new

explainability technique that provides explanations referencing nucleus-level characteristics

to provide sensible and quantitative explanations for model decisions.

• Amgad, M., Sarkar, A., Srinivas, C., Redman, R., Ratra, S., Bechert, C. J., Calhoun,

B. C., Mrazeck, K., Kurkure, U., Cooper, L. A., et al. (2019). Joint region and nucleus

segmentation for characterization of tumor-infiltrating lymphocytes in breast cancer. In Med-

ical Imaging 2019: Digital Pathology, volume 10956, page 109560M. International Society for

Optics and Photonics.

Section 3.3 describes a CNN modeling approach that we developed to enforce compatibil-

ity between tissue region and cell type predictions. There are two disadvantages to using

independent CNN models for delineating tissue regions and for detecting/classifying nuclei.

First, the approach is not efficient since the two independent models do not share parameters

and redundantly extract many of the same visual building blocks like edges. Second, they

can produce incompatible predictions, such as a fibroblast cell within an epithelial nest. In

this section, we propose an approach based on ground truth engineering to overcome this

limitation. We validate the results using a cohort of 120 patients from the Cleveland Clinic.

• MuTILs: explainable, multiresolution computational scoring of Tumor-Infiltrating Lympho-

cytes in breast carcinomas using clinical guidelines

Section 3.4 is an extension of the premise from Section 3.3, with an improved and more

disciplined modeling strategy. We used a multi-task, multiresolution learning approach to

simultaneously delineate tissue regions and nuclei in WSIs. Our CNN model passes down

information from the low- to high-resolution branch and imposes a set of predefined biological

constraints to ensure the predictions are sensible. We show that this approach results in

accurate predictions, and we validate its ability to computationally score TILs in infiltrating

ductal carcinomas (in general) and in Her2-enriched breast carcinomas from The Cancer
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Genome Atlas (TCGA) dataset.

Chapter 4 explores histopathologic correlates of clinical and genomic phenotypes

After having developed the capability to automatically detect all salient tissue regions and cells in

scanned WSIs, we were now able to extract a set of global, morphological, and spatial contextual

features to summarize pertinent information in the tumor microenvironment. These features were,

by design, interpretable. For example, we described the mean of- and variance in size, shape, and

staining of tissue regions and cells, cellular clustering, and co-localization, the composition of the

neighborhood at the margin of epithelial nests, among other features. These features were then

analyzed to discover associations with clinical and other phenotypes.

• Histomic Prognostic Score: a computational morphologic signature with independent prog-

nostic value in invasive carcinomas of the breast

Section 4.1 systematically explores morphological features that can predict patient survival

in invasive carcinomas of the breast. These histomic features were categorized into biological

themes and sub-themes, then entered into a regularized Cox proportional hazards regression

model to produce the Histomic Prognostic Score (HPS), which was discretized to produce

three Histomic Prognostic Groups (HPG). Akin to commonly-used gene panels like PAM-

50 and OnctotypeDx, this scoring system can help identify high- and low- risk patients.

HPS only requires an H&E WSI scan and the three standard IHC breast panel markers:

Estrogen Receptor expression (ER), Progesterone Receptor expression (PR), and Her2 growth

receptor overexpression (Her2). We show that HPS has a stronger prognostic value than a

baseline model using manual grading and IHC markers, independent of pathologic stage,

tumor size, patient age, race, cancer detection method, expression of basal markers, and

treatment. The results are validated using a large cohort of 1,655 patients obtained from the

Cancer Prevention Study II (CPS-II), a long-term prospective cohort study organized by the

American Cancer Society. Additionally, we validated the results using an independent cohort

of 971 patients with invasive breast cancer from the TCGA dataset.

• Yang, X., Amgad, M., Cooper, L. A., Du, Y., Fu, H., and Ivanov, A. A. (2020). High

expression of MKK3 is associated with worse clinical outcomes in African American breast
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cancer patients. Journal of translational medicine, 18(1):1–19.

Section 4.2 describes an integrative study in which we examined the association between

histomic features with gene expression data from African American patients with invasive

breast cancer from the TCGA dataset. Our contribution to this collaborative work was to

show that the overexpression of Mitogen-Activated Protein Kinase Kinase 3 (MKK3), and its

binding partner MYC, is associated with features of cancer aggression in WSI scans, including

a high tumor-to-stroma ratio and confluent tumor nests.

Chapter 5 introduces software tools for data collection, visualization and model development

Finally, we describe open-source software tools that we developed along the way to support all

of the aforementioned analyses. We developed multiple software tools for this purpose, including

direct and indirect contributions to HistomicsTK, HistomicsUI, large image, and Histolab.

In Chapter 5 we describe our contributions to one software library that was critical to the work

presented here: HistomicsTK. Over the span of 2.5 years, we worked closely with developers from

the company Kitware, who maintain HistomicsTK, and we provided many indirect contributions in

the form of beta testing, feature suggestions, and bug reports. However, this chapter only focuses

on our direct contributions to the software library.

Chapter 6 provides a set of overall conclusions and future research directions

Throughout this dissertation, we describe the conclusions and limitations of each set of experimen-

tal results independently. In addition, at the end of the dissertation, we provide a set of overall

conclusions, limitations, and suggestions for future research. These conclusions and recommen-

dations are based on the aggregate impression and expertise we gained as we conducted various

experiments.

https://github.com/DigitalSlideArchive/HistomicsTK
https://github.com/DigitalSlideArchive/HistomicsUI
https://github.com/girder/large_image
https://github.com/histolab/histolab
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Section 1.6

List of publications

We completed a wide variety of projects in computational pathology throughout this 5+ year PhD

journey. A number of these projects were collaborative in nature, and only the most important

contributions were presented in this document. The full list of publications is provided below.

1.6.1 Peer reviewed publications

• Amgad, M., Atteya, L.A., Hussein, H., Mohammed, K.H., Hafiz, E., Elsebaie, M.A.,
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Chapter 2

Crowdsourcing strategies for scalable curation of annotation

datasets

This chapter summarizes crowdsourcing approaches for scalable curation of accurate annotation

data for training and validating computer vision models in histopathology. The work is divided

into three sections, composed of the following publications:

• Amgad, M., Elfandy, H., Hussein, H., Atteya, L. A., Elsebaie, M. A., Abo Elnasr, L. S.,

Sakr, R. A., Salem, H. S., Ismail, A. F., Saad, A. M., et al. (2019). Structured crowdsourcing

enables convolutional segmentation of histology images. Bioinformatics, 35(18):3461–3467.

• Amgad, M., Atteya, L. A., Hussein, H., Mohammed, K. H., Hafiz, E., Elsebaie, M. A.,

Alhusseiny, A. M., AlMoslemany, M. A., Elmatboly, A. M., Pappalardo, P. A., et al.(2021b).

NuCLS: A scalable crowdsourcing, deep learning approach and dataset for nucleus classifica-

tion, localization and segmentation. arXiv preprint arXiv:2102.09099.

• Dudgeon, S.N., Wen, S., Hanna, M.G., Gupta, R., Amgad, M., Sheth, M., Marble, H.,

Huang, R., Herrmann, M.D., Szu, C.H. and Tong, D., 2020. A pathologist-annotated dataset

for validating artificial intelligence: a project description and pilot study. J Pathol Inform,

2021;12:45.
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Structured crowdsourcing enables convolutional segmentation of histology

images

This section is an exact reproduction of the following open-access journal paper:

Amgad, M., Elfandy, H., Hussein, H., Atteya, L. A., Elsebaie, M. A., Abo Elnasr, L. S., Sakr,

R. A., Salem, H. S., Ismail, A. F., Saad, A. M., et al. (2019). Structured crowdsourcing enables

convolutional segmentation of histology images. Bioinformatics, 35(18):3461–3467.

The open-access dataset is downloadable from the BCSS repository on Github.

An abstract version was also presented at the 2018 Pathology Visions Conference (San Diego, CA):

Amgad, M., Elfandy, H., Khallaf, H. H., Beezley, J., Chittajallu, D. R., Manthey, D., et al.

(2019). Hierarchical Crowdsourcing for Generating Large-Scale Annotations of Histopathology.

Journal of Pathology Informatics, 10(10).

https://github.com/CancerDataScience/CrowdsourcingDataset-Amgadetal2019
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Abstract

Motivation: While deep-learning algorithms have demonstrated outstanding performance in se-

mantic image segmentation tasks, large annotation datasets are needed to create accurate models.

Annotation of histology images is challenging due to the effort and experience required to carefully

delineate tissue structures, and difficulties related to sharing and markup of whole-slide images.

Results: We recruited 25 participants, ranging in experience from senior pathologists to medical stu-

dents, to delineate tissue regions in 151 breast cancer slides using the Digital Slide Archive. Inter-

participant discordance was systematically evaluated, revealing low discordance for tumor and stroma,

and higher discordance for more subjectively defined or rare tissue classes. Feedback provided by se-

nior participants enabled the generation and curation of 20 000þ annotated tissue regions. Fully
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convolutional networks trained using these annotations were highly accurate (mean AUC¼0.945), and

the scale of annotation data provided notable improvements in image classification accuracy.

Availability and Implementation: Dataset is freely available at: https://goo.gl/cNM4EL.

Contact: lee.cooper@emory.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Accurate segmentation of tissue regions in histology images is a

challenging problem with important applications in computational

pathology. The ability to accurately delineate tissue regions can

provide important information for computational diagnosis, prognos-

tication, assessments of treatment response and investigations of can-

cer biology. The problem of semantic segmentation, or exhaustive

pixel-level classification of tissues, is particularly challenging. While

deep-learning methods have demonstrated promising results in general

semantic image segmentation problems, these encoder-decoder convo-

lutional architectures require large training datasets to generalize well.

Generating annotated histology datasets with adequate scale presents

significant challenges, especially when careful delineation of regions

or structures is required, and the lack of annotated histology remains

a significant barrier in the growth of computational pathology.

Semantic segmentation is particularly challenging, as complete label-

ing of the scene is required. Generating a meaningful number of anno-

tations requires engaging with multiple experts, and even experienced

pathologists will exhibit some inter-rater discordance. Annotations

need to be captured on many images, as remarkable histologic varia-

tions can be observed even within a single lab, and variations in tissue

processing (fixation, staining, mounting) and imaging have a strong

influence on image texture and color. Data augmentation techniques

are often used when training networks to simulate this variation by ar-

tificially manipulating the color and contrast of images with some suc-

cess, reducing the annotation burden. Still, a pathologist with

significant clinical demands often cannot produce enough annotations

on their own to adequately train deep-learning models for challenging

applications like semantic segmentation. Interfaces for viewing and

annotating whole-slide histology images, collaborative review and

data management are also a critical element in engaging pathologists

to scale the production of accurate ground truth.

Crowdsourcing has been extensively used in general non-medical

tasks, and has been shown to markedly speed and scale the process of

image annotation (Su, 2012). In the life sciences, crowd-based

approaches based on gamification or micropayments enabled successful

scaling of biological annotations (Hughes et al., 2018). In pathology,

however, the value of crowdsourcing is not immediately apparent due

to the complexity and subjectivity of tasks, scale of whole-slide scans

(necessitating custom large-scale viewers and annotation platforms),

and domain expertise needed; a recent systematic review found that al-

most all crowdsourcing articles in the pathology literature focused on

malaria diagnosis and relatively simple scoring of immunohistochemical

biomarkers (Alialy et al., 2018). Recent work has established the value

of crowdsourcing for nucleus detection and segmentation microtasks in

hematoxylin and eosin stained images, and that research fellows and

some non-pathologists (NPs) are able to reach acceptable concordance

with senior pathologists (SPs) (Irshad et al., 2015, 2017). This work

was based on a limited number of slides (10), focused on small regions

of interest (400�400 up to 800�800 pixels), and did not explore more

challenging tasks such as semantic segmentation. Moreover, this work

did not investigate how to organize participants and leverage their vari-

ous experience levels, and how technology can facilitate feedback and

collaboration between more and less experienced participants to im-

prove crowdsourcing efficiency and accuracy.

To address some of these issues, we investigate the use of crowd-

sourcing in the context of semantic segmentation of breast cancer

images. This task is widely regarded as the most laborious and chal-

lenging type of ground truth generation (Kovashka et al., 2016).

We describe our experience using web-based technology to facilitate an

international crowdsourcing effort, and in expanding this effort to in-

clude junior pathology residents (JPs) and medical students. We also

describe how training and directed feedback using web-based tools like

the Digital Slide Archive (DSA) can be instrumental in streamlining the

annotation and review process. Our annotation efforts focus on triple-

negative breast cancer (TNBC), an aggressive genomic subtype that

comprises�15% of breast cancer cases (Plasilova et al., 2016).

2 Materials and methods

2.1 Dataset description
The dataset used in this study consists of 151 hematoxylin and eosin

stained whole-slide images (WSIs) corresponding to 151 histologically-

confirmed breast cancer cases. These images of formalin-fixed paraf-

fin-embedded tissues were acquired from the Cancer Genome Atlas,

with triple-negative status determined from clinical data files. A repre-

sentative region of interest (ROI) was selected within each slide by the

study coordinator, a medical doctor, and approved by a SP. The mean

ROI size was 1.18 mm2 (SD ¼ 0.80 mm2). ROIs were selected to be

representative of predominant region classes and textures within each

slide. Very large ROIs were avoided to prevent degradation in quality

due to participant fatigue (Irshad et al., 2015). Regions with high

tumor density were selected whenever possible, for two reasons: (i) to

maximize the proportion of ROI occupied by tumor; (ii) to minimize

the need to distinguish normal/inflammatory cells and cancerous tissue,

an exhaustive process requiring expertise not expected from NPs.

2.2 Participant recruitment and training
The study workflow is illustrated in Figure 1. Research interest

groups on social media (including Facebook and LinkedIn) were

used to recruit participants, who were asked to submit a resume and

brief motivation statement to the study coordinator. A total of 25

participants, including 20 medical students, 3 JPs and 2 SPs were

selected during recruitment. Throughout this manuscript, we use the

following notation to denote the various participant classes: SP (se-

nior resident or faculty); JP; NP. JPs were defined as pathology resi-

dents who have not finished their second year of residency training.

Participants underwent a training session, composed of introductory

videos and a detailed document describing guidelines, histological

patterns to annotate, common pitfalls as well as instructions for

using the DSA interface. Supplementary Table S1 illustrates sample

instructions provided to participants to help improve and standard-

ize the annotation process. Slack, an online team communication

tool, was used for NPs to ask questions and to receive feedback

from other participants and pathologists. Extensive feedback was

3462 M.Amgad et al.
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provided on the first slide annotated by a participant, serving as a

de-facto practical component of their training.

2.3 Structured crowdsourcing
We use the term structured crowdsourcing to refer to systematic as-

signment of tasks based on participant experience and expertise. SPs

assisted in mentoring and correcting annotations made by NPs. Two

types of ROIs were annotated: (i) a ‘core’ set comprising 151 large

ROIs to be used for training and validating algorithms (ALs) and (ii)

an ‘evaluation’ set comprising 10 smaller ROIs used to evaluate

inter-participant concordance.

Each participant was asked to annotate 5–6 ROIs from the core

set (uniquely assigned to the participant) and all 10 evaluation

ROIs. ROIs from challenging slides (21 total) were assigned to SPs

and JPs, whereas all other ROIs (130 total) were evenly distributed

among the participants. Slides were considered challenging if a con-

siderable fraction of the ROI was occupied by uncommon features

like extensive tumor cell vacuolation, stromal epithelialization or

stromal hyalinization. Throughout the study, SPs provided feedback

and made corrections to the core slides annotated by the partici-

pants. Feedback was not provided on evaluation set ROIs to avoid

biasing the analysis of inter-participant concordance.

2.4 The DSA annotation interface
The DSA is an open-source web-based digital pathology platform

for the management, visualization and annotation of WSI datasets

(Gutman et al., 2013, 2017). A Docker software container along

with instructions for creating a DSA instance is available at: https://

github.com/DigitalSlideArchive/digitalslidearchive.info. Figure 2

shows a screenshot of the DSA interface used for annotation. This

interface organizes annotations by region class (e.g. tumor, necro-

sis). Each class has a style that defines the rendering properties for

its annotations including class names and boundary colors. These

styles were pre-defined in a template by the study coordinator in

consultation with an SP, and serve to improve the consistency of

annotations across participants and to facilitate review. The DSA

also provides a REST API for programmatic management of slide

and annotation data that was used throughout the study to enable

management of users, slide assignments, annotations, review and

inter-participant concordance analyses.

2.5 Annotation review process
The following regions were annotated during crowdsourcing:

(i) predominant classes including tumor, stroma, lymphocyte-rich

regions and necrosis. (ii) Non-predominant classes including artifacts,

adipose tissue, blood vessels, blood (intravascular or extravasated red

Fig. 1. Study overview. (A) Slides from the TNBC cohort were reviewed for difficulty and the study coordinator selected a single representative ROI in each slide.

(B) Participants were recruited on social media from medical student interest groups. Documentation and instructional videos were developed to train partici-

pants in breast cancer pathology and the use of DSA annotation tools. A spreadsheet lists slide-level descriptions of histologic features for each of the 151 images

to aid in training. (C) Participants were each assigned six slides based on experience. Challenging slides were assigned to faculty/pathology residents, while

standard slides were distributed among all participants. (D) The DSA was used by participants to draw the outlines of tissue regions in their assigned slides/ROIs.

A Slack workspace enabled less experienced users to ask questions and receive guidance from the more experienced users. (E) Ten evaluation ROIs were identi-

fied in the slides and were annotated by all participants in an unsupervised manner to enable inter-participant comparisons. (F) Agreement between each pair of

participants was evaluated using the Dice coefficient to generate an inter-participant discordance matrix

Fig. 2. Screenshot of the DSA and HistomicsTK web interface. The main view-

port allows panning and zooming within the slide. Annotations are grouped by

class into layers (middle right panel) whose style properties like color and fill

can be adjusted (bottom right panel). Other features include: controlling anno-

tation transparency, an interactive mode to highlight individual annotations,

and ability to download the WSI, regions of interest or annotations. Annotation

properties can also be programmatically manipulated using the DSA API

Structured crowdsourcing for histology annotation 3463

D
ow

nloaded from
 https://academ

ic.oup.com
/bioinform

atics/article-abstract/35/18/3461/5307750 by guest on 15 D
ecem

ber 2019

Section 2.1: Amgad et al., 2019a 44



blood cells), glandular secretions and extracellular mucoid material

and (iii) challenging classes including plasma cells, mixed inflammatory

infiltrates (e.g. neutrophils), normal ducts or acini, metaplastic changes

(osteoid matrix, cartilaginous metaplasia, etc.), lymph vessels, skin ad-

nexa, angioinvasion and nerves. Since stroma is the most prevalent

component in many slides, it was considered to be the ‘default’ class

and defined by absence of annotations. JPs and NPs were directed to

focus their effort on annotating predominant classes and to ask for

feedback on Slack when annotating non-predominant or challenging

classes. Providing feedbacks publicly on the Slack channel allowed all

participants to access and learn from each other’s questions and

responses. The study coordinator and SPs reviewed all annotations for

mistakes using two mechanisms: (i) providing feedback to the partici-

pants on the Slack channel and (ii) generating new correction overlay

annotations that are patched on top of the original annotations

(Supplementary Fig. S1). Two phases of review and corrections were

used (Supplementary Methods and Supplementary Fig. S3).

2.6 Measuring annotation discordance
The polygonal coordinates are queried using the DSA server REST

API and are converted to a mask image format offline, where pixel

values encode region class (Supplementary Fig S1). The Inter-

participant discordance was assessed for the 300 unique pairs of

participants using their annotations on the evaluation set images.

Discordance was measured using the Dice coefficient:

Di;j ¼ 1� 2 �
PNc

c¼1 Ic \ Jcj j
PNc

c¼1 Icj j þ Jcj j
(1)

where i and j are two participants, with corresponding masks I, J, com-

posed of c binary channels, where Nc is the number of classes being con-

sidered. Di;j lies in the range [0, 1], where 0 indicates no discordance.

Our analysis makes comparisons on the effect of experience level and

feedback on annotation quality. We used two techniques to visualize dis-

cordance between participants. The first is a bi-clustered heatmap of the

inter-participant discordance matrix that groups participants based on

discordance profiles. The second is a multidimensional scaling (MDS)

analysis of the discordance matrix that depicts participants as points in

two-dimensional space and where proximity indicates concordance.

2.7 Semantic segmentation and classification models
A pre-trained fully convolutional VGG-16, FCN-8 network was

trained to segment histology images into five classes: tumor, stroma, in-

flammatory infiltrates, necrosis and other classes (Long et al., 2015).

Shift and crop data augmentation was used to improve model robust-

ness—see Supplementary Methods for details. Focusing on the 125

ROIs from infiltrating ductal carcinomas [the majority of TNBCs

(Plasilova et al., 2016)], we first applied color normalization to the

RGB images of the ROIs (Reinhard et al., 2001). Several different types

of models were trained to evaluate different aspects of crowdsourcing:

Firstly, to investigate the effects of using crowdsourced versus

single-expert annotations for training, we trained ‘comparison’

models for semantic segmentation. These models used annotations

from evaluation set ROIs for training, and were evaluated on the

post-correction core-set annotations (see Supplementary Fig. S2C).

Second, to evaluate peak accuracy, we trained ‘full’ models for

semantic segmentation using the largest amounts of crowdsourced

annotations possible. The full models were trained using annota-

tions from core-set ROIs, assigning the ROIs from 82 slides (from

11 institutes) to the training set, and the ROIs from 43 slides (from

seven institutes) to the testing set. Strict separation of ROIs by insti-

tute into either training or testing provides a better measure of how

models developed with our data will generalize to slides from new

institutions and multi-institute studies.

Finally, to evaluate the effect of training set size on the accuracy

of predictive models, we developed ‘scale-dependent’ image classifi-

cation models using varying amounts of our crowdsourced annota-

tion data (Supplementary Fig S5). Since training hundreds of

semantic segmentation models is time prohibitive, we instead

trained classification models based on the pre-trained VGG-16 net-

work to classify 224�224 pixel patches from the three predominant

classes: tumor, stroma and inflammatory infiltration, using the same

train/test assignment used in the semantic segmentation model (see

details in Supplementary Methods).

3 Results

Our study produced a total of 50 057 polygonal annotations, includ-

ing 3988 corrections. Following integration of the corrections

(Supplementary Fig. S1B), a total of 20 340 polygonal annotations

were extracted from the final mask images. The number of annota-

tions within each ROI ranged from 11 to 541. Supplementary Table

S2 describes the number of annotations by class, with the predomin-

ant classes representing more than 71% of the annotations. This

data can be visualized in a public instance of the DSA at https://goo.

gl/cNM4EL. Mask images derived from this data are used in train-

ing and validation are available at: goo.gl/UoUm9w. Further details

can be found in the Supplementary Materials.

3.1 Annotation concordance is class-dependent
Discordance varies significantly by class, and reflects the difficulty

and subjectivity inherent in the classes (Fig. 3 and Supplementary

Fig. S2). Tumor annotations were the least discordant, with 0.13

(SP–SP), 0.16 (NP–NP) and 0.15 (SP–NP). These results indicate

that both the bias (SP–NP) and variance (NP–NP) of annotations

made by NPs are lower when only the predominant class is consid-

ered (Mann–Whitney P ¼ 3.66e�30 and P ¼ 1.99e�168, for SP–

NP and NP–NP, respectively).

SPs had low median discordance for tumor (0.13), stroma (0.19)

and necrosis (0.09), and had relatively higher discordance for

lymphocytic infiltration (0.48). The median discordance between

NPs and SPs was 0.14, 0.27, 0.54 and 1.0 for tumor, stroma,

lymphocyte infiltration and necrosis/debris, respectively. Similarly,

the median discordance among NPs was 0.14, 0.33, 0.50 and 1.0

for tumor, stroma, lymphocytic infiltration and necrosis/debris, re-

spectively. The high discordance for necrosis/debris reflects the fact

that many participants either missed this class when it was truly pre-

sent or misclassified stroma as necrosis.

Supplementary Figure S4A shows the pixel-wise average SP–NP

discordance between NPs and pathologists for two typical regions.

Most of the discordance for tumor occurs around the region bound-

ary. On the other hand, discordance for lymphocytic infiltration

and, to a lesser extent, necrosis/debris follows a more diffuse pat-

tern, and is not limited to the region boundary.

3.2 Feedback improves annotation quality
There was some clustering of participants by experience level, with

three of the more experienced participants (two SPs and one JP) being

highly mutually concordant as seen in the MDS plot (Fig. 3). The me-

dian SP–SP discordance was 0.24, compared to 0.30 for NP–NP.

Discordance for SP–NP comparisons lies in the middle of this range

at 0.27. Predictions of a semantic segmentation AL trained on cor-

rected annotations from independent institutions results in discordance
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values similar to those of SPs (Fig. 3); the median SP-AL discordance is

0.22 overall and 0.15 for tumor. Three primary mistakes observed dur-

ing the correction of core-set annotations were: (i) imprecise region

boundaries, (ii) region misclassification and (iii) missing annotations

for non-predominant classes. Examples of common mistakes are pre-

sented in Supplementary Figure S4B. Discordance analysis results of

the pre- and post-correction core-set annotations were consistent with

trends observed in the evaluation set, but were notably lower. The me-

dian discordance between pre- and post-correction masks is 0.08 for

all classes (SD ¼ 0.30). This was significantly lower (Wilcoxon

P ¼ 8.77e�14) for binary tumor classification (0.01, SD ¼ 0.11).

Predominant classes had relatively low discordance, non-predominant

classes had higher discordance, while challenging classes were almost

always missing in NP annotations and were added by SPs in

corrections.

The following are pre- and post-correction discordance values

for other region classes (median 6 SD): stroma (0.09 6 0.15),

lymphocytic infiltrate (0.08 6 0.31), necrosis (0.25 6 0.42), blood

(0.02 6 0.32), exclude (0.01 6 0.42), fat (3.98e�4 6 0.29), extra-

cellular mucoid material (0.50 6 0.50), glandular secretions

(0.87 6 0.42) and blood vessel (1.00 6 0.28).

3.3 Accuracy of semantic segmentation models
The comparison semantic segmentation models had similar accuracy

whether they were trained with NP annotations or SP annotations

(median DICE ¼ 0.820 versus 0.822, Fig. 3C and D). This result is

consistent with the concordance results presented in Section 3.1.

The segmentations generated by the full semantic segmentation

model were highly accurate and concordant with human annota-

tions of ROIs in the testing set (see Table 1 and Supplementary Fig.

S6). The model predictions correspond well to region boundaries

and are often more granular than human annotations (see Figure 4

and Supplementary Figs S7–S9). When misclassifications occur, they

are generally due to the composition of the training set.

Errors were found in uncommon or mixed patterns including:

dense pure plasma cell infiltrates (classified as tumor), acellular

hyaline stroma (classified as tumor) and necrotic regions containing

dense inflammatory infiltrates (classified as infiltrates). Examples of

these errors are shown in Supplementary Figure S10.

3.4 Increasing scale improves image classification

accuracy
The accuracy of scale-dependent models for patch classification are

presented in Figure 4C (extended results Supplementary Table S3).A

peak AUC above 0.95 was observed when all training data were

used. With training data from only 2–4 randomly selected slides,

AUCs of 0.78–0.9 are observed. Average AUC increases rapidly

from 0.88 for two slides to 0.94 for eight slides. Average AUC con-

tinues to increase from 8 to 49 slides but with much slower growth.

Beyond 49 slides growth in average AUC continues but is modest.

This asymptotic trend is often observed in machine learning experi-

ments where orders of magnitude more data are needed to signifi-

cantly improve performance near the asymptote.

4 Discussion

The success of convolutional networks in analyzing histology images

has increased interest in strategies for producing annotation data.

While ALs are demonstrating diagnostically meaningful perform-

ance in many applications, large amounts of annotations are

required to develop and validate these models. This necessitates

Fig. 3. Evaluation slide set concordance and model accuracy. (A) Inter-participant discordance matrices for SP, JP, NP and AL. (B) 2-D MDS plots of participant discord-

ance. (C, D) Testing accuracy and confusion of comparison models trained on evaluation set ROIs from SPs (cyan) and NPs (magenta), measured against post-correction

masks from the core set. Confusion matrix values are percentages relative to total pixel count. (Color version of this figure is available at Bioinformatics online.)

Table 1. Testing accuracy of full semantic segmentation model

Mean AUC (SD) DICE Accuracy

Overall 0.945 (0.042) (micro) 0.888 0.799

Tumor 0.941 (0.058) 0.851 0.804

Stroma 0.881 (0.056) 0.800 0.824

Inflammatory 0.917 (0.150) 0.712 0.743

Necrosis 0.864 (0.237) 0.723 0.872

Other 0.885 (0.129) 0.666 0.670
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engaging multiple participants in annotation studies, and the ability

to efficiently organize participants with a range of experience levels

is one approach to scaling the annotation process. While significant

expertise is needed for accurate semantic annotation of histology,

our study provides an example application where non-experts can

be trained to effectively perform much of the time-consuming work.

While non-experts cannot be expected to recognize rare patterns

or to accurately annotate difficult cases, a large majority of the

Fig. 4. Model performance over the testing set. (A) Visualization of full semantic segmentation model predictions on testing set regions of interest. Color codes

used: red (tumor); transparent (stroma); cyan (inflammatory infiltrates); yellow (necrosis). (B) Area under ROC curve for semantic segmentation algorithm, broken

down by region class. (C) Effect of training sample size on scale-dependent patch classification models. Each point represents the macro-average AUC of a single

model, trained on different sets of randomly selected slides. (Color version of this figure is available at Bioinformatics online.)
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work in delineating tissue boundaries does not fall in these catego-

ries. By utilizing expertise where it is needed, in the annotation of

rare or difficult classes, and in reviewing and correcting the annota-

tions of non-experts, we were able to produce a large dataset con-

taining over 20 000 annotated tissue regions. This resource can be

used to train semantic segmentation models for breast cancer hist-

ology to characterize the tumor microenvironment and inflamma-

tory infiltration, both of which are known to strongly correlate with

cancer progression and patient outcomes (Fouad and Aanei, 2017).

The annotations in our study were produced using the DSA, a

web-based digital pathology platform. While DSA provides a wide

array of annotation tools, future development will enhance review

and collaboration capabilities by formalizing these processes in spe-

cialized interfaces. These enhancements will increase the utility of

DSA for annotation studies, education and diagnostic review includ-

ing tumor boards.

Although concordance among participants was generally strong,

important sources of discordance between SPs and NPs were

observed (Supplementary Fig. S4). In the predominant classes, dis-

cordance was often observed in cases where judgment was either dif-

ficult or subjectively defined (e.g. a region is lymphocyte-rich if at

least 80% of its area was occupied by lymphocytes). Less frequently

occurring non-predominant classes were also often missed by NP

participants, likely due to difficulty in recognizing these classes and

a lack of training. Examples of annotation errors include stromal

regions being mislabeled as necrosis or vice versa, hyalinized or acel-

lular stroma misclassified as mucinous change, plasma cells being

mislabeled as lymphocytes, and endothelial cells, activated fibro-

blasts or activated histiocytes being mislabeled as tumor. Missed

classes include blood vessels, glandular secretions, as well as rare

metaplastic changes and non-lymphocytic inflammatory infiltrates

(it should be noted that much of the discordance arises from non-

predominant classes added by the SPs during correction). We pro-

vide further evidence of the utility of NP annotations, showing that

comparison models derived from NP annotations had similar accur-

acy to models derived from SP annotations. These comparison

experiments were based on the limited set of ROIs for which both

SP and NP annotations were available, and hence we still recom-

mend supervision and feedback by SPs following the initial training

of NP participants.

Semantic segmentation models derived from our annotation data-

set were highly accurate, and provide new opportunities for feature ex-

traction from breast cancer histology and tissue based studies. These

models have a high macro-average AUC (0.897) and class-wise AUCs

ranging from 0.881 (stroma) to 0.941 (inflammatory). Visualization

shows that many of the areas where the human and computational

prediction disagree is due to increased sensitivity of the models to

granular regions that are not annotated by human participants.

While our study presents important findings on annotating hist-

ology images, there are a number of research questions that were not

addressed. Our study relied on medical students and graduates, with

the rationale being that basic familiarity with histology and general

biology may reduce error rates. Future studies may investigate whether

this assumption is correct, and if it is possible to engage a broader

pool of participants that lack this training to further scale annotation

efforts. Our study also did not evaluate intra-participant discordance,

an issue that is known to be significant in pathology. Measuring intra-

participant discordance would provide a baseline to evaluate inter-

participant discordances against, and would provide better context for

the differences in discordance observed among and between partici-

pants with different experience levels. The time participants spent in

making annotations was also not recorded, nor was the time that

more experienced users spent correcting annotations. This informa-

tion, while difficult to acquire reliably, could provide further insights

on how to best allocate resources in structured crowdsourcing studies.

Finally, we would point out that the value of crowdsourcing likely

varies by application. The amount of data required varies with the dif-

ficulty of the prediction task, whether the model is expected to gener-

alize to specimens from different institutions, expectations for

prediction model accuracy and the availability of experts to produce

annotations. In some tasks, a well-resourced organization may be able

to engage their pathologists to produce sufficient annotations for ‘in-

house’ models not intended to generalize to specimens generated at

other labs.
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Section 2.2

NuCLS: A scalable crowdsourcing approach and dataset for nucleus

classification and segmentation in breast cancer

This section is a modified partial reproduction of the following open-access preprint:

Amgad, M., Atteya, L. A., Hussein, H., Mohammed, K. H., Hafiz, E., Elsebaie, M. A., Alhus-

seiny, A. M., AlMoslemany, M. A., Elmatboly, A. M., Pappalardo, P. A., et al.(2021b). NuCLS:

A scalable crowdsourcing, deep learning approach and dataset for nucleus classification, localization

and segmentation. arXiv preprint arXiv:2102.09099.

The open-access dataset is downloadable from the NuCLS website.

https://sites.google.com/view/nucls/
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Abstract

Background: Deep learning enables accurate high-resolution mapping of cells and tissue structures that can serve as thefoundation of interpretable machine-learning models for computational pathology. However, generating adequate labels for thesestructures is a critical barrier, given the time and effort required from pathologists. Results: This paper describes a novelcollaborative framework for engaging crowds of medical students and pathologists to produce quality labels for cell nuclei. We usedthis approach to produce the NuCLS dataset, containing over 220,000 annotations of cell nuclei in breast cancers. This builds onprior work labeling tissue regions to produce an integrated tissue region- and cell-level annotation dataset for training that is thelargest such resource for multi-scale analysis of breast cancer histology. This paper presents data and analysis results for singleand multi-rater annotations from both non-experts and pathologists. We present a novel method for suggesting annotations thatallows us to collect accurate segmentation data without the need for laborious manual tracing of cells. Our results indicate thateven noisy algorithmic suggestions do not adversely affect pathologist accuracy, and can help non-experts improve annotationquality. We also present a new approach for inferring truth from multiple raters, and show that non-experts can produce accurateannotations for visually distinctive classes. Conclusions: This study is the most extensive systematic exploration of the large-scaleuse of wisdom-of-the-crowd approaches to generate data for computational pathology applications.
Key words: Crowdsourcing; Deep learning; Nucleus segmentation; Nucleus classification; Breast cancer.
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Background

Motivation

Convolutional neural networks (CNN) and other deep learningmethods have been at the heart of recent advances in medicine(see Table S1 for terminology) [1]. A key challenge in computa-tional pathology is the scarcity of large-scale labeled datasets formodel training and validation [2, 3, 4]. Specifically, there is a short-age of annotation data for delineating tissue regions and cellularstructures in histopathology. This information is critical for train-ing interpretable deep-learning models, as they allow the detec-tion of entities that are understood by pathologists and map toknown diagnostic criteria [4, 5, 6, 7]. These entities can then beused to construct higher-order relational graphs that encode com-plex spatial and hierarchical relationships within the tumor mi-croenvironment, paving the way for the computationally-drivendiscovery of histopathologic biomarkers and biological associations[4, 8, 9, 10, 11, 12, 13]. Data shortage is often attributed to the do-main expertise required to produce annotation labels, with pathol-ogists spending years in residency and fellowship training [2, 14].This problem is exacerbated by the time constraints of clinical prac-tice and the repetitive nature of annotation work. Manual tracingof object boundaries is an incredibly demanding task, and thereis a pressing need to obtain this data using facilitated or assistedannotation strategies [15]. By comparison, traditional annotationproblems like detecting people in natural images require almostno training and typically engage the general public [15]. Moreover,unique problems often require new annotation data, underscoringthe need for scalable and reproducible annotation workflows [16].
We address these issues using an assisted annotation methodthat leverages the participation of non-pathologists (NPs), includ-ing medical students and graduates. Medical students typicallyhave strong incentives to participate in annotation studies, withincreased reliance on research participation in residency selection[17]. We describe adaptations to the data collection to improve scala-bility and reduce effort. This work focuses on nucleus classification,localization, and segmentation (NuCLS, for short) in whole-slidescans of hematoxylin and eosin-stained (H&E) slides of breast car-cinoma from 18 institutions from The Cancer Genome Atlas (TCGA).Our annotation pipeline enables low-effort collection of nucleussegmentation and classification data, paving the way for systematicdiscovery of histopathologic-genomic associations and morpholog-ical biomarkers of disease progression [4, 5, 8, 10, 11].

Related work

There has been growing interest in addressing data scarcity inhistopathology by either 1. scaling data generation or 2. reducingreliance on manually labeled data using data synthesis techniqueslike Generative Adversarial Networks [18, 19, 20, 21, 22, 23, 24, 25].While there is a pressing need for both approaches, this work ismeant to fit into the broad context of scalable assisted manual datageneration when expert annotation is expensive or difficult. Crowd-sourcing, the process of engaging a “crowd” of individuals to an-notate data, is critical to solving this problem. There exists a largebody of relevant work in crowdsourcing for medical image analy-sis [15, 26, 27]. Previously, we published a study and dataset usingcrowdsourcing of NPs for annotation of low-power regions in breastcancer [28]. Our approach was structured because we assigneddifferent tasks depending on the level of expertise and leveragedcollaborative annotation to obtain data that is large in scale andhigh in quality. Here, we significantly expand this idea by focusing

on the challenging problems of nucleus classification, localization,and segmentation. This computer vision problem is a subject ofsignificant interest in computational pathology [29, 30, 31].
While the public release of data is only one aspect of our study, itis essential to acknowledge related nucleus classification datasets.Some of these datasets can be used in conjunction with ours andinclude MoNuSAC, CoNSep, PanNuke, and Lizard [29, 30, 32, 33, 34,35, 36, 37, 38]. Lizard, in particular, is a highly related dataset thatwas recently published after we released NuCLS but focuses on coloncancer instead [37]. Additionally, the US Food and Drug Administra-tion is leading an ongoing study to collect regulatory-grade annota-tions of stromal tumor-infiltrating lymphocytes (sTILs) [39]. Un-fortunately, with few exceptions, most public computational pathol-ogy datasets are either limited in scale, were generated throughexhaustive annotation efforts by practicing pathologists, or do notdisclose or discuss data generation [2, 26, 30, 40]. Additionally, tothe best of our knowledge, most other works do not explore crowd-sourcing as a data generation approach or systematically exploreinterrater agreement for experts vs. non-experts.
A few studies are of particular relevance to this paper. A studyby Irshad et al. showed that non-experts, recruited through theFigure Eight platform, can produce accurate nucleus detectionsand segmentations in renal clear cell cancer but was limited to 10whole-slide images [20]. Hou et al. explored the use of syntheticdata to produce nuclear segmentations [41]. While a significantcontribution, their work did not address classification, relied onqualitative slide-level evaluations of results, and did not explorehow algorithmic bias affects data quality [42, 22]. The approachwe used involves click-based approval of annotations generated bya deep-learning algorithm. This methodological aspect is not thecentral focus of this paper; it is only one of many approaches forinteractive segmentation and classification of nuclei explored inpast studies like HistomicsML and NuClick [42, 22].

Our contributions

This work describes a scalable crowdsourcing approach that sys-tematically engaged NPs and produced annotations for localization,segmentation, and classification of nuclei in breast cancer. Ourworkflow required minimal effort from pathologists and used al-gorithmic suggestions to scale the annotation process and obtainhybrid annotation datasets containing numerous segmentationboundaries without laborious manual tracing. We show that algo-rithmic suggestions can improve the accuracy of NP annotationsand that NPs are reliable annotators of common cell types. In ad-dition, we discuss a new constrained clustering method that wedeveloped for reliable truth inference in multi-rater datasets. Wealso show how multi-rater data can ensure the quality of NP anno-tations or replace expert supervision in some contexts. Finally, wenote that downstream deep-learning modeling using the NuCLSdataset is discussed in a related publication and is not the focus ofthis paper [43].

Data Description

NuCLS is a large-scale multi-class dataset generated by engagingcrowds of medical students and pathologists. NuCLS is sourcedfrom the same images as the Breast Cancer Semantic Segmentation(BCSS) dataset [28]. Together, these datasets contain region- andcell-level annotations and constitute the most extensive resourcefor multi-scale analysis of breast cancer slides. We obtained a totalof 222,396 nucleus annotations, including over 125,000 single-rater

Compiled on: November 15, 2021.Draft manuscript prepared by the author.
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Datasets and annotation procedure b
Single-rater dataset

(1 participant per FOV, 

x 3944 FOVS)

 

Figure 1. Dataset annotation and quality control procedure. a. Nucleus classes annotated. b. Annotation procedure and resulting datasets. Two approaches were used to
obtain nucleus labels from non-pathologists (NPs). (Top) The first approach focused on breadth, collecting single-rater annotations over a large number of FOVs to obtain the
majority of data in this study. NPs were given feedback on their annotations, and two study coordinators corrected and standardized all single-rater NP annotations based on
input from a senior pathologist. (Bottom) The second approach evaluated interrater reliability and agreement, obtaining annotations from multiple NPs for a smaller set of
shared FOVs. Annotations were also obtained from pathologists for these FOVs to measure NP reliability. The procedure for inferring a single set of labels from multiple
participants is described in Figure 2. We distinguished between inferred NP-labels and inferred P-truth for clarity. Three multi-rater datasets were obtained: an Evaluation
dataset, which is the primary multi-rater dataset, as well as Bootstrap and Unbiased experimental controls to measure the value of algorithmic suggestions. In all datasets
except the Unbiased control, participants were shown algorithmic suggestions for nucleus boundaries and classes. They were directed to click nuclei with correct boundary
suggestions and annotate other nuclei with bounding boxes. The pipeline to obtain algorithmic suggestions consisted of two steps: 1. Using image processing to obtain
bootstrapped suggestions (Bootstrap control); 2. Training a Mask R-CNN model to refine the bootstrapped suggestions )single-rater and Evaluation datasets).

annotations and 97,000 multi-rater annotations. A detailed descrip-tion of the dataset creation protocol is presented in the methodssection.

Analyses and Discussion

Structured crowdsourcing enables scalable data collection

Pathologist time is limited and expensive, and relying solely onpathologists for generating annotations can hinder the develop-ment of state-of-the-art models based on CNNs. In this study, weshow that NPs can perform most of the time-consuming annotationtasks and that pathologist involvement can be limited to low-efforttasks that include:
• Training NPs and answering their questions (Figure 1) [44].• Qualitative scoring of NP annotations (Figure S1).• Low-power annotation of histologic regions (Figure S2) [28].

We used a web-based annotation platform called HistomicsUIfor annotation, feedback, and quality review [45]. HistomicsUIprovides a user interface with annotation tools and an API for pro-grammatic querying and manipulating the centralized annotationdatabase. The NuCLS dataset includes annotations from 32 NPsand seven pathologists in the US, Egypt, Syria, Australia, and theMaldives. We obtained 128,000 nucleus annotations from 3,944fields-of-view (FOV) and 125 triple-negative breast cancer patients.The annotations included bounding box placement, classification,and for a sizable fraction of nuclei, segmentation boundaries. Halfof these annotations underwent quality control correction based onfeedback by a practicing pathologist.Additionally, we obtained three multi-rater datasets containing97,300 annotations, where the same FOV was annotated by multipleparticipants (Figure 1b, Figure 2). The collection of multi-raterdata enables quantitative evaluation of NP reliability, interrater vari-ability, and the impact of algorithmic suggestions on NP accuracy.

Multi-rater annotations were not corrected by pathologists andenabled an unbiased assessment of NP performance. Pathologistannotations were also collected for a limited set of multi-rater FOVsto evaluate NP accuracy.

NPs can reliably classify common cell types

The detection accuracy of NPs was moderately high (AP=0.68) andwas similar to the detection accuracy of pathologists. Classificationaccuracy of NPs, on the other hand, was only high for commonnucleus classes (micro-average AUROC=0.93[0.92,0.94] vs. macro-average AUROC=0.75[0.74,0.76]) and was higher when groupingby super-class (Figure 3, Figure S3). We reported the same phe-nomenon in our previous work on crowdsourcing annotation oftissue regions [28]. In addition, we observed moderate cluster-ing by participant experience (Figure 3d) and variability in clas-sification accuracy among NPs (MCC=60.7-84.2). This observa-tion motivated our quality control procedures. Study coordinatorsmanually corrected missing or misclassified cells for the single-rater dataset, and practicing pathologists supervised and approvedannotations. For the multi-rater datasets, we inferred a singu-lar label from pathologists (P-truth) and NPs (NP-label) using anExpectation-Maximization (EM) framework that estimates relia-bility values for each participant [46, 47].
When pathologist supervision is not an option, multi-raterdatasets need to have annotations from a sufficient number of NPsto infer reliable data. We used the annotations we obtained to per-form simulations to estimate the accuracy of inferred NP-labelswith fewer numbers of participating NPs (Figure 3e). The inferredNP-label accuracy increased up to six NPs per FOV, after whichthere were diminishing returns. Our simulations also showed thatstromal nuclei require more NPs per FOV than tumor nuclei or sTILs.
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Figure 2. Inference from multi-rater datasets. The purpose of this step was to infer the nucleus locations and classifications from multi-rater data. a. The first step involved
agglomerative hierarchical clustering of bounding boxes using Intersection-Over-Union (IOU) as a similarity measure. We imposed a constraint during clustering that
prevents merging annotations where a single participant has annotated overlapping nuclei. Participant intention was preserved by demoting annotations from the same
participant to the next node (step 5, arrow). After clustering was complete, a threshold IOU value was used to obtain the final clusters (step 5, black nodes). Within each
cluster, the medoid bounding box was chosen as an anchor proposal. The result was a set of anchors with corresponding clustered annotations. When a participant did not
match to an anchor, it was considered a conscious decision not to annotate a nucleus at that location. b. Once anchors were obtained, an expectation-maximization (EM)
procedure was used to estimate: 1. which anchors represent actual nuclei, and 2. which classes to assign these anchors. The EM procedure estimates and accounts for the
reliability of each participant for each classification. EM was performed separately for NPs and pathologists. c. Grouping of nucleus classes. Consistent with standard practice
in object detection, nuclei were grouped, based on clinical reasoning, into five classes and three super-classes.

Minimal-effort collection of nucleus segmentation data

Many nucleus detection and segmentation algorithms were de-veloped using conventional image analysis methods before thewidespread adoption of CNNs. These algorithms have little or nodependence on annotations, and while they may not be as accurateas CNNs, they can correctly segment a significant fraction of nuclei.We used simple nucleus segmentation heuristics, combined withlow-power region annotations from the BCSS dataset, to obtainbootstrapped annotation suggestions for nuclei (Figure S2) [28].The suggestions were refined using a deep-learning model (MaskR-CNN) as a function approximator trained on the bootstrappedsuggestions. This procedure allowed poor quality bootstrapped sug-gestions in one FOV to be smoothed by better suggestions in otherFOVs (Figure S4, Table S2) and is analogous to fitting a regressionline to noisy data [18, 48]. This model was applied to the FOVs togenerate refined suggestions shown to participants when annotat-ing the single-rater dataset and the Evaluation dataset (the primarymulti-rater dataset) [44]. Two additional multi-rater datasets wereobtained as controls:
• Bootstrap control: participants were shown unrefined boot-strapped suggestions.• Unbiased control: participants were not shown any suggestions.This dataset was the first multi-rater dataset to be annotated.

Accurate suggestions can be confirmed during annotation witha single click, reducing effort and providing valuable nucleus bound-aries that can aid the development of segmentation models. Partici-pants can annotate other nuclei with bounding boxes that requiremore effort than click annotations but less effort than manual trac-ing [15]. We obtained a substantial proportion of nucleus boundariesthrough clicks: 41.7±17.3% for the Evaluation dataset and 36.6%for the single-rater dataset (Figure 4, Figure S5). The resultanthybrid dataset contained a mixture of bounding boxes and accu-rate segmentation boundaries (Evaluation dataset DICE=85.0±5.9).We argue that it is easier to handle hybrid datasets at the level ofalgorithm development than to have participants trace missing

boundaries or correct imprecise ones. We evaluate the bias of usingthese suggestions in the following section.

Algorithmic suggestions improve classification accuracy

There was value in providing the participants with suggestions fornuclear class, which included suggestions directly inherited fromBCSS region annotations, as well as high-power refined suggestionsproduced by Mask R-CNN (Figure 4). Pathologists had substan-tial self-agreement when annotating FOVs with or without refinedsuggestions (Kappa=87.4±7.9). NPs also had high self-agreementbut were more impressionable when presented with suggestions(Kappa=74.0±12.6). This was, however, associated with a reductionin bias in their annotations; refined suggestions improved the clas-sification accuracy of inferred NP-labels (AUROC=0.95[0.94,0.96]vs. 0.92[0.90,0.93], p<0.001). This observation is consistent withMarzahl et al., who reported similar findings in a crowdsourcingstudy using bovine cytology slides [27].
Region-based class suggestions for nuclei were, overall, moreconcordant with the corrected single-rater annotations com-pared to Mask R-CNN refined (high-power) nucleus suggestions(MCC=67.6 vs. 52.7) (Figure S4, Table S2). Nonetheless, high-powernucleus suggestions were more accurate for 24.8% of FOVs and hada higher recall for sTILs (96.8 vs. 76.6) [4, 11]. This result makessense since stromal regions often contain scattered sTILs, and aregion-based approach to labeling would incorrectly mark these asstromal nuclei (e.g., see Figure S6) [28, 49]. Hence, the value of lowand high-power classification suggestions is context-dependent.

Exploring nucleus detection and classification tradeoffs

Naturally, there is some variability in the judgments made by par-ticipants about nuclear locations and classes and the accuracy ofsuggested boundaries. We study the process of inferring a singletruth from multi-rater datasets and discuss the effect of various pa-rameters. There is a tradeoff between the number of nucleus anchor
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Figure 3. Accuracy of participant annotations. a. Detection precision-recall comparing annotations to inferred P-truth. Junior pathologists tend to have similar precision but
higher recall than senior pathologists, possibly reflecting the time constraints of pathologists. b. Classification ROC for classes and super-classes. The overall classification
accuracy of inferred NP-labels was high. However, class-balanced accuracy (macro-average) is notably lower since NPs are less reliable annotators of uncommon classes. c.
Confusion between pathologist annotations and inferred P-truth. d. Multidimensional scaling (MDS) analysis of interrater classification agreement. Some clustering by
participant experience (blue ellipse) highlights the importance of modeling reliability during label inference. e. A simulation was used to measure how redundancy impacts
the classification accuracy of inferred NP-labels. While keeping the total number of NPs constant, we randomly kept annotations for a variable number of NPs per FOV.
Accuracy in these simulations was class-dependent, with stromal nuclei requiring more redundancy for accurate inference.

proposals and interrater agreement (Figure 5). The clustering IOUthreshold that defines the minimum acceptable overlap betweenany two annotations substantially impacted the number of anchorproposals. We found that an IOU threshold of 0.25 detects mostnuclei with adequate pathologist classification agreement (1,238nuclei, Alpha=55.5). We imposed a constraint to prevent annota-tions from the same participant from mapping to the same cluster—this improved detection of touching nuclei when the number ofpathologists was limited (Figure 5b).

Nucleus detection was a more significant source of discordanceamong participants than nucleus classification (Figure 3, Figure S7,Figure S8). Some nucleus classes were easier to detect than others.sTILs were the easiest to detect, likely due to their hyperchromicityand tendency to aggregate; 53.3% of sTILs were detected by 16+ NPs(Figure S9). Fibroblasts were demonstrably harder to detect (only21.4% were detected by 16+ NPs), likely because of their relativesparsity and lighter nuclear staining. Lymphocytes and plasmacells, which often co-aggregate in lymphoplasmacytic clusters,were a source of interrater discordance for pathologists and NPs[4, 50]. This discordance may stem from variable degrees of relianceon low-power vs. high-power morphologic features. Interrateragreement for nuclear classification was high and significantlyimproved when classes were grouped into clinically-salient super-classes (Alpha=66.1 (pathologists) and 60.3 (NPs); Figure 5).

Methods

Data sources

The scanned diagnostic slides we used were generated by the TCGAResearch Network (https://www.cancer.gov/tcga). They were ob-tained from 125 patients with breast cancer (one slide per patient).Specifically, we chose to focus on all carcinoma of unspecified typecases that were triple-negative. The designation of histologic andgenomic subtypes was based on public TCGA clinical records [28].All slides were stained with Hematoxylin and Eosin (H&E) and wereformalin-fixed and paraffin-embedded. The scanned slides wereaccessed using the Digital Slide Archive repository [45].
Region annotations were obtained from BCSS, a previous crowd-sourcing study that we conducted [28]. Regions of Interest (ROIs),1 mm2 in size, were assigned to participants by difficulty level. Allregion annotations were corrected and approved by a practicingpathologist. These region annotations were used to obtain nucleusclass suggestions as described below. Region classes included tu-mor, stroma, lymphocytic infiltrate, plasmacytic infiltrate, necro-sis/debris, and other uncommon regions.

Algorithmic suggestions

The process for generating algorithmic suggestions is summarizedin Figure S2 and involves the following steps:
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Figure 4. Effect of algorithmic suggestions on annotation abundance and accuracy. We compared annotations from the Evaluation dataset and controls to measure the
impact of suggestions and Mask R-CNN refinement on the acquisition of nucleus segmentation data and the accuracy of annotations. a. Example annotations from a single
participant. Algorithmic suggestions allow the collection of accurate nucleus segmentations without added effort. Yellow points indicate clicks to approve suggestions. b. The
number of segmented nuclei clicked is significantly higher for the Evaluation dataset than for the Bootstrap control, indicating that refinement improves suggestion quality. c.
Accuracy of algorithmic segmentation suggestions. The comparison is made against a limited set of manually traced segmentation boundaries obtained from one senior
pathologist. Suggestions that were determined to be correct by the EM procedure had significantly more accurate segmentation boundaries. d. Self-agreement for annotations
in the presence or absence of algorithmic suggestions. The agreement is substantial for NP and pathologist groups, indicating that algorithmic suggestions do not impact
classification decisions adversely. Pathologists have higher self-agreement and are less impressionable than NPs. e. ROC curves for the classification accuracy of inferred
NP-label, using inferred P-truth as our reference. Statistically-significant comparisons are indicated with a star (**, p<0.01; ***, p<0.001).

Heuristic nucleus segmentation. We used simple image processingheuristics to obtain noisy nucleus segmentations [31]. Images wereanalyzed at scan magnification (40x) with the following steps: 1.Hematoxylin stain unmixing using the Macenko method [51]. 2.Gaussian smoothing followed by global Otsu thresholding to iden-tify foreground nuclei pixels [52]. This step was done for each re-gion class separately to increase robustness. We used a varianceof two pixels for lymphocyte-rich regions and five pixels for otherregions. 3. Connected-component analysis split the nuclei pixelmask using 8-connectivity and a 3x3 structuring element [53]. 4.We computed the Euclidean distance from every nucleus pixel to thenearest background pixel and found the peak local maxima using aminimum distance of 10 [54]. 5. A watershed segmentation algo-rithm split the connected components from step 3 into individualnuclei using the local maxima from step 4 as markers [55, 56]. 6.Any object < 300 pixels in area was removed.
Bootstrapping noisy training data. Region annotations were used toassign a noisy class to each segmented nucleus. This decision wasbased on the observation that although tissue regions usually con-tain multiple cell types, there is often a single predominant cell type:tumor regions / tumor cells, stromal regions / fibroblasts, lympho-cytic infiltrate / lymphocytes, plasmacytic infiltrate / plasma cells,other regions / other cells. One exception to this direct mapping isstromal regions, which contain a large number of sTILs in addition

to fibroblasts. Within stromal regions, a nucleus was considered afibroblast if it had a spindle-like shape with an aspect ratio between0.4 and 0.55 and circularity between 0.7 and 0.8.
Mask R-CNN refinement of bootstrapped suggestions. A Mask R-CNNmodel with a Resnet50 backbone was used as a function approxima-tor to refine the bootstrapped nucleus suggestions. This model wastrained using randomly cropped 128x128 tiles where the number ofnuclei was limited to 30. Table S3 summarizes the hyperparametersused.
FOV sampling procedure. ROIs were tiled into non-overlapping po-tential FOVs. These were selected for inclusion in our study basedon predefined stratified sampling criteria. 16.7% of FOVs were sam-pled such that the majority of refined suggestions were a singleclass, e.g., almost all suggestions are tumor. 16.7% were sampled tofavor FOVs with two almost equally-represented classes, e.g., manytumor and fibroblast suggestions. Finally, 16.7% of FOVs were sam-pled to favor discordance between the bootstrapped suggestionsand Mask R-CNN-refined suggestions, e.g., a stromal region withsTILs. The remaining 50% of FOVs were randomly sampled fromthe following pool, with the intent of favoring the annotation of dif-ficult nuclei: a) the bottom 5% of FOVs containing high numbers ofnuclei with low Mask R-CNN confidence; b) and the top 5% of FOVscontaining extreme size detections, presumably clumped nuclei.
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Figure 5. Effect of clustering on detection and interrater agreement. a. Stricter IOU thresholds reduce the number of anchor proposals generated by clustering but increase
agreement. A threshold of 0.25 provides more anchor proposals with negligible difference in agreement from the 0.5 threshold. The shaded region indicates that by design,
there are no anchor proposals with less than two clustered annotations. b. The clustering constraint prevents annotations from the same participant from being assigned to
the same anchor, preserving participant intention when annotating overlapping nuclei. This results in better detection of overlapping nuclei during clustering (upper panel)
and also impacts the inferred P-truth for anchors (bottom panel). c. Interrater classification agreement among pathologists for tested clustering thresholds. d. Pairwise
interrater classification agreement (Cohen’s Kappa) at 0.25 IOU threshold. Statistically-significant comparisons are indicated with a star (**, p<0.01; ***, p<0.001).

Annotation procedure and data management

The annotation protocol used is provided in the supplement. Weasked the participants to annotate the single-rater dataset first be-cause this also acted as their de-facto training. Participants wereblinded to the multi-rater dataset name to avoid biasing them. TheUnbiased control was annotated first for the same reason. A sum-mary of the data management procedure is provided below.
HistomicsUI. We used the Digital Slide Archive, a web-based datamanagement tool, to assign slides and annotation tasks (digital-slidearchive.github.io) [45]. HistomicsUI, the associated annotationinterface, was used for creating, correcting, and reviewing anno-tations. Using a centralized setup avoids participants installingsoftware and simplifies the dissemination of images, control overview/edit permissions, monitoring progress, and collecting results.The annotation process is illustrated in this video. The process ofpathologist review of annotations is illustrated in Figure S1.
HistomicsTK API. The HistomicsTK Restful Application Program-ming Interface (API) was used to manage data, users, and anno-tations programmatically. This includes uploading algorithmicsuggestions, downloading participant annotations, and scalablecorrection of systematic annotation errors where appropriate.

Obtaining labels from multi-rater datasets

Obtaining anchor proposals. We implemented a constrained agglom-erative hierarchical clustering process to obtain anchor proposals(Figure 2a). The algorithm is summarized in Figure S10. In orderto have a single frame of reference for comparison, annotationsfrom all participants and for all multi-rater datasets were clustered.After clustering, we used two rules to decide which anchor pro-posals corresponded to actual nuclei (for each multi-rater datasetindependently): 1. At least two pathologists must detect a nucleus.2. The inferred P-truth must concur that the anchor is a nucleus.

Inference of NP-labels and P-truth. We used the Expectation-Maximization (EM) framework described by Dawid and Skene andimplemented in Python by Zheng et al. [46, 47, 57]. Each partici-pant was assigned an initial quality score of 0.7, and 70 EM iterationswere performed. As illustrated in Figure 2b, undetected was con-sidered a nucleus class for P-truth/NP-label inference. The sameprocess was used to infer whether the boundary of an algorithmicsuggestion was accurate. In effect, the segmentation accuracy wasmodeled as a binary variable (clicked vs. not clicked), and the EMprocedure was applied to infer its value.
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Class grouping

We defined two levels of grouping for nuclei classes as illustrated inFigure 2c. This was done for both the single-rater and multi-raterdataset annotations. Aggregate EM probability was calculated bysumming probabilities across subsets.
Participant agreement

Overall interrater agreement was measured using Krippendorff’salpha statistic, implemented in Python by Santiago Castro andThomas Grill [58, 59, 60]. This statistic was chosen because ofits ability to handle missing values [61]. Pairwise interrater agree-ment was measured using Cohen’s Kappa statistic [62]. Likewise,self-agreement was measured using Cohen’s Kappa. All of thesemeasures range from -1 (perfect disagreement) to +1 (perfect agree-ment). A kappa (or alpha) value of zero represents agreement thatis expected by random chance. We used thresholds set by Fleissfor defining slight, fair, moderate, substantial, and near-perfectagreement [61].
Annotation redundancy simulations

We performed simulations to measure the impact of the numberof NPs assigned to each FOV on the accuracy of NP-label inference(Figure 3e). We kept the total number of NPs constant at 18 andrandomly removed annotations to obtain a desired number of NPsper FOV. No constraints were placed on how many FOVs any singleNP had. This simulated the realistic scenario where participantscan annotate as many FOVs as they want, and our decision-makingfocuses on FOV assignment. For each random realization, we cal-culated the inferred NP-labels using EM and measured accuracyagainst the static P-truth. This process was repeated for 1000 ran-dom realizations per configuration.
Software

Data management, machine learning models, and plotting were allimplemented using Python 3+. Pytorch and Tensorflow librarieswere used for various deep-learning experiments. Scikit-learn,Scikit-image, OpenCV, HistomicsTK, Scipy, Numpy, and Pandaslibraries were used for matrix and image processing operations.Openslide library and HistomicsTK API were used for interactionwith whole-slide images.
Statistical tests

The Mann-Whitney U test was used for unpaired comparisons. TheWilcoxon signed-rank test was used for paired comparisons. Confi-dence bounds for the AUROC values were obtained by bootstrap sam-pling with replacement using 1000 trials [63, 64]. AUROC valuesare presented in the format: value[5th percentile, 95th percentile].

Conclusion

In summary, we have described a scalable crowdsourcing approachthat benefits from the participation of NPs to reduce pathologist ef-fort and enables minimal-effort collection of segmentation bound-aries. We systematically examined aspects related to the interrateragreement and truth inference. There are important limitationsand opportunities to improve on our work. Our results suggest thatthe participation of NPs can help address the scarcity of patholo-gists’ availability, especially for repetitive annotation tasks. Thisbenefit, however, is restricted to annotating predominant and visu-ally distinctive patterns. Naturally, pathologist input — and pos-

sibly full-scale annotation effort- would be needed to supplementuncommon and challenging classes that require greater expertise.Some nuclear classes may be challenging to annotate in H&E stainedslides reliably and would be subject to considerable interrater vari-ability even among practicing pathologists. In these settings, andwhere resources allow, IHC stains may be used as a more objectiveform of ground truth [65].
We chose to engage medical students and graduates with the pre-sumption that familiarity with basic histology would help acquirehigher-quality data. Whether this presumption was warranted orwhether it was possible to engage a broader pool of participants wasnot investigated. On a related note, while we observed differencesbased on pathologist expertise, this was not our focus. We expectto address related questions such as the value of fellowship special-ization in future work. Also, we did not measure the time it tookparticipants to create annotations; we relied on the safe assumptionthat certain annotation types evidently take less time and effortthan others.
Another limitation is that the initial bootstrapped nuclearboundaries were generated using classical image processing meth-ods, which tend to underperform where nuclei are highly clumpedor have very faint staining. This theoretically introduces some biasin our dataset, with an overrepresentation of simpler nuclear bound-aries. We focused our annotation efforts on nucleus detection, asopposed to whole cells. Nuclei have distinct staining (hematoxylin)and boundaries, potentially reducing the interrater variability asso-ciated with the detection of cell boundaries. Finally, we would pointout that dataset curation is context-dependent and likely differsdepending on the problem. Nevertheless, we trust that most ofour conclusions have broad implications for other histopathologyannotation efforts.
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Abstract

Technical Note

IntroductIon

Artificial intelligence (AI) is often used to describe machines 
or computers that mimic “cognitive” functions associated with 
the human mind, such as “learning” and “problem‑solving.”[1] 
Machine learning (ML) is an AI technique that can be used 
to design and train software algorithms to learn from and act 
on data. Although AI/ML has existed for some time, recent 
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the density of stromal tumor‑infiltrating lymphocytes (sTILs) in breast cancer. Methods: We digitized 64 glass slides of hematoxylin‑ and 
eosin‑stained invasive ductal carcinoma core biopsies prepared at a single clinical site. A collaborating pathologist selected 10 regions of 
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advances in algorithm architecture, software tools, hardware 
infrastructure, and regulatory frameworks have enabled 
health‑care stakeholders to harness AI/ML as a medical 
device. Such medical devices have the potential to offer 
enhanced patient care by streamlining operations, performing 
quality control, supporting diagnostics, and enabling novel 
discovery.

While AI/ML has already found utility in radiology, the 
role of AI/ML algorithms in pathology has been a matter 
of wide discussion.[2‑7] Recent technological advancements 
and market access of systems that scan glass slides to create 
digital whole slide images (WSIs) have opened the door to 
a myriad of opportunities for AI/ML applications in digital 
pathology.[8,9] While pathology is new to digitization, the 
field is expected to extend algorithms to a broad range of 
clinical decision support tasks. This technology shift is 
reminiscent of the digitization of mammography in 2000[10] 
and the first computer‑aided detection (CADe) device in 
radiology in 1998, the R2 ImageChecker.[11] The R2 CADe 
device marked regions of interest (ROIs) likely to contain 
microcalcifications or masses, initially evaluating digitized 
screen‑film mammograms rather than digital acquisition of 
mammography images.

Fourteen years after the R2 ImageChecker was approved by 
the US Food and Drug Administration (FDA), regulatory 
guidance for CADe was finalized in two documents. While both 
guidance documents are specific to radiology, their principles 
are applicable to other specialties, including digital pathology. 
The first document generally delineates how to describe a 
CADe device and assess its “stand‑alone” performance.[12] 
In the pathology space, this might be referred to as analytical 
validation. The second guidance document covers clinical 
performance assessment, or clinical validation.[13] The document 
was recently updated and discusses issues such as study design, 
study population, and the reference standard. Related issues are 
also discussed in a paper summarizing a meeting jointly hosted 
by the FDA and the Medical Imaging Perception Society.[14]

Regardless of the technology providing the data or the 
algorithm architecture, Software as a Medical Device (SaMD) 
must be analytically and clinically validated to ensure safety 
and effectiveness before clinical deployment.[15] One critical 
aspect of algorithm validation is to assess accuracy. Accuracy 
compares algorithm predictions to true labels using holdout 
validation data, data that are independent from data used in 
development. Validation data include patient data (images 
and metadata) on which the algorithm will make predictions 
as well as the corresponding reference standard (ground truth 
or label). The reference standard can be established using an 
independent “gold standard” modality, longitudinal patient 
outcomes, or when these are not available or appropriate, 
a reference standard established by human experts. What 
constitutes the “ground truth” and how to approach it is a 
topic of discussion even in more traditional diagnostic test 
paradigms, and certainly so in evolving areas such as SaMD.

In this work, we focus on the often challenging task of 
establishing a reference standard using pathologists. The 
“interpretation by a reviewing clinician” is listed as a reference 
standard in the radiology CADe guidance documents and 
acts as the reference standard (in full or in part) in many 
precedent‑setting radiology applications.[16‑18] In pathology, 
the reference standard for evaluating performance in the 
Philips IntelliSite Pathology Solution regulatory submission, 
“was based on the original sign‑out diagnosis rendered at the 
institution, using an optical (light) microscope.”[8]

In this manuscript, we present a collaborative project to produce 
a validation dataset established by pathologist annotations. The 
project will additionally produce statistical analysis tools to 
evaluate algorithm performance. The context of this work is 
the validation of an algorithm that measures, or estimates, the 
density of tumor‑infiltrating lymphocytes (TILs), a prognostic 
biomarker in breast cancer. Resulting tools and data may be 
used to facilitate the external validation of an algorithm within 
the applied context. Given the cross‑disciplinary nature of 
the study, the volunteer effort comprises an international, 
multidisciplinary team working in the precompetitive space. 
Project participants include the FDA Center for Devices and 
Radiological Health’s Office of Science and Engineering 
Laboratories, clinician‑scientists from international health 
systems, academia, professional societies, and medical device 
manufacturers. By incorporating diverse stakeholders, we aim 
to address multiple perspectives and emphasize interoperability 
across platforms.

We are pursuing qualification of the final validation dataset 
as an FDA Medical Device Development Tool (MDDT).[19] 
In doing so, we have an opportunity to receive feedback from 
an FDA review team while building the dataset. If the dataset 
qualifies as an MDDT, it will be a high‑value public resource 
that can be used in AI/ML algorithm submissions, and our work 
may guide others to develop their own validation datasets.

Definitions of terms in AI‑based medical device development 
and regulation are evolving. For example, there has been 
inconsistent usage of “testing” versus “validation.” To avoid 
this confusion, we are referring to building, training, tuning, 
and validating algorithms, where tuning is for hyperparameter 
optimization, and validation is for assessing or testing the 
performance of AI/ML algorithms. There is also some 
confusion between the terms “algorithm” and “model.” In this 
work, we will use the term “algorithm” to refer to the SaMD, 
the device, the software that is or will be deployed. Some may 
refer to the SaMD as the “model,” but we shall use “model” 
to refer to the description of the algorithm (the architecture, 
image normalization, transfer learning, augmentation, loss 
function, training, hyperparameter selection, etc.).

Herein, we present our efforts to source a pathologist‑driven 
reference standard and apply it to algorithm validation, with 
an eye toward generating a fit‑for‑regulatory‑purpose dataset. 
Specifically, we review the clinical association between TILs 
and patient outcomes in the context of accepted guidelines for 
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estimating TIL density in tumor‑associated stroma (stromal 
TIL [sTIL] density). We then imagine an algorithm that 
similarly estimates sTIL density and could use a sTIL density 
annotated dataset for validation. Next, we describe the breast 
cancer tissue samples used in our pilot study, the data collection 
methods and platforms, and the pathologists we recruited and 
trained to provide sTIL density estimates in ROIs using digital 
and microscope platforms. We also present some initial data 
and outline how we plan to account for pathologist variability 
when estimating algorithm performance.

technIcal Background

Tumor‑infiltrating Lymphocytes
TILs are an inexpensively assessed, robust, prognostic 
biomarker that is a surrogate for antitumor, T‑cell‑mediated 
immunity. Clinical validity of TILs as a prognostic biomarker 
in early‑stage, triple‑negative breast cancer (TNBC), as well 
as in HER2+ breast cancer, has been well‑established via 
Level 1b evidence.[20‑23] Two pooled analyses of TILs, in 
the adjuvant setting for TNBC[21] and neoadjuvant setting 
across BC subtypes,[22] included studies that have evaluated 
TILs in archived tissue samples based on published 
guidelines.[24] Incorporating TILs into standard clinical practice 
for TNBC is endorsed by international clinical and pathology 
standards (St. Gallen 2019 recommendation, WHO 2019 
recommendation, and ESMO2019 recommendation).[25‑28] 
It is expected that TILs will be assessed to monitor treatment 
response in the future.[29,30] Further, evidence is emerging 
that TIL‑assessment will be done in other tumor types as 
well, including melanoma, gastrointestinal tract carcinoma, 
non‑small cell lung carcinoma and mesothelioma, and 
endometrial and ovarian carcinoma.[31,32]

Visual and Computational Tumor‑infiltrating Lymphocyte 
Assessment
Given the recent and evolving evidence of the prognostic 
value of TIL assessment, there have been several efforts to 
create algorithms to estimate TIL density in cancer tissue. 
Amgad et al. provide an excellent summary of this space, 
including a table of algorithms from the literature, an outline 
with visual aids for TIL assessment, as well as a discussion on 
validation and training issues.[32,33] While some algorithms are 
leveraging details about the spatial distribution of individual 
TILs in different tissue compartments,[34‑36] the guidelines for 
pathologists are to calculate the sTIL density[24] defined as 
the area of sTILs divided by the area of the corresponding 
tumor‑associated stroma.

In this work, we imagine an algorithm that estimates the 
density of sTILs in pathologist‑marked ROIs in WSIs of 
hematoxylin‑ and eosin‑stained slides (H&E) containing 
breast cancer needle core biopsies. Amgad et al. refer to these 
quantitative values as computational TIL assessments and 
visual TIL assessments, respectively.[32] Such an algorithm 
produces quantitative values[37] that are equivalent to those 
proposed in the guidelines for pathologists. This provides the 

opportunity for using pathologist evaluations as the reference 
standard for such an algorithm.

We propose the following clinical workflow: (1) patient imaging 
finds an abnormality suspected for breast cancer. Physicians 
order a needle core biopsy to assess the tissue. (2) TILs will 
be scored during histopathologic evaluation and diagnosis. 
Specifically, pathologists will score the TILs in each 
H&E‑stained breast cancer core biopsy with assistance from 
an algorithm. Or, depending on the algorithm intended use, the 
sTIL score could be created automatically, without pathologist 
input. (3) The sTIL density will then be reported in the patient’s 
pathology report.

Algorithm Validation
Before it can be marketed and applied in the clinical workflow, 
any algorithm/SaMD should be well validated. Validation of 
algorithms for clinical use comes after the building, training, 
and tuning phases of algorithm development. There are 
two main categories of algorithm validation: analytical and 
clinical. For both categories, a reference standard is needed. 
For algorithms that evaluate WSIs of H & E slides, there are 
generally three kinds of truth: patient outcomes, evaluation of 
the tissue with other diagnostic methods, and evaluation of the 
slide by pathologists. This work focuses on truth as determined 
by pathologists.

Analytical validation, or stand‑alone performance assessment, 
focuses on the precision and accuracy of the algorithm, and 
compares algorithm outputs directly against the reference 
standard [Figure 1a]. In a clinical validation study, the 
algorithm end user, here a pathologist, evaluates cases 
without and with the algorithm outputs; Figure 1b shows an 
independent‑crossover clinical validation study design. There 
is typically a washout period between the evaluations by the 
same pathologists evaluating the same cases without and 
with the algorithm outputs, where the order in which these 
viewing modes are executed is randomized and balanced across 
pathologists and batches of cases. Figure 1c shows a putative 
sequential clinical validation study design for an algorithm 
intended to be used as a decision support tool after the clinician 
makes their conventional evaluation. We have depicted two 
populations of pathologists in our proposed clinical validation 
studies: experts for establishing the reference standard and 
end users for evaluating performance without and with the 
algorithm outputs.

The current best practice for algorithm validation is to source 
slides from multiple independent sites different from the 
algorithm development site to ensure algorithm generalizability, 
also known as external validation.[38‑41] Developers should also 
be blinded to the validation data before a validation study, 
eliminating potential bias arising from developers’ training 
to the test.[ 41‑44] These practices generally assume that the 
algorithm is locked; the architecture, parameters, weights, 
and thresholds should not be changed before the algorithm is 
released into the field. Validation of algorithms that are not 
locked – algorithms that rely on “active learning” and “online” 

[Downloaded free from http://www.jpathinformatics.org on Wednesday, November 24, 2021, IP: 165.124.124.231]

Section 2.3: Dudgeon et al., 2021 63



J Pathol Inform 2021, 1:45 http://www.jpathinformatics.org/content/12/1/45

Journal of Pathology Informatics4

learning, or hard negative mining, where the training is done 
iteratively and continuously – is an area that is still evolving 
and not in the scope of this work.[32,45‑49]

approach: pIlot Study

Data – Pathology Tissue and Images
We, through a partnership with the Institute Jules Bordet, 
Brussels, Belgium, sourced 77 matched core biopsies and 
surgical resections. Of these cases, 65 were classified as 
invasive ductal carcinoma and 12 were invasive lobular 
carcinoma. There was no patient information provided 
with these slides, no metadata such as age, race, cancer 
stage, or subtype (morphologic or molecular). This study 
was approved by the Ethics Commission of the Institute 
Jules Bordet.

The  s l ides  a re  2019  recu t s  o f  fo rma l in ‑ f ixed , 
paraffin‑embedded tissue blocks from a single institution. 
Slide preparation was performed at the same institution by 
a single laboratory technician. Specifically, one 5 um‑thick 
section was mounted on a glass slide and stained with H & E. 

The slides were scanned on a Hamamatsu Nanozoomer 
2.0‑RS C10730 series at ×40 equivalent magnification (scale: 
0.23 um per pixel).

For our pilot study, we included eight batches of eight cases 
each; a case refers to the slide image pair. The remaining 
13 slides were not used for the pilot study. All 64 cases were 
biopsies of invasive ductal carcinomas; no resection specimens 
were used. Batches split data collection into manageable 
chunks for pathologists. Each batch was expected to take 
about 30 min to annotate. Batches also allowed us to make 
assignments for pathologists that help distribute evaluations 
across all cases and ROIs. We targeted five pathologist 
evaluations per ROI for the pilot study.

Data Collection = Region of Interest Annotation
Data collection, or ROI annotation, is broken into ROI 
selection and ROI evaluation in this work. ROI selection is a 
data curation step preceding ROI evaluation. The purpose of 
selecting ROIs ahead of ROI evaluation is to allow multiple 
pathologists to evaluate the same ROIs quickly. For our 
pilot study, ROI selection was performed by a collaborating 
pathologist using the digital platforms. Subsequent ROI 

Figure 1: (a) Study design for analytical validation of an algorithm (stand‑alone performance assessment). Algorithm outputs are compared to the 
reference standard. (b) Independent crossover study design for clinical validation has two arms corresponding to pathologist evaluations without 
and with the algorithm. We compare the performance of these two evaluation modes. (c) Sequential study design for clinical validation has one arm 
corresponding to end user evaluations first without and then with the algorithm as an aid. A comparison is made between the performance of these 
two evaluation modes

c

b

a
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evaluation was performed by recruited pathologists using 
digital and microscope platforms. The platforms, ROI selection 
and evaluation, and the pathologists that participated in the 
pilot study are described in more detail below.

Digital Platforms
For this work, we have two digital platforms for viewing 
and annotating WSIs: PathPresenter[50] and caMicroscope.[51] 
Screenshots of the user interfaces are shown in Figure 2a and b. 
Pathologists can log in from anywhere in the world, and annotate 
images using web‑based viewers.

Both PathPresenter and caMicroscope leadership are 
collaborators in this project and supported development of 
controlled and standardized workflows to select ROIs and to 
evaluate ROIs. Both platforms can read and write annotations 
using the ImageScope XML format,[52] and we have used that 
format to share ROIs and create an identical study on both 
platforms. Both platforms also record the pixel width and 
height and the zoom setting of the WSI area being viewed. We 

have not yet imposed display requirements in the pilot study 
but that will be discussed for future phases of our project.

Using more than one platform, including the microscope 
platform described next, allows us to involve more partners 
that can provide different perspectives, build redundancy to 
mitigate against a collaborator leaving the team, and promote 
interoperability as we progress to future phases of the project. 
The validation dataset will be based on the microscope 
platform, and the digital platforms allow fast development 
and understanding of our study and also allow us to compare 
microscope mode to digital mode evaluations.

Microscope Platform
The microscope platform we use is a hardware and software 
system called Evaluation Environment for Digital and Analog 
Pathology (eeDAP).[53] The system uses a computer‑controlled 
motorized stage and digital camera mounted to a microscope. 
eeDAP software registers the location of what is seen in the 
physical tissue through the microscope to the corresponding 
location in a WSI. Registration is accomplished through an 
interactive process that links the coordinates of the motorized 
stage to the coordinates of a WSI image. Registration enables 
the evaluation of the same ROIs in both the digital and 
microscope domains.

Similar to the digital platforms, the eeDAP software includes 
a utility to read and write ImageScope XML files, and 
a graphical user interface (GUI) implementing the ROI 
evaluation workflow [Figure 2c].[54] A research assistant 
supports the pathologist by entering data into the eeDAP 
GUI and monitoring registration accuracy. The square ROI 
is realized with a reticle in the eyepiece. As annotations are 
collected on the slide, they are scanner agnostic and may be 
mapped to any scanned version of the slide using the eeDAP 
registration feature.

Region of Interest Selection: Study Preparation
A board‑certified collaborating pathologist marked 10 ROIs 
on each of the 64 cases using the digital platforms described 
above. The ROIs were 500 um × 500 um squares. The 
instructions were to target diverse morphology from various 
locations within the slide. More specific instructions were to 
target areas with and without tumor‑associated stroma, areas 
where sTIL densities should and should not be evaluated. More 
details on selecting specific ROI types can be found in Table 1. 
An algorithm is expected to perform well in all these areas, so 
it is vital that the dataset include them.

Region of Interest Evaluation
In current project protocols, we crowdsource pathologists to 
participate in ROI evaluation, separate from the pathologist 
who completed ROI selection. These pathologists will first 
label the ROI by one of the four labels given in Table 1. 
Pathologists then mark if the ROI is appropriate for evaluating 
sTIL density. This question is designed to determine if 
the area has tumor‑associated stroma or not. If there is no 
tumor‑associated stroma, annotation is complete. If there is 

Figure 2: Screenshots from graphical user interfaces of three platforms 
used in data collection. All three collect a descriptive label of the regions of 
interest [Table 1], a binary evaluation of whether the regions of interest are 
appropriate for stromal tumor‑infiltrating lymphocyte density estimation, 
and an estimate of stromal tumor‑infiltrating lymphocyte density via 
slider bar or keyboard entry. (a) PathPresenter and (b) caMicroscope 
are digital platforms. (c) Evaluation environment for digital and analog 
pathology microscope platform. In data collection, the pathologist is at 
the microscope, while a study coordinator records evaluations through 
the graphical user interface
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tumor‑associated stroma, the pathologist needs to estimate the 
density of TILs appearing in the tumor‑associated stroma. The 
platforms allow integers 0–100, with no binning or thresholds. 
The motivation is to allow for thresholds to be determined later 
as the role of TILs becomes more clear and patient management 
guidelines are developed.

Pathologist Participants in Region of Interest Evaluation
Pathologist participants were recruited at a meeting of the 
Alliance for Digital Pathology immediately preceding the 
February 2020 USCAP [United States and Canadian Academy 
of Pathology] annual meeting.[6] That meeting launched the 
in‑person portion of pilot phase data collection. Board‑certified 
anatomic pathologists and anatomic pathology residents 
were eligible to participate. To participate, they were asked 
to review the informed consent[55] and the training materials: 
the guidelines on sTIL evaluation[24] and a video tutorial and 
corresponding presentation about sTIL evaluation, the project, 
and using the platforms.[56] Reviewing the sTIL evaluation 
training was required before participating and took about 
30 min. Pathologists were asked to label the ROI according to 
the types given in Table 1, a true‑false decision about whether 
sTIL densities should or should not be evaluated, and if true, 
an estimate of the sTIL density.

In total, 19 pathologists made 1645 ROI evaluations during 
the February event and the 2 weeks following. The primary 
platform at the event was the eeDAP microscope system where 
7 pathologists made 440 evaluations. Most of the evaluations 
made on the digital platforms were made by pathologists 
who could not attend in person. Data collection in digital 
mode took approximately 30–40 min per batch and twice that 
long in microscope mode. The increased time for microscope 
evaluation was due to the motorized stage movements.

Reference Standard (Truth) from Pathologists
The sTIL density measurements from pathologists are subject 
to bias and variance due to differences in pathologist expertise 
and training. In this work, we collected observations from 
multiple pathologists for each ROI, and then, we averaged 
over the pathologists. While the precision of these values 
can be estimated, averaging over pathologists ultimately 
ignores pathologist variability in the subsequent algorithm 
performance metric. As such, we also let the observations 
from each pathologist stand as noisy realizations of the truth. 
This approach is used in related research on inferring truth 
from the crowd for the purpose of training an algorithm.[57] 
For our work, however, the purpose is to properly account 
for pathologist variability when estimating the uncertainty of 
algorithm performance.

Performance Metric for Stromal Tumor‑Infiltrating 
Lymphocyte Density Values
The primary endpoint of an algorithm that produces 
quantitative values needs to measure how close the values from 
the algorithm (Predictedi) are to the reference standard (Truthi). 
To evaluate “closeness,” one appropriate performance metric 
that we are focusing on is the root mean squared error (RMSE):

( )2  ,1 N

i i
i

RMSE Predicted Truth
N

= −∑  (1)

where N is the number of ROIs. Smaller values of RMSE 
indicate that the predicted values are closer to the truth, 
and thus better algorithmic performance. Equation 1 shows 
the RMSE estimated from a finite population (e.g., a finite 
sample of ROIs). As we consider a statistical analysis for 
our work – estimating uncertainty, confidence intervals, and 
hypothesis tests – we look to the infinite population quantity 
without the square root.[38,58‑60]

[ ]( )2 2      ,i iMSE E Predicted Actual bias variance= − = +  (2)

Here, we see that mean squared error measures accuracy 
and precision, similar to Lin’s concordance correlation 
coefficient.[61]

There are two main challenges to analyzing the differences 
between predictions and truth in our work. First, the sum in 
Equation 1 is really a sum over ROIs nested within cases. These 
values are not independent and identically distributed (iid), 
as is generally assumed for Equation 1. There should be a 
subscript for both case and ROI, and the statistical analysis 
needs to account for the correlation between values from ROIs 
within a case. In Figure 3, we show that sTIL densities are not 
iid across cases. The data are from one pathologist evaluating 
three cases that have different levels of sTIL infiltration. We 
see the sTIL densities are correlated within a case, and the 
variance is increasing with the mean. The distribution of sTIL 
densities is not the same for every case.

The second challenge in our work is to account for the 
variability from pathologist to pathologist. This variability 

Table 1: Region of interest types
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is shown in Figure 4, which is a scatter plot showing the 
paired sTIL densities from two pathologists. Our strategy 
for addressing pathologist variability is to replace the single 
reference score in Equation 1 with pathologist‑specific 
values.

To address these two challenges, we rewrite Equation 2 as

2 ),   ([ ]kl jklMSE E Y X= −  (3)

Where Xjkl denotes the sTIL density from pathologist j 
evaluating the ROI l in case k and Ykl denotes the sTIL density 
from the algorithm evaluating the ROI l in case k. Furthermore, 
the expected value averages over pathologists, cases, and 
ROIs. It is this quantity that we wish to estimate, and we are 
developing such methods to account for the correlation of 
ROIs within a case and pathologist variability. The estimate 
may take the form of a summation over readers, cases, and 
ROIs, or it may be the result of a model that needs to be solved 
by more sophisticated methods that do not permit an explicit 
closed‑form expression. The methods build on previous work 
on so‑called multi‑reader multi‑case methods[62‑65] and methods 
to evaluate intra‑ and inter‑reader agreement.[66]

dIScuSSIon

The “high‑throughput truthing” (HTT) moniker for this project 
reflects the data collection methods as well as the spirit of the 
effort. The project was inspired by perception studies that have 
been run at annual meetings of the Radiological Society of 
North America.[67] Society meetings provide an opportunity to 
reach a high volume of pathologists away from the workload of 
their day job. A similar opportunity is available at organizations 
with many pathologists. We have explored both of these kinds 
of data collection opportunities via an event at the American 
Society of Clinical Pathology Annual Meeting 2018,[68,69] and 
an event at the Memorial Sloan Kettering Cancer Center.[70,71]

In addition to live events where we can use the eeDAP 
microscope system, our workflows on web‑based 
platforms (PathPresenter and caMicroscope) can crowdsource 
pathologists from anywhere in the world. We have found 
these events to be low‑cost, efficient opportunities to recruit 
pathologists and collect data. We plan to continue the project 

by scaling our efforts to a pivotal phase and disseminating our 
final validation dataset.

Food and Drug Administration Medical Device Development 
Tool Program
A key aim of this project is to pursue the qualification of this 
dataset as a tool through the FDA MDDT program.[19] Pursuing 
qualification offers an opportunity to receive feedback from 
an FDA review team about building the dataset to be fit for a 
regulatory purpose. As we disseminate our work, we believe 
that this feedback will be valuable for the project and more 
generally, for other public health stakeholders interested in 
the collection of validation datasets (industry, academia, 
health providers, patient advocates, professional societies, and 
government). A qualified tool has the potential to streamline 
the submission and review of validation data and allows 
the FDA to compare algorithms on the same prequalified 
data. In this way, the project may benefit the agency and 
medical device manufacturers, as well as the larger scientific 
community.

Figure 4: Scatter plot of stromal tumor‑infiltrating lymphocyte 
densities from two pathologists on eight slides (one batch) that 
led to 56 paired observations. The plot is scaled by a log‑base‑10 
transformation (with zero stromal tumor‑infiltrating lymphocyte values 
changed to ones). The size of the circles is proportional to the number 
of observations at that point

Figure 3: The distribution of stromal tumor‑infiltrating lymphocyte densities in three slides with different levels of infiltration: (a) Low, (b) Medium, (c) 
High. The stromal tumor‑infiltrating lymphocyte densities were from one pathologist. As not all region of interest labels are appropriate for stromal 
tumor‑infiltrating lymphocyte density evaluation, not every case will contain tumor‑infiltrating lymphocyte evaluations for all 10 regions of interests

cba
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The MDDT program was created by the FDA as a mechanism 
by which any public health stakeholder may develop and submit 
a tool to the agency for formal review. Tools are not medical 
devices. Rather, tools facilitate and increase predictability 
in medical device development and evaluation. Each tool is 
qualified for a specific context of use and may be used in a 
manufacturer’s submission without needing to reconfirm its 
suitability and utility.[19] Qualified tools are expected to be made 
publicly available, which can include a licensing arrangement. 
In this way, qualified tools reduce burden to both the agency 
and the manufacturer and ultimately increase product quality 
and better patient outcomes. The proposed context of use for 
this work is given in Table 2.

The exact platform and mechanisms for sharing the dataset have 
yet to be determined. However, the dataset will be shared broadly 
at no cost with any entity, subject to applicable terms required 
by either the FDA or the MDDT program. Possible terms would 
protect against data being used to “train to the test” using strategies 
such as data access via containers or data governance by written 
agreements. We can look to public challenges[72‑75] to inform our 
data sharing plans and educational dissemination opportunities.

An MDDT dataset has the potential to significantly reduce 
the burden of manufacturers, especially small companies. 
Validation in the commercial space tends to be siloed, with 
each developer using distinct, licensed, and proprietary data. 
Our proposed MDDT may allow manufacturers and the FDA 
to avoid the time‑ and resource‑consuming back‑and‑forth 
discussions to formulate a study design and protocol. 
Manufacturers may also be able to skip burdensome steps such 
as obtaining Investigational Review Board approvals, slide 
sourcing, reader recruitment, and collecting the data. Instead of 
planning statistical analyses from scratch, manufacturers may 
use the analyses developed from this project as an example to 
guide their work. These bypassed steps are represented in the 
column headings of Figure 1.

Data Representativeness/Generalizability
A random set of breast cancer biopsies are naturally expected 
to include the different immunophenotypic subtypes of 
TILs (CD4+, CD8+ T‑cells, and natural killer cells) and 
a variety of shapes, locations, colors, and clustering of 
TILs.[76‑79] Our current strategy of selecting ROIs gathers 
areas for sTIL evaluation with and without tumor‑associated 
stroma, areas where sTIL densities should and should not be 

evaluated [Table 1]. Despite efforts to assemble a balanced 
and stratified sample of ROI types, our pilot study data yielded 
an abundant number of cases with nominal sTIL infiltration. 
While this may be the true clinical distribution, for our MDDT, 
we want to balance and stratify the sTIL density values across 
the expected range. For this, we intend to realize some data 
curation before ROI evaluation in our future pivotal study.

The MDDT dataset should also adequately represent the 
variability arising from preanalytic differences (slide preparation) 
and the intended population (clinical subgroups). As such, for 
our pivotal study, we intend to source slides from at least three 
sites and stratify the cases across important clinical subgroups. 
If possible, we will also create some cases that systematically 
explore the H & E staining protocol (incubation time, washing 
time, and stain strength).

There are several clinical subgroups that are appropriate 
to sample, such as patient age, breast cancer subtypes 
and stages,[28,80‑82] and treatment at various time intervals. 
Sampling from all possible subgroups is challenging if not 
impossible. While our inclusion and exclusion criteria limit 
the use of our MDDT to a selective population, we do not 
expect to sample all the subgroups that might be required 
in an algorithm submission, and we do not expect to have 
the same metadata for all cases. It is important to note that 
while TILs are known to have the most prognostic value 
in certain molecular (genomic) subtypes (e.g., TNBC and 
HER2+), a TIL algorithm is most likely to be confounded by 
histologic subtype and characteristics. While there is some 
correspondence between genomic and histologic classifications 
of breast tumors, the histological presentation (morphology) 
of, say, a ductal carcinoma does not necessarily correlate well 
with its genomic composition. Any data that is not part of 
the MDDT but is required for a regulatory submission of an 
algorithm will ultimately be the responsibility of the algorithm 
manufacturer. We do not intend to sample treatment methods 
or longitudinal data.

Pathologists and Pathologist Variability
In this work, our initial data shows notable variability in 
independent sTIL density estimates from multiple pathologists 
on each ROI [Figure 4], which is consistent with previous work 
in this area.[32] These findings further reinforce the need to collect 
data from multiple pathologists and the need to better understand 
this variability. We intend to explore the difference between 

Table 2: Proposed context of use for a stromal tumor‑infiltrating lymphocyte density annotated dataset
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averaging over pathologists and keeping them distinct when 
evaluating algorithm performance. In either case, we believe that 
a statistical analysis method should account for reader variability 
in addition to case variability. A final statistical analysis plan for 
our pivotal study, including sizing the number of pathologists 
and cases, will be developed based on the pilot data, simulation 
studies, and feedback from the FDA’s MDDT review team.

As we are crowdsourcing pathologists, we have received 
questions regarding the expertise of the participating pathologists. 
Initially, we accepted any board‑certified pathologist or anatomic 
pathology resident, but the reader variability observed in the pilot 
data has caused us to reconsider. As such, this is a limitation in 
the reliability of the pilot study data. Improving the expertise of 
annotating pathologists will reduce pathologist variability and 
allow us to reduce the number of pathologists. Therefore, for our 
pivotal study, we are expanding our current training materials to 
include testing with immediate feedback, providing the reference 
standard for each ROI. We are also creating a proficiency test. 
These training materials may be built from the pilot study 
dataset. A robust training program could additionally serve the 
community beyond our specific project need.

As relates to the RMSE performance metric, which 
summarizes the bias as well as the variance of an algorithm, 
it is not clear whether the bias comes from the algorithm 
or the pathologist. Amgad et al.[83] found their algorithm to 
be biased low compared to the pathologists. They also found 
that the Spearman rank‑based correlation was stronger for the 
algorithm‑to‑pathologist‑consensus comparison compared to 
the pathologist‑to‑pathologist comparison (R = 0.73 vs. R = 0.66). 
The authors believe these results are related to pathologist 
bias and variability, and not the algorithm. While this may be 
true, it is difficult to know as only two pathologists provided 
sTIL density values. Furthermore, the comparison does not 
account for pathologist variability in either correlation result 
and is not an apple‑to‑apple comparison due to the consensus 
process. Still, we expect that our expanded pathologist training 
will improve pathologist correlation, and we will compare the 
correlation of our pivotal study data to that of Amgad et al. and 
to our pilot study results. In preparation for this comparison, 
we will explore Spearman’s rank correlation and Kendall’s tau 
on the pilot study data. These metrics treat pathologist sTIL 
density estimates as ordinal data rather than quantitative and 
calibrated data.[66,84‑86]

Relaunch and Future Pivotal Study
While the live event portion of pilot phase data collection was a 
burdensome process, we totaled 1645 evaluations in 10 h. The 
live event was set up with four evaluation stations: 2 digital 
platforms and 2 microscope platforms. We created training 
materials and hosted an online training seminar before the event. 
We assembled recruitment materials and sent invitations to 
pathologists. We trained study administrators to operate eeDAP 
and assist pathologists with data collection at the microscope. All 
equipment was shipped and assembled on site. Data aggregation 
was completed via APIs. Not surprisingly, the data are stored 

quite differently on the two digital platforms, so we created 
scripts to clean and harmonize the raw data into common data 
frames. We began building a software package to analyze the 
clean data. In sum, the process took a lot of time and effort, but 
offered experiences to inform the next phase of our project.

To help pathologists improve their sTIL density estimates 
and collect more detailed data, we thought about what an 
algorithm generally would do: identify and segment the tumor, 
tumor‑associated stroma, and sTILs. We thought that it would 
be worthwhile to parallel these steps. We were already asking 
pathologists to label ROIs by tumor, margin, and the presence 
of tumor‑associated stroma. We decided that in our pivotal 
study, we would ask the pathologist to estimate the percent of 
the ROI area that contains tumor‑associated stroma.

Data collection on the microscope system was put on hold 
because of the COVID‑19 pandemic, but we relaunched data 
collection on the digital platforms in September 2020 to fill 
out observations across all batches of the pilot study. We invite 
board‑certified pathologists to spend approximately 30 min 
on training and 30 min per batch on data collection.[87] With 
newly established agreements for sharing materials, we are in 
the process of securing more slides and images to sample the 
patient subgroups mentioned from multiple sites in our future 
pivotal study, bolstering our single‑site pilot data. We welcome 
parties that are able and willing to share such materials to 
contact us through the corresponding author. Similarly, 
we are looking for opportunities to set up HTT events or find 
collaborating sites interested in hosting data collection events 
on their own. There are opportunities to set up their own eeDAP 
microscope system or borrow an existing system from us. We 
are willing to supervise and assist remotely.

concluSIon

On the volunteer efforts of many and a nominal budget, we 
have created a team and a protocol, administrative materials, 
and infrastructure for our HTT project. We have sourced 
breast‑cancer slides and crowdsourced pathologists in a pilot 
study, and we are actively planning a pivotal study with more 
data and better pathologist training. Our goal is to create a 
sTIL‑density annotated dataset that is fit for a regulatory 
purpose. We hope that this project can be a roadmap and 
inspiration for other stakeholders (industry, academia, health 
providers, patient advocates, professional societies, and 
government) to work together in the precompetitive space to 
create similar high‑value, fit‑for‑purpose, broadly accessible 
datasets to support the field in bringing algorithms to market 
and to monitor algorithms on the market.
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Chapter 3

Deep-learning methods for automatic detection of histopathology

structures

This chapter includes several convolutional neural network (CNN) modeling approaches for delin-

eating tissue regions and nuclei in digitized scans of formalin-fixed paraffin-embedded H&E stained

slides from invasive carcinomas of the breast. These CNN architectures were designed to be suitable

for and adapted to histopathology applications. We also present an approach for improving the

transparency of CNN models by providing explanations that are intuitive and sensible.

The first section is a consensus statement describing a set of recommendations that we published

with the International Immuno-Oncology Working Group. The recommendations discuss key con-

siderations for computational assessment of Tumor-Infiltrating Lymphocytes (TILs) in solid tumors

in a manner that is consistent with clinical scoring guidelines:

• Amgad, M., Stovgaard, E. S., Balslev, E., Thagaard, J., Chen, W., Dudgeon, S., Sharma,

A.,Kerner, J. K., Denkert, C., Yuan, Y., et al. (2020). Report on computational assess-

ment of tumor-infiltrating lymphocytes from the International Immuno-oncology Biomarker

Working Group. NPJ breast cancer, 6(1):1–13.

Next, we present a set of original CNN modeling techniques for automatically detecting histopatho-

logic regions and cells in breast carcinomas, including cancer regions and cells, stromal regions and

cells, necrosis, TILs, and other structures. The following sections are presented:

• Amgad, M., Atteya, L., Hussein, H., Mohammed, K. H., Hafiz, E., Elsebaie, M. A.,

Mobadersany, P., Manthey, D., Gutman, D. A., Elfandy, H., et al. (2021). Explainable nu-

cleus classification using decision tree approximation of learned embeddings. Bioinformatics.



• Amgad, M., Sarkar, A., Srinivas, C., Redman, R., Ratra, S., Bechert, C. J., Calhoun,

B. C., Mrazeck, K., Kurkure, U., Cooper, L. A., et al. (2019). Joint region and nucleus

segmentation for characterization of tumor-infiltrating lymphocytes in breast cancer. In Med-

ical Imaging 2019: Digital Pathology, volume 10956, page 109560M. International Society for

Optics and Photonics.

• MuTILs: explainable, multiresolution computational scoring of Tumor-Infiltrating Lympho-

cytes in breast carcinomas using clinical guidelines



Section 3.1

Report on computational assessment of tumor infiltrating lymphocytes from

the International Immuno-Oncology Biomarker Working Group

This section is an exact reproduction of the following open-access journal paper:

Amgad, M., Stovgaard, E. S., Balslev, E., Thagaard, J., Chen, W., Dudgeon, S., Sharma,

A.,Kerner, J. K., Denkert, C., Yuan, Y., et al. (2020). Report on computational assessment of

tumor infiltrating lymphocytes from the International Immuno-oncology Biomarker Working Group.

NPJ breast cancer, 6(1):1–13.



REVIEW ARTICLE OPEN

Report on computational assessment of Tumor Infiltrating
Lymphocytes from the International Immuno-Oncology
Biomarker Working Group
Mohamed Amgad et al.#

Assessment of tumor-infiltrating lymphocytes (TILs) is increasingly recognized as an integral part of the prognostic workflow in
triple-negative (TNBC) and HER2-positive breast cancer, as well as many other solid tumors. This recognition has come about thanks
to standardized visual reporting guidelines, which helped to reduce inter-reader variability. Now, there are ripe opportunities to
employ computational methods that extract spatio-morphologic predictive features, enabling computer-aided diagnostics. We
detail the benefits of computational TILs assessment, the readiness of TILs scoring for computational assessment, and outline
considerations for overcoming key barriers to clinical translation in this arena. Specifically, we discuss: 1. ensuring computational
workflows closely capture visual guidelines and standards; 2. challenges and thoughts standards for assessment of algorithms
including training, preanalytical, analytical, and clinical validation; 3. perspectives on how to realize the potential of machine
learning models and to overcome the perceptual and practical limits of visual scoring.

npj Breast Cancer            (2020) 6:16 ; https://doi.org/10.1038/s41523-020-0154-2

INTRODUCTION
Very large adjuvant trials have illustrated how the current schemes
fail to stratify patients with sufficient granularity to permit optimal
selection for clinical trials, likely owing to application of an overly
limited set of clinico-pathologic features1,2. Histologic evaluation
of tumor-infiltrating lymphocytes (TILs) is emerging as a promising
biomarker in solid tumors and has reached level IB-evidence as a
prognostic marker in triple-negative (TNBC) and HER2-positive
breast cancer3–5. Recently, the St Gallen Breast Cancer Expert
Committee endorsed routine assessment of TILs for TNBC
patients6. In the absence of adequate standardization and
training, visual TILs assessment (VTA) is subject to a marked
degree of ambiguity and interobserver variability7–9. A series of
published guidelines from this working group (also known as TIL
Working group or TIL-WG) aimed to standardize VTA in solid
tumors, to improve reproducibility and clinical adoption10–12. TIL-
WG is an international coalition of pathologists, oncologists,
statisticians, and data scientists that standardize the assessment of
Immuno-Oncology Biomarkers to aid pathologists, clinicians, and
researchers in their research and daily practice. The value of these
guidelines was highlighted in two studies systematically examin-
ing VTA reproducibility7,13. Nevertheless, VTA continues to have
inherent limitations that cannot be fully addressed through
standardization and training, including: 1. visual assessment will
always have some degree of inter-reader variability; 2. the time
constraints of routine practice make comprehensive assessment of
large tissue sections challenging7,13; 3. perceptual limitations may
introduce bias in VTA, for example, the same TILs density is
perceived to be higher if there is limited stroma.
Research in using machine learning (ML) algorithms to analyze

histology has recently produced encouraging results, fueled by
improvements in both hardware and methodology. Algorithms
that learn patterns from labeled data, based on “deep learning”
neural networks, have obtained promising results in many
challenging problems. Their success has translated well to digital

pathology, where they have demonstrated outstanding perfor-
mance in tasks like mitosis detection, identification of metastases
in lymph node sections, tissue segmentation, prognostication, and
computational TILs assessment (CTA)14–17. ‘Traditional' computa-
tional analysis of histology focuses on complex image analysis
routines, that typically require extraction of handcrafted features
and that often do not generalize well across data sets18,19.
Although studies utilizing deep learning-based methods suggest
impressive diagnostic performance, and better generalization
across data sets, these methods remain experimental. Table 1
shows a sample of published CTA algorithms and discusses their
strengths and limitations, in complementarity with a previous
literature review by the TIL-WG16,20–31.
This review and perspective provides a broad outline of key

issues that impact the development and translation of computa-
tional tools for TILs assessment. The ideal intended outcome is
that CTA is successfully integrated into the routine clinical
workflow; there is significant potential for CTA to address inherent
limitations in VTA, and partially to mitigate high clinical demands
in remote and under-resourced settings. This is not too difficult to
conceive, and there are documented success stories in the
commercialization and clinical adoption of computational algo-
rithms including pap smear cytology analyzers32, blood analy-
zers33, and automated immunohistochemistry (IHC) workflows for
ER, PR, Her2, and Ki6734–38.

THE IMPACT OF STAINING APPROACH ON ALGORITHM
DESIGN AND DEPLOYMENT
The type of stain and imaging modality will have a significant
impact on algorithm design, validation, and capabilities. VTA
guideline from the TIL-WG focus on assessment of stromal TILs
(sTIL) using hematoxylin and eosin (H&E)-stained formalin-fixed
paraffin-embedded sections, given their practicality and wide-
spread availability, and the clear presentation of tissue

#A full list of authors and their affiliations appears at the end of the paper.
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architecture this stain provides10–12,39. Multiple studies have relied
on in situ approaches like IHC, in situ hybridization (ISH), or
genomic deconvolution in assessing TILs11,40,41. These modalities,
however, are not typically used in daily clinical TILs assessment, as
they are either still experimental, rely on assays of variable

reliability, or involve stains not widely used in clinical practice,
especially in low-income settings4,10,11. It is also difficult to
quantitate and establish consistent thresholds for IHC measure-
ment of even well-defined epitopes, such as Ki67 and ER, between
different labs42,43. Moreover, there is no single IHC stain that
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highlights all mononuclear cells with high sensitivity and
specificity, so H&E remains the stain typically used in the routine
clinical setting44.
Despite these issues, there are significant potential advantages

for using IHC with CTAs. By specifically staining TILs, IHC can make
image analysis more reliable, and can also present new
opportunities for granular TILs subclassification; different TIL
subpopulations, including CD4+ T cells, CD8+ T cells, Tregs, NK
cells, B cells, etc, convey pertinent information on immune
activation and repression4,12. IHC is already utilized in standardiza-
tion efforts for TILs assessment in colorectal carcinomas45,46. The
specific highlighting of TILs by IHC can improve algorithm
specificity47,48, and enable characterization of TIL subpopulations
that have potentially distinct prognostic or predictive roles49,50.
IHC can reduce misclassification of intratumoral TILs, which are
difficult to reliably assess given their resemblance to tumor or
supporting cells in many contexts like lobular breast carcinomas,
small-blue-cell tumors like small cell lung cancer, and primary
brain tumors4,12.

CHARACTERISTICS OF CTA ALGORITHMS THAT CAPTURE
CLINICAL GUIDELINES
TIL-WG guidelines for VTA are somewhat complex4,10–12. There are
VTA guidelines for many primary solid tumors and metastatic
tumor deposits10,12, for untreated infiltrating breast carcinomas11,
post-neoadjuvant residual carcinomas of the breast39, and for
carcinoma in situ of the breast39. TILs score is defined as the
fraction of a tissue compartment that is occupied by TILs
(lymphoplasmacytic infiltrates). Different compartments have
different prognostic relevance; tumor-associated sTILs is the most
relevant in most solid tumors, whereas intratumoral TIL score
(iTILs) has been reported to be prognostic, most notably in
melanoma10. The spatial and visual context of TILs is strongly
confounded by organ site, histologic subtype, and histomorpho-
logic variables; therefore, it is important to provide situational
context and instructions for clinical use of the CTA algo-
rithms24,51,52. For example, a CTA algorithm designed for
general-purpose breast cancer TILs scoring should be validated
on different subtypes (infiltrating ductal, infiltrating lobular,
mucinous, etc) and on a wide array of slides that capture
variabilities in tumor phenotype (e.g., vacuolated tumor,
necrotic tumor, etc), stromal phenotype (e.g., desmoplastic
stroma), TIL densities, and sources of variability like staining and
artifacts. That being said, it is plausible to assume that the
biology and significance of TILs may vary in different clinical
and genomic subtypes of the same primary cancer site, and that
a general-purpose TILs-scoring algorithm may not be applic-
able. Further research into the commonalities and differences in

the prognostic and biological value of TILs in different tissue
sites and within different subtypes of the same cancer is
warranted.
Clear inclusion criteria are helpful in deciding whether a slide is

suitable for a particular CTA algorithm. For robust implementation,
it is useful to: 1. detect when slides fail to meet its minimum
quality; 2. provide some measure of confidence in its predictions;
3. be free of single points of failure (i.e., modular enough to
tolerate failure of some sub-components); 4. be somewhat
explainable, such that an expert pathologist can understand its
limitations, common failure modes, and what the model seems to
rely on in making decisions. Algorithms for measuring image
quality and detecting artifacts will play an important role in the
clinical implementation of CTA53.
From a computer vision perspective, we can subdivide CTA in

two separate tasks: 1. segmentation of the region of interest (e.g.,
intratumoral stroma in case of sTIL assessment) and 2. detection of
individual TILs within that region. In practice, a set of comple-
mentary computer vision problems often need to be addressed to
score TILs (Fig. 1). To segment the region in which TILs will be
assessed, it is also often needed to explicitly segment regions for
exclusion from the analysis. Although these can be manually
annotated by pathologists, these judgements are a significant
source of variability in VTA, and developing algorithms capable of
performing these tasks could improve reproducibility and
standardization7–9.
Specifically, segmentation of the “central tumor” and the

“invasive margin/edge” enable TILs quantitation to be focused in
relevant areas, excluding “distant” stroma along with normal
tissue and surrounding structures. A semi-precise segmentation of
invasive margin also allows sTILs score to be broken down for the
margin and central tumor regions (especially, in colorectal
carcinomas) and to characterize peri-tumoral TILs indepen-
dently10. Within the central tumor, segmenting carcinoma cell
nests and intratumoral stroma enables separate measurements for
sTIL and iTIL densities. Furthermore, segmentation helps exclude
key confounder regions that need to be excluded from the
analysis. This includes necrosis, tertiary lymphoid structures,
intermixed normal tissue or DCIS/LCIS (in breast carcinoma), pre-
existing lymphoid stroma (in lymph nodes and oropharyngeal
tumors), perivascular regions, intra-alveolar regions (in lung),
artifacts, etc. This step requires high-quality segmentation
annotations, and may prove to be challenging. Indeed, for routine
clinical practice, it may be necessary to have a pathologist perform
a quick visual confirmation of algorithmic region segmentations,
and/or create high-level region annotations that may be difficult
to produce algorithmically.
When designing a TIL classifier, consideration of key confound-

ing cells is important. Although lymphocytes are, compared with

Fig. 1 Outline of the visual (VTA) and computational (CTA) procedure for scoring TILs in breast carcinomas. TIL scoring is a complex
procedure, and breast carcinomas are used as an example. Specific guidelines for scoring different tumors are provided in the references.
Steps involved in VTA and/or CTA are tagged with these abbreviations. CTA according to TIL-WG guidelines involves TIL scoring in different
tissue compartments. a Invasive edge is determined (red) and key confounding regions like necrosis (yellow) are delineated. b Within the
central tumor, tumor-associated stroma is determined (green). Other considerations and steps are involved depending on histologic subtype,
slide quality, and clinical context. c Determination of regions for inclusion or exclusion in the analysis in accordance with published guidelines.
d Final score is estimated (visually) or calculated (computationally). In breast carcinomas, stromal TIL score (sTIL) is used clinically. Intratumoral
TIL score (iTIL) is subject to more VTA variability, which has hampered the generation of evidence demonstrating prognostic value; perhaps
CTA of iTILs will prove less variable and, consequently, prognostic. e The necessity of diverse pathologist annotations for robust analytical
validation of computational models. Desmoplastic stroma may be misclassified as tumor regions; Vacuolated tumor may be misclassified as
stroma; intermixed normal acini or ducts, DCIS/LCIS, and blood vessels may be misclassified as tumor; plasma cells are sometimes misclassified
as carcinoma cells. Note that while the term “TILs” includes lymphocytes, plasma cells and other small mononuclear infiltrates, lumping these
categories may not be optimal from an algorithm design perspective; plasma cells tend to be morphologically different from lymphocytes in
nuclear texture, size, and visible cytoplasm. f Various computational approaches may be used for computational scoring. The more granular
the algorithm is, the more accurate/useful it is likely to be, but—as a trade-off—the more it relies on exhaustive manual annotations from
pathologists. The least granular approach is patch classification, followed by region delineation (segmentation), then object detection
(individual TILs). A robust computational scoring algorithm likely utilizes a combination of these (and related) approaches.
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tumor cells, relatively monomorphic, their small sizes offer little
lymphocyte-specific texture information; small or perpendicularly
cut stromal cells and even prominent nucleoli may result in
misclassifications. Apoptotic bodies, necrotic debris, neutrophils,
and some tumor cells (especially in lobular breast carcinomas and
small-blue-round cell tumors) are other common confounders.
Quantitation of systematic misclassification errors is warranted;
some misclassifications will have contradictory consequences for
clinical decision making. For example, neutrophils are evidently
associated with adverse clinical outcomes, whereas TILs are
typically associated with favorable outcomes51. Note that some
of the TIL-WG clinical guidelines have been optimized for human
scoring and are not very applicable in CTA algorithm design. For
example, in breast carcinomas it is advised to “include but not
focus on” tumor invasive edge TILs and TILs “hotspots”; CTA
circumvents the need to address these cognitive biases11. To fully
adhere to clinical guidelines, segmentation of TILs is warranted, so
that the fraction of intratumoral stroma occupied by TILs is
calculated.

COMPUTER-AIDED VERSUS FULLY AUTOMATED TILS
ASSESSMENT
The extent to which computational tools can be used to
complement clinical decision making is highly context-dependent,
and is strongly impacted by cancer type and clinical setting54–57.
In a computer-aided diagnosis paradigm, CTA is only used to
provide guidance and increase efficiency in the workflow by any
combination of the following: 1. calculating overall TILs score
estimates to provide a frame-of-reference for the visual estimate;
2. directing the pathologist attention to regions of interest for TIL
scoring, helping mitigate inconsistencies caused by heterogeneity
in TILs density in different regions within the same slide; 3.
providing a quantitative estimate for TILs density within regions of
interest that the pathologist identifies, hence reducing ambiguity
in visual estimation. Two models exist to assess this type of
workflow during model development. In the traditional open
assessment framework, the algorithm is trained on a set of
manually annotated data points and evaluated on an independent
held-out testing set. Alternatively, a closed-loop framework may
be adopted, whereby pathologists can use the algorithmic output
to re-evaluate their original decisions on the held-out set after
exposure to the algorithmic results55,56. Both frameworks have
pros and cons, although the closed-loop framework enables
assessment of the potential impact that CTA has on altering the
clinical decision-making process56.
The alternative paradigm is an entirely computational pipeline

for CTA. This approach clearly provides efficiency gains, which
could markedly reduce costs and accelerate development in a
research setting. When the sample sizes are large enough, a few
failures (i.e., “noise”) could be tolerated without altering the overall
conclusions. This is contrary to clinical medicine, where CTA is
expected to be highly dependable for each patient, especially
when it is used to guide treatment decisions. Owing to the highly
consequential nature of medical decision-making, a stand-alone
CTA algorithm requires a higher bar for validation. It is also likely
that even validated stand-alone CTA tools will need “sanity
checks” by pathologists, guarding against unexpected failures. For
example, a CTA report may be linked to a WSI display system to
visualize the intermediate results (i.e., detected tissue boundaries
and TILs locations) that were used by the algorithm to reach its
decision (Fig. 2).
We do not envision computational models at their current level

of performance replacing pathologist expertize. In fact, we would
argue that quite the opposite is true; CTA enables objective
quantitative assessment of an otherwise ambiguous metric,
enabling the pathologist to focus more of his/her time on
higher-order decision-making tasks54. With that in mind, we argue

that the efficiency gains from CTA in under-resourced settings are
likely to be derived from workflow efficiency, as opposed to
reducing the domain expertize required to make diagnostic and
therapeutic assessments. When used in a telepathology setting,
i.e., off-site review of WSIs, CTA is still likely to require supervision
by an experienced attending pathologist. Naturally, this depends
on infrastructure, and one may argue that the cost-effectiveness of
CTA is determined by the balance between infrastructure costs
(WSI scanners, computing facilities, software, cloud support, etc)
and expected long-term efficiency gains.

VALIDATION AND TRAINING ISSUES SURROUNDING
COMPUTATIONAL TIL SCORING
CTA algorithms will need to be validated just like any prognostic
or predictive biomarker to demonstrate preanalytical validation
(Pre-AV), analytical validation (AV), clinical validation (CV), and
clinical utility8,58,59. In brief, Pre-AV is concerned with procedures
that occur before CTA algorithms are applied, and include items
like specimen preparation, slide quality, WSI scanner magnification
and specifications, image format, etc; AV refers to accuracy and
reproducibility; CV refers to stratification of patients into clinically
meaningful subgroups; clinical utility refers to overall benefit in
the clinical setting, considering existing methods and practices.
Other considerations include cost-effectiveness, implementation
feasibility, and ethical implications59. VTA has been subject to
extensive AV, CV, and clinical utility assessment, and it is critical
that CTA algorithms are validated using the same high
standards7,8. The use-case of a CTA algorithm, specifically whether
it is used for computer-aided assessment or for largely unsuper-
vised assessment, is a key determinant of the extent of required
validation. Key resources to consult include: 1. Recommendations
by the Society for Immunotherapy of Cancer, for validation of
diagnostic biomarkers; 2. Guidance documents by the US Food
and Drug Administration (FDA); 3. Guidelines from the College of
American Pathologists, for validation of diagnostic WSI systems60–
64. Granted, some of these require modifications in the CTA
context, and we will highlight some of these differences here.
Pre-AV is of paramount importance, as CTA algorithm perfor-

mance may vary in the presence of artifacts, variability in staining,
tissue thickness, cutting angle, imaging, and storage65–68. Trained
pathologists, on the other hand, are more agile in adapting to
variations in tissue processing, although these factors can still
impact their visual assessment. Some studies have shown that the
implementation of a DICOM standard for pathology images can
improve standardization and improve interoperability if adopted
by manufacturers67,69. Techniques for making algorithms robust to
variations, rather than eliminating the variations, have also been
widely studied and are commonly employed69–72. According to
CAP guidelines, it is necessary to perform in-house validation of
CTAs in all pathology laboratories, to validate the entire workflow
(i.e., for each combination of tissue, stain, scanner, and CTA) using
adequate sample size representing the entire diagnostic spec-
trum, and to re-validate whenever a significant component of the
pre-analytic workflow changes62. Pre-AV and AV are most suitable
in the in-house validation setting, as they can be performed with
relatively fewer slides. It may be argued that proper in-house Pre-
AV and AV suffice, provided large-scale prospective (or retro-
spective-prospective) AV, CV, and Clinical Utility studies were
performed in a multi-center setting. Demonstrating local equiv-
alency of Pre-AV and AV results can thus allow “linkage” to existing
CV and Clinical Utility results assuming comparable patient
populations.
AV typically involves quantitative assessment of CTA algorithm

performance using ML metrics like segmentation or classification
accuracy, prediction vs truth error, and area under receiver–operator
characteristic curve or precision-recall curves. AV also includes
validation against “non-classical” forms of ground truth like
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co-registered IHC, in which case the registration process itself may
also require validation. AV is a necessary prerequisite to CV as it
answers the more fundamental question: “Do CTA algorithms detect
TILs correctly?”. AV should measure performance over the spectrum
of variability induced by pre-analytic factors, and in cohorts that
reflect the full range of intrinsic/biological variability. Naturally, this
means that uncommon or rare subtypes of patterns are harder to
validate owing to sample size limitations. AV of nucleus detection
and classification algorithms has often neglected these issues,
focusing on a large number of cells from a small number of cases.
Demonstrating the validity and generalization of prediction

models is a complex process. Typically, the initial focus is on
“internal” validation, using techniques like split-sample cross
validation and bootstrapping. Later, the focus shifts to “external”
validation, i.e., on an independent cohort from another institution.
A hybrid technique called “internal–external” (cross-) validation
may be appropriate when multi-institutional data sets (like the
TCGA and METABRIC) are available, where training is performed
on some hospitals/institutions and validation is performed on

others. This was recommended by Steyerberg and Harrell and
used in some computational pathology studies16,73–75.
Many of the events associated with cancer progression and

subtyping are strongly correlated, so it may not be enough to
show correspondence between global/slide-level CTA and VTA
scores, as this shortcuts the AV process49. AV therefore relies on
the presence of quality “ground truth” annotations. Unfortunately,
there is a lack of open-access, large-scale, multi-institutional
histology segmentation and/or TIL classification data sets, with
few exceptions16,24,76,77. To help address this, a group of scientists,
including the US FDA Center for Devices and Radiological Health
(CDRH) and the TIL-WG, is collaborating to crowdsource pathol-
ogists and collect images and pathologist annotations that can be
qualified by the FDA/CDRH medical device development tool
program (MDDT). The MDDT qualified data would be available to
any algorithm developer to be used for the analytic evaluation of
their algorithm performance in a submission to the FDA/CDRH78.
The concept of “ground truth” in pathology can be vague and is
often subjective, especially when dealing with H&E; it is therefore
important to measure inter-rater variability by having multiple

Fig. 2 Conceptual pathology report for computational TIL assessment (CTA). CTA reports might include global TIL estimates, broken down
by key histologic regions, and estimates of classifier confidence. CTA reports are inseparably linked to WSI viewing systems, where algorithmic
segmentations and localizations supporting the calculated scores are displayed for sanity check verification by the attending pathologist.
Other elements, like local TIL estimates, TIL clustering results, and survival predictions may also be included.
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experts annotate the same regions and objects7,8. A key bottle-
neck in this process is the time commitment of pathologists, so
collaborative, educational and/or crowdsourcing settings can help
circumvent this limitation16,79. It should be stressed, however, that
although annotations from non-pathologists or residents may be
adequate for CTA algorithm training; validation may require
ground truth annotations created or reviewed by experienced
practicing pathologists16,80.
It is important to note that the ambiguity in ground truth (even

if determined by consensus by multiple pathologists) typically
warrants additional validation using objective criteria, most
notably the ability to predict concrete clinical endpoints in
validated data sets. One of the best ways to meet this validation
bar is to use WSIs from large, multi-institutional randomized-
controlled trials. To facilitate this effort, the TIL-WG is establishing
strategic international partnerships to organize a machine
learning challenge to validate CTA algorithms using clinical trials
data. The training sets would be made available for investigators
to train and fine tune their models, whereas separate blinded
validation sets would only be provided once a locked-down
algorithm has been established. Such resources are needed so
that different algorithms and approaches can be directly
compared on the same, high-quality data sets.

CTA FOR CLINICAL VERSUS ACADEMIC USE
Like VTA, CTA may be considered to fall under the umbrella of
“imaging biomarkers,” and likely follows a similar validation
roadmap to enable clinical translation and adoption38,81,82. CTA
may be used in the following academic settings, to name a few: 1.
as a surrogate marker of response to experimental therapy in
animal models; 2. as a diagnostic or predictive biomarker in
retrospective clinical studies using archival WSI data; 3. as a
diagnostic or predictive biomarker in prospective randomized-
controlled trials. Incorporation of imaging biomarkers into
prospective clinical trials requires some form of analytical and
clinical validation (using retrospective data, for example), resulting
in the establishment of Standards of Practice for trial use81.
Establishment of clinical validity and utility in multicentric
prospective trials is typically a prerequisite for use in day-to-day
clinical practice. In a research environment, it is not unusual for
computational algorithms to be frequently tweaked in a closed-
loop fashion. This tweaking can be as simple as altering hyper-
parameters, but can include more drastic changes like modifica-
tions to the algorithm or (inter)active machine learning83,84. From
a standard regulatory perspective, this is problematic as validation
requires a defined “lockdown” and version control; any change
generally requires at least partial re-validation64,85. It is therefore
clear that the most pronounced difference between CTA use in
basic/retrospective research, prospective trials, and routine clinical
setting is the rigor of validation required38,81,82.
In a basic/retrospective research environment, there is naturally

a higher degree of flexibility in adopting CTA algorithms. For
example, all slides may be scanned using the same scanner and
using similar tissue processing protocols. In this setting, there is no
immediate need for worrying about algorithm generalization
performance under external processing or scanning conditions.
Likewise, it may not be necessary to validate the model using
ground truth from multiple pathologists, especially if some degree
of noise can be tolerated. Operational issues and practicality also
play a smaller role in basic/retrospective research settings;
algorithm speed and user friendliness of a particular CTA
algorithm may not be relevant when routine/repetitive TILs
assessment is not needed. Even the nature of CTA algorithms
may be different in a non-clinical setting. For instance, even
though there is conflicting evidence on the prognostic value of
iTILs in breast cancer, there are motivations to quantify them in a
research environment. It should be noted, however, that this

flexibility is only applicable for CTA algorithms that are being used
to support non-clinical research projects, not for those algorithms
that are being validated for future clinical use.

THE FUTURE OF COMPUTATIONAL IMAGE-BASED IMMUNE
BIOMARKERS
CTA algorithms can enable characterization of the tumor
microenvironment beyond the limits of human observers, and
will be an important tool in identifying latent prognostic and
predictive patterns of immune response. For one, CTA enables
calculation of local TIL densities at various scales, which may serve
as a guide to “pockets” of differential immune activation (Fig. 2).
This surpasses what is possible with VTA and such measurements
are easy to calculate provided that CTA algorithms detect TILs with
adequate sensitivity and specificity. Several studies have identified
genomic features that in hindsight are associated with TILs, and
CTA presents opportunities for systematic investigation of these
associations24,26,74,86,87. The emergence of assays and imaging
platforms for multiplexed immunofluorescence and in situ hybri-
dization will present new horizons for identifying predictive
immunologic patterns and for understanding the molecular basis
of tumor-immune interactions88,89; these approaches are increas-
ingly becoming commoditized.
Previous work examined how various spatial metrics from

cancer-associated stroma relate to clinical outcomes, and similar
concepts can be borrowed; for example, metrics capturing the
complex relationships between TILs and other cells/structures in
the tumor microenvironment90. CTA may enable precise defini-
tions of “intratumoral stroma”, for example using a quantitative
threshold (i.e., “stroma within x microns from nearest tumor nest”).
Similar concepts could be applied when differentiating tertiary
lymphocytic aggregates, or other TIL hotspots, from infiltrating
TILs that presumably have a direct role in anticancer response. It is
also important to note that lymphocytic aggregation and other
higher-order quantitative spatial metrics may play important
prognostic roles yet to be discovered. A CTA study identified five
broad categories of spatial organization of TILs infiltration, which
are differentially associated with different cancer sites and
subtypes24. Alternatively, TILs can be placed on a continuum,
such that sTILs that have a closer proximity to carcinoma nests get
a higher weight. iTILs could be characterized using similar
reasoning. Depending on available ground truth, numerous spatial
metrics can be calculated. Nuanced assessment of immune
response can be performed; for example, number of apoptotic
bodies and their relation to nearby immune infiltrates. It is likely
that there would be a considerable degree of redundancy in the
prognostic value of CTA metrics; such redundancy is not
uncommon in genomic biomarkers91. This should not be
problematic as long as statistical models properly account for
correlated predictors. In fact, the ability to calculate numerous
metrics for a very large volume of cases enables large-scale,
systematic discovery of histological biomarkers, bringing us a step
closer to evidence-based pathology practice.
Learning-based algorithms can be utilized to learn prognostic

features directly from images in a minimally biased manner
(without explicit detection of TILs), and to integrate these with
standard clinico-pathologic and genomic predictors. The approach
of using deep learning algorithms to first detect and classify TILs
and structures in histology, and then to calculate quantitative
features of these objects, presents a way of closely modeling the
clinical guidelines set forth by expert pathologists. Here, the
power of learning algorithms is directed at providing highly
accurate and robust detection and classification to enable
reproducible and quantitative measurement. Although this
approach is interpretable and provides a clear path for analytic
validation, the limitation is that quantitative features are
prescribed instead of learned. Recently, there have been

M. Amgad et al.

7

Published in partnership with the Breast Cancer Research Foundation npj Breast Cancer (2020)    16 

Section 3.1: Amgad et al., 2020 82



successful efforts to develop end-to-end prognostic deep learning
models that learn to directly predict clinical outcomes from raw
images without any intermediate classification of histologic objects
like TILs17,92. Although these end-to-end learning approaches have
the potential to learn latent prognostic patterns (including those
impossible to assess visually), they are less interpretable and thus
the factors driving the predictions are currently unknown.
Finally, we would note that one of the key limitations of

machine learning models, and deep learning models in particular,
is their opaqueness. It is often the case that model accuracy comes
at a cost to explainability, giving rise to the term “black box” often
associated with deep learning. The problem with less explainable
models is that key features driving output may not be readily
identifiable to evaluate biologic plausibility, and hence the only
safeguard against major flaws is extensive validation93. Perhaps
the most notorious consequence of this problem is “adversarial
examples”, which are images that look natural to the human eye
but that are specifically crafted (e.g., by malicious actors) to
mislead deep learning models to make targeted misclassifica-
tions94. Nevertheless, recent advances in deep learning research
have substantially increased model interpretability, and have
devised key model training strategies (e.g., generative adversarial
neural networks) to increase performance robustness93,95–97.

CONCLUSIONS
Advances in digital pathology and ML methodology have yielded
expert-level performance in challenging diagnostic tasks. Evalua-
tion of TILs in solid tumors is a highly suitable application for
computational and computer-aided assessment, as it is both
technically feasible and fills an unmet clinical need for objective
and reproducible assessment. CTA algorithms need to account for
the complexity involved in TIL-scoring procedures, and to closely
follow guidelines for visual assessment where appropriate. TIL
scoring needs to capture the concepts of stromal and intratumoral
TILs and to account for confounding morphologies specific to
different tumor sites, subtypes, and histologic patterns. Preanaly-
tical factors related to imaging modality, staining procedure, and
slide inclusion criteria are critical considerations, and robust
analytical and clinical validation is key to adoption. In the clinical
setting, CTA would ideally provide time- and cost-savings for
pathologists, who face increasing demands for reporting biomar-
kers that are time-consuming to evaluate and subject to
considerable inter- and intra- reader variability. In addition, CTA
enables discovery of complex spatial patterns and genomic
associations beyond the limits of visual scoring, and presents
opportunities for precision medicine and scientific discovery.
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Abstract

Motivation: Nucleus detection, segmentation and classification are fundamental to high-resolution mapping of the
tumor microenvironment using whole-slide histopathology images. The growing interest in leveraging the power of
deep learning to achieve state-of-the-art performance often comes at the cost of explainability, yet there is general
consensus that explainability is critical for trustworthiness and widespread clinical adoption. Unfortunately, current
explainability paradigms that rely on pixel saliency heatmaps or superpixel importance scores are not well-suited
for nucleus classification. Techniques like Grad-CAM or LIME provide explanations that are indirect, qualitative and/
or nonintuitive to pathologists.

Results: In this article, we present techniques to enable scalable nuclear detection, segmentation and explainable
classification. First, we show how modifications to the widely used Mask R-CNN architecture, including decoupling
the detection and classification tasks, improves accuracy and enables learning from hybrid annotation datasets like
NuCLS, which contain mixtures of bounding boxes and segmentation boundaries. Second, we introduce an explain-
ability method called Decision Tree Approximation of Learned Embeddings (DTALE), which provides explanations
for classification model behavior globally, as well as for individual nuclear predictions. DTALE explanations are sim-
ple, quantitative, and can flexibly use any measurable morphological features that make sense to practicing patholo-
gists, without sacrificing model accuracy. Together, these techniques present a step toward realizing the promise of
computational pathology in computer-aided diagnosis and discovery of morphologic biomarkers.

Availability and implementation: Relevant code can be found at github.com/CancerDataScience/NuCLS

Contact: lee.cooper@northwestern.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Nucleus classification, localization and segmentation (NuCLS) are
fundamental pattern recognition tasks commonly performed in com-
putational pathology workflows (Xing and Yang, 2016). Nuclear
identification and morphologic assessment are integral to most
histopathology diagnostic and clinical grading schemes, and are

used for determining how aggressive certain malignancies are, and
whether the patient is likely to respond to certain therapeutics. By
extension, computational assessment of nuclei is important for
computer-aided diagnosis and patient prognostication (Abels et al.,
2019). Moreover, nuclear segmentation and/or extraction of nuclear
morphometric and spatial features is the first and most important
step in exploratory research to discover genomic and clinical
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correlates of quantitative morphologic features (Cooper et al., 2012;
Diao et al., 2021; Saltz et al., 2018). Computational pathology most
commonly make use of digitized histopathology slides known as
whole-slide images (WSIs). A number of unique challenges contrib-
ute to the difficulty of translating traditional image processing and
machine learning algorithms to histopathology contexts, including
the extreme sizes of WSIs, typically 80k�80k pixels, and high vari-
ability in image quality and appearance due to differences in tissue
processing, staining and slide scanning equipment and protocols
(Amgad et al., 2020; Pantanowitz et al., 2013). In situations where
the data variability is high, machine learning algorithms typically
need a large number of examples to capture the full spectrum of
cases that would be seen after deployment. This variability stems in
part from preanalytical factors such as specimen preparation and
staining protocols, slide scanner specifications, image formats and
compression, etc. (Masucci et al., 2016; Pantanowitz et al., 2013).
Unfortunately, the lack of publicly available datasets limits the de-
velopment and benchmarking of deep-learning models, due to: (i) lo-
gistical and legal difficulties of health data sharing and (ii) time
constraints of practicing pathologists whose expertise is required to
produce ground truth data (Abels et al., 2019; Amgad et al., 2020;
Hartman et al., 2020).

In previous work, we developed a crowdsourcing approach that
scales the acquisition of nucleus segmentation and classification
data and produces hybrid datasets containing both bounding boxes
and segmentation data (Fig. 1) (Amgad et al., 2021). This assisted
labeling protocol relied on a decentralized web-based annotation
platform, HistomicsUI, and involved asking the users to click on ac-
curate annotation suggestions generated by weak segmentation and
classification algorithms, and to place bounding boxes around miss-
ing or inaccurately segmented nuclei (Gutman et al., 2017). The
weak algorithm used to produce the annotation suggestions uses
simple image processing operations and therefore has no reliance on
training data. This procedure was used to generate the 220,000
annotations that comprise the NuCLS datasets, and motivates the
development and/or adaptation of deep-learning approaches to han-
dle hybrid ground truth data. More generally, as we discuss later,
strategies are needed for mitigating systematic differences between
typical object detection in natural images and nucleus detection and
classification (Fig. 2). It should be noted that machine learning using
hybrid datasets is a combination of object detection and segmenta-
tion. Hence, for consistency, we use the term ‘detection’ throughout
this article whenever segmentations are not necessarily needed for
the task being discussed.

Besides achieving high accuracy, deep-learning models for clinic-
al applications are most useful when they are explainable (Fig. 3).
Not only does explainability increase confidence in model decisions
and hence the likelihood of clinical adoption but it also helps guard
against catastrophic failures and spurious correlations (Amgad
et al., 2020; D’Amour et al., 2020). This emphasis on explainability

is being increasingly recognized by the deep-learning community,
and a number of algorithms have been devised to explain model
decisions in image classification and natural language processing
contexts (Samek et al., 2021).

Unfortunately, the literature is sparse on explainability techniques
for object detection and classification, especially in the context of nu-
cleus classification. For consistency, the lexicon we are using here is
derived from Rudin (2018) and Marcinkevi�cs and Vogt (2020). These
authors distinguish between interpretable models and explanation
methods. Interpretable models are transparent—think of the weights
of a linear model or criteria from a decision tree, and are commonly
provided by modeling approaches that are inherently simple. This of
course comes at a price, since model simplicity can result in underfit-
ting and lack of generalizability (Hastie et al., 2017). Transparency is
more difficult for complex models like neural networks, although
some research attempts to tackle this challenge. In contrast, explan-
ation methods are surrogate post-hoc techniques that demystify the
black-box model decisions. Explanations could be global, explaining
the full range of decisions a model can produce, or sample-specific,
explaining the inference performed for a single sample (Marcinkevi�cs
and Vogt, 2020).

A very popular set of explanation techniques, including variants
of Grad-CAM, rely on using gradient backpropagation to estimate
pixel saliency (Selvaraju et al., 2017). These methods produce a
heatmap that, when overlaid over the input image, can give an idea
about where the model is ‘looking’ during inference. This approach,
while an important advance, has two problems. First, the heatmaps
produced tend to be quite blurry and do not follow natural bounda-
ries. In fact, heatmaps only tell us whether certain pixels are import-
ant for classification, not how they are used to distinguish between
alternative classification decisions. Second, there are concerns over
the misuse of this explainability approach, particularly its qualita-
tive nature and lack of falsifiability (Leavitt and Morcos, 2020;
Rudin, 2018). Falsifiability is the ability of a hypothesis to be dispro-
ven, and is a fundamental guardrail against confirmation bias
(Popper, 1959). When using saliency heatmaps for, say, a dog versus
wolf classifier what could a wrong answer possibly be? Not clear.
More recently, a technique called Local Interpretable Model-
agnostic Explanations (LIME) has gained popularity for its simpli-
city and general-purpose nature (Ribeiro et al., 2016). LIME relies
on decomposition of the input into interpretable components, super-
pixels in the imaging context, which are repeatedly perturbed. The
predicted classification probability then is used to identify the most
important superpixel, and hence provides clear boundaries that can-
not be obtained using Grad-CAM. While more quantitative than
Grad-CAM, LIME is not directly applicable in our context because
superpixels cannot account for discrete object morphometric meas-
urements like size, shape and texture.

In this article, we make two contributions toward nucleus seg-
mentation and explainable classification using hybrid box and seg-
mentation annotation data. First, we systematically examine
modifications to Mask R-CNN, the state-of-the-art object detection
model, to optimize for the specific task of nucleus detection and to
learn how to segment from hybrid annotation datasets (He et al.,
2017). Second, we describe an explainability technique we call
Decision Tree Approximation of Learned Embeddings (DTALE)
that provides falsifiable, quantitative and intuitive explanations of
decisions by nucleus detection and classification models. We believe
these contributions will enable the development of scalable systems
for mapping the tumor microenvironment, with implications in
computer-aided diagnostics and biomarker discovery.

2 Materials and methods

2.1 Training and validation data
The NuCLS datasets were used for training and validating the
NuCLS model, our Mask R-CNN variant (Amgad et al., 2021). The
scans come from hematoxylin and eosin stain, formalin-fixed paraf-
fin embedded slides from 144 breast cancer patients from The
Cancer Genome Atlas. These NuCLS datasets contain 220 000

Fig. 1. Example hybrid bounding box and segmentation data. Hybrid annotation

datasets combine bounding boxes generated by humans with segmentations and

classifications generated by a weak algorithm. They can be generated more scalably

and require less effort from annotators, but require new algorithms that can learn

from a mixture of boxes and segmentation boundaries. Segmentations enable the

computation of morphologic features to discover biological associations and can

provide valuable explanations of model inference
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annotations of nucleus segmentation and classification. For this art-
icle, we use the following dataset subsets: corrected single-rater
datasets, which were annotated by nonpathologists and corrected
and approved by pathologists, and multirater evaluation dataset
annotated by multiple pathologists. The NuCLS datasets contain
three nucleus superclasses (tumor, stroma and TILs), each of which
is subdivided into two granular subclasses. The annotation data
were found to be reliable for superclasses, but less so for the granu-
lar subclasses.

2.2 NuCLS model
Our NuCLS model modifies the Pytorch implementation of the
Mask R-CNN architecture (He et al., 2017), as illustrated in
Figure 4. Further details can be found in the Supplementary
Methods (He et al., 2016, 2017; Kuhn, 1955; Macenko et al., 2009;
Tellez et al., 2018, 2019).

2.3 DTALE
DTALE relies on the fact that Mask R-CNN (and by extension, our
NuCLS model) learns to predict object segmentation boundaries as
well as their classifications (He et al., 2017). The DTALE procedure
involves four steps (Fig. 6): (i) learning embeddings, (ii) generating
interpretable features, (iii) fitting the decision tree and (iv) calculat-
ing node statistics.

2.3.1 Learned embeddings

Starting with a trained NuCLS model, we extracted the terminal,
per-nucleus, 1024-dimensional classification feature vectors (just be-
fore the logits). Hyperbolic UMAP was applied to these features to
generate a two-dimensional (2D) embedding (McInnes et al., 2018).

2.3.2 Interpretable features

The same FOVs that were input into the NuCLS model were proc-
essed to enable extraction of interpretable features. Macenko stain
unmixing was used to separate the hematoxylin channel (Macenko
et al., 2009). Both the hematoxylin intensity channel and the seg-
mentation mask predictions from the NuCLS model were input into
the HistomicsTK function compute_nuclei_features, which uses
image processing operations to extract feature vectors encoding 62
morphologic features describing shape, intensity, edges and texture
(Supplementary Table S5) (Haralick et al., 1973; Kokoska and
Zwillinger, 2000; Zhang et al., 2001).

2.3.3 Regression decision tree

A regression decision tree was fitted to produce predictions in the
embedding space using the interpretable features as inputs (Hastie
et al., 2017). This maps the interpretable features directly into the
2D embedding space to connect morphology with NuCLS model be-
havior. The rationale for using a regression tree, as opposed to a
classification tree, is twofold. First, any accurate classification model
will produce similar classification decisions. In contrast, the 2D
embedding is a compressed version of a 1024-feature space that is
highly specific to our trained NuCLS model. Second, using a regres-
sion tree allows us to produce fine-grained within-class explanations
for individual nuclei (see Fig. 6). This technique is broadly similar to
some existing works that use soft decision trees to approximate
deep-learning model behavior (Dahlin et al., 2020). We constrained
the tree to a maximum depth of 7 and a minimum of 250 nuclei per
leaf.

2.3.4 Node fit statistics

Once the DTALE tree was fitted, we traversed nodes to find paths
that best represented NuCLS class predictions. For each classifica-
tion class Cj, and for each tree node Ni, we calculate precision, recall
and F1 scores for the downstream subtree as if all nuclei were classi-
fied as Cj and using actual NuCLS model classifications as ground
truth. This generates an F1 and precision score for each node/class
pair. For each class, we identify the node with the highest F1 score
as the most representative of NuCLS model predictions for that
class, whereas the highest precision node corresponds to interpret-
able features that are the most discriminative.

3 Results and discussion

3.1 NuCLS: a Mask R-CNN variant using hybrid datasets
Nucleus detection differs from natural object detection tasks in sev-
eral important respects. Nuclei have lower variability in size and
coarse morphology than objects in natural scenes, and different nu-
cleus classes are mostly distinguished by fine detail and spatial con-
text. Models designed for detection in natural images, including
Mask R-CNN, produce inferences that integrate the concepts of

Fig. 2. Comparison of the NuCLS dataset with canonical ‘natural’ object detection datasets. Nucleus detection datasets typically contain objects that are much smaller and

more densely packed than imaging datasets of natural or day-to-day scenery. NuCLS images are �380�380 pixel patches at 0.2 microns-per-pixel resolution, and contain on

average 34 nuclei, each of which filling only �1% of the image area. These systemic differences motivate the adaptation of existing methods like Mask R-CNN to accommo-

date numerous small objects and to revisit some of the assumptions about object morphology that do not apply in the context of nucleus detection. Modified with permission

from Lin et al. (2014)

Fig. 3. DTALE provides falsifiable, meaningful and quantitative explanations of nu-

cleus detection model decisions. Unlike other approaches, DTALE can provide

explanations that reference object-level morphological measurements such as nu-

clear size, shape, staining intensity, chromatin texture, perinuclear cytoplasmic

staining, etc. In fact, DTALE can use any set of measurable features that make sense

to a pathologist to provide quantitative decision tree approximations for black-box

classification model decisions. These explanations include global decision criteria,

e.g. ‘tumor nuclei are large and have irregular shapes’, as well as decision criteria

for individual nuclei of interest
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detection and classification (e.g. person, 82% probability) (He et al.,
2017). In contrast, for the purpose of detection, nuclei belong to a
single metaclass with an ovoid morphology. Treating nuclei as a sin-
gle metaclass allows calculation of a full classification probability
vector for each nucleus, which would be useful where nuclear
morphology is ambiguous, especially in computer-assisted diagnos-
tic settings. Nuclei are also typically much smaller and more numer-
ous than natural objects, even at high magnification, which makes
accurate detection more challenging (Fig. 2) (Lin et al., 2014).
Moreover, scalable deployment of trained nucleus detection models
requires the flexibility to perform inference for very large images
without resizing and distorting nuclei (Chandradevan et al., 2020;
Yousefi and Nie, 2019).

We modified Mask R-CNN for the specific task of nucleus detec-
tion and to handle the hybrid annotations generated by our assisted
annotation method, as well as pure segmentation data (Fig. 4). We
call our architecture the NuCLS model, for consistency with the
NuCLS annotation datasets used for training and validation (Amgad
et al., 2021). The pathologist-corrected single-rater dataset was used
for training and validation. The multi-rater evaluation dataset was
used for additional validation, although it should be noted that the
single-rater dataset contains many more unique fields of view
(FOVs) compared to the multirater dataset (1744 versus 52 FOVs).
Our key modifications included increased independence of the joint-
ly trained detector and classifier, and enabled: (i) training with hy-
brid box/segmentation annotations; (ii) generating class probability
vectors for all detections; (iii) inference with variable input image
sizes without distortion of scale or aspect ratios. To account for the
scale and density of nuclei, we also made the following changes to

improve detection performance: (i) increasing the density of region
proposals relative to natural image datasets and (ii) digitally increas-
ing magnification beyond 40� objective (Supplementary Table S1).
Since detection and classification have disparate clinical utility, we
report their accuracies separately. We also trained a baseline Mask
R-CNN model (with discounting of segmentations from mask loss),
and show that that achieves a lower performance (Supplementary
Table S2).

We used an internal–external cross-validation scheme to assess the
generalization performance of our trained models (Supplementary
Fig. S1). This separates training and testing data by hospital rather
than image to better reflect the challenge of external generalization
(Amgad et al., 2020; Steyerberg and Harrell, 2016). NuCLS models
were trained on the single-rater dataset, and reached convergence
within 40 epochs (Supplementary Fig. S2). They converged smoothly
despite being trained using a mixture of box and segmentation anno-
tations. Trained NuCLS models had high generalization accuracy for
detection (AP¼74.86 0.5), segmentation (DICE¼88.56 0.8) and
superclass classification (AUROC¼93.56 2.7) (Table 1 and
Supplementary Table S3). For classification of sTILs (stromal tumor-
infiltrating lymphocytes), a clinically salient problem, NuCLS models
had a testing AUROC of 94.76 2.1 (Supplementary Table S4)
(Amgad et al., 2020). This was also reflected on qualitative examin-
ation of predictions (Fig. 5 and Supplementary Fig. S3).

The performance of NuCLS models was consistent with limita-
tions of the training data. Accuracy was lower for classes with
higher interrater variability (e.g. plasma cells) or for classes where
nonpathologists were not reliable annotators (mitotic figures and
macrophages) (Supplementary Fig. S4 and Fig. 6b and g).

Fig. 4. NuCLS model architecture. (a) The Mask R-CNN architecture was adapted for nucleus detection and classification, allowing some independence of the classification

and detection tasks, which improves performance. (b) Other adaptations we made include: (i) supporting variable-size images at inference while preserving scale and aspect

ratio; (ii) supporting hybrid training data that mixes bounding boxes and segmentations; (iii) simplifying object detection and (iv) generating full class probability vectors for

each nucleus at inference

Fig. 5. Qualitative performance of NuCLS model on testing sets. The displayed ground truth comes from the pathologist-corrected single-rater dataset. The images are repre-

sentative of a number of different hospitals in each of the testing sets. Detection and classification performance closely matches the ground truth, and discrepancies are marked

by arrows. Not all discrepancies are algorithmic errors, including: (i) adjacent nuclei that could conceivably be viewed as a single nucleus; (ii) missing annotations and (iii) mor-

phologically ambiguous nuclei
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Interestingly, we found that superclass accuracy was higher when
trained on granular classes than on superclasses (config 2 versus 6 in
Supplementary Table S2). This indicates that uncommon classes,
while noisy, provide signal to improve the function approximation
by placing nuclei that look morphologically different (e.g. inactive
lymphocytes versus plasma cells) into different ‘buckets’. We also
found that NuCLS models outperform approaches that decouple de-
tection and classification into independent, sequential stages (config
2 versus 4 in Supplementary Table S2) (Chandradevan et al., 2020).

3.2 DTALE
From a clinical perspective, nucleus detection and classification are
arguably more relevant than precise segmentation of nuclei.
Segmentation, however, enables the extraction of quantitative and
interpretable morphologic nuclear features, which may contain la-
tent prognostic information and help to discover novel biological
associations (Beck et al., 2011; Cooper et al., 2012, 2010; Lazar
et al., 2017). Here, we show how segmentation can also be used to
enhance the explainability of nucleus classification models, thereby
improving confidence in model decisions, a key requirement for clin-
ical adoption (Amgad et al., 2020).

We developed DTALE, an intuitive quantitative method to ex-
plain models like NuCLS. DTALE uses segmentation boundaries
predicted by NuCLS to extract interpretable features of nuclear
morphometry (shape, staining, edges, etc.), that are used to create a
decision tree approximation of our black-box model (Fig. 6). The
outputs of the DTALE tree and the black-box model can be quanti-
tatively compared to evaluate the fidelity of the approximation. We
made a distinction between representative explanations of model
decisions (e.g. what features describe most nuclei predicted as
tumor?) and discriminative explanations (e.g. what features are
most specific to tumor predictions?). The former optimizes for the
F1 score, while the latter optimizes for precision (Supplementary
Fig. S5).

DTALE has an important advantage over existing methods like
Grad-CAM or LIME in that it provides both an overall explanation
of the model decision-making process, as well as explanations for in-
dividual nuclei (Fig. 7) (Ribeiro et al., 2016; Selvaraju et al., 2017).
DTALE fitting accurately explained NuCLS decisions for the most
common classes [precision¼0.99 (tumor), 0.89 (stroma), 0.98
(sTILs)]. The DTALE tree suggests that tumor nuclei are identified
by their large size, globular shape and sharp chromatin edges (i.e.
nucleoli or chromatin clumping), that stromal nuclei are identified
by their slender shape and rough texture, and that lymphocytes are
identified by their small size, circular shape and hyperchromatic
staining. Approximations for uncommon classes were not reliable,
likely due to: (i) the noisy nature of the ground truth for these classes
and (ii) NuCLS model relying on visual characteristics that are not
reliably captured by our interpretable features (D’Amour et al.,
2020).

4 Conclusions

This article presented computational techniques that enable the de-
velopment of scalable and explainable models for nuclear segmenta-
tion and classification, with implications in computer-aided
diagnostic pathology and discovery of novel quantitative morpho-
logic biomarkers and correlations. We showed how existing
general-purpose object segmentation models can be adapted for
improved performance in the context of nuclear segmentation and
classification. The adaptations also enable learning from hybrid
bounding box and segmentation datasets that can be crowdsourced
scalably. We also presented DTALE, a novel technique for explain-
ing nucleus classification models using morphologic features
obtained by segmentation. DTALE provides global explanations
that approximate model behavior as a whole, as well as explana-
tions for individual nuclear predictions, paving the way for trust-
worthiness and clinical adoption. Contrary to existing approaches,
DTALE explanations better capture how pathologists assess histo-
logical specimens, and are falsifiable and quantitative by design.T
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We would like to note some of the limitations of the work pre-
sented. We showed that NuCLS models can handle hybrid data with
relatively few segmentation boundaries; only �37% of the nuclei in
the NuCLS hybrid dataset have segmentations. Nonetheless, we did
not systematically examine how low this fraction can be before seg-
mentation performance degrades. The NuCLS dataset contains

segmentations for nuclei as opposed to whole cells. This meant that
while data collection were more standardized, modeling was more dif-
ficult for some classes. Plasma cells, for instance, are distinguishable
not only by their (often nonspecific) cartwheel nuclear morphology,
but also their perinuclear halo and abundant cytoplasm. Additionally,
our NuCLS modeling did not incorporate low-magnification, region-

Fig. 7. DTALE enables fine-grained approximation of NuCLS model decisions. Here, we approximate the process by which NuCLS classifies nuclei as lymphocytes. The

UMAP embedding is shown, along with an overlay of the DTALE path for lymphocyte classification. An intermediate node in the DTALE path corresponds to the most repre-

sentative global explanation of NuCLS lymphocyte decisions (left blue circle). The initial set of decision criteria (MajorAxisLength<36.2 and Haralick.SumSq.Range>2.1)

are our best global explanation for arriving at a lymphocyte classification (F1¼0.74). When four extra decision criteria are met, we arrive at the most discriminative explana-

tions (second blue circle). These criteria are highly specific to lymphocyte classifications (precision¼ 0.98). In addition to providing global per-class explanations, DTALE also

provides fine-grained, within-class, approximations of NuCLS decision-making. Because DTALE relies on regression trees, we can provide six explanations for different lym-

phocytes, ranging from ambiguous to highly typical morphology

Fig. 6. Explaining NuCLS model decisions using DTALE. (a) Illustrative explanation of the DTALE method. Two-dimensional UMAP embeddings were obtained from

the flattened nucleus classification feature maps. A regression decision tree was then fitted to produce predictions in the embedding space using interpretable nucleus fea-

tures as inputs. (b) Classification embeddings, colored by the prediction that the NuCLS model eventually assigns to nuclei. (c) Sample nuclei from the embeddings in b.

Peripheral regions (1–3, 5–7, 10) contain textbook example nuclei, while nuclei closer to the class boundaries have a more ambiguous morphology. (d) A simplified ver-

sion of the DTALE tree, showing representative nodes for the three common classes and discriminative nodes for all classes. To reach a discriminative node, DTALE nat-

urally incorporates more features downstream of the representative nodes. (e) An overlay of the fitted DTALE tree (light gray) on top of the NuCLS classification

embeddings. In black, we show paths to the nodes that allow discriminative, high-precision, approximation of NuCLS decisions. (f) Nuclei within the embedding, belong-

ing to and colored by, discriminative DTALE nodes. (g) Embeddings are colored by the true class. The three superclasses are well-separated
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level patterns. We proposed potential region-cell integration strategies
in the past, and we expect this would improve nuclear classification
performance (Amgad et al., 2019). Finally, we would note that
DTALE explanations are only as rich as the underlying morphologic
features used, and the decision tree may not adequately approximate
model behavior in all contexts.
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Section 3.3

Joint region and nucleus segmentation for characterization of tumor infiltrating

lymphocytes in breast cancer

This section is an authorized exact reproduction of the following paper from the SPIE 2019 con-

ference (San Diego, CA):

Amgad, M., Sarkar, A., Srinivas, C., Redman, R., Ratra, S., Bechert, C. J., Calhoun,B. C.,

Mrazeck, K., Kurkure, U., Cooper, L. A., et al. (2019). Joint region and nucleus segmentation

for characterization of tumor infiltrating lymphocytes in breast cancer. In Medical Imaging 2019:

Digital Pathology, volume 10956, page 109560M. International Society for Optics and Photonics.
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ABSTRACT   

Histologic assessment of stromal tumor infiltrating lymphocytes (sTIL) as a surrogate of the host immune response has 
been shown to be prognostic and potentially chemo-predictive in triple-negative and HER2-positive breast cancers. The 
current practice of manual assessment is prone to intra- and inter-observer variability. Furthermore, the inter-play of sTILs, 
tumor cells, other microenvironment mediators, their spatial relationships, quantity, and other image-based features have 
yet to be determined exhaustively and systemically. Towards analysis of these aspects, we developed a deep learning based 
method for joint region-level and nucleus-level segmentation and classification of breast cancer H&E tissue whole slide 
images. Our proposed method simultaneously identifies tumor, fibroblast, and lymphocyte nuclei, along with key 
histologic region compartments including tumor and stroma. We also show how the resultant segmentation masks can be 
combined with seeding approaches to yield accurate nucleus classifications. Furthermore, we outline a simple workflow 
for calibrating computational scores to human scores for consistency. The pipeline identifies key compartments with high 
accuracy (Dice= overall: 0.78, tumor: 0.83, and fibroblasts: 0.77). ROC AUC for nucleus classification is high at 0.89 
(micro-average), 0.89 (lymphocytes), 0.90 (tumor), and 0.78 (fibroblasts). Spearman correlation between computational 
sTIL and pathologist consensus is high (R=0.73, p<0.001) and is higher than inter-pathologist correlation (R=0.66, 
p<0.001). Both manual and computational sTIL scores successfully stratify patients by clinical progression outcomes.   

Keywords: Tumor infiltrating lymphocytes, convolutional networks, deep learning, computational pathology 

1. INTRODUCTION  
Tumor Infiltrating Lymphocytes (TiL’s) have seen increasing interest in recent years as important surrogate markers of 
immune response and cancer prognosis in multiple tumor types 1. In breast cancer, and specifically in the Her2+ and triple-
negative subtypes (lacking markers for estrogen, progesterone, and Her2), they are known to have strong prognostic value, 
and have recently been incorporated into clinical guidelines 2. The most important metric used in clinical practice is sTIL, 
stromal TILs, which is defined as the fraction of intra-tumoral stroma occupied by lymphocytes. Unlike many 
histopathology workflows, however, the manual quantification of sTIL (m-sTIL) is particularly well-known for its 
subjectivity and inter-observer variability, given the difficulty of accurate gauging of which regions to include, and how 
to accurately estimate the area occupied by lymphocytes 2. To address this challenge, we developed a streamlined pipeline 
for integrated, joint region- and cell-level semantic segmentation of Whole-Slide histopathology Images (WSI’s). 
Specifically, we quantified lymphocytic infiltration of the tumor microenvironment in triple-negative breast cancer 
(TNBC) (Figure 1).  
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Whereas traditional approaches rely on feature engineering, we exploited fully-convolutional neural networks (FCN-8), 
using ImageNet-pretrained VGG16 architecture, for an unbiased approach that outputs pixel-wise class probability maps 
3. Moreover, we avoided step-wise “classical” computational pathology approaches, where nuclei are segmented, post-
processed, and then used to infer region types 4. Instead, we encoded both the cell- and region- level information in the 
ground truth itself, hence ensuring that biologically-infeasible (or irrelevant) region-cell combinations are excluded during 
training; for example, fibroblasts cannot be found in tumor regions. This combined approach helps focus the training 
process in an integrated fashion, with reduced or minimized expert review or post-processing. Combining this deep-
learning workflow with traditional seeding methods results in accurate segmentation and cell classification results, which 
are used to obtain computational sTIL scores (c-sTIL) that correlate well with pathologist consensus. 

 
Figure 1. Problem setting. Quantification of tumor infiltrating lymphocytes is a complex task involving segmentation of 
diverse histological structures. (Left) A representative tile from a testing set slide containing dense sTIL infiltration. (Right) 
Segmentation output from our model, trained to jointly segment region and cell-level information. Necrotic regions and 
excluded areas (white spaces, artifacts, etc) are important to segment so that they do not skew the sTIL score calculations. 

2. METHODS  
The overall workflow used to obtain segmentation and classification result is illustrated in Figure 2.  

 
Figure 2. Overall workflow used to obtain region and nucleus classification, as well as seed classification from tiled slides. A. 
Seeds are extracted from RGB images after deconvolution. B. Region-level ground truth is annotated and semi-automated 
nucleus segmentation ground truth is vetted by a pathologist. C. Region and nucleus-level ground truth is combined into one 
common mask to be used for training. This process ensures consistency and excludes biologically-infeasible combinations. 
D. A fully-convolutional network is trained to output a combined mask. E. Output is decomposed into region and nucleus 
segmentation masks. F. Seed classifications are obtained from the cell segmentation mask. 

2.1 Dataset used and ground truth generation 

The cohort used in this study consists of 120 anonymized H&E stained slides, which were obtained from the Cleveland 
Clinic Foundation, and scanned using a single Aperio scanner at 20x magnification. The slides had m-sTIL scores from 
two practicing pathologists, who resolved inconsistent scores via consensus. 14 slides had available ground truth, 5 of 
which were held-out to measure segmentation and classification generalization accuracy. Two models were trained: 1. A 
model to calculate segmentation and classification testing set accuracies (trained on 9 slides); and 2. A model to calculate 
sTIL scores over the entire dataset (trained on all 14 slides with available ground truth). The 14 slides with available 
annotations were divided into overlapping tiles of size 1024x1024. The annotated slides were chosen to represent as many 
of the histological structures as possible within the dataset. Note that the ground truthing process is extremely labor-
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intensive, and the regions chosen for annotation are fairly large (on the order of ~5K pixels squared) to ensure adequate 
training and trustable accuracy metrics. Two types of segmentation ground truth were obtained:  

1. Region level ground truth: this was manually annotated by drawing polygon boundaries at tissue interfaces. 

2. Cell-level segmentation ground truth: this was obtained in a semi-automatic manner. Traditional methods based 
on radial symmetry were used to extract seeds and segment nuclei, whose class was then determined using size 
and shape heuristics to provide a first-cut approximation of nucleus classification 5.  

The results were overlooked and corrected by a senior pathologist.  

2.2 Combining region and nucleus ground truths 

Region and nucleus segmentation masks were combined such that pixel value encodes both region and nucleus membership 
information; essentially the fully-convolutional model was trained to classify pixels into 12 different classes (Table 1). 
Combining different classification problems in the same framework had two advantages. First, it reduces reliance on post-
processing heuristics, such as ensemble learning or parameter tuning approaches, to combine the two sets of results. 
Second, it utilizes a priori biological knowledge to generate consistent results. For example this framework disallows any 
cell classifications within necrotic regions (nuclear debris and dead cells are counted as part of the necrotic region and not 
delineated individually). It also disallows stromal cells (fibroblasts) within non-stromal regions. To incorporate non-
nuclear components of a histologic region, including cell cytoplasm, extracellular matrix and other structural elements, we 
also included region categories that correspond to non-nuclear elements. 

Table 1. Combined mask code and corresponding region and cell information encoding.  

Code Region Nucleus Code Region Nucleus 
1 Background N/A 7 Stroma Lymphocyte 

2 Tumor Tumor 8 Lymphocyte Lymphocyte 

3 Stroma Tumor 9 Tumor N/A 

4  Lymphocyte Tumor 10 Stroma N/A 

5 Stroma Stroma 11 Necrosis N/A 

6 Tumor Lymphocyte 12 Lymphocyte N/A 

 

2.3 Fully Convolutional model training and inference 

We tried two architectures for training: VGG16-FCN8 and FC-DensNet103 3,6 (Figure 3). VGG16-FCN8 showed better 
training and convergence properties and was hence chosen.  

 
Figure 3. Effect of architecture on training categorical accuracy (model fitting). Light colors represent the batch-level accuracy, 
while darker colors represent epoch-level accuracies. Pre-trained VGG16-FCN8 has better model fitting properties than the 
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deeper and more complex fully-connected DenseNet-103 for this problem setting. Also note the remarkably higher batch-to-
batch variability in FC-DenseNet compared to VGG. Both networks were trained on the same set of slides with exactly the 
same set of hyperparameters, including batch size, optimizer type and learning rate, for comparability. 

Our model that has been pre-trained on ImageNet in tensorflow, but we only used pre-training as a weight initialization 
strategy, and allowed the full 16 layer weights to be optimized during the training process. We used Adam optimizer and 
learning rate of 1e-5 3,7. Single machine, 4-GPU data parallelism with gradient averaging was used. The main model was 
instantiated on each of GPUs with weight sharing. A batch of 4 images is sent to each of the GPUs for gradient calculation. 
These are sent back to the CPU and averaged to get the overall gradient update 8. Weighted categorical cross entropy loss 
was used to train the model, with the class-specific weights being determined as: 

 𝑊" = 1 − &'
∑ &')*
'+)

 (1) 

Where Nc is the number of pixels belonging to class c in the training dataset. This helps handle class imbalance during 
training by assigning higher weight to less abundant classes. Categorical accuracies reported are defined as the argmax of 
soft class prediction probabilities. Two methods of data augmentation were used to improve robustness of the training 
process: 1. Tiles were generated with an a shift overlap of 250 pixels; 2. A random FOV of size 768x768 was cropped on 
the fly and is what is actually input to train the model. After the network has been trained, the tile size used for inference 
ranged from 1024x1024 to 2048x2048. Note that the trained convolutional weights in a fully-convolutional network can 
be applied to any tile size as long as it fits in GPU memory. The combined prediction mask from the trained network is 
then decomposed back into region and cell-specific masks by reverse-mapping the coding scheme in Table 1. Note, 
however, that the “background in lymphocyte region” (i.e. pixel does not belong to a cell, but region was annotated as 
lymphocyte-rich) was mapped to stromal regions. It is important to note that, technically-speaking there is no “lymphocyte 
region”, and that while lymphocytes may tend to aggregate there is no clear threshold for the density at which lymphocytic 
aggregates are considered to be a region. The lymphocyte region class, therefore, was just used to facilitate ground-truthing 
(create a single boundary rather than click on hundreds of cells) and to train the model to detect these aggregates. For all 
slides (training/testing), a hard threshold of 220 (for all R, G, B channels) was used to map all white regions to the exclude 
class. Segmentation accuracy was quantified using the DICE coefficient (2x intersection over bag union). 

2.4 Seed classification by pixel class majority 

The soft scores for seed class membership are obtained by counting the proportion of a circle of radius r pixels that belongs 
to the class of interest. The final classification of a seed is therefore determined by the equation:  

 𝑆𝑒𝑒𝑑	𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = 𝑎𝑟𝑔𝑚𝑎𝑥"∈{@ABCD,FGHDCHIJK@,ILBMNC"L@O,C@NOD}(𝑛") (2) 

Where nc is the number of pixels belonging to class c within a radius r of the nucleus seed. This helps de-noise some of 
the segmentation inaccuracies. A radius of 5 pixels was used in our experiments. 

2.5 c-sTIL scoring and progression outcomes analysis 

We focused on sTILs, as opposed to intra-tumoral TILs (tTILs) to faithfully adhere to the clinical scoring guidelines. The 
guidelines mention a set of rules that determine which regions are suitable for calculating sTIL scores, most notably 2:  

1. Do not focus on “hot spots” too much: This rule was set to facilitate manual scoring, but is not very relevant to 
computational quantification, since we calculate the statistics globally across all included tiles without the 
inherent biases of manual scoring.  

2. Do not include cells in necrotic regions: we segment necrotic regions and exclude them in the calculation.  

3. Focus on stromal areas proximal to the tumor: we addressed this by discarding the bottom x percentile of tiles by 
tumor fraction, where x is determined by supervised hyperparameter tuning. The slides used to train the 
segmentation algorithm were combined with 16 others (randomly chosen) to construct a new training set. The 
process was repeated 30 times (Monte-Carlo cross validation). During each “trial”, the training set was used to: 
a. Find the optimal exclusion threshold which maximizes correlation with pathologist sTIL scores on the training 
set; and b. Learn the linear calibration bias to map absolute algorithmic scores to manual scores.  

A threshold value of 10% (based on clinical guidelines), was used to dichotomize the sTIL scores for outcome correlative 
analysis 2. A “progression” event was defined as the earliest occurrence of local, regional, or distant metastasis events.  
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3. RESULTS AND DISCUSSION 
Model predictions on the held-out testing set are accurate and correspond well to ground truth and underlying tissue 
boundaries (Figure 4). Discrepancies between the model and ground truth arise from inaccuracies in either the prediction 
or the ground truth itself. Ground truth may be inaccurate for a number of reasons:  

1. Human limitations. Human annotators tend to prefer smooth contours and connected regions, even when the true 
underlying tissue structures have jagged edges and are composed of multiple scattered regions. Moreover, there 
is considerable difficulty in noticing and segmenting every lymphocyte in the dataset, whether manually or 
through vetting of moderately accurate H&E radial symmetry segmentation algorithms. Essentially, the model is 
learning the latent representation within a noisy ground truth, resulting in predictions that oftentimes surpass the 
limitations of ground truth 9. 

2. Limitations related to the accuracy of deconvolution, seeding and segmentation used to generate the cell-level 
ground truth.  

 
Figure 4. Qualitative examination of segmentation results on the testing set. Representative tiles from each the testing set. 
Slide 1 (right) and Slide 5 (right): Non-cellular components of “lymphocyte regions” (grey) were present in ground truth (for 
training) but were mapped to stroma in output. Slide 2 (left): enclosed stromal region within a tumor nest is missed in ground 
truth but is picked up by trained model. Slide 2 (right) and Slide 3 (right) algorithm misclassified small necrotic region as 
stroma. Slide 5 (left): Ground truth connects small, scattered tumor nests under one tumor “region”, whereas the model learns 
to more accurately delineate region boundaries. 

The accuracy of region segmentation, as measured using the Dice coefficient, was: 0.78 (overall), 0.83 (tumor) and 0.77 
(stroma). Seed classification area under receiver-operator characteristics curve was 0.89 (micro-average), 0.89 
(lymphocytes), 0.90 (tumor), and 0.78 (fibroblasts) (Figure 5).  
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Figure 5. Accuracy of segmentation and classification. (Left) Overall semantic segmentation accuracy, measured by the DICE 
coefficient. The accuracy was calculated after decomposition of the model output into separate region and nucleus 
segmentation masks. Every point represents the accuracy over one tile in the testing set. Note the general correspondence 
between segmentation accuracy for regions and for nuclei. (Middle) Segmentation accuracy for tumor classification. (Right) 
Receiver-Operator Characteristics curve for final seed classification by pixel class majority. 

Computational sTIL scores were strongly and significantly correlated with consensus pathologist scores (Figure 6). 
Spearman Correlation between computational sTIL and pathologist consensus is high (R=0.73, p<0.001) and is higher than 
inter-pathologist correlation (R=0.66, p<0.001), though smaller in magnitude (hence the rationale for learning the linear 
calibration). We believe this magnitude difference is related to the inherent biases and ambiguity in estimating area by 
human observers.  

 
Figure 6. Calculating sTIL scores and correlating with consensus manual pathologist scores. A. Supervised tile selection 
process using the training set. The 30 training slides are used to learn a threshold for excluding irrelevant tiles by tumor fraction 
and to learn a linear calibration to map true c-sTIL fraction to what would be perceived as the sTIL fraction by a practicing 
pathologist. B. Agreement between the two pathologists. C. Agreement between algorithmic TiL scores and pathologist 
consensus. Each point represents one testing set slide from one of the 30 shuffles. D. Same as C, but after linear calibration. 
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The dichotomized sTIL score is 85% accurate in identifying low sTIL slides. This low sTIL group is characterized by poor 
survival outcomes, both using m-sTIL and c-sTIL scoring, consistent with existing literature and providing an additional 
layer of validation to the computational pipeline described here (Figure 7). 

 
Figure 7. Kaplan-Meier curves for dichotomized human and computational sTIL scores. A threshold of 10% was used to 
distinguish low- from moderate or high infiltrates, consistent with the published guidelines.  

4. LIMITATIONS AND CONCLUSIONS 
This work, like most others in the current computational pathology space, is limited by the lack of large-scale validated 
ground truth for segmentation of salient tissue components in breast cancer H&E images. Nonetheless, the limited dataset 
we have illustrates the validity of methods presented, both analytically (segmentation and classification accuracy) and 
clinically (TIL score and disease outcomes). The rarity of TNBC resulted in a relative scarcity of progression events, 
causing the Kaplan-Meier analysis to be slightly under-powered. Nevertheless, the trends are in the right direction and are 
almost indistinguishable for m-sTIL and c-sTIL scoring. Future work will investigate generalization of this algorithm to 
independent datasets derived from institutions not included in the model training and optimization process.  

Our results illustrate how an end-to-end framework enables accurate and consistent estimation of tumor infiltrating 
lymphocytes in breast cancer. The results are highly concordant with consensus scores from pathologists and successfully 
stratify patients by clinical progression outcomes. In the future we intend to extract various spatial sTIL metrics for 
correlation with clinical and genomic variables. 
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Section 3.4

MuTILs: explainable, multiresolution computational scoring of

Tumor-Infiltrating Lymphocytes in breast carcinomas using clinical guidelines

3.4.1 Introduction

Tumor-Infiltrating Lymphocytes (TILs) are an important prognostic and predictive biomarker in

basal and Her2+ breast carcinomas [158]. The stromal TILs score is the fraction of stroma within

the tumor bed occupied by lymphoplasmacytic infiltrates (Figure 3.4.1).

TILs are assessed visually by pathologists through examination of formalin-fixed paraffin-

embedded, hematoxylin and eosin (FFPE H&E) stained slides from tumor biopsies or resections.

They are subject to considerable inter- and intraobserver variability, and hence a set of standardized

recommendations was developed by the international Immuno-Oncology Working Group [155, 94].

Nevertheless, observer variability remains a critical limiting factor in the widespread clinical adop-

tion of TILs in research and clinical settings. Therefore, a set of recommendations was published

for developing computational tools for TILs assessment [11]. This brief report describes the de-

velopment and validation of MuTILs, an explainable deep-learning model for the evaluation of

TILs.

Figure 3.4.1: Components of various variants of the computational TILs score.
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Figure 3.4.2: MuTILs model architecture. a. The MuTILs architecture utilizes two parallel
U-Net models to segment regions at 1 micron-per-pixel (MPP) and nuclei at a 0.5 MPP resolution.
Inspired by HookNet, we passed information down from the low-resolution branch to the high-
resolution branch by concatenation. Additionally, region predictions from the low-resolution branch
are upsampled and used to constrain the nucleus predictions in the high-resolution branch. The
model was trained using a multi-task loss that gives equal weight to ROI and high-power-field
(HPF) region predictions, unconstrained HPF nuclear predictions, and region-constrained nuclear
predictions. b. Region predictions are used to constrain nucleus predictions to enforce compatible
cell predictions through class-specific attention maps. Attention maps are derived by modeling
the nucleus class prior probability as a linear combination of the corresponding region probability
vector. User-defined manual compatibility kernels mask out incompatible predictions.

3.4.2 Methods

MuTILs jointly segments tissue regions and cell nuclei and extends our earlier work on this topic

(Figure 3.4.2) [10]. It comprises two parallel U-Nets (each with a depth of 5) for segmenting regions

and nuclei at 1 and 0.5 microns-per-pixel (MPP), respectively [146]. Inspired by the HookNet

architecture, information is passed from the region branch down to the nucleus branch to provide

low-power context [186]. Additionally, we employed a series of constraints to promote compatible,

biologically sensible predictions.

We relied on images from 125 infiltrating ductal breast carcinoma patients from the BCSS and

NuCLS datasets [7, 8]. Additionally, we supplemented the training set with annotations from 85

slides from a private cohort. The slides were separated into training and testing sets using 5-fold

internal-external cross-validation, using the same folds as the NuCLS modeling paper [7, 171]. For

training, we extrapolated the nuclear labels from the small 256x256 pixel high-power fields to

large 1024x1024 pixel regions of interest (ROIs) by using NuCLS models to perform inference on
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Figure 3.4.3: Reconciliation of manual region and nucleus ground truth for model val-
idation. Each high power field from the pathologist-corrected single-rater NuCLS dataset was
padded to 1024x1024 at 0.5 MPP resolution (20x objective). As a result, each ROI had region seg-
mentation for the entire field (from the BCSS dataset) and nucleus segmentation and classification
for the central portion (from the NuCLS dataset). Note that the nucleus ground truth contains a
mixture of bounding boxes and segmentation. The fields shown here are from the testing sets.

the same slides they were trained on to obtain bootstrapped “weak” labels. Generalization results

presented here use manual labels (Figure 3.4.3).

For whole-slide image (WSI) inference, we relied on data from 305 breast carcinoma patients

for validation, 269 of whom were infiltrating ductal carcinomas, and 156 were Her2+. Visual

scores were assessed by one pathologist (Dr. Roberto Salgado, GZA-ZNA Ziekenhuizen, Antwerp,

Belgium) and used as the baseline. The WSI accession and tiling workflow used the histolab and

large image packages and included: 1. Tissue detection; 2. Detection and exclusion of empty space

and markers/inking; 3. Tiling the slide and scoring tiles at a very low resolution (2 MPP); 4.

Analyzing the top 300 tiles [53, 112]. Fixing the number of analyzed ROIs ensured a near-constant

run time of less than two hours per slide. Low-resolution tiles with a high composition of cellular
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(hematoxylin-rich) and acellular (eosin-rich) regions received a higher informativeness score. This

favored tiles with more peritumoral stroma. Color deconvolution was performed using the Macenko

method from the HistomicsTK package [58, 110]. Each of the top informative tiles was assigned

one of the trained MuTILs models in a grid-like fashion. This scheme acted as a form of ensembling

without increasing the overall inference time.

Trained MuTILs models were then used to segment tissue and nuclear components. A euclidean

distance transform was applied to detect stroma within 32 microns from the tumor boundary. The

fraction of image pixels occupied by this peritumoral stroma was considered a saliency score. We

assessed the following variant of the TILs score (Figure 3.4.1):

• Number of TILs / Stromal area (nTSa).

• Number of TILs / Number of cells in stroma (nTnS).

• Number of TILs / Total Number of cells (nTnA).

We obtained these score variants both globally (aggregating region and nuclear counts from all

ROIs) and through saliency-weighted averaging of scores obtained for each ROI independently. A

simple linear calibration was then used to ensure the scores occupied a similar range as the visual

scores.

3.4.3 Results

Table 3.4.1 shows the region segmentation and nucleus classification accuracy on the testing sets.

MuTILs achieves high accuracy for stromal region segmentation (DICE=80.8±0.4), as well as the

classification of fibroblasts (AUROC=91.0±3.6), lymphocytes (AUROC=93.0±1.1), and plasma

cells (AUROC=81.6±6.6) — all contributors to the computational TILs score. This accuracy is

also supported by qualitative examination of model predictions on both the ROIs from BCSS and

NuCLS datasets (Figure 3.4.3) and the full WSI (Figure 3.4.4). Computational TILs score variants

had a modest-to-high correlation with the visual scores (Spearman R ranges between 0.55 - 0.58)

(Figure 3.4.5). Some slides were outliers with discrepant visual and computational scores; the

causes for this discrepancy are discussed below. Both global and ROI saliency-weighted scores were

significantly correlated with the visual scores (p<0.001).
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Table 3.4.1: Generalization accuracy for region segmentation and nucleus classification
using manual ground truth. Results are on testing sets from the internal-external 5-fold cross-
validation scheme (separation by hospital). Fold 1 contributed to hyperparameter tuning, so it is
not included in the mean and standard deviation calculation. MuTILs achieves a high classification
performance for components of the computational TILs score. Region segmentation performance
is variable and class-dependent, with the predominant classes (cancer, stroma, and empty) being
the most accurate. The region constraint improves nuclear classification accuracy by 2-3% overall,
mainly by reducing misclassification of immature fibroblasts and large TILs/plasma cells as cancer
(see qualitative examination figure).
* Classes that contribute to the computational TILs score.
† Performance for Necrosis/Debris and TILs-dense regions is modest, primarily because of the
inherent subjectivity of the task and variability in the ground truth. For example, how dense
should the infiltrate be to be considered “dense”? Necrotic regions also often have TILs infiltrates
at the margin or adjacent areas of fibrosis, which are inconsistently labeled as necrosis, stroma,
or TILs-dense in the ground truth. Nonetheless, the classification of cells/material that comprise
necrotic regions (neutrophils, apoptotic bodies, debris, etc.) is reasonable at higher magnification.
‡ From the table, it is clear that the model essentially fails to segment normal breast acini at 10x
magnification. This failure is likely caused by: 1. The low representation of normal breast tissue in
the validation data from NuCLS and BCSS datasets; 2. Inconsistency in defining “normal,” which
is sometimes used in the sense of “non-cancer” (including benign proliferation), and sometimes only
refers to terminal ductal and lobular units (TDLUs). At high resolution, the distinction between
cancer versus normal/benign epithelial nuclei is reasonable.



Section 3.4: MuTILs model 111

ca
n
ce

r
n
o
rm

a
l

ly
m

p
h
.

p
l.
 c

e
ll

st
ro

m
a

d
e
b
ri
s

Regions

b
lo

o
d

o
th

e
r

e
m

p
ty

Classi�cation

(reliable truth)

Subclassi�cation

(unreliable truth)

Epithelium Stroma TILs

Nuclei
C
A
F

Other

Figure 3.4.4: Sample whole-slide predictions from trained MuTILs models. The predic-
tions show full WSI inference for illustration. Our analysis, however, only admitted the 300 most
informative ROIs to the MuTILs model to ensure a constant run time of less than two hours per
slide for practical applicability. ROI “informativeness” was measured at a very low resolution (2
MPP) during WSI tiling and favored ROIs with more peritumoral stroma.

We examined the prognostic value of MuTILs on infiltrating ductal carcinomas and Her2+

carcinomas. While we had access to visual scores from the basal cohort, the number of outcomes was

limited, and neither visual nor computational scores had prognostic value. Progression-free interval

(PFI) is the endpoint used per recommendations from Liu et al.. for TCGA, with progression events

including local and distant spread, recurrence, or death [105]. First, we examined the Kapan-

Meier curves for patient subgroups using a TILs-score threshold of 10% for stromal TILs score

and the median value for the nTnA computational score variant (Figure 3.4.6). Both visual and
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Figure 3.4.5: Correlation between visual and computational TILs assessment scores.
Visual scores were obtained from one pathologist using clinical scoring recommendations from
the TILs Working Group. MuTILs is a concept bottleneck model with a strong emphasis on
explainability; it segments individual regions and nuclei, which are then used to calculate the
computational scores. Two variants of computational scores were obtained: either the number of
stromal TILs was divided by the stromal region area, or the number of TILs was divided by the
total number of cells within the stromal region. We then calibrated these numbers to the visual
scores for easy comparison. While this scatter plot shows the calibrated scores, the correlation
coefficients were obtained using the raw scores to avoid optimistic results. Each point represents a
single patient. Points in red are outliers that contributed to the correlation metric but not to the
calibration. a. Computational scores are computed globally by aggregating data from all ROIs.
b. Computational scores are computed independently for each ROI, and the slide-level score is
calculated by weighted averaging.

computational scores had good separation within the infiltrating ductal cohort, although only the

nTnS and nTnA computational scores had significant log-rank p-values (p=0.009 and p=0.006,

respectively). Within the Her2+ cohort, all metrics had good separation on the Kaplan-Meier,

although the visual score had a borderline p-value. All computational scores were significant within

this cohort (p=0.018 for nTSa, p=0.002 for nTnS, and p=0.006 for nTnA).

We also examined the prognostic value of the continuous (untresholded) TILs scores using Cox

proportional hazards regression, with and without controlling for clinically-salient covariates in-

cluding patient age, AJCC pathologic stage, histologic subtype, and basal status (Table 3.4.2).

Within the infiltrating ductal cohort, the only metric with significant independent prognostic value

on multivariable analysis was the nTnS computational score. Within the Her2+ cohort, the visual

score was not independently prognostic (p=0.158), while the computational scores all had inde-

pendent prognostic value, with the most prognostic being the nTnS variant (p=0.003, HR<0.001).

Saliency-weighted ROI scores almost always had better prognostic value than global computational
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Figure 3.4.6: Kaplan-Meier analysis of visual and computational TILs assessment in
predicting breast cancer progression. A threshold of 10% was used for visual and calibrated
computational scores consistent with some of the research literature. Note that there is no recom-
mended threshold for stromal TILs scoring, and so these results should be considered along with
continuous results used in Cox regression modeling. For comparison, we also included a metric
that looks into the predictive value of TILs when the denominator includes all cells, not just those
in the stromal compartment. All metrics were obtained by weighted averaging of computational
scores from 300 ROIs.

scores.

3.4.4 Discussion

MuTILs is a concept bottleneck model; it learns to predict the individual components that con-

tribute to the TILs score (i.e., peritumoral stroma and TILs cells) and uses those to make the final

predictions [92]. This setup makes its predictions explainable and helps identify sources of error.

The region constraint helped provide context for the nuclear predictions at high resolution,

which helped reduce misclassification of immature fibroblasts and plasma cells as cancer (Figure

3.4.7). A qualitative examination of slides with discrepant visual and computational TILs scores

shows there are three major contributors to discrepancies:
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Table 3.4.2: Cox regression survival analysis of the predictive value of visual and com-
putational TILs scores for breast cancer progression. The analysis was restricted to slides
where visual TILs scores were available for a fair comparison. In the multivariable setting, each
metric was part of an independent model along with clinically-salient covariates. We controlled all
multivariable models for patient age and AJCC pathologic stage I and II status. Additionally, we
controlled models using the infiltrating ductal carcinoma subset for basal genomic subtype status,
and we controlled models using the Her2+ subset for infiltrating ductal histologic subtype status.
Significant p-values are outlined in bold, using a significance threshold of 0.05. The * symbol indi-
cates values < 0.001. Abbreviations used: HR, Hazard Ratio; 95%CI, upper and lower bounds of
the 95% confidence interval; C-index, concordance index; No., number; Avg, weighted average.
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• Misclassifications of some benign or low-grade tumor nuclei as TILs.

• Variations in TILs density in different areas within the slide, which causes inconsistencies in

visual scoring. This phenomenon is also a well-known contributor to inter-observer variability

in visual TILs scoring [94].

• Variable influence of tertiary lymphoid structures on the WSI-level score.

Our results show that the most prognostic TILs score variant (nTnS) is derived from dividing

the number of TILs cells by the total number of cells within the stromal region. The visual scoring

guidelines rely on the nTSa, which is reflected in the slightly higher correlation of the nTSa variant

with the visual scores compared to nTnS [155]. So why is nTnS more prognostic than nTSa?

There are two potential explanations. First, it may be that nTnS is better controlled for stromal

cellularity since it would be the same in low- vs. high-cellularity stromal regions as long as the

proportion of stromal cells that are TILs is the same. Second, nTnS may be less noisy since it relies

entirely on nuclear assessment at 20x objective, while stromal regions are segmented at half that

resolution.

Finally, we note that this validation was done only using the TCGA cohort, and future work will

include validation on more breast cancer cohorts. In addition, we note that MuTILs has limited

ability to distinguish cancer from normal breast tissue at low resolution, which may necessitate

manual curation of the analysis region, especially for low-grade cases.

3.4.5 Conclusion

MuTILs is a lightweight deep learning model for reliable computational assessment of TILs scores

in breast carcinomas. It jointly classifies tissue regions and cell nuclei at different resolutions and

uses these predictions to derive patient-level TILs scores. We show that MuTILs can produce

predictions that have good generalization for the predominant tissue and cell classes relevant for

TILs scoring. Furthermore, computational scores are significantly correlated with visual assessment

and have strong independent prognostic value in infiltrating ductal carcinoma and Her2+ breast

cancer.
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Figure 3.4.7: Qualitative examination of sample testing set predictions and sources
of misclassification. The training dataset contained several subclassifications for region and
nuclear data with unreliable or variable ground truth. Hence, we assessed performance at the
level of grouped classes with reliable ground truth (tumor, stroma, TILs) at evaluation. The low
representativeness of normal breast acini in training makes raw MuTILs predictions unreliable for
differentiating normal and cancerous epithelial tissue (bottom row). This issue can be mitigated by
expanding the training set or downstream modeling of architectural patterns, which is beyond the
scope of this work. Note how the region constraint improves nuclear classifications (third vs fourth
column). This improvement is most notable for large TILs (first row) and immature fibroblasts
(second row), which are misclassified as cancer without the region constraint.
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Chapter 4

Histopathologic correlates of clinical and genomic phenotypes

This chapter contains two explorative studies of morphologic histopathologic correlates of clinical

and genomic phenotypes. First, we build on our CNN modeling work from Chapter 3 by repre-

senting each whole-slide image (WSI) scan by a small set of numerical features summarizing the

morphologic appearance of computationally-delineated tissue regions and nuclei. These features

are then used for downstream modeling of patient survival outcomes and genomic phenotypes of

interest. The following sections are presented:

• Histomic Prognostic Score: a computational morphologic signature with independent prognos-

tic value in invasive carcinomas of the breast

• Yang, X., Amgad, M., Cooper, L. A., Du, Y., Fu, H., and Ivanov, A. A. (2020). High

expression of MKK3 is associated with worse clinical outcomes in African American breast

cancer patients. Journal of translational medicine, 18(1):1–19.



Section 4.1: Histomic Prognostic Score 118

Section 4.1

Histomic Prognostic Score: a computational morphologic signature with

independent prognostic value in invasive carcinomas of the breast

4.1.1 Introduction

So far, the work presented in this dissertation has focused on the accurate delineation of tissue

regions and nuclei from digitized WSI scans of H&E stained slides of invasive carcinomas of the

breast. This section is a continuation of the work described in Section 3.4. After we had trained and

validated the MuTILs model, we were able to automatically delineate all tissue regions and nuclei

within WSIs. For each patient, we now had 1000+ tissue region boundaries and 100,000+ nuclei

locations, boundaries, and classifications. These regions and nuclei were then used to extract a

number of morphological and contextual features that we used for downstream prognostic modeling.

This concept bottlenecking approach was introduced in Section 1.2, and is also summarized in Figure

4.1.1.

The main question we attempt to answer is: can we extract a morphological signature from

WSI scans of H&E stained slides that are objective, accurate, and have equivalent prognostic

value to manual Nottingham grading [12, 101]? There are two aligned but somewhat distinct

objectives here. First, we wanted to extract morphologic features that correspond to the criteria

used by pathologists in the day-to-day grading of invasive carcinomas. The main gains here stem

from the objective and repeatable nature of computational algorithms. Second, we wanted to

capture morphologic features that have prognostic value but are not captured by existing grading

criteria. For example, Nottingham grading only relies on epithelial criteria without representing

stromal or immune elements [12, 101]. Here, the main gains would be derived from gaps in the

current assessment criteria. We rely on two datasets for this analysis. The first is called the Cancer

Prevention Study II and is a long-term prospective cohort study organized by the American Cancer

Society [27]. While all CPS-II participants were cancer-free at the time of recruitment, our analysis

focuses on the survival outcomes of those participants who developed invasive breast cancer during

the study period. CPS-II was used as our discovery cohort for model fitting. We used The Cancer

Genome Atlas (TCGA) as our validation cohort.
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Figure 4.1.1: Concept bottleneck modeling in invasive carcinomas of the breast. The
trained MuTILs model is used to delineate tissue regions and cells, which are then used to extract
a number of morphological and spatial histomic features. These per-region and per-cell histomic
features are aggregated using weighted mean and standard deviation to obtain patient-level histomic
features that are used for downstream Cox Proportional Hazards (PH) survival modeling. The
Histomic Prognostic Score (HPS) is a continuous score mapped to the 0-10 range using log partial
likelihood predictions from the fitted survival model.

4.1.2 Methods

Detected regions and nuclei were summarised using a set of compact features that were used for

later prognostic modeling. Figure 4.1.2 shows two sample histomic features we extracted: ep-

ithelial chromatin clumping and peri-fibroblast stromal matrix intensity heterogeneity (shorthand:

PeriFibroblMatrixHeteroIn512uMROI ).

Our extracted features can be broadly categorized into:

• Global features: Such as overall cancer cell density, overall TILs density, the global amount

of necrosis within the WSI, and so on. All of these values were normalized to the amount of

tissue analyzed.

• Region morphology : Standard size and shape measurements, extracted per region, and aver-

aged for tissue regions that belong to the same class. These were extracted using the sklearn
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Figure 4.1.2: Visualization of two prognostically important histomic features. a. Ep-
ithelial chromatin clumping is one of the most prognostic features we found and is strongly and
significantly correlated with manual nuclear grade. Our metric capturing variation of chromatin
clumping is also prognostically important. Our computational measure of clumping relies on a
Canny edge detector, with higher values indicating more edges inside the nucleus. Cancer cells
are transcriptionally-active and haphazardly dividing, hence the clearing of some areas within the
genome to transcribe specific gene subsets.b. Peri-fibroblast stromal matrix intensity heterogeneity
per ROI, a highly prognostic histomic feature.

library’s regionprops method. Boundary complexity was measured using fractal (box count-

ing) dimension, as implemented by Nicholas P. Rougier in this Github repository . We note

that the MuTILs model detects contiguous TILs aggregates at a one micron-per-pixel (MPP)

resolution. Hence, we did not need to use global clustering or graph-based methods to iden-

tify TILs cluster boundaries as they were determined in a data-driven manner using semantic

segmentation.

• Simple nuclear morphology : Nuclear size, shape, staining intensity, boundary complexity,

https://gist.github.com/rougier/e5eafc276a4e54f516ed5559df4242c0
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edges (chromatin clumping) and texture were all extracted using the HistomicsTK standard

library’s compute nuclei features method [58]. The HistomicsTK implementation is largely

based on sklearn library’s regionprops method for the size and shape features, Canny edge

detectors and Haralick features for texture, and fractal dimension for boundary complexity

[64, 54, 58].

• Deep nuclear morphology : We observed, based on results presented in Sections 3.2 and 3.4,

that nuclei do not always have typical morphology and that they are often ambiguous and

difficult to classify in H&E images without IHC markers. Deep-learning models produce a

classification probability vector, and we used those probabilities to capture the degree of

conformity of nuclei to various classifications of interest.

TILs activation is the probability that a certain nucleus is classified as a plasma cell, divided

by the overall probability that the nucleus belongs to the TILs superclass. We note that in

the ground truth, the plasma cell class was not determined using IHC, nor was it limited

to the most typical morphology. Hence, it refers to large TILs, including plasma cells and

others.

Nuclear atypia is the probability that a certain nucleus is classified as a cancer cell divided

by the total probability that it belongs to the epithelial class.

CAF epithelialization is the probability that a certain nucleus is classified as a fibroblast,

divided by the sum of its fibroblast and cancer cell classification probabilities.

• Cytoplasmic texture and staining : We note that the delineation of cytoplasmic boundaries

in H&E is not reliable, but we used the standard method of calculating texture statistics

within 4 microns of nuclear boundaries. This search area is determined by dilating nuclear

boundaries. This HistomicsTK library was used for extracting these features.

• Local cell density : These were defined as the average number of cells of a certain class within

a predefined radius from the ”central” cell. The central nucleus can have the same class as the

surrounding nuclei; for example, the LocalTILsDensity32uM metric measures how many TILs

are within 32 microns of the typical TILs cell? Alternatively, the central and surrounding can

have different classifications; for example, the TILsDensityWithin32uMOfEpithCell metric
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measures how many TILs are within 32 microns of the typical epithelial cell. This statistic

was calculated using a fast K-D trees implementation, based loosely on the implementation

by Sam P. Ingram in this Github repository [20].

• Local cell clustering : These were based on Ripley’s K-function at a single distance, which is

a measure of clustering beyond that expected from random chance [145, 99]. We obtained

this metric by normalizing local cell density estimates to ”complete spatial randomness.” For

example, there is a higher chance that more lymphocytes will surround another lymphocyte

by random chance, just because there are so many of them. Hence, high density does not

necessarily indicate clustering beyond random chance. On the other hand, just a few fibrob-

lasts surrounding each other may result in a high clustering value since they are (globally)

less dense, so there is a lower chance of this dense local aggregation occurring by random

chance.

• Region composition: Cellular composition of various histopathologic tissue compartments.

For example, NoOfLowGradeNucleiPerEpithNest measures the number of epithelial nuclei

that were considered low-grade by the MuTILs model, per epithelial nest. Region composition

metrics also enabled us to estimate nuclei-to-cytoplasmic (N/C) ratio. As we mentioned

earlier, cytoplasmic boundaries cannot be precisely determined in H&E stained slides (even

visually), but we relied on a simple heuristic to calculate the N/C ratio: divide the total

nuclear area within an epithelial nest by the overall area of the epithelial nest.

• Region neighborhood composition: Region masks were morphologically dilated to identify the

tissue and cellular composition within a prespecified distance of the margin. For example,

CAFDensityAtEpithNestMargin measures the density of CAFs within a 128-micron margin

around epithelial nests.

• Stromal matrix and collagen features: Figure 4.1.3 illustrates come features that capture

stromal matrix, including abstract texture and intensity-based analysis, as well as a more

sophisticated analysis of the separation, length, and disorder of collagen fiber orientations.

We captured collagen disorder by three separate approaches. First, we hypothesized that

collagen separation and stromal matrix discoloration (e.g., desmoplasia) would reflect on

https://github.com/SamPIngram/RipleyK
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abstract intensity and texture measurements from the collagen stroma (upper-right panel).

Peri-fibroblast stromal matrix intensity heterogeneity per ROI is a complex feature that

captures the variation in stromal matrix caused by collagen fiber separation as well as the

interface between desmoplastic and quiescent stroma. The metric is calculated by measuring

the average intensity within a very thin rim around each fibroblast and calculating the variance

in that intensity across a 512x512 uM ROI.

Second, we took a direct approach whereby we detected the collagen fibers themselves largely

following the methodology described by Li et al. [102]. In brief, a Canny edge detection

algorithm is used to detect the interface where collagen fibers separate from each other. Then

we used connected component analysis to isolate individual edges and extracted standard

morphological descriptors from each of these edges. Fibers that have a very small minor-

to-major axis ratio were considered straight fibers (thickened in Figure 4.1.3), and these

were further admitted to calculate the CFOD metric described by Li et al. [102]. This is a

measure of the degree of disorder in collagen orientation, calculated from a length-weighted

orientation co-occurrence matrix (bottom-right panels in Figure 4.1.3). Finally, we also

measured collagen entropy indirectly by calculating the entropy of orientations of fibroblast

nuclei within a certain radius of each other. We hypothesized that in some settings, fibroblast

nuclei might be more reliably detected than collagen fibers.

Low entropy - vertical �bers Low entropy - horizontal �bers High entropy - many orientations

rientations

Most �bers
are vertical

Most �bers
are horizontal

rientations

Most �bers
are vertical

Most �bers
are horizontal

Orientations

Figure 4.1.3: Features capturing stromal matrix and collagen entropy.
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Thematic extraction of histomic features

Histomic features fall under five major themes, which are further divided into 26 sub-themes.

Themes and sub-themes were engineered in a hypothesis-driven manner and are meant to capture

distinct biological phenomena and processes. The themes are: epithelial features, stromal features,

TILs features, necrosis abundance, and features capturing various interactions between different

cells. Sub-themes encompass specific phenomena. For example, the TILs theme is subdivided into:

TILs abundance, TILs clustering, TILs cluster morphology, TILs cluster pleomorphism, and so on.

We expect histomic features within the same themes and sub-themes to be correlated with each

other and less correlated with other themes. The exception, of course, is the Interactions theme,

which may or may not be correlated with others. On examination of the absolute correlation matrix,

we can see that the correlation is stronger towards the diagonal, within the squares representing

themes and sub-themes (Figure 4.1.4). The off-diagonal correlations are visibly stronger within

the TCGA cohort, likely because it is mostly composed of high-grade, advanced cases. Hence the

variation and distinctiveness of biological phenomena are less in TCGA. This higher variability of

cases is the reason we chose CPS-II as our training cohort for the prognostic modeling. As we

will discuss later, feature selection is made within each biological sub-theme; the most prognostic

feature within each sub-theme on univariable analysis is used for further prognostic modeling.

One of the themes we focused on is characterizing the cancer-associated stroma since standard

Nottingham grading does not capture it. Stromal features include morphological descriptors of

fibroblast nuclei, characterization of TILs, and detailed analysis of the stromal matrix, which is

primarily composed of type I Collagen fibers (Figure 4.1.3).

All of these measurements were assessed as potential prognostic indicators, and the most prog-

nostic ones were admitted into the final prognostic score.

Histomic prognostic model fitting

The most prognostic feature from each biological sub-theme at the univariable level was admitted

into this model, along with the standard IHC marker panel: Estrogen Receptor (ER) expression,

Progesterone Receptor (PR) expression, and Her2+ overexpression (Figure 4.1.5). Additionally, we

created a composite metric for triple-negative status (TNBC), defined as the absence of all standard
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Figure 4.1.4: Correlation between histomic features, by biological theme and sub-theme.

markers. The rationale for incorporating IHC markers is to attempt to find histomic features that

provide excess prognostic values beyond that already defined by the expression of hormone and

Her2 receptors. We did not want to learn histological features that were very highly correlated

with, say, TNBC status since they would not be clinically helpful. Virtually all breast cancer

patients undergo standard breast panel testing, so in a clinical setting, the practicing pathologist

and oncologist always have access to at least the histological slide and standard IHC markers

[101, 12]. A total of 30 features (26 sub-themes and 4 IHC panel markers) were entered into an

elastic-net regularized Cox proportional hazards survival model, predicting breast cancer-specific

survival with the CPS-II patient cohort. The optimal hyperparameters (alpha and beta) for model

regularization were obtained by cross-validation. The trained model was then used to predict the

log partial hazard for the entire training population, and the predictions were binned into ten equal

intervals. The end result is a continuous score that ranges from 0 to 10, where 10 is the highest

risk of death. Additionally, we modeled the predicted risk scores as a mixture of three Gaussian

curves, representing the low-, intermediate- and high-risk populations. The points where curves
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cross were then considered to be data-driven cut-off for dividing patients into three risk groups.

Figure 4.1.5: Model fitting to obtain the Histomic Prognostic Score and groups. A. The
All-grade model is fit to the entire discovery cohort from the Cancer Prevention Study II. B. The
High-grade model fit only to the high-grade CPS-II cases, based on Nottingham grades from clinical
records.

The manual Nottingham grade is a semi-quantitative metric that is assessed by pathologists

through visual examination of three epithelial features: tubule formation, nuclear atypia and pleo-

morphism, and mitotic figure count in hotspot regions [12, 101]. Standard of care also includes

assessment of the standard IHC panel (ER, PR, and Her2+ expression status). To ensure a fair

head-to-head comparison of our Histomic Prognostic Score and Histomic Prognostic Group, we

used the exact same methodology to develop a baseline model fit only to the standard panel avail-

able in day-to-day practice (Figure 4.1.6). This baseline model also yields a risk score in the range

0-10 and three risk groups. Since Nottingham grading is discrete, unlike our histomic features,
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which are continuous, the resulting histogram of predicted risks contains discrete bins, so it could

not be faithfully represented by a mixture of Gaussian. Instead, we divided the score range into

three equal proportions. Nottingham grade 1 and triple-negative status were the most important

contributors to this model.

Baseline model: �t to all CPS-II patients' BCSS

Figure 4.1.6: Model fitting to obtain the baseline model based on manual Nottingham
grading and the standard IHC panel.

Hence, we had three sets of weights that we learned using the CPS-II cohort:

• All-grade model : This is a learned weighted combination of 26 histomic features and 4 IHC

features based on the entire CPS-II patient cohort.

• High-grade model : This is a learned weighted combination of 26 histomic features and 4 IHC

features based on high-grade CPS-II patient cohort. The high-grade designation is based on

Nottingham grading obtained from pathology reports.

• Baseline model : This is a learned weighted combination of pathologist-determined Notting-

ham grade and 4 IHC features based on the entire CPS-II patient cohort.

Multi-variable Cox Proportional Hazards regression

After we learned the optimum combination of histomic features comprising the All-grade, High-

grade, and Baseline models, and the optimum thresholds to learn discrete risk groups, we produced

the following features for each patient:
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• Histomic Prognostic Score (HPS): This is a number ranging from 0-10, where 10 is the highest

risk. If the patient’s clinical record indicated that they had a high-grade (i.e., advanced)

cancer, they had two HPS scores, one from the All-grade model and one from the High-grade

model.

• Histomic Prognostic Group (HPG): One of three risk groups, low, intermediate, and high-risk.

If the patient’s clinical record indicated that they had high-grade cancer, they had two HPG

assignments corresponding to the two HPS values.

• Baseline Risk Score: A risk score in the range 0-10 using the baseline model.

• Baseline Risk Group: One of three risk group assignments based on the baseline risk score.

In the CPS-II cohort, we fit multivariable models to predict Breast Cancer-Specific Survival

(BCSS), while in the TCGA, we fit the models to predict Overall Survival (OS). There was missing

clinical data in both cohorts, so we explored two multivariable models. The first only controls for

pathologic stage and tumor size and is a robust model with maximal sample size. We fit another

model using a smaller set of patients with complete clinical information on pathologic stage, tumor

size, whether the cancer was detected using proactive screening (in CPS-II), menopausal status

at diagnosis, race, smoking history (in CPS-II), age at diagnosis, body mass index (for CPS-II),

expression of basal markers CK5/6 or EGFR (for CPS-II) and genomic subtype (for TCGA).

4.1.3 Results

Epithelial histomic features are associated with Nottingham grades

We extracted a number of morphological and contextual descriptors that capture the tubule for-

mation component of Nottingham grading criteria for breast cancer. We restricted this analysis to

invasive ductal carcinomas to avoid confounding by special histological subtypes with distinct ar-

chitectures. We obtained the detailed histological grades for TCGA patients from Ping et al. [139],

which included the tubule formation of the Nottingham grade, parsed from the pathology report

by three independent pathologists. The CPS-II cohort only had the overall grade, which was used

here. Many measurements have a significant correlation with manual grading, and the strength

of association is notably variable by measurement and cohort. We noted that the association was
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weaker within the CPS-II cohort, likely because the overall grade is impacted by nuclear morphol-

ogy and mitotic figures, not captured by the architecture-focused metrics we examine here. Notable

associations include: 1. Epithelial cell clustering is negatively associated with grade, as high-grade

cancers have cells that are spreading out and less likely to form well-defined acini. 2. Size and

number of holes within the epithelial nests are positively associated with grade. Low-grade cancers

are smaller and only have one hole (the central gland or duct lumen), whereas high-grade cancers do

not have a well-defined structure and therefore have many holes. 3. The variation/pleomorphism

in the size of acini and number of holes within them is also positively associated with grade.

CPS-II (In�ltrating ductal carcinoma)a

Figure 4.1.7: Histomic epithelial architecture measurements are associated with Not-
tingham grades. Note that the distributions are not Gaussian, and tend to be bi-modal since
many cancers have a minority of normal or low-grade acini. Therefore, we used the non-parametric
Wilcoxon rank-sum text for reporting p-values.

We extracted a number of morphological and contextual descriptors that capture the nuclear

grade component of Nottingham criteria for breast cancer. We obtained the detailed histological

grades for TCGA patients from Ping et al. [139], which included the nuclear component of the Not-

tingham grade, parsed from the pathology report by three independent pathologists. The CPS-II

cohort only had the overall grade, which was used here. There are many histomic features with

a significant association with the nuclear grade, and the strength of association is stronger than

architectural features within the CPS-II cohort. As with the architectural features, many of the

distributions are bi-modal due to normal or low-grade epithelial acini/nests. Since MuTILs can al-
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ready distinguish between normal and cancerous cells, we assigned each epithelial nucleus an atypia

score as the probability it is a normal epithelial cell, divided by the probability it is an epithelial

cell. The number of nuclei with a low atypia score per epithelial nest was strongly and significantly

associated with nuclear grade in both the CPS-II and TCGA cohorts. Other histomic measures of

atypia, including nuclear size and chromatin clumping, we significantly positively associated with

nuclear grade. Additionally, we found that histomic measures of nuclear pleomorphism were signif-

icantly associated with nuclear grade, including variation in nuclear size, staining, and chromatin

clumping.

Figure 4.1.8: Histomic epithelial nuclear measurements are associated with Nottingham
grades.

Computational scores are correlated with visual scores from pathologists

Unlike the results shown in Figure 3.4.5, where only the top 300 ROIs were assessed per slide for

efficiency, this analysis looked at the entire slide. One practicing pathologist provided the TILs

scores for the TCGA cohort, and another provided the scores for the CPS-II cohort. We extracted

many histomic features capturing TILs; we selected three that capture TILs abundance in various

ways. Specifically, we measured the number of TILs, divided by the stromal region area (nTSA),

the number of TILs to the total number of stromal cells (nTnS), and the local TILs density. The

first two measurements were explored and discussed in Section 3.4. Local TILs density is defined as
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the number of TILs within 32 microns of the typical TILs cell. Hence, this measure is of the density

within areas where TILs already exist. All of these measurements had a significant but modest

correlation with the manual scores. Within the TCGA, nTSA had a stronger correlation than the

other two measurements; it is the metric most closely capturing the clinical recommendations. In

CPS-II, however, local TILs density had a stronger correlation with visual scores. Note that all

visual and histomic metric distributions were skewed since more patients had low TILs infiltration,

hence our usage of the non-parametric Spearman’s correlation metric.
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Figure 4.1.9: Association between histomic TILs measurements and pathologist TILs
scores.

Most prognostic histomic features

Figure 4.1.10 shows the univariable Cox proportional hazards model coefficients of histomic fea-

tures on the discovery cohort (CPS-II). The four biggest themes, tumor, stroma TILs, and interac-
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tions are shown here. The coefficients shown here are from univariable Cox proportional-hazards

models predicting breast cancer-specific survival within the CPS-II cohort. Since these models do

not control for critical factors like hormone receptor status and Her2 over-expression, they should

be interpreted with caution. Nevertheless, we used these univariable coefficients to pick the top

histomic feature per biological sub-theme to be admitted into the histomic prognostic model de-

scribed later. The top three features within the epithelial theme were: circularity of epithelial

nests, chromatin clumping of epithelial nuclei, and variation of circularity of epithelial nests. The

top three stromal features were: global fibroblast density, peri-fibroblast stromal matrix intensity

heterogeneity within the ROI, and density of cancer-associated fibroblasts (CAF) at the epithelial

nest margin. The top 3 prognostic TILs features were: Chromatin clumping of TILs nuclei, TILs

clustering within 64 microns of epithelial cells, and variation in the activation of TILs within TILs

aggregates. Activation of TILs is a term we use for a deep-learning score we obtain for each TILs

cell, capturing how closely it resembles large TILs with plasma cell-like morphology. The top 3

interaction features were all related to the density of Cancer-Associated Fibroblasts (CAF) within

various radii from epithelial and TILs cells.

Epithelial features Stromal features

TILs features Interaction features

Figure 4.1.10: Univariable coefficients for histomic features for BCSS on CPS-II.

Figure 4.1.5 shows the multivariable histomic model coefficients, where the top feature from
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each of the 26 sub-themes are controlled for each other, along with the expression of standard IHC

markers ER, PR, and Her2. The most prognostic features were different for the general patient

population compared to the high-grade cohort.

Within the general population, the standard IHC panel had the highest prognostic value, with

triple-negative (TNBC) status as the most adverse prognostic features, followed by ER and PR

expression. The top adversely prognostic histomic features were global fibroblast density, global

cancer cell density, and chromatin clumping of epithelial nuclei (and its variation). The most

protective prognostic indicators were peri-fibroblast stromal matrix heterogeneity and circularity

of epithelial nests (and its variation).

Epithelial features have a less important prognostic role within the advanced, high-grade cases.

Instead, the top features within this cohort were variation in the size of TILs clusters, the density

of large/”active” TILs at the epithelial nest margin, peri-fibroblast stromal matrix heterogeneity,

and TILs clustering within 64 uM of epithelial cells.

Distribution shift between the CPS-II and TCGA datasets

We wanted to quantitatively investigate the degree of dissimilarity between the two cohorts in terms

of the histomic features comprising the histomic prognostic score. To do so, we Z-score normalized

both cohorts relative to CPS-II and examined the feature histograms. Then we calculated the

Kullback–Leibler (KL) divergence between CPS-II and TCGA histograms. The larger this value,

the most dissimilar are the two distributions. Three epithelial features that are influential on the

prognostic score also exhibit a high degree of dissimilarity between the CPS-II and TCGA patient

cohorts. Figure 4.1.11 shows differences in distributions between the CPS-II and TCGA cohorts

for histomic features comprising the all-grade model. For global cancer cell density, many CPS-II

cases are concentrated just below the mean, whereas most TCGA cases are to the right of the

CPS-II mean. The same is true for chromatin clumping and variance of chromatin clumping. In

contrast, Figure 4.1.12 shows differences in feature distributions between the CPS-II and TCGA

cohorts for histomic features comprising the high-grade model. Since the high-grade model was

trained on high-grade CPS-II cases, it learns features that are can differentiate advanced cases like

those comprising most of the TCGA cohort. Notice that epithelial features are much less influential

in this model. TILs clustering and interactions emerge as top contributors to the score.
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Figure 4.1.11: Differences in feature distributions between the CPS-II and TCGA co-
horts for histomic features comprising the All-grade model. a. Kullback–Leibler (KL)
divergence between CPS-II and TCGA histograms. b. A heatmap encoding the feature histograms
for both patient cohorts. Note the difference in density in features where KL divergence is high. c.
Histograms for the top six histomic features within the Histomic Prognostic Score.
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Figure 4.1.12: Differences in feature distributions between the CPS-II and TCGA co-
horts for histomic features comprising the High-grade model. This figure is organized the
same way as Figure 4.1.11, but measures dissimilarity using histomic features from the high-grade
model instead.
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Histomic Prognostic Groups stratify patients better than the baseline model

Within the CPS-II cohort, Histomic Prognostic Groups from the All-grade model can stratify

patients into three subgroups better than both grading alone and the baseline model (grading +

IHC) (Figure 4.1.13). This is evidenced by the better separation of KM curves and the larger

log-rank test statistic. This stratification improvement is driven in large part by re-assignment

of patients identified as intermediate risk by the baseline model into either the low- or high-risk

groups (Figure 4.1.14).

Moreover, The histomic model is able to identify low-risk patients that were classified as grade 3

by the pathologist. Again, the stratification is better than the baseline model using manual grading

and standard IHC markers.

Kaplan-Meier survival by risk group (all patients)
a

Figure 4.1.13: Kaplan-Meier survival curves for the CPS-II cohort, using Histomic Prog-
nostic Groups from the All-grade model.

TCGA patients were harder to subdivide into different cohorts through manual grading or the
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Risk groups in CPS-II (All-grade model, trained on all CPS-II patients)
a

b Risk group in TCGA (High-grade model, trained on high-grade CPS-II patients)

Grade � Grade + IHC Panel Grade � Histomic Prognostic Group Grade + IHC Panel � Histomic Prognostic Group

Grade � Grade + IHC Panel Grade � Histomic Prognostic Group Grade + IHC Panel � Histomic Prognostic Group

Low risk Low risk

Figure 4.1.14: Sankey plot showing risk group changes if Histomic Prognostic Grades
are adopted. These are the changes in risk grouping of patients responsible for prognostic grains
shown in the Kaplan-Meier plots above, and later in the multivariable survival models.

baseline model. The intuitive explanation is that most TCGA breast cancer cases are advanced, so

further subdivisions would be difficult. That said, the Histomic Prognostic Grouping successfully

stratifies TCGA patients into three prognostically-distinct groups, although the p-value was not

significant (Figure 4.1.15). It should be noted that TCGA has a higher censorship rate than the

CPS-II cohort.

Histomic Prognostic Score has independent prognostic value

The Histomic Prognostic Score is prognostic in both the CPS-II and TCGA cohorts and consistently

beats the baseline model. Figure 4.1.16 shows the minimal multivariable model, controlled only for

stage and tumor size to maximize robustness and sample size. In CPS-II, the Histomic Prognostic

Score has a stronger independent prognostic value than the baseline model. Since the score ranges
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Figure 4.1.15: Kaplan-Meier survival curves for the TCGA cohort, using Histomic Prog-
nostic Groups from the high-grade model.

from 0-10, the hazard ratio can be interpreted as follows: every unit increase on the risk score is

associated with a 15%-45% increase in the risk of death from breast cancer. Discretized Histomic

prognostic groups have independent prognostic value, but the baseline model is stronger. The

Histomic Prognostic Score also has an independent prognostic value in TCGA; every unit increase

is associated with a 10%-67% increase in the risk of death. None of the other measures had

prognostic value in TCGA, including the Histomic Prognostic Groups and the baseline model

scores and groups.

Figure 4.1.16 shows a more comprehensive multivariable model, controlled for a wide range of

covariates. In CPS-II, the Histomic Risk Score has a stronger independent prognostic value than

the baseline model. The risk groups have independent prognostic value but are roughly equivalent

to the control model. The Histomic Prognostic Score also has an independent prognostic value in

TCGA; every unit increase is associated with a 3%-71% increase in the risk of death. None of the

other measures had prognostic value in TCGA, including the Histomic Prognostic Groups and the

baseline model scores and groups.

The issue of confounding by treatment is complex and is further discussed below. Neither the

CPS-II nor TCGA datasets have granular treatment information to allow for robust control for this

issue. Where available, the treatment information is coarse and only available for a small subset of

patients, substantially reducing the sample size.

Nonetheless, we did examine the effect of coarse treatment variables on the CPS-II cohort in

a separate multivariable model. The variables admitted into that model included all variables
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a
Training: CPS-II, BCSS; Testing: CPS-II, BCSS

b
Training: CPS-II, BCSS; Testing: TCGA, OS

Histomic Risk Score

N=1188

Deaths=121

C-index=0.75

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Score

Size <1cm

Hazard Ratio

1.29 (1.15,1.45)

Hazard Ratio

All-grade model

Histomic Risk Group

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Grp 1

Size <1cm

Risk Grp 3

N=1188

Deaths=121

C-index=0.75

0.58 (0.35,0.97)

1.91 (1.27,2.88)

Grade+IHC: Risk Score

N=1174

Deaths=115

C-index=0.77

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Score

Size <1cm

Hazard Ratio Hazard Ratio

1.16 (1.09,1.24 )

Baseline model

Grade+IHC: Risk Group

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Grp 1

Size <1cm

Risk Grp 3

N=1174

Deaths=115

C-index=0.76

2.09 (1.37,3.17)

0.49 (0.27,0.91)

Histomic Risk Score

N=800

Deaths=80

C-index=0.67

Stage 1

Stage 3

Size (T1)

Risk Score

Size (T3)

Hazard Ratio

1.36 (1.10,1.67)

High-grade model

Histomic Risk Group

N=800

Deaths=80

C-index=0.66

Stage 1

Stage 3

Size (T1)

Risk Grp 1

Size (T3)

Hazard Ratio

Risk Grp 3

0.52 (0.15,1.74)

1.47 (0.89,2.45)

Baseline model

Grade+IHC: Risk Score

N=516

Deaths=50

C-index=0.69

Stage 1

Stage 3

Size (T1)

Risk Score

Size (T3)

Hazard Ratio

1.06 (0.96,1.17)

Grade+IHC: Risk Group

N=516

Deaths=50

C-index=0.69

Stage 1

Stage 3

Size (T1)

Risk Grp 1

Size (T3)

Hazard Ratio

Risk Grp 3
0.91 (0.31,2.67)

1.27 (0.69,2.33)

Figure 4.1.16: Multivariable Cox PH of Histomic Prognostic Scores and Groups (v1).
This version only controls for cancer stage and tumor size to maximize sample size and model fit.
CPS-II was always used as the training cohort for learning the All-grade, High-grade and Baseline
model parameters.

from Figure 4.1.17, along with three indicator variables for targeted therapy, chemotherapy, and

radiotherapy. Inclusion of the treatment variables results in a sample size reduction to 727 patients

(72 events). Controlling for all these factors, HPS was independently prognostic (HR=1.38; 95%CI:

1.14,1.66; p<0.001). HPG group 1 was not independently prognostic (HR=0.55; 95%CI: 0.27,1.11;

p=0.093), unlike HPG group 3 which was independently prognostic (HR=1.78; 95%CI: 1.01,3.12;

p=0.045).

For comparison, the baseline risk score was also independently prognostic but had a lower

hazard ratio than HPS (HR=1.23; 95%CI:1.10,1.39; p<0.001). Like the histomic groups, baseline

group 1 was not independently prognostic (HR=0.63; 95%CI: 0.30,1.33; p=0.227), unlike baseline

group 3, which has a stronger independent prognostic value than the histomic model (HR=2.64;

95%CI: 1.32,5.27; p=0.006).
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a
Training: CPS-II, BCSS; Testing: CPS-II, BCSS

b
Training: CPS-II, BCSS; Testing: TCGA, OS

Histomic Risk Score

All-grade model

Histomic Risk Group

N=998

Deaths=98

C-index=0.79

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Score

Size <1cm

Hazard Ratio

1.27 (1.10,1.46)
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Premenop.

Black race

Nvr. smoker
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BMI

CK5/6|EGFR

N=998
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C-index=0.79
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Stage 2

Stage 3

Size 2cm+

Risk Grp 1

Size <1cm

Hazard Ratio

0.49 (0.26,0.93)
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Black race
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BMI

CK5/6|EGFR

Risk Grp 3 1.64 (1.03,2.61)
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Grade+IHC: Risk Group
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C-index=0.81

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Score

Size <1cm

Hazard Ratio

1.21 (1.11,1.32)

Screen det.
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Black race

Nvr. smoker

Age at dx.

BMI

CK5/6|EGFR

N=987

Deaths=94

C-index=0.81

Stage 1

Stage 2

Stage 3

Size 2cm+

Risk Grp 1

Size <1cm

Hazard Ratio

2.31 (1.36,3.94)

Screen det.

Premenop.

Black race

Nvr. smoker

Age at dx.

BMI

CK5/6|EGFR

Risk Grp 3

0.47 (0.23,0.97)

Histomic Risk Score

N=575

Deaths=52

C-index=0.80

Stage 1

Stage 3

Size (T1)

Risk Score

Size (T3)

Hazard Ratio

Black race

Basal

Luminal B

Her2Enrich

Premenop.

Age at dx.

Luminal A

1.33 (1.03,1.71)

High-grade model

Histomic Risk Group

N=575

Deaths=52

C-index=0.80

Stage 1

Stage 3

Size (T1)

Risk Grp 1

Size (T3)

Hazard Ratio

Black race

Basal

Luminal B

Her2Enrich

Premenop.

Age at dx.

Luminal A

Risk Grp 3

0.41 (0.09,1.81)

1.35 (0.72,2.53)

Baseline model

Grade+IHC: Risk Score Grade+IHC: Risk Group

N=400

Deaths=36

C-index=0.80

Stage 1

Stage 3

Size (T1)

Risk Score

Size (T3)

Hazard Ratio

Black race

Premenop.

Age at dx.

1.02 (0.90,1.17)

N=400

Deaths=36

C-index=0.80

Stage 1

Stage 3

Size (T1)

Risk Grp 1

Size (T3)

Hazard Ratio

Black race

Premenop.

Age at dx.

1.28 (0.41,3.96)

Risk Grp 3 1.07 (0.50,2.29)

Figure 4.1.17: Multivariable Cox PH of Histomic Prognostic Scores and Groups (v2).
This version was controlled for a wide range of covariates including stage, tumor size, whether the
cancer was detected using screen (in CPS-II), menopausal status at diagnosis, race, smoking history
(in CPS-II), age at diagnosis, body mass index (for CPS-II), expression of basal markers CK5/6 or
EGFR (for CPS-II) and genomic subtype (for TCGA).

4.1.4 Discussion

We found that the All-grade model trained on all CPS-II cases was prognostic in TCGA but not as

robustly and reliably as the high-grade model trained only on high-grade CPS-II cases. This makes

intuitive sense since the TCGA cases are more advanced (mostly grade 2 and 3) and are almost

entirely derived from tertiary care centers where advanced cases tend to get treated. CPS-II slides,

on the other hand, are from patients in the general population who enrolled in a prospective cohort

study and have a much more balanced representation of low and high-grade cases.

Future work may help elucidate the mechanistic biological basis for the prognostic value of

our top histomic features. Some prognostic features have a well-known mechanism. For example,

histomic measurements of epithelial architectural disruption, nuclear atypia, and nuclear pleomor-

phism are a more objective and quantitative measure of the standard visual clues that form the
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basis of Nottingham grading [12, 139, 101]. Similarly, histomic features that measure TILs abun-

dance provide a quantitative computational equivalent of the visually-assessed stromal TILs score,

which has been extensively studied as an intuitive measure of the physical reach of immune cells

to their site of action [155, 94, 11].

Some histomic features have plausible but somewhat speculative biological explanations. Within

the high-grade patient cohort, we found a stronger favorable prognostic value of the variation in

the area of TILs aggregates than of simple abundance measurements. This is consistent with recent

work from other groups [125, 1]. TILs clustering may capture the interaction between various im-

mune cells as they relay signals to coordinate the immune response [125, 1]. By design, the Histomic

Prognostic Score relies on H&E stained images to ensure broad applicability to day-to-day clinical

practice. Capturing different immune cell subsets such as CD4+ T-cells, CD8+ T-cells, B-cells,

and macrophages requires systematic studies using immunohistochemistry (IHC) or immunofluo-

rescence. Likewise, TILs’ ”activation” and morphological differences in TILs’ nuclear appearance

may indicate phenotypic changes within the same cell type to activate transcriptional programs,

or they may reflect true differentiation into specialized cell types, such as B-cells differentiating

into plasma cells [84, 35]. Several prognostic features also capture TILs density, activation, and

clustering within a prespecified neighborhood of cancer cells, cancer-associated fibroblasts (CAFs),

and epithelial nest margins. These immune features capture morphological changes within the local

tumor microenvironment and have a more substantial influence within the high-grade cancer cases

in our analysis [84, 35].

We found a strong adverse prognostic value of global fibroblast density within the general breast

cancer population and CAF clustering within the high-grade cancer cases. These measurements

are proxies for inflammation and wound healing. Consistent with Beck et al. and Abubakar et al.,

our results show a strong prognostic significance of stromal features, comparable to epithelial ones

[19, 3]. Compared to these two previous important works, our analysis has the advantage of ex-

plicitly detecting TILs and excluding them from this “stromal cell” calculation, ensuring that the

metric truly captures fibroblast/CAF density. Consistent with Yuan et al., we found that CAF

clustering has an adverse prognostic value, especially in the high-grade cohort [200]. Some of our

measurements also focused on phenotypic differences in the appearance of fibroblasts. There is a

well-established body of literature documenting morphological changes in CAFs in response to var-
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ious physical and biochemical signals within the tumor microenvironment [59, 106, 153]. We found

that the complexity of fibroblast nuclear boundary to be adversely prognostic, especially within

high-grade cases. Some of these morphologic changes may be capturing epithelial-to-mesenchymal

transition (EMT) of leading metastatic cancer cells as they acquire a CAF-like morphology and

transcriptional profile [106, 153, 63, 51, 201].

We note that the directionality of the prognostic value of the average measurement of histomic

phenomena may or may not be consistent with the variation of measurement across the slide. For

instance, both the size and variation in size of TILs clusters are protective in high-grade cases. In

contrast, the complexity of fibroblast nuclear boundary is adversely prognostic, while variation in

complexity is protective within the general patient cohort.

A few of the feature sub-themes focused on the characterization of the non-cellular component

of the cancer-associated stroma, including measures of stromal matrix staining, collagen fiber sep-

aration, length, and orientation disorder (entropy). Some of these features measure very precise

phenomena; for instance, we replicated the measure of collagen fiber orientation disorder from Li

et al. [102]. One difference between our implementation and theirs is that we blocked out nu-

clei before applying the edge detection algorithm, which we believed was necessary to minimize

confounding by nuclear material. While we found measures of collagen length and orientation to

be somewhat prognostic, the most prognostic non-cellular stromal feature was the heterogeneity

of peri-fibroblast stromal matrix intensity within a 512 uM region. This is an abstract measure

that captures variation in intensity in neighboring stromal areas and is increased at the interface

between quiescent and desmoplastic stromal regions, and when collagen fibers are separated from

each other. Li et al. speculated that collagen fiber disorder may act as a phycial barrier to slow the

spread of cancer cells [102]. We found this metric had robust positive prognostic value in both the

general cancer population and the high-grade population. This finding is consistent with seminal

findings by Beck et al., who found that a related metric was a top prognostic stromal feature in

their cohort [19]. Beck et al. relied on absolute differences in overall intensity between neighboring

contiguous stromal regions, which may have been liable to some confounding by segmentation errors

or non-stromal matrix elements like small vessels and vacuoles. To minimize this confounding, we

relied on the peri-fibroblast stromal matrix within 4 uM. All images were color normalized using

the Macenko method to maximize robustness to staining and scanner differences.
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4.1.5 Limitations and future work

It is important to note that the interpretation of the prognostic value of histomic features is a

function of more than just fundamental biology. Detection accuracy, and the robustness of algo-

rithms in capturing the same phenomenon consistently, are also key considerations. Let’s consider

the prognostic value of variation in peri-fibroblast stromal matrix intensity. We consistently found

this metric to be more prognostic than collagen fiber orientation, but is this improvement because

we measure a distinct biological phenomenon that is more important or because pixel intensity is

a robust abstract measurement with fewer moving parts? Further systematic exploration of this

question can help disentangle these issues.

As Figure 4.1.1 illustrates, there are thousands of regions and hundreds of thousands of nuclei

per patient. Each tissue region and nucleus is described by a set of morphological and spatial

features, which are then aggregated using weighted mean and standard deviation per patient. This

aggregation simplifies downstream modeling but results in the loss of potentially useful information.

One of the questions we intend to address in future work is heterogeneity in histomic feature values

within the same patient. A good aggregate learning model captures the complexity in individual

nuclei and can learn high-order logic operations that may characterize how histology contributes

to observed outcomes. For example, a combination of inflammatory infiltration and small tumor

nest sizes may capture immune success, while inflammatory infiltrates alone without tumor size

reduction may not. Likewise, small nests may encode a shrinking tumor if other favorable histo-

logic or clinical characteristics are present, or may indicate an invasive tumor phenotype instead

(budding). Sometimes, a very small subset of patterns can dramatically affect the overall observed

phenotype; basement membrane invasion or angioinvasion, which are very subtle phenomena, in-

dicate local and distant tumor invasion and worse outcomes [12, 101]. Different strategies have

been proposed in the literature with variable success, including Multiple Instance Learning, Recur-

rent neural networks, recurrent attention models, and attention-based transformers, among others

[196, 95, 28, 75, 26, 5, 120, 117, 187].

Another future avenue is the systematic exploration of genomic correlates of various histomic

features, especially the most prognostic ones. One of the most important and distinctive aspects

of the TCGA dataset is the availability of genomic, transcriptomic, epigenomic, clinical, and other
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data for the same patients where WSI scans are available. This presents a unique opportunity to

correlate the histomic feature data we extracted with the genomic records from the TCGA. These

correlations will not only open new avenues for discovery but also help validate and understand the

histomic features themselves. For instance, we may want to correlate the genomic measurements of

wound healing with various stromal histomic features. We may correlate the expression of pathways

related to EMT with CAF morphology and test the hypothesis that our measurements of CAF cel-

lular and nuclear morphology are indeed related to EMT. It should be emphasized, however, that

simple correlations do not necessarily imply or prove a causal biological chain of events. Genomic

measurements are obtained from crushed tissue samples containing a heterogeneous mixture of

cells, and the tissue sections used for genomic analysis are not the same ones used for diagnostic

purposes [42, 40]. The ideal way to study these correlates is through hypothesis-driven experimen-

tation, although simple correlative analyses can help generate hypotheses and point us in the right

direction.

Finally, we would like to acknowledge the limitations associated with the retrospective nature

of this analysis. After diagnostic slides were obtained, patients underwent treatment and various

events until either the survival outcomes were observed or the patients were lost to follow-up.

This period after diagnostic assessment, of course, has an impact on the outcomes and is not

accounted for in our modeling. This limitation is not specific to our work, and virtually all research

works in this niche suffer from this limitation. Nonetheless, retrospective exploratory analyses like

ours are critical to making initial discoveries and observations and provide initial validation for

identifying promising biomarkers for prospective randomized controlled trials, the golden standard

[12, 25, 121, 180]. Prospective randomized controlled trials are expensive and logistically complex,

and there is an ethical obligation not to enroll patients into a prospective trial unless there has

been rigorous validation in pre-clinical studies, including retrospective data-driven analyses like the

one we presented [121, 180].
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Abstract 

Background: African American women experience a twofold higher incidence of triple-negative breast cancer 
(TNBC) and are 40% more likely to die from breast cancer than women of other ethnicities. However, the molecular 
bases for the survival disparity in breast cancer remain unclear, and no race-specific therapeutic targets have been 
proposed. To address this knowledge gap, we performed a systematic analysis of the relationship between gene 
mRNA expression and clinical outcomes determined for The Cancer Genome Atlas (TCGA) breast cancer patient 
cohort.

Methods: The systematic differential analysis of mRNA expression integrated with the analysis of clinical outcomes 
was performed for 1055 samples from the breast invasive carcinoma TCGA PanCancer cohorts. A deep learning fully-
convolutional model was used to determine the association between gene expression and tumor features based on 
breast cancer patient histopathological images.

Results: We found that more than 30% of all protein-coding genes are differentially expressed in White and African 
American breast cancer patients. We have determined a set of 32 genes whose overexpression in African American 
patients strongly correlates with decreased survival of African American but not White breast cancer patients. Among 
those genes, the overexpression of mitogen-activated protein kinase kinase 3 (MKK3) has one of the most dramatic 
and race-specific negative impacts on the survival of African American patients, specifically with triple-negative breast 
cancer. We found that MKK3 can promote the TNBC tumorigenesis in African American patients in part by activating 
of the epithelial-to-mesenchymal transition induced by master regulator MYC.

Conclusions: The poor clinical outcomes in African American women with breast cancer can be associated with 
the abnormal elevation of individual gene expression. Such genes, including those identified and prioritized in this 
study, could represent new targets for therapeutic intervention. A strong correlation between MKK3 overexpression, 
activation of its binding partner and major oncogene MYC, and worsened clinical outcomes suggests the MKK3-MYC 
protein–protein interaction as a new promising target to reduce racial disparity in breast cancer survival.
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Background
Breast cancer is the most common cancer and the lead-
ing cause of cancer-related death in women [1]. Recent 
studies have shown up to a twofold higher incidence of 
triple-negative breast cancer (TNBC) among African 
American women as compared to White women [2–4]. 
Moreover, African Americans die from breast cancer at 
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up to 40% higher rate than White and Hispanic women 
[5–7]. The American College of Radiology (ACR) has 
assigned a special status for African American women 
at higher-than-average risk for breast cancer [8].

Previous studies have revealed significant differences 
in the mutation rates of several cancer driver genes in 
African American and White breast cancer patients 
(Table 1) [9–13].

For example, it was shown that African American 
women with at least 50% African ancestry have a higher 
rate of mutations in the major tumor suppressor gene 
TP53 (43%) as compared to White women with at least 
90% European ancestry (28%) [11, 12]. Huo et  al. [12] 
also demonstrated that the mutation frequency in the 
ubiquitin ligase FBXW7 is almost four times higher 
in African American breast cancer patients (4.2%) 
than in White patients (1.2%). Furthermore, African 
American patients show a higher mutation frequency 
of BRCA1 (10.2%) and BRCA2 (5.7%) tumor suppres-
sor genes comparing to European non-Ashkenazi Jews 
White patients (BRCA1: 6.9%, BRCA2: 5.2%) [9, 10]. 
In contrast, mutations in the catalytic subunit of the 
Alpha isoform of the Phosphatidylinositol 4,5-Bis-
phosphate 3-Kinase (PIK3CA) were rarer in African 
American patients than in White breast cancer patients 
(20% vs 34%). This difference was even more signifi-
cant between European White patients (36%) and a 
cohort of Nigerian breast cancer patients (17%) [13]. In 
the same study [13], Pitt et  al. also determined a sig-
nificantly lower mutation rate of Cadherin 1 (CDH1) in 
Nigerian patients (0.8%) and TCGA African American 
patients (6.4%) as compared to White patients (16.2%).

Besides the mutation rates, the frequency of the DNA 
copy number alterations has been recently analyzed 
[12]. It was shown that retinoblastoma protein 1 (RB1), 
a cell cycle suppressor and the CUB And Sushi Multiple 
Domains 1 (CSMD1), a tumor suppressor that control 
cell proliferation, invasion, and migration, are more fre-
quently deleted in Black/African American breast cancer 
patients (14.5% and 8.6%, respectively) as compared to 
White patients (8.7% and 4.1%, respectively). Conversely, 
MYC and Cyclin E1, critical activators of the cell cycle, 
are more frequently amplified in Black/African American 
breast cancer patients (30.9% and 9.2%, respectively) than 
in White patients (20.4% and 3.6%). Together, accumu-
lating clinical and genomics data reveal unique molecu-
lar features that may contribute to survival disparity in 
breast cancer. As summarized in Table 1, the majority of 
genes that are differentially altered in White and African 
American breast cancer patients play critical functions in 
cell proliferation and survival. Meanwhile, most of those 
genes, including TP53, BRCA1/2, FBXW7, RB1, CDH1, 
and CSMD1, are tumor suppressors lost due to the inac-
tivating mutations or deletions. The discovery of race-
specific and therapeutically actionable targets to decrease 
the mortality in African American breast cancer patients 
remains a challenge.

To address this unmet medical need, we performed a 
systematic analysis of clinical outcomes and gene expres-
sion determined for the TCGA PanCancer cohorts of 
White and African American breast cancer patients. 
We have identified 32 genes as potential targets to 
decrease the mortality of African American breast can-
cer patients. The mitogen-activated protein kinase 3 

Table 1 Frequency of tumor driver gene alterations in Black/African American and White breast cancer patients

TSG tumor suppressor gene, OG oncogene, EMT epithelial-to-mesenchymal transition

Black or African 
American

White Oncogenic 
function

Regulated pathways References

Mutation, %

 TP53 43 28 TSG Apoptosis, senescence, DNA repair [11]

 BRCA1 10.2 6.9 TSG DNA repair
Checkpoint control

[9]

 BRCA2 5.7 5.2 TSG DNA repair, checkpoint control [9]

 PIK3CA 20 34 OG Cell survival, proliferation [11]

 FBXW7 4.2 1.2 TSG Cell cycle, apoptosis, differentiation [12]

 CDH1 6.4 16.2 TSG Proliferation, adhesion, polarity, EMT [13]

Deletion, %

 CSMD1 14.5 8.7 TSG Proliferation, migration and invasion [12]

 RB1 8.6 4.1 TSG Cell cycle, apoptosis [12]

Amplification, %

 MYC 30.9 20.4 OG Cell growth, survival, immune response, other [12]

 CCNE1 9.2 3.6 OG Cell cycle [12]
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(MKK3) appeared among the proteins with the most dra-
matic impact on the survival of African American TNBC 
patients. We determined that MKK3 promotes TNBC 
tumorigenesis in African American but not White or 
Asian patients, and its overexpression leads to the activa-
tion of the transcriptional program of major tumor driver 
MYC.

Together, our data revealed multiple proteins as new 
promising targets for therapeutic intervention in breast 
cancer African American patients. As one example, we 
showed that MKK3 has critical oncogenic functions and 
promotes TNBC tumorigenesis in African Americans 
through the activation of the MYC program. The discov-
ery of small-molecule inhibitors to control MKK3 signal-
ing may provide a new therapeutic strategy to decrease 
mortality in African American TNBC patients.

Methods
Breast cancer patient cohort
In this study, the clinical and genomics data from the 
Breast Invasive Carcinoma TCGA PanCancer cohorts 
[14] that consists of a total of 1055 female patients with 
determined DNA copy-number and mRNA expres-
sion were analyzed (Fig.  1). The gene RNA expression, 
DNA copy number, and breast cancer patient survival 
data were obtained from the NCI Genomics Data Com-
mons (GDC) [15]. The dataset included samples from 
729 White patients (69% of all samples) and 178 samples 
from Black or African American (BAA) patients (17%), 
as well as 60 Asian patient samples (6%), and 88 samples 
(8%) from patients with unspecified race. The breast can-
cer subtype annotations were added based on the original 
publication [14].

Differential expression
The subset of 17,211 protein-coding genes was identi-
fied based on the HUGO Gene Nomenclature Commit-
tee (HGNC) annotations [16]. The DNA amplifications 
or deletions were determined based on the GISTIC 
2.0 scores (2-amplification, -2-homozygous deletion) 
[17]. For the differential expression analysis, the TCGA 
RNA-seqV2 expression data (EBPlusPlusAdjustPAN-
CAN_IlluminaHiSeq_RNASeqV2.geneExp.tsv; http://
api.gdc.cance r.gov/data/3586c 0da-64d0-4b74-a449-5ff4d 
91366 11) were used. For each gene, the log2 fold change 
was calculated as log2 fold change = µBAA − µWT , 
where µBAA and µWT are the mean values of the log2 
(x + 1)-transformed gene expression obtained for the 
Black/African American and White patient cohorts, 
respectively. The p-values were calculated with the Wil-
coxon test. The false discovery rate adjusted q-values 
were calculated with the Benjamini–Hochberg procedure 
[18].

The mRNA overexpression was determined based on 
the z-scores. First, the average (µ) and standard devia-
tion (σ) values were calculated for the samples in which 
gene is diploid. Then, the z-score was calculated as (τ − 
µ)/σ, were τ is the gene mRNA expression in the sample. 
Z-score > 2 and z-score < -2 indicates gene overexpression 
or underexpression, respectively.

The signed weighted gene co-expression network 
was constructed for 5256 genes differentially expressed 
in Black/African American and White breast cancer 
patients using the WGCNA R package [19]. Pearson cor-
relation coefficients between the expression of all gene 
pairs were also calculated and used to construct the 
adjacency correlation matrix and the topological overlap 
matrix (TOM). The optimal value of the soft threshold 
power β = 11 was selected using the pickSoftThreshold 
function to maintain the scale-free topology and suf-
ficient node connectivity [20]. The hierarchical cluster-
ing of genes was performed based on the TOP matrix 
using the average agglomeration method implemented 
in the flashClust function [21]. The gene modules were 

Fig. 1 General workflow of the data analysis performed to uncover 
potentially druggable genes that can contribute in poor clinical 
outcomes of Black/African American breast cancer patients
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identified using the dynamic tree cut method [22]. Spe-
cifically, the cutreeDynamic R function was used with the 
minModuleSize = 100 and method = ”tree” options.

Survival analysis
The Kaplan–Meier survival curves and the logrank 
p-values have been calculated using the Lifelines python 
package. The mean survival time (MST) values were 
calculated with the Lifelines package based on the area 
under the survival curve. The COX regression analysis 
has been performed using the fit proportional hazards 
regression model function coxph from the Survival R 
package.

Enrichment analysis
The disease association and pathway enrichment analy-
sis were performed using the DisGENet [23], KEGG 
[24], and Reactome [25] datasets. The p-values were cal-
culated with the Fisher Exact test using 17,211 protein-
coding genes as the reference set. The false discovery 
rate adjusted q-values were calculated with the Benja-
mini–Hochberg procedure [18]. The gene set enrichment 
analysis (GSEA) was performed using the GSEA program 
[26]. The High and Low phenotypes were defined as the 
10% of samples with the highest and the lowest gene 
expression, respectively. The GSEA curves were rebuilt 
using the GseaPy python package.

The breast cancer histological image analysis
Fully‑convolutional model training
To extract tumor features we used our established 
standard 16-layer VGG fully-convolutional neural net-
work (VGG16-FCN8) constructed using ImageNet [27] 
pre-trained weights as described previously [28]. We 
have previously shown that for this particular dataset, 
the VGG-16 FCN-8 architecture shows more favorable 
model convergence and fitting properties than the deeper 
and more complex DenseNet architecture [29]. Using 
this particular architecture and number of layers enabled 
us to leverage the publicly available pre-trained weights, 
hence improving accuracy [28, 29].

The model is trained to classify pixels into one of five 
classes: tumor (including DCIS), stroma, tumor-infil-
trating lymphocytes (including plasma cells and mixed 
inflammatory infiltrates), necrosis or debris, and oth-
ers. Regions of interest were divided into 800 × 800 pixel 
tiles that are overlapping, where the amount of overlap 
increased for smaller regions of interest to create a bal-
anced training dataset. Random cropping of 768 × 768 
pixel regions was used as a data augmentation strategy 
to improve robustness during training. The model was 
trained on 4 GPUs with a per-GPU batch size of 4 tiles 
(16 tiles per batch) using data parallelization and gradient 

averaging. Adap optimizer was used with a starting learn-
ing rate of 1e−5. The loss function used is weighted cat-
egorical cross-entropy, where the weight associated with 
each region class, Wc, is calculated using the equation:

where N is the total number of pixels and Nc is the total 
number of pixels belonging to region class c.

Fully‑convolutional model inference
We used whole-slide images (WSI) formalin-fixed paraf-
fin-embedded hematoxylin and eosin-stained slides from 
the TCGA cohort. The analysis was focused on WSIs 
from African-American patients with triple-negative 
breast cancer, and limited to infiltrating ductal histo-
logic subtype (determined using TCGA clinical records). 
The focus on infiltrating ductal subtype is for pragmatic 
reasons since the fully-convolutional model has been 
trained and optimized on this histologic subset. Only 
one diagnostic slide was used per patient (“-DX” desig-
nation in TCGA) and only WSIs scanned at 40× were 
used in the analysis. The analysis was performed at scan 
magnification.

Analysis regions were chosen semi-automatically and 
constituted the main tumor bulk within a WSI. A low-
resolution RGB image of the slide (at 0.3–0.5 x) was 
loaded and converted to the Hue-Saturation-Intensity 
(HSI) space. Default thresholds for each of the HSI chan-
nels were manually adjusted for each slide to capture 
the majority or entirety of the tumor within the slide. 
This region of interest was divided into non-overlapping 
1024 × 1024 pixel tiles and fed into the trained FCN-8 
model after color normalization using the Reinhard 
method [30]. The Reinhard normalization used target 
statistics derived from the RGB image corresponding 
to the mask called “TCGA -A2-A3XS-DX1_xmin21421_
ymin37486_.png” [28].

Feature extraction of tumor nests
A total of nine features (four global and five local) were 
derived from the slides. “Local” features are those fea-
tures derived from each individual tumor nest (defined 
as a coherent collection of carcinoma cells) and are aver-
aged to get slide-level features. The global features were: 
tumor-to-stroma ratio, stromal tumor-infiltrating lym-
phocyte score, necrosis-to-tumor ratio, and the number 
of tumor nests, normalized for the area of the region of 
interest (i.e. “per pixel”). Local features included area and 
shape descriptors for each tumor nest.

Wc =





0 : if c = 0

1−
Nc

N
: if c > 0
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Histologic‑genomic correlation
Histological descriptors were compared against gene 
expression data derived from the same patients in the 
TCGA cohort. Spearman correlation coefficient was 
used and the Benjamini–Hochberg adjustment was 
used for multiple hypothesis testing.

Results
Differential gene expression in African American and White 
breast cancer patients
To determine the differences between gene expression 
in White and Black/African American breast cancers, 
we have performed the differential expression (DE) 
analysis for a total of 17,211 protein-coding genes. We 
found that 7195 genes showed statistically significant 
differences in expression between White and Black/
African American cohorts, as determined with the Wil-
coxon test p-values adjusted for the false discovery rate 
(q-value < 0.001, Additional file 1: Table S1). To increase 
the stringency of the analysis, we further prioritized 
5268 genes with q-values < 0.001 and at least 20% differ-
ence in the mRNA expression in White and Black/Afri-
can American patients (Fig.  2a). Among those genes, 
expression of 2501 genes was decreased in Black/Afri-
can American patients, as compared to White breast 
cancer patients  (BAAlow gene set). In contrast, the 
expression of 2767 genes was significantly higher in the 
Black/African Americans cohort than in White patients 
 (BAAhigh gene set). These data indicate that White and 
Black/African American breast cancer patients have 
very different genomic backgrounds with over 30% of 
the protein-coding genes expressed differently in these 
two patient cohorts.

Cancer association and pathway enrichment analysis
To determine whether the differentially expressed genes 
are associated with the regulation of oncogenic pro-
cesses, we performed the enrichment analysis. First, 
using the carcinoma-associated gene sets defined in 
DisGeNET database [23], we found that both,  BAAhigh 
and  BAAlow gene sets are significantly enriched 
(p-value < 0.01, q-value < 0.1) in genes associated with 
different cancer types, including colon (q-value = 0.006), 
liver (q-value = 0.036 for  BAAhigh and q-value = 0.087 for 
 BAAlow), pancreatic (q-value = 0.068), and lung cancers 
(q-value = 0.091) (Fig.  2b). Moreover, genes associated 
with breast carcinoma were among the most significantly 
overrepresented genes in both,  BAAhigh (p-value < 0.001, 
q-value < 0.031) and  BAAlow sets (p-value < 0.001, 
q-value = 0.004, Fig. 2b). 2567 out of 2767  BAAhigh genes 
(92%) are overexpressed in at least 5% of Black/African 

American breast cancer patients, supporting their poten-
tial roles in breast carcinogenesis.

Then, we sought to determine specific biological pro-
grams associated with identified differentially expressed 
genes. Through the enrichment analysis of signaling and 
metabolic pathways defined in the KEGG database [24], 
we found that overexpressed  BAAhigh genes  (BAAOVR 
genes) showed the enrichment in genes associated with 
several major oncogenic pathways. The most signifi-
cant enrichment (p-value ≪ 0.001, q-value ≪ 0.001) was 
observed for the cell cycle-associated genes. Further-
more, genes involved in senescence, phagosome matu-
ration, JAK-STAT, cAMP, cGMP-PKG, and PIK3-AKT 
signaling pathways, retinol and pyrimidine metabolism, 
and oxidative phosphorylation (Fig. 2c) were significantly 
overrepresented in the  BAAOVR genes (p-value < 0.001, 
q-value < 0.05). Thus, overexpression of genes upregu-
lated in Black/African American patients may promote 
breast cancer development and progression through the 
dysregulation of multiple oncogenic processes.

To identify functional modules of co-regulated genes 
we applied the weighted gene co-expression network 
analysis (WGCNA) [19, 20]. The WGCNA performed for 
all 5268  BAAhigh and  BAAlow genes revealed 12 distinct 
modules of significantly co-expressed genes (Additional 
file  1: Table  S2, Additional file  2: Figure S1). The “pink” 
(332 genes), “black” (355 genes), “cyan” (846 genes), 
“red” (368 genes), “green” (431 genes), and “magenta” 
(292 genes) modules were comprised almost completely 
by  BAAhigh genes. The “yellow” (521 genes), “blue” (798 
genes), “brown” (648 genes), “purple” (174 genes), “gree-
nyellow” (164 genes), and “tan” (143 genes) modules 
included mostly  BAAlow genes. To uncover the biologi-
cal pathways associated with individual modules, we 
performed the enrichment analysis using the gene sets 
defined in the KEGG database [24] (Additional file  1: 
Table  S3; Additional file  2: Figure S2). We found that 
five modules were more than tenfold overrepresented 
by genes involved in pathways defined in the KEGG 
database as compared to the reference human genome. 
Among all modules, the most significant enrichment was 
determined for the “pink” module, which appeared to be 
overrepresented (overrepresentation fold, OVF = 21.08, 
q-value = 8.78 × 10−26) in the cell cycle regulating genes 
(Additional file  1: Table  S3). An equally high overrep-
resentation (OVF = 20.83, q-value = 2.38 × 10−6) was 
determined for the “magenta” module that was enriched 
in genes that control primary immunodeficiency, 
including ADA, CD19, CD79A, IGLL1, TAP1, TAP2, 
TNFRSF13C, and ZAP70. The “green” module appeared 
to be enriched in genes involved in oxidative phospho-
rylation (OVF = 12.5, q-value = 8.50 × 10−14), ribosome 
(OVF = 12.43, q-value = 4.83 × 10−12), and genes involved 
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in neurodegenerative disorders, such as the Parkinson’s 
disease (PD) (OVF = 11.31, q-value = 4.83 × 10−12). Nota-
bly, multiple studies have suggested that the development 

of PD and cancer, including breast cancer, can progress 
through the same genes and molecular mechanisms 
[31–33]. In contrast to “pink”, “magenta”, and “green” 

Fig. 2 Differential expression and breast cancer patient survival analysis. a Differential expression analysis revealed 2501 genes downregulated 
(blue) and 2767 genes upregulated (orange) in Black/African American (BAA) patients as compared to White patients. b Enrichment analysis of 
the disease-associated datasets revealed strong association (p-value < 0.01 and q-value < 0.1) between different cancer types and genes either 
upregulated (red) or downregulated (blue) in BAA breast cancer patients as compared to White patients. The dash-line indicates the q-value < 0.05 
cut-off for the most statistically significant enrichment. c Enrichment analysis revealed the biological processes (green), metabolic (blue), and 
signaling (red) pathways associated with genes overexpressed in at least 5% of BAA breast cancer patients and upregulated as compared to 
White patients. d The volcano plot shows the association of high gene expression with decreased survival of BAA breast cancer patients. The fold 
change was calculated as the ratio of mean survival time of patients with normal gene expression to mean survival time of patients with gene 
overexpression. Overexpression of 257 genes (blue) correlates with decreased BAA patient survival (log-rank  pBAA-values < 0.05). Overexpression of 
147 genes was not correlated with reduced survival of White patients with the  pWT-value > 0.1 (orange). The most significant difference between 
BAA and White breast cancer patient survival was observed for overexpression of 32 genes highlighted in red  (pBAA-values < 0.01,  pWT-value > 0.1, 
 PWT/BAA-value < 0.05,  MSTWT/MSTBAA > 2). e The top-32 genes with the most BBA patient-specific contribution in decreased survival are shown. 
Y-axis indicates the log-rank p-values calculated for BAA and White patients with gene overexpression. The blue line indicates the p-value cut-off of 
0.05. The bars are colored based on the frequency of gene overexpression in BAA breast cancer patients. Light-pink: 5–6%, pink: 6–10%, light-red: 
10–15%, dark-red: > 15%
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modules, the “tan” and “greenyellow” modules are com-
prised of genes with higher expression in White breast 
cancer patients as compared to Black/African American 
patients. We found that the “tan” module is enriched in 
genes involved in extracellular matrix receptor interac-
tions (OVF = 15.31, q-value = 2.39 × 10−6). The “gree-
nyellow” module appeared to be overrepresented in the 
ATP-binding cassette (ABC) transporters (OVF = 19.77, 
q-value = 4.85 × 10−5), and genes that control tyrosine 
metabolism (OVF = 10.15, q-value = 2.98 × 10−2) and 
the complement and coagulation cascades (OVF = 14.37, 
q-value = 4.85 × 10−5). The role of the ATP-binding cas-
sette (ABC) transporters in tumorigenesis of White 
breast cancer patients is further supported by the enrich-
ment of the “brown” module in basal transcription fac-
tors, including the ATP-binding cassette subfamily 
members ABCA9, ABCC9, ABCG2, ABCB1, ABCA6, 
and ABCA8. Previous studies have demonstrated the 
association of ATP-binding cassette transporters with 
breast cancer aggressiveness and reduced survival of 
breast cancer patients [34, 35]. We also noticed that the 
“blue” module is enriched (OVF = 6.21, q-value = 0.036) 
in genes that control sphingolipid metabolism that play 
critical functions in cancer growth and progression 
[36]. Furthermore, the “purple” module appeared to be 
enriched in genes that are associated with the dilated car-
diomyopathy, a known side effect of breast cancer radio-
therapy and chemotherapy [37, 38].

Differential expression and survival disparity
The genes with abnormally high expression may repre-
sent putative targets for therapeutic intervention. We 
used the set of 2567  BAAOVR genes to determine the 
impact of their overexpression on breast cancer patient 
survival. We found that overexpression of 257  BAAOVR 
genes (Additional file  1: Table  S4, Group I) correlates 
with decreased survival of Black/African American 
patients  (pBAA-value < 0.05) (Fig.  2d). Furthermore, the 
overexpression of 174 out of 257 genes (Additional file 1: 
Table  S4, Group II) correlated with more than twofold 
decreased survival. Among the 174 genes, overexpres-
sion of 147 genes (Additional file  1: Table  S4, Group 
III) was associated with the reduced survival of Black/
African American patients, but not White patients 
 (pWT-value > 0.1, Fig.  2d). This group of genes includes 
several genes previously linked with breast cancer 

development and progression. For example, overexpres-
sion of protein arginine methyltransferase 1 (PRMT1) 
has been associated with the methylation of the tran-
scription factor C/EBPα and inhibition of its tumor 
suppressor function in breast cancer [39]. Interestingly, 
PRMT1 knockdown was also correlated with decreased 
EGFR activity and suppressed proliferation of in MDA-
MB-468 breast cancer cells that are derived from an 
African American breast cancer patient [40]. Kinesins 
KIF1C and KIFC3 promotes breast cancer cell growth 
and survival and mediate taxane resistance [41, 42]. 
Syndecan-1 (SDC1) has been linked with the acceler-
ated metastasis of breast cancer to the brain [43]. Mean-
while, our data revealed genes previously not associated 
with the increased breast cancer progression, providing 
new opportunities for therapeutic interventions in breast 
cancer.

To further prioritize genes with the most significant 
contribution to the survival disparity between African 
American and White patients, we applied more stringent 
statistical cut-offs:  pBAA-value < 0.01,  pWT-value > 0.1, a 
significant difference between survival time of White 
and Balck/African American patients with the overex-
pressed gene  (pWT/BAA-value < 0.05), and at least twofold 
decreased mean survival time of Black/African Ameri-
can patients  (MSTBAA) comparing to the MST of White 
patients  (MSTWT) determined for the samples with the 
overexpressed gene. Using these parameters, a total of 32 
genes with a most significant and race-specific impact on 
the breast cancer tumorigenesis in Black/African Ameri-
can patients have been prioritized (Additional file  1: 
Table S4, Group IV, Fig. 2e, and Fig. 3).

Evaluation of protein druggability for therapeutic 
discovery
To assess the potential druggability of the top-32 prior-
itized proteins, we have classified them into three groups 
based on the protein types (Fig.  3). RCOR2, ZNRD1, 
ARID3C, MRPL18, PNLDC1, CHCHD1, RPP21, MDFI 
are either DNA- or RNA-binding proteins. These pro-
teins may represent the most challenging targets for 
direct interrogation with small molecules or specific 
antibodies due to their nuclear localization the lack of 
a defined pocket for a small-molecule binding. POMC, 
LINGO3, PCSK1N, CUZD1, RIN3, ATG9B, TMEM147, 
AGAP4, BCL2L12, OBSL1 also lack an enzymatic activity 

Fig. 3 Survival curves for the top-32 genes that contribute to survival disparity between Black/African American and White patients. Orange and 
red lines indicate the survival of Black/African American breast cancer patients with normal and overexpressed gene levels, respectively. Blue and 
green lines indicate the survival of White breast cancer patients with normal and overexpressed gene levels, respectively. The log-rank p-values 
calculated for the survival rates of White and Black/African American patients with gene overexpression are indicated

(See figure on next page.)
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and contribute in breast cancer tumorigenesis acting as 
adaptors for other proteins. A large area, hydrophobicity, 
and relatively flat configuration of the protein–protein 
interaction (PPI) interface surfaces are among the limit-
ing factors for the design and discovery of low molecu-
lar weight PPI inhibitors [44]. On the other hand, the 
growing number of potent cell-permeable inhibitors for 
PPI discovered over the past decades, including the FDA-
approved BCL2 inhibitor venetoclax [45], indicates the 
PPI druggability for therapeutic discovery [46]. Mean-
while, enzymes and receptors represent the largest class 
of therapeutic targets [47]. We found that 14 out of 32 
proteins belong to protein families known to be drug-
gable by low molecular weight compounds. Specifically, 
COQ9 and CPNE2 are the lipid-binding proteins with a 
defined binding site for a lipid molecule that can be tar-
geted by small molecules [48]. Furthermore, 12 proteins 
belong to different types of enzymes, including a subunit 
of the ubiquinol-cytochrome c oxidoreductase UQCRB, 
serine protease TMPRSS13, inosine triphosphate 
pyrophosphatase ITPA, proton ATPase ATP6V1C2, 
Alanine aminotransferase GPT2, metalloproteinase 
ADAM11, acylphosphatase ACYP2, urocanate hydratase 
UROC1, tRNA-specific adenosine deaminase ADAT2, 
spermine oxidase SMOX, and two kinases: PHKG1 and 
MKK3 also known as MAP2K3. The discovery of potent 
inhibitors for these enzymes may lead to new therapeutic 
strategies for African American breast cancer patients.

COX regression survival analysis for TNBC Black/African 
American patients
The COX regression analysis is a widely used approach 
to identify predictive biomarkers of poor clinical out-
comes [49, 50]. We applied the COX regression analysis 
to determine the overall impact of the prioritized genes 
on clinical outcomes of Black/African American patients 
specifically with the triple-negative breast cancer sub-
type. First, we built the univariate COX regression mod-
els to determine the hazard ratios and significance for 
each of the 32 prioritized genes. We found that for each 
gene the Hazard ratio values (HR) were higher than 1 
indicating a positive correlation between gene expres-
sion and decreased patient survival (Additional file  1: 
Table S5). This result is consistent with the Kaplan–Meier 
analysis performed for all breast cancer subtypes (Fig. 3). 
Eight out of 32 genes demonstrated highly significant 
correlation with poor clinical outcomes with the Hazard 
ratio (HR) > 2 and the p-values ≤ 0.05, including ACYP2, 
ADAT2, AGAP4, CHCHD1, MKK3, MRPL18, RPP21, 
and ZNRD1 (Additional file 1: Table S5; Additional file 2: 
Figure S3).

To evaluate the combined effect of these 8 genes on 
the clinical outcomes of TNBC Black/African American 

patients, we built a multivariate COX regression model. 
The resulting Model 1 demonstrated a high concord-
ance index (c-index = 0.93) and statistical significance 
(p-value = 1 × 10−4), indicating the satisfactory prognos-
tic ability of the model (Additional file 1: Table S6). The 
detailed evaluation of the model revealed that expres-
sion of MKK3 (HR = 27.98, p-value = 0.002), AGAP4 
(HR = 1.73, p-value = 0.017), and ACYP2 (HR = 1.30, 
p-value = 0.04) made the most significant contribution to 
the model. To determine if MKK3, AGAP4, and ACYP2 
can be used as markers for poor clinical outcomes, we 
built another model based on these three genes only. 
The resulting Model 2 (Additional file  1: Table  S6) was 
characterized by an equally high c-index of 0.91 and 
improved statistical significance (p-value = 2 × 10−5) as 
compared to the 8-parameter model. We noticed that 
in both Model 1 and Model 2 the highest HR value was 
obtained for MKK3, suggesting its significance for clini-
cal outcomes of Black/African American TNBC patients.

MKK3 overexpression promotes triple‑negative breast 
cancer in African American patients
MKK3 is frequently altered in different cancers and 
recent studies have suggested that MKK3 may contribute 
in tumorigenesis in multiple cancer types [51–55]. Analy-
sis of the TCGA PanCancer datasets indicates that MKK3 
is mutated in 5% of uterine carcinoma, 5% of B-cell lym-
phoma, and 4% of skin melanoma patients. MKK3 is 
homozygously deleted in 6% of colon cancer patients. On 
the other hand, MKK3 is either overexpressed or ampli-
fied in 3 to 8% of patients in the vast majority of cancers, 
including thymoma (8%), glioblastoma multiform (7%), 
and breast invasive carcinoma (6%) (Fig.  4a, Additional 
file 1: Table S7). Furthermore, MKK3 overexpression can 
be triggered by TP53 mutations [56], that can link MKK3 
to TP53-dependent cancers, such as breast cancer, par-
ticularly in African American patients.

The evaluation of the overall survival data for the 
pooled dataset of 1055 samples revealed no correla-
tion between the MKK3 overexpression and patient 
survival (p = 0.479, Fig. 4b, Additional file 1: Table S8). 
Instead, five patients with lost MKK3 demonstrated 
decreased survival comparing to patients with normal 
MKK3 (p = 0.028, Fig.  4c). This observation is con-
sistent with a previous report that MKK3 may play a 
tumor-suppressive role in breast cancer [57]. Mean-
while, we found that MKK3 is the most frequently 
overexpressed in the Black/African American cohort 
(9.6%) (Fig.  4d). In the Asian and White breast can-
cer patients, MKK3 is overexpressed in 6.7% and 5.2%, 
respectively. Conversely, MKK3 downregulation is 
not frequent in breast cancer patients. MKK3 is not 
underexpressed or deleted in the Asian cohort, and it 
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Fig. 4 MKK3 upregulation correlates with poor survival of Black or African American breast cancer patients. a The heatmap shows the frequency 
of genomic alterations of MKK3 in different cancer types. The percent of samples with MKK3 overexpression or amplification is shown with red 
color ranging from the smallest (light color) to the highest (strong color) values. The frequency of MKK3 mutations is indicated with the gradient 
of green color. MKK3 underexpression or deletion is highlighted in blue color. b MKK3 upregulation does not correlate with poor survival of the 
pooled cohort of breast cancer patients. c MKK3 deletions observed in 0.5% of breast cancer patient correlates with decreased patient survival. 
d Distribution of MKK3 upregulation in Black/African American, Asian, and White cohorts of breast cancer patients. e The upregulation of MKK3 
does not correlate with decreased survival of White breast cancer patients. f The upregulation of MKK3 does not correlate with decreased survival 
of Asian breast cancer patients. g The upregulation of MKK3 correlates with poor survival of Black/African American breast cancer patients. h The 
upregulation of MKK3 correlates with decreased survival of Black/African American triple-negative breast cancer patients. i The upregulation of 
MKK3 does not correlate with poor survival of White TNBC patients. j Upregulation of p38 (MAPK14) does not correlate with poor survival of Black/
African American breast patients. k In contrast to MKK3, the upregulation of MAPK14 does not correlate with decreased survival of TNBC Black/
African American patients
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was deleted in 3 White patients (0.4%), 1 Black patient 
(0.6%), and 1 patient with the unspecified race (1.1%). 
In agreement with the genomic status of MKK3, its 
upregulation does not correlate with poor survival of 
White (p = 0.355, Fig. 4e) nor Asian (p = 0.585, Fig. 4f ) 
patients. In contrast, a strong decrease in patient sur-
vival (p = 0.002) was observed for the Black/African 
American cohort (Fig. 4g).

The analysis of the histological subtypes of breast 
patients indicates, that the majority of Black/African 
American patients in the breast cancer TCGA PanCan-
cer cohort (N = 178) have either basal-like/triple-neg-
ative (TNBC) (63 patients) or Luminal A (61 patients) 
breast cancer. The number of patients with Luminal B, 
HER2, and Normal breast cancers was 28, 16, and 10, 
respectively. Surprisingly, MKK3 was upregulated in 
only one patient with the Luminal A breast cancer. In 
contrast, MKK3 was overexpressed in 19% of Black/
African American TNBC patients.

Similar to the combined set of breast cancer samples 
of all subtypes, the MKK3 overexpression correlates 
with poor survival of TNBC Black/African American 
patients (p < 0.001, Fig.  4h), but not White patients 
(p = 0.582, Fig.  4i). Moreover, through a systematic 
analysis of all breast cancer subtypes in all racial groups 
of patients, we have determined that MKK3 upregula-
tion correlates uniquely with the poor survival of Black/
African American patients specifically with the TNBC, 
and not with any other race or other breast cancer sub-
types (Additional file 1: Table S9).

MKK3 promotes TNBC through a p38‑distinct mechanism
MKK3 is the main activator of its only known substrate 
p38 which plays a key role in the induction of apopto-
sis and regulation of inflammation in response to extra-
cellular stress [58, 59]. It can be expected that the poor 
survival of Black/African American patients is also 
associated with p38 activation. p38 (encoded by the 
MAPK14 gene) is amplified or overexpressed in 9.5% 
of the Black/African American breast cancer patients. 
However, in contrast to MKK3, p38 upregulation does 
not correlate with decreases survival of Black/African 
American patients neither for all breast cancer sub-
types (p = 0.986) (Fig. 4j) nor specifically for the TNBC 
(p = 0.193, Fig.  4k). These data suggest a p38-distinct 
role for MKK3 in TNBC tumorigenesis. These results 
are further supported by the recent discovery of MKK3 
as a hub protein in the PPI network determined for 
cancer-associated proteins [60, 61]. It was shown that 
besides p38, MKK3 can bind to multiple other pro-
teins, including several drivers of breast cancer, such as 
CDK4, AURKA, FGFR4, EPHA2, and MYC [60].

MKK3 activates MYC transcriptional program in TNBC 
African American patients
To uncover the molecular bases underlying the decreased 
survival of TNBC Black/African American patients, we 
performed the Gene Set Enrichment Analysis (GSEA) 
[62] against 50 hallmark sets of genes that define sig-
natures of specific biological state or process [26, 63, 
64] (Additional file  1: Table  S10). Only five gene sets 
showed significant enrichment in samples with upregu-
lated MKK3 expression (p-value < 0.05 and FDR < 25%), 
including genes involved in unfolded protein response, 
mTORC1 signaling, response to the UV irradiation, and 
two sets of MYC target genes [64, 65] (Additional file 1: 
Table S10).

To further increase the confidence in the MKK3-MYC 
functional association, we have expanded the GSEA anal-
ysis using 16 more sets of MYC-upregulated genes inde-
pendently defined in different studies (Additional file  1: 
Table S11). We found that 17 out of 18 tested MYC-tar-
get gene sets demonstrate the enrichment in Black/Afri-
can American TNBC samples with a high level of MKK3. 
Furthermore, 9 out of 18 sets showed a statistically sig-
nificant enrichment with the p-value < 0.05, including the 
MYC oncogenic signature genes derived from the DNA 
microarray analysis of the breast cancer cells (p = 0.040, 
FDR = 5.6%, normalized enrichment score, NES = 1.5) 
(Fig. 5). Meanwhile, no enrichment in MYC-target genes 
was found for the samples with upregulated p38, further 
supporting p38-distinct functions of MKK3 in Black/
African American TNBC patients.

As a master regulator, MYC controls multiple onco-
genic programs. We sought to determine biological path-
ways that could be dysregulated specifically in response 
to MKK3-mediated MYC MYC-activation. Based on the 
GSEA analysis for each MYC-dependent gene set we 
determined a total of 323 core genes that contribute the 
most to the enrichment. The pathway overrepresentation 
analysis revealed a strong association of 222 of MYC-
regulated genes enriched in patients with overexpressed 
MKK3 with 117 signaling and metabolomic pathways 
defined in the Reactome database (q-value < 0.01, at least 
twofold overrepresentation as compared to the refer-
ence human genome). We found that the cell cycle and 
RNA metabolism and processing appeared among the 
pathway with the most significant overrepresentation in 
MKK3-MYC core enrichment genes (Additional file  1: 
Table  S12). Interestingly, the REACTOME_DEASES 
gene set also appeared within the top-10 the most over-
represented pathways suggesting the pathological func-
tions for the genes upregulated through the MKK3-MYC 
interaction.

To support the clinical significance of MKK3 as a medi-
ator of TNBC pathology, we performed a quantitative 
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analysis of the histopathological images from Black/
African American TNBC patients (Fig. 6a, b). We found 
that the high level of MKK3 expression is associated 
with the increased overall tumor to stroma ratio (Spear-
man R = 0.38, p-value < 0.01, q-value = 0.04, Fig.  6c), 
and fewer discrete tumor “nests” (Spearman R = −0.46, 
p-value < 0.01, q-value < 0.01, Fig.  6d). Note that the 
smaller number of discrete nests is, in this phenotype, 
a consequence of their larger size, causing less inter-
vening stroma and apparent “fusion” into large inva-
sive tumors (Fig.  6a versus b). Similar trends have been 
observed for MYC. The elevation of MYC expression 
leads to increased overall tumor-to-stroma ratio (Spear-
man R = 0.45, p-value < 0.01, q-value < 0.01, Fig.  6c), as 
well as fewer discrete tumor nests (Spearman R = −0.39, 
p-value < 0.01, q-value = 0.01, Fig.  6c), which are, indi-
vidually, significantly larger in size (Spearman R = 0.42, 
p-value < 0.01, q-value < 0.01, not shown). Unlike MKK3 
and MYC, p38 upregulation does not correlate with 
either the overall tumor-to-stroma ratio (Spearman 
R = −0.22, p-value = 0.13, q-value = 0.47, Fig.  6b) or the 

number of discrete tumor nests (Spearman R = 0.24, 
p-value = 0.10, q-value = 0.47, Fig.  6c). Moreover, the 
observed trends, although not statistically significant, 
were opposite compared to trends determined for MKK3 
and MYC. Together, these data suggest a critical role of 
MKK3 in promoting the TNBC tumorigenesis in Afri-
can American patients and its strong association with the 
activation of the MYC program.

To identify which of MKK3-activated MYC-regulated 
genes can contribute most in poor clinical outcomes of 
African American patients, we evaluated the correlations 
between overexpression of MKK3-MYC core enrich-
ment genes and TNBC patient survival. We prioritized 8 
MKK3-MYC core enrichment genes whose overexpres-
sion correlates with decreased survival of TNBC Afri-
can American patients, including EIF5AL1 (log-rank 
test p-value = 0.029), EIF5A (p-value = 0.015), SNAI1 
(p-value = 0.050), TAF12 (p-value = 0.004) as well APEX1 
(p-value = 0.001), FASN (p-value = 0.033), HNRNPA2B1 
(p-value = 0.036), and GRSF1 (p-value < 0.001). Notably, 
overexpression of these genes does not worsen clinical 

Fig. 5 The tumor samples from Black/African American TNBC patients with a high level of MKK3 are enriched in MYC-target genes. The Gene Set 
Enrichment Analysis (GSEA) curves are shown for nine gene sets that demonstrated the most significant enrichment in samples with high MKK3 
expression (red color on the heatmap) comparing to the low MKK3 expression (blue color). The p-values and Normalized Enrichment Scores (NES) 
are indicated
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Fig. 6 MKK3 increases the tumor aggressiveness in Black/African American patients with triple-negative breast cancer. a Representative histological 
image of the basal-like BRCA tumor from a Black/African American patient (TCGA patient id: TCGA-A2-A3XU) with the overexpressed MKK3. b 
Representative histological image of the basal-like BRCA tumor from a Black/African American patient (TCGA patient id: TCGA-E2-A14X) with a 
normal level of MKK3 expression. c The tumor to stroma ratio calculated for basal-like BRCA tumor samples from Black/African American patients 
correlates positively with the expression of MKK3 and MYC and negatively with the expression of p38. The Spearman correlation coefficients (R), 
p-values, and the false discovery rate adjusted q-values are indicated. d MKK3 and MYC expression, but not p38 expression, correlates positively 
with the increased size and decreased the number of tumor nests per unit area (i.e. “fusion” into large infiltrative nests with less intervening stroma). 
The Spearman correlation coefficients (R), p-values, and the false discovery rate adjusted q-values are indicated
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outcomes in Caucasian TNBC patients (p-values > 0.1), 
suggesting their unique functions in African American 
patients. We found that EIF5A, EIF5AL1, and SNAI1 
are the most frequently overexpressed genes (> 20%) in 
African American TNBC patients. These genes also dem-
onstrate the highest correlation with both MKK3 and 
MYC expression (Pearson correlation p < 0.01, Fig.  7a) 
and decreased survival of African American patients 
(Fig. 7b). Importantly, both Snail Family Transcriptional 
Repressor 1 (SNAI1) and Eukaryotic Translation Ini-
tiation Factor 5A (EIF5A) have been associated with 
the induction of the epithelial-to-mesenchymal transi-
tion (EMT) in breast cancer, promotion of breast cancer 
metastasis, and chemoresistance [66–68]. Together, these 
findings suggest a new function for MKK3 as an inducer 
of MYC-dependent epithelial-to-mesenchymal transition 
in African American TNBC patients (Fig. 7c).

Discussion
Breast invasive carcinoma is the most common can-
cer type in women. It is especially aggressive in African 
American patients. The discovery of new therapeutic 
targets is urgently needed to decrease breast cancer mor-
tality and reduce the racial disparity in breast cancer 
outcomes. In contrast to the tumor suppressor genes, 
such as TP53 or BRCA1/2, that are lost due to deletions 
or mutations, the mRNA overexpression represents an 
actionable alteration that can be reached therapeutically. 
The identification of therapeutically actionable upregu-
lated genes that contribute in poor clinical outcomes may 
facilitate the development of new clinical strategies in 
breast cancer. Toward this goal, we have performed a sys-
tematic analysis of clinical outcomes and differential gene 
expression in White and African American breast cancer 
patients.

We found that more than 2500 genes overexpressed in 
African American patients are also significantly upregu-
lated in African Americans as compared to the White 
breast cancer patients. Our analysis has also confirmed 
117 out of 142 (82%) genes previously reported as dif-
ferentially expressed in African American and White/
European cohorts of breast cancer patients [12]. The 
enrichment analysis revealed a strong functional associa-
tion of these genes with breast cancer as well as several 
other cancer types, and multiple key oncogenic pathways 
including cell cycle, PI3K-AKT, and JAK-STAT pathways. 
Through the gene co-expression analysis integrated with 
the analysis of pathway overrepresentation, we deter-
mined specific modules of co-regulated genes. Notably, 
three distinct gene modules of genes with higher expres-
sion in African American patients as compared to White 
patients were significantly enriched in genes that control 
cell cycle progression, immunodeficiency, and oxidative 

phosphorylation. The identification and targeting of the 
key druggable regulators of these fundamental oncogenic 
processes may facilitate the development of new clinical 
strategies to reduce survival disparity in breast cancer. 
Meanwhile, the diversity of differentially expressed genes 
and dysregulated pathways (summarized in Additional 
file 1: Table S3) indicate the heterogeneity and complexity 
of the molecular mechanisms underlying survival dispar-
ity in breast cancer. Thus, the discovery and prioritization 
of the most biologically clinically essential genes is criti-
cal to facilitate the translation of breast cancer patient 
genomics data into the clinic.

Through the rigorous statistical analysis, we prior-
itized 32 proteins that demonstrate the most prominent 
and race-specific association with decreased survival 
of African American women. We found that 14 of these 
prioritized proteins belong to proteins classes known 
to be druggable and thus represent promising targets 
for therapeutic discovery. Indeed, at least two proteins, 
ITPA and GPT2, are well-established therapeutic tar-
gets for rheumatoid arthritis and anxiety disorders with 
the FDA-approved inhibitors, azathioprine and phenel-
zine, respectively. Currently, phenelzine is also in clinical 
trials in patients with different cancer types, including 
patients with advanced or metastatic breast cancer. Our 
data may open new opportunities for the repurposing of 
these approved drugs and other reported inhibitors as 
the anticancer agents for African American breast cancer 
patients.

Through the COX regression analysis, we have identi-
fied several proteins as new promising targets for the 
therapeutic discovery in TNBC. The multivariate COX 
regression model suggests that expression of MKK3, 
AGAP2, and ACYP2 has a significant negative impact 
on clinical outcomes of TNBC Black/African American 
patients, and these genes may serve as putative biomark-
ers for decreased patient survival. Among them, MKK3 
showed the most dramatic impact on the survival of Afri-
can American patients, specifically with triple-negative 
breast cancer.

The integration of the survival data analysis, gene set 
enrichment analysis, and the analysis of the breast cancer 
histopathological images revealed that MKK3 can pro-
mote TNBC tumorigenesis through the activation of the 
MYC transcriptional program.

MKK3 is a well-established activator of the p38 pro-
inflammatory and pro-apoptotic pathway [58], and 
MKK3 functions have been associated primarily with 
the regulation of p38 signaling [69–74]. The loss of 
p38-activation may promote tumor growth in cancers 
with a decreased level of MKK3 [57, 75], suggesting 
its tumor-suppressive function. On the other hand, 
the oncogenic role for MKK3 has been reported in 
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Fig. 7 MKK3 overexpression contributes in MYC-dependent induction of epithelial-to-mesenchymal transition. a The Pearson correlation plots for 
the expression of MKK3 (MAP2K3), MYC, and MKK3-MYC interaction and MYC-dependent EMT-inducers EIF5A, EIF5AL1, and SNAI1. b Overexpression 
of EIF5A, EIF5al1, and SNAI1 correlates with decreased survival of African American TNBC patients. Log-rank p-values are shown. c A working model 
by which MKK3-mediated MYC activation leads to transcriptional activation of EMT inducers resulting in increased invasion and metastasis in 
African American TNBC patients
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multiple tumor types, including melanoma, colorectal, 
liver, esophageal, cervical, and breast cancers [51, 52, 
76–80].

Analysis of genomics data shows that MKK3 is either 
up- or downregulated in different cancer types and 
different groups of cancer patients. Thus, MKK3 can 
play a dual role in cancer: one as a lost tumor sup-
pressor acting through the p38-pathway [81, 82], and 
another as an oncogene through upregulation of dif-
ferent oncogenic programs, such as the MYC tran-
scription. MYC is a major tumor driver, and the master 
regulator of multiple key cellular processes, including 
cell growth and proliferation, immune response, and 
metabolism. Over the past decades, MYC became a 
well-established and highly-appealing therapeutic tar-
get in breast cancer [83]. Therapeutic regulation of 
MYC activation may provide new clinical strategies to 
suppress different oncogenic mechanisms in African 
American breast cancer patients [84–86].

Recent studies have established strong functional 
connectivity between TP53 mutations in breast can-
cer patients and MYC activation [87]. The frequency 
of TP53 mutations is more than 40% higher in African 
American patients than in White patients [11, 12]. Fur-
thermore, MKK3 overexpression was linked to TP53 
mutations in colon and breast cancer cells [56]. These 
data suggest that MKK3 may cooperate with TP53 to 
activate MYC and promote TNBC progression in the 
Black/African American cohort. This model is fur-
ther supported by a synthetic lethal relationship [88] 
and a physical protein–protein interaction observed 
between MKK3 and MYC in cancer cells [60, 61, 89, 
90]. Thus, the MKK3-MYC oncogenic axis may repre-
sent a new promising target for therapeutic discovery 
for African American TNBC patients.

Through a systematic gene set enrichment analy-
sis and clinical outcome profiling, we have discov-
ered a new oncogenic function for MKK3 in African 
American TNBC patients as an activator of MYC-
dependent epithelial-to-mesenchymal transition, spe-
cifically through EIF5A, EIF5AL1, and SNAI1 genes. 
Overexpression of these MKK3-MYC signature genes 
has been linked with the induction of epithelial-to-
mesenchymal transition in breast cancer and strongly 
correlates with worsened clinical outcomes in Afri-
can American patients. These findings suggest that 
the inhibition of MKK3-MYC interaction itself and 
its downstream-activated genes EIF5A, EIF5AL1, and 
SNAI1 may provide new therapeutic options for Afri-
can American patients with triple-negative breast 
cancer.

Conclusions
In this study, the relationship between gene expression 
and survival disparity in breast cancer patients has been 
investigated. Through the integrative statistical analy-
ses of clinical and genomics data, we identified 32 genes 
as putative targets for therapeutic intervention in Black 
or African American breast cancer patients. The suc-
cess of the translation of these findings into the clinic 
would certainly rely on the further rigorous experi-
mental validation and can be complicated by diverse 
molecular mechanisms underlying survival disparity. To 
facilitate this process, the identification and prioritization 
of the most biologically relevant, clinically significant, 
and druggable targets is crucial. Toward this goal, we per-
formed a systematic analysis of the genomics and clini-
cal data available for MKK3 gene that demonstrated one 
of the most significant negative impacts on the survival 
of African Americans with triple-negative breast cancer. 
Through a comprehensive systems biology approach, we 
have linked MKK3-mediated worsened clinical outcomes 
in African American TNBC patients with the activation 
of MYC transcriptional program. We have determined 
that besides its well-defined function in the p38-inflam-
matory pathway, MKK3 can induce MYC-dependent 
epithelial-to-mesenchymal transition in breast cancer 
patients in part through upregulation of EIF5A, EIF5AL1, 
and SNAI1 genes. These findings suggest new oncogenic 
functions for MKK3 in breast cancer and define MKK3-
MYC interaction as a promising target to reduce survival 
disparity in African American TNBC patients.
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Chapter 5

HistomicsTK: an open-source software for computational

pathology

HistomicsTK is a python toolkit for organizing, annotating, and analyzing WSI data. It is built as

a complement to the Digital Slide Archive (DSA) and can be used either as a pure python package

for the application of image analysis algorithms or as a server-side plugin for web-based analytics.

HistomicsTK is built in collaboration with the company Kitware and is an open-source project at

the HistomicsTK Github repository. The graphical user interface associated that enables viewing

HistomicsTK annotations within the DSA environment is called HistomicsUI (see this video).

Candidate’s role: Development of workflows to handle annotations and segmentation masks;

extending color normalization and augmentation; detection of tissue boundary; efficient detection

of highly-cellular regions in WSIs.

https://github.com/DigitalSlideArchive/HistomicsTK
https://youtu.be/HTvLMyKYyGs
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Section 5.1

Creation, parsing and expert review of WSI annotations

As we have explored in chapter 2, structured crowdsourcing approaches enable the scalable collec-

tion of tissue and cell type annotations, which are in turn critical for developing accurate prognostic

models in histopathology. Structured crowdsourcing is a hierarchical approach in which non-experts

create the majority of data, and pathologists only need to review and approve the data and sup-

plement minor annotation classes. This setup, therefore, necessitates the development of intuitive

tools that enable efficient creation, parsing, and expert review of WSI annotations.

5.1.1 Annotation review

Figure 5.1.1: Use of review galleries for rapid expert review of annotations. A demon-
stration of this feature can be viewed here.

Annotation studies often focus on small ROIs that are orders of magnitude smaller than whole

slide images and sparsely distributed over many slides. Reviewing these annotations involves sig-

nificant time spent navigating from one ROI to another within and across slides. To aid in review,

https://youtu.be/Plh39obBg_0
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we developed a simple tool to generate mosaic gallery images that condense these ROIs into dense

multiresolution images that can be viewed in HistomicsUI (Figure 5.1.1. These gallery images

speed up the review process by minimizing navigation and the need for toggling annotations (see

this video). Moreover, each ROI within the gallery is hyperlinked to its location within the full

WSI, allowing the pathologist to navigate at pan around at various resolutions for wider context.

This documentation page contains further details on the creation of these galleries, geared towards

developers and project coordinators.

5.1.2 Annotation storage

Figure 5.1.2: Back and forth conversion of the annotation database between SQL to
MongoDB formats.

Annotations represent a significant time investment for the users who generate them, and they

should be backed up frequently. The simplest way to backup the annotations in a DSA database

is to perform a mongodump operation, which relies on the intrinsic MongoDB database. While

frequent mongodump operations are always important to guard against failures, they have the

following disadvantages:

• You need to have access to the server where the annotations are hosted.

• The entire MongoDB database is backed up, not just the folder you care about.

• You cannot query the database using SQL queries.

https://youtu.be/Plh39obBg_0
https://digitalslidearchive.github.io/HistomicsTK/examples/creating_gallery_images_review.html
https://docs.mongodb.com/database-tools/mongodump/l
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We have created functionality that enables cross-conversion between the unstructured MongoDB-

type format and structured tabular formats that are compatible with SQL database ingestion and

querying. This functionality allows the recursive backup of a girder database locally as a combina-

tion of .json files (most similar to the raw MongoDB format), tabular files (.csv), and/or an SQLite

database. This documentation page contains further details, geared towards developers and project

coordinators.

5.1.3 Supporting annotation workflows for segmentation tasks

The DSA database stores annotations in an (x,y) coordinate list format. For many tasks that pro-

cess annotation data like training machine learning algorithms or measuring interrater agreement,

a mask image representation where pixel values encode ground truth information is more useful.

Different segmentation tasks require distinct encoding for the ground truth masks used for training

and validating image analysis models. Common encoding schemes include:

• Semantic segmentation encoding: The value of each pixel encodes the classification of

the corresponding pixel in the image. For example, a value of 1 encodes cancer, 2 encodes

stroma, 3 encodes TILs, and so on. If there are multiple objects that have the same class,

they are not differentiated. For example, this format would not distinguish between touching

TILs cells are they would all be encoded by the same value.

• Object segmentation encoding: The value of each pixel encodes the object to which it

belongs. For example, 1 encodes a single TIL, 2 encodes another TIL, 3 encodes yet another

TIL, 4 encodes a tumor cell, etc. This encoding is usually accompanied by an extra file that

maps the objects to their classes, i.e., objects 1, 2, and 3 are TILs, while object 4 is a cancer

cell. These masks are typically stored in a binary format (not standard image formats like

.png) to allow encoding more than 255 objects per image.

• Panoptic segmentation encoding: combines semantic and object segmentation encodings

in the same mask. One channel in this mask encodes the semantic classification encoding,

while the other encodes object ID [91].

Our contributions include the development of workflows for handling both pure semantic seg-

mentation (Figure 5.1.4, as well as panoptic segmentation tasks (Figure 5.1.3). Specifically, we

https://digitalslidearchive.github.io/HistomicsTK/examples/annotation_database_backup_and_sql_parser.html
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developed tools for back-and-forth conversion between unstructured records containing coordinates,

suitable for viewing on HistomicsUI, and mask formats suitable for training and validating image

analysis models. This documentation page contains details and usage examples, geared towards

developers and project coordinators.

Figure 5.1.3: Compact format for encoding object and panoptic segmentation masks.
Unlike other applications, there are numerous objects (e.g., nuclei) per histopathology image. This
emphasizes the importance of efficient data representation. HistomicsTK saves object segmentation
masks as an (m, n, 3) unsigned 8-bit integer array that can be saved as a convenient png image. The
first channel encodes semantic labels, for example, whether the nucleus is cancerous. Multiplication
of the second and third channels gives the object ID. Hence, there could be a maximum of 32,385
unique objects per image. This arrangement is more compact than traditional object segmentation
mask formats, which are very sparse (one object per channel). Note that since the first channel
encodes segmentation class, this format can also be used for panoptic segmentation tasks. In that
case, the segmentation channel can encode ”thing” entities (like stromal collagen) with a void object
encoding in the second and third channels [91].

https://digitalslidearchive.github.io/HistomicsTK/examples.html


Section 5.1: Creation, parsing and expert review of WSI annotations 169

Figure 5.1.4: Workflows for handling annotations and masks for semantic segmentation
tasks. A. The annotations are drawn by pathologists using the HistomicsTK user interface and
are stored in the MongoDB database in the HistomicsTK server. These are parsed, using tools we
developed, into labeled masks (where pixel values encode class labels) for use in image segmentation
model training and validation. B. Alternatively, labeled masks may be generated by an algorithm
(e.g., a semantic segmentation CNN), and HistomicsTK tools we developed are used to extract
contours and parse them for viewing and editing in the HistomicsTK user interface. C. and D.
Tile-wise outputs from semantic segmentation algorithms are converted to polygons using standard
image processing libraries. Then, the spatial relationships between these adjacent polygons are
analyzed using HistomicsTK software to enable efficient fusion into WSI-level polygons. This
enables the extraction of meaningful morphological features like the perimeter of discrete tumor
nests.
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Section 5.2

Image processing operations for computational pathology

Empty space and non-tissue elements like pen markings cannot be modeled as a mixture of hema-

toxylin and eosin stains, and therefore need to be excluded from color normalization and augmen-

tation routines for optimal results. To address this, we updated existing color normalization and

augmentation routines in HistomicsTK to allow masking out of non-tissue elements. This results

in more natural images with less color artifacts (Figure 5.2.1).

Figure 5.2.1: Masked color normalization and augmentation A. Sample tile from the TCGA
dataset that includes a portion of tissue, some empty space, and a green pen marking. Simple
thresholding routines are used to delineate non-tissue elements, shown in pink. B. Reinhard color
normalization without (left) and with (right) masking of non-tissue elements. Masking results in
a more natural normalized image. C. Macenko color normalization without (left) and with (right)
masking of non-tissue elements. Masking results in a more natural normalized image. D. Masked
color augmentation using the stain perturbation method described by Tellez et al.. Only the tissue
stain is perturbed, and normalization mimics the expected variation in stain concentration between
various slides and labs.
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Section 5.3

Simple workflows for detection of salient tissue

Before any image processing routines are applied to a whole-slide image, a set of critical steps need

to be performed to ensure that the analysis is focused on relevant and diagnostically-salient tissue

areas. These steps include:

• Exclusion of glass and isolation of tissue regions.

• Exclusion of pen markings and inking.

• Exclusion of irrelevant regions of geographic hemorrhage (e.g., bleeding from surrounding

vessels at the time of biopsy or resection).

• In the case of invasive carcinomas like breast cancer, isolation of cellular/cancerous tissue

regions and exclusion of distant stroma, geographic necrosis, and large fibrotic scar tissue.

We developed tools to support each of the above tasks, as summarized in Figures 5.3.1, 5.3.2,

5.3.3, and 5.3.4. This documentation page contains details and usage examples. While machine

learning methods can technically be used for these tasks, it usually makes more sense to use simple,

lightweight methods that rely on the color properties of the image and simple image processing

operations for efficient analysis. Besides efficiency, simple workflows like the ones described here

do not require any training data and are hence easily portable from one context to another.

https://digitalslidearchive.github.io/HistomicsTK/examples.html
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Figure 5.3.1: Simple thresholding-based tissue detection workflow. A. A number of image
processing steps are used to efficiently segment tissue from non-tissue elements at very low resolu-
tion. Dashed arrows indicate optional steps. B. Illustrating the impact of color deconvolution and
the number of thresholding steps on tissue detection results.
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Figure 5.3.2: Color thresholding-based semantic segmentation at low resolution
(methodology). A. The first step involves segmentation of tissue elements using, for example,
serial Gaussian smoothing and Otsu thresholding (described in Figure 5.3.1) [132]. B. The image
is converted to the HSI and LAB color spaces. Different channels preferentially highlight specific
image components, which are segmented by setting lower and upper thresholds. This step reliably
segments empty space, adipose tissue, blood, blue pen/inking, and green pen/inking. C. The tissue
image is color-deconvolved using the Macenko method to isolate the hematoxylin channel. Note
that the components from step B cannot be modeled as a mixture of hematoxylin and eosin stains,
so they are masked out of the deconvolution. D-F. The hematoxylin intensity channel is thresh-
olded using Otsu’s method to isolate cellular regions. G. A number of Gaussian smoothing, Otsu
thresholding, and connected component analysis steps are applied to the output from F, similar to
Figure 5.3.1. H. Using a smaller Gaussian smoothing threshold results in more fragmented distinct
cellular regions. This is a parameter set by the user depending on their specific use case. Size
criteria may be adjusted to keep only the largest regions to increase specificity.
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Figure 5.3.3: Color thresholding-based semantic segmentation (results). Cellular tissue
regions are segmented, and irrelevant material is excluded, based on the color properties of the
image. The second column shows using a large Gaussian smoothing filter size, which favors large
contiguous regions. A smaller filter size is illustrated in the third column, favoring small discrete
regions.
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Figure 5.3.4: Semantic segmentation of cellular regions using superpixel decomposition.
Tissue regions are subdivided into superpixels using Simple Linear Iterative Clustering (SLIC) [4].
The hematoxylin channel is then isolated using Macenko color deconvolution, and various intensity
and texture features are extracted for each superpixel independently. Then, a Gaussian mixture
model is fit to the features, yielding multiple superpixel clusters. These clusters are ranked from
most cellular (red) to least cellular (blue) based on median hematoxylin intensity.
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Chapter 6

Summary of conclusions and future directions

In this dissertation, we have presented a body of work that describes the methodology and empir-

ical validation of a framework for the systematic computational discovery of histomic prognostic

biomarkers in invasive carcinomas of the breast. Histomic biomarkers are a set of prognostically-

relevant descriptors that summarize the visual appearance of an H&E stained whole-slide image

(WSI) scan using objective and quantitative computational tools. We showed that a weighted com-

bination of these descriptors produces the Histomic Prognostic Score, a continuous risk assessment

tool that has independent prognostic value in two cohorts of patients with breast carcinomas.

We relied on a modeling paradigm called concept bottlenecking, whereby a set of intermediate

concepts are extracted first, then used to extract features for prognostic modeling. Concept bot-

tlenecking improves interpretability and trustworthiness in model decisions and acts as a guard

against learning spurious correlations. Specifically, we used supervised convolutional neural net-

works (CNN) to automatically delineate histopathologic regions and nuclei in WSI scans, which

were then summarized by a set of morphological and contextual features that were later used for

predicting patient survival outcomes.

6.0.1 Structured Crowdsourcing is a viable data collection strategy

One key hurdle we overcame was the lack of large-scale open-access annotation data for training

supervised CNN models to delineate tissue regions and nuclei in breast carcinomas. This prompted

us to pursue a series of studies investigating a novel data collection approach called structured

crowdsourcing. We relied on the fact that medical students and fresh graduates have some expo-

sure to pathology as part of their training and have more time and career incentives than practicing

pathologists to participate in research projects focused on distributed data collection. Using a hi-
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erarchical supervision and quality control scheme, we were able to collect and publish two of the

largest open-access datasets for this task in invasive carcinomas of the breast, comprised of 20,000

region annotations and 200,000 annotations of nuclei. Our crowdsourcing approach relies on two

facets: 1. a large single-rater dataset produced by non-pathologists, after some initial training,

and corrected or approved by practicing pathologists; 2. a much smaller multi-rater dataset to cal-

culate interrater statistics and determine participant reliability. Optionally, the same participant

may be assigned the same image under different experimental conditions to assess the impact of

experimental design choices. Our key findings were that medical students are reliable annotators for

predominant, visually-distinctive patterns but are not reliable for annotating uncommon or ambigu-

ous tissue regions or nuclei. We also show that for some nuclear classes, the burden of pathologist

supervision may be reduced by asking multiple non-pathologists to annotate the same image; the

exact number of non-pathologists needed to obtain reliable data depends on the nuclear class of

interest. Moreover, we showed that the scalability and accuracy of non-pathologist annotations

could be improved by offering participants a set of algorithmic suggestions. These suggestions may

be bootstrapped from heuristic nucleus segmentation algorithms and low-power region classification

data and have little or no reliance on annotation data.

6.0.2 Open-source visualization and data management tools are indispensable

Our crowdsourcing projects relied heavily on the open-source whole-slide image (WSI) data and

metadata management tool the Digital Slide Archive, along with its associated viewer HistomicsUI

and image processing library HistomicsTK. In fact, as we outlined in chapter 5, the crowdsourcing

projects prompted us to make systematic improvements to the software in close collaboration with

Kitware. We relied on the web-based nature of this software to enable collaborative annotation

from tens of participants in multiple countries, with no special installation requirements. This ease

of use was critical to our success, and so was the tight coupling of the HistomicsUI viewer with an

Applications Programming Interface (API) for back-and-forth interaction with the database and

for pushing algorithmic outputs.
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6.0.3 Crowdsourced annotations can train accurate convolutional models

We showed that crowdsourced annotation data could train accurate supervised CNN models to

delineate and classify tissue regions and nuclei in breast cancer. For tissue region delineation, we

showed that a standard fully-convolutional architecture (VGG-FCN) could train to automatically

detect tissue region patterns with high accuracy, including cancer, stroma, tumor-infiltrating lym-

phocyte (TILs) aggregates, and necrosis. Nuclear detection and classification, on the other hand,

required some modification to existing state-of-the-art. Specifically, the nucleus annotation dataset

we obtained differed from standard ”natural” object detection datasets in that: 1. objects (nuclei)

were much smaller and more numerous per image, and 2. it was a hybrid dataset : there was a

mixture of bounding boxes (manually placed) and segmentation boundaries (approved algorithmic

suggestions). Building on top of the state-of-the-art object detection model, Mask R-CNN, we

showed that decoupling the detection and classification tasks improves classification performance.

Additionally, we showed that the model learned to produce highly accurate segmentation predic-

tions even though less than half of the training data contained segmentation boundaries.

6.0.4 Customized modeling approaches better suit histopathology applications

Existing CNN explainability approaches fall short when trying to explain the decisions of nucleus

classification models. Techniques based on saliency heatmaps, such as GRAD-CAM, are qualitative

in nature, suffer from confirmation bias, and provide explanations that do not align with the criteria

that practicing pathologists use in their own practice. We introduced a technique called Decision

Tree Approximation of Learned Embeddings (DTALE), which provides explanations that are highly

intuitive, referencing nuclear size, shape, staining, and chromatin clumping. DTALE provides these

explanations without compromising accuracy.

We built MuTILs, a custom multi-resolution modeling approach that is well-suited for efficient,

joint delineation of tissue regions and cells in WSIs. MuTILs has two customizations that make

it well-suited for histopathology applications: 1. it has two branches operating at low- and high-

resolution; 2. it incorporates a predefined region prior, which encourages compatibility between

the tissue region and cell type predictions. The region constraint improves predictive accuracy for

certain nuclear classes like round fibroblasts and large TILs.
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6.0.5 Computational histomic features enable hypothesis-driven biomarker discovery

Our concept bottlenecking approach allowed us to extract a set of highly interpretable features that

we used for downstream prognostic modeling. These features included descriptors of cellular abun-

dance, region morphology, nuclear morphology, nuclear and cytoplasmic staining, stromal matrix

and collagen disorder, cell-cell interactions, cell clustering, and cell-region interactions. We showed

that histomic features measuring architectural disruption and nuclear atypia and pleomorphism

represent a computational equivalent of the criteria used in Nottingham grading of breast cancer

and that measures of TILs abundance are computational equivalents of the visually-assessed stro-

mal TILs score. This helped provide some extra validation of the meaningfulness of the histomic

features we extracted beyond raw accuracy values. We then went on to show how a weighted

combination of 26 histomic features, along with the standard IHC panel measuring ER, PR, and

Her2+ expression, produces the Histomic Prognostic Score, which is highly prognostic in invasive

carcinomas of the breast. We showed that most prognostic histomic features differ between the

general and high-grade patient populations. Specifically, epithelial features are highly successful

in distinguishing low and high-risk patients but are less important in detecting subtle differences

in patient survival outcomes within the high-grade sub-population. Within the high-grade patient

sub-population, stromal and TILs features have a stronger prognostic value. The Histomic Prog-

nostic Score is prognostic independently of pathologic stage, various risk factors, expression of basal

markers, and (in the case of CPS-II) treatment. This prognostic value is stronger than a baseline

model based on manual grading and the standard IHC panel.

6.0.6 Future directions

In this dissertation, we have touched on a wide variety of issues ranging from data collection,

management, deep-learning image analysis, and prognostic modeling. A set of future research

directions and recommendations was mentioned at the end of each section, and we offer a very

broad overview here.

Data collection needs to be prioritized in the computational pathology domain. There is a

pressing need for computational techniques and methodologies to scale up the data acquisition

process. Active and online data collection techniques should be considered for this. Additionally,
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there should be some systematic exploration of the possibility of engaging the general public in

histopathology data collection, including gamification and other innovations to align the motives

and incentives of participants. As we have shown, some histopathologic annotation tasks are almost

never going to be relegated to non-pathologists, especially those involving uncommon, visually

ambiguous, or high-stakes histology patterns. To collect this data, it may be necessary to explore

passive data collection techniques. For example, screen and audio capture may be run in the

background while attending physicians teach residents at large academic institutions.

The CNN modeling approach we used relied on MuTILs, a lightweight semantic segmentation-

based approach. We showed that this method produces accurate results, but we believe there is

room for improvement. There are two avenues for improvement. First, our CNN models did not

perform well for detecting normal breast ducts and acini, likely due to limitations in the training

data. Expansion of the training dataset is warranted to address this issue. Second, a future

version of this approach should combine semantic segmentation of region detection and an object

detection-type branch that better accommodates nuclear overlap.

Our prognostic modeling relied on per-patient aggregate data that were obtained using weighted

averaging and standard deviation. As we discussed in detail in Section 4.1, this simplification may

result in loss of prognostic information and does not model the full heterogeneity within the tumor

microenvironment. A future expansion of this work will use more sophisticated modeling to handle

this limitation. Finally, our prognostic modeling is limited by the retrospective nature of our data,

and future work could address this issue by testing the prognostic value of our histomic signature

in a prospective randomized controlled trial setting.
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SUPPLEMENTARY METHODS 

 

Triple-Negative status assessment 

Evidence of HER2/Neu status was obtained from IHC or FISH results in the clinical file, with positive HER2/Neu status being assigned 

to cases where there is disparity between the IHC and FISH studies. 

Participant training process 

Google suite tools, including Docs, Sheets, Slides, and Drive, were utilized to distribute training materials and slide assignments. A 

preliminary review of slides was first performed to describe their histologic subtypes and patterns. This information was captured in a 

spreadsheet to facilitate the assignment of slides to participants. 

Annotation processing workflow 

The DSA server stores polygonal annotations (including corrections) in a Mongo database in a coordinate list format. These 

coordinates are queried using the DSA REST API and are converted to a mask image format offline, where pixel values encode region 

class (Figure S1). This mask image conversion greatly simplifies the integration of corrections and calculation of inter-participant 

agreement statistics. Mask images are then processed to extract the updated polygonal coordinates that are pushed back to DSA for 

secondary review by the SPs and study coordinator. 

Phases of review and correction 

Two phases of review and corrections were used (Figure S3). During primary review, only the annotation polygon boundaries are 

displayed to maximize visibility of underlying tissue structures. This was meant to facilitate detection of major errors, such as polygon 

misclassifications or missing annotations, and is mainly done by the SPs. During secondary review, polygons are displayed in solid 

(filled) form, to give a better impression of what the final annotation masks will look like and to maximize visibility of minor artifacts and 

gaps. Minor corrections to polygon boundaries are made during this phase, mostly by the study coordinator. 

Annotation discordance calculation and visualization 

We summarize discordance using a statistic we describe as median slide-wise discordance: 

Δ̃ = 𝑚𝑒𝑑𝑖𝑎𝑛𝑠1,..,10(𝑚𝑒𝑑𝑖𝑎𝑛𝑖𝑗1,…𝑘(Δ𝑖,𝑗)) 

Where ∆_(i,j,s) represents the discordance between participants i and j for evaluation slide s, and k represents number of participant 

pairs. This statistic first calculates the median discordance between participant pairs for each of the 10 evaluation ROIs, and then 

calculates the median across these discordances. The expected discordance between two participants on any given slide is 

represented by ∆ ̃. We visualized inter-participant discordance directly on the images to determine where discordance between SPs 

and NPs occurs within evaluation set regions (Figure S4). To do this, we generated pixel-wise discordance maps using the following 

procedure for each region class: (1) SP masks were averaged (pixel-wise) to obtain soft ground truth masks. The averaged masks have 

values in the range [0,1], where 0.5 represents maximum discordance, and 0/1 represents maximum concordance. (2) Discordance 

masks were generated for each NP by taking the absolute difference between NP masks and the ground truth masks from step 1. (3) 

Perform pixel-wise averaging of the discordance masks from step 2 over all NPs to visualize the localization of SP-NP discordance in 

each region. 

Fully-convolutional model training 

The 16-layer, FCN-8 variant of VGG fully-convolutional network was used in our experiments. The network was trained to map pixels 

into five region classes: tumor, stroma, inflammatory infiltration, necrosis and other. Regions that belong to rare classes were grouped 

with predominant were classes where appropriate, as follows: Grouped with “tumor”: angioinvasion, DCIS; Grouped with “inflammatory 

infiltrates”: lymphocytes, plasma cells, other immune infiltrates. Each ROI was divided into overlapping 800x800 pixel tiles, and tiles 

where over 90% of the area was composed of the “don’t care” class were ignored. The tiles were stored into .tfrecords files to be used 

in training. Slides from these institutes were not used in training the final segmentation model on the core set (i.e. were used as an 

unseen testing set to report accuracy): OL, LL, C8, BH, AR, A7 and A1. The amount of overlap used (and therefore, the amount of shift-

augmentation) was inversely proportional to the size of the region of interest; this was done to ensure balanced representation of 

various histologic patterns regardless of ROI size. Crop augmentation to further increase robustness of training; a randomly-located 

768x768 pixel image was cropped on the fly from each tile (after loading in memory) and was used in model training. The models were 

trained on 3 GPUs with a per-GPU batch size of 4 (total batch size of 12) using data parallelization. Adam optimizer was used with a 
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learning rate of 1e-5. Weighted categorical cross-entropy loss was used to mitigate class imbalance, with the weight associated with 

each class determined by: 

𝑊𝑐 = {

 0           ∶  𝑖𝑓 𝑐 = 0

1 −
𝑁𝑐

𝑁
 ∶  𝑖𝑓 𝑐 > 0

 

Where N is the total number of pixels in training dataset and Nc is total number of pixels belonging to class c in training dataset. 

Patch classification model training 

We trained a VGG-16 network to classify 224x224 pixel patches from the three predominant classes: tumor, stroma and inflammatory 

infiltration, using the same train/test assignment used in the semantic segmentation model. Each ROI was divided into non-overlapping 

patches at 20x objective magnification, and patches where the majority class falls below the 50% area were discarded as ambiguous. 

The convolutional layers and first fully-connected layer were derived from the pre-trained ImageNet VGG-16 network and fixed as non-

trainable. Two fully-connected layers were added to the fixed network and trained using cross-entropy loss in TensorFlow. A static 

testing set was derived from 43 ROIs (13,888 patches), while a variable number of the remaining ROIs were randomly selected for 

training. 

Statistical tests 

Mann-Whitney U test was used for unpaired comparisons, and Wilcoxon signed-rank test was used for paired comparisons. A threshold 

level of 0.05 was used to determine statistical significance.  
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SUPPLEMENTARY TABLES 

 

Table S1: Guiding instructions given and tips learned from our experience. 

Instruction Rationale 

General instructions 

Explain importance of annotation quality for algorithm 
training. Emphasize importance of accurate conformation 
to region boundaries.  

Some participants may have a misconception that their 
annotations are only meant to indicate “where the tumor 
generally is”, rather than accurately delineating boundaries. 

Explain importance of comfortable workstation, including 
correct posture, frequent breaks, and mouse usage. 

The health and comfort of the participants is important in its 
own right, and is critical to ensure compliance and high quality 
annotations.  

Provide rules about general diagnostic workflow - zoom 
in and out and pan the slide for general orientation. 
Provide criteria on minimum and maximum magnification 
for annotating classes. 

Some region classes are easier to recognize at lower 
magnification, such as infiltrating lymphocytes which have a 
“salt and pepper” appearance. Very low magnifications can 
result in inaccurate boundaries, while very high magnifications 
significantly increase workload, potentially degrading quality or 
reducing compliance.. 

Provide an unambiguous template of histological classes 
to annotate, including definitions of those classes and 
how they can be effectively recognized. 

This helps standardize the annotation process, reduces 
variability, and guards against common confusions made by 
novices. 

Instructions to prevent annotation mask artifacts 

When a region extends beyond the ROI, extend the 
annotation to slightly overlap the ROI boundary. 

This prevents gaps between region polygons and the ROI 
boundary in the annotation mask (See Figure 3B and 
Supplementary Figure 1). 

When a region is too large to enclose in a single polygon, 
use multiple overlapping polygons.  

This avoids inaccuracies caused by participant fatigue. 
Overlapping annotations of the same region class are fused 
offline. 

Minimize gaps between annotations of different region 
classes. 

This increases accuracy of resultant masks and avoids 
misclassification of pixels at the interface between non-
background region classes as background. 

When two regions are enclosed within one another (eg 
lymphocytic infiltrate within a tumor region), make sure 
the polygon boundaries are also completely enclosed and 
non-crossing. 

This facilitates conversion of polygonal coordinates into masks 
by detecting the hierarchy of polygon enclosure (and hence, 
overlay order) using common image analysis libraries (Figure 
3B).  

Clear definition of “baseline” or background class 
Having a default background class (in our case, stroma) 
significantly reduces the annotation workload and reduces 
chances of error. 

Clear rules about what constitutes a legal polygon: 1- 
Moderate-sized closed polygons preferred, even if this 
means having multiple overlapping polygons to enclose a 
single anatomical structure; 2- Keep mental image of 
where the interior of a polygon is; 3- Avoid self-crossing 
polygon boundaries. 

Illegal or malformed polygons are difficult to handle and correct 
offline, and may significantly degrade the quality of the 
resultant masks.  

 

  

Supplement for Section 2.1: Amgad et al., 2019a 186



 

5 

Table S2: Number of annotations in final dataset, broken down by region class. * stromal polygon counts only reflect stroma 

enclosed within non-stromal regions. Other stromal areas are considered the default background class so no polygons were extracted 

for them.  

Broad category Region class Annotation count (%) 

Predominant classes Tumor 6536 (32.1%) 

Stroma * 2531 (12.4%) 

Lymphocyte-rich 5066 (24.9%) 

Necrosis or debris 506 (2.5%) 

Non-predominant classes Exclude (artifacts, tears, empty lumina, etc) 1943 (9.6%) 

Adipose tissue (fat) 1108 (5.4%) 

Blood vessel 633 (3.1%) 

Blood (intravascular or extravasated red blood cells) 611 (3.0%) 

Glandular secretions 93 (0.5%) 

Extracellular mucoid material 63 (0.3%) 

Challenging classes Plasma cells 806 (4.0%) 

Mixed inflammatory infiltrates 122 (0.6%) 

Metaplastic changes (osteoid,cartilaginous matrix etc) 4 (0.0%) 

Lymph vessel 11 (0.1%) 

Skin adnexa 2 (0.0%) 

Angioinvasion 12 (0.1%) 

Nerves 1 (0.0%) 

DCIS 9 (0.0%) 

Normal acinus or duct 138 (0.7%) 

Undetermined (eg cannot be determined without IHC) 145 (0.7%) 
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Table S3: Patch classification AUC and accuracy improves with larger training datasets. Summary of area under receiver-

operator characteristics curve (ROC AUC) and accuracy of a convolutional neural network trained to classify patches into tumor, 

stroma, and inflammatory classes. Each row represents a set of 10-20 experiments where a fixed number of randomly chosen 

ROIs/slides were assigned to the training set. Number of patches is variable because the size of the ROIs varies between different 

slides. Numbers presented represent the mean and standard deviation (in brackets) of classification accuracy and AUC on a static 

testing set composed of 43 ROIs (13,888 patches). 

No. of 

training 

ROIs 

No. of 

training 

patches 

AUC 

(Macro-

average) 

AUC 

(tumor) 

AUC 

(stroma) 

AUC 

(inflamma

tory) 

Accuracy 

(overall) 

Accuracy 

(tumor) 

Accuracy 

(stroma) 

Accuracy 

(inflamma

tory) 

2 778.40 

(389.94) 

0.88 (0.04) 0.88 (0.04) 0.88 (0.03) 0.89 (0.08) 0.73 (0.04) 0.79 (0.04) 0.79 (0.03) 0.88 (0.04) 

4 1526.10 

(468.80) 

0.92 (0.01) 0.92 (0.02) 0.90 (0.02) 0.94 (0.01) 0.78 (0.03) 0.83 (0.03) 0.82 (0.02) 0.90 (0.03) 

5 1661.20 

(437.09) 

0.92 (0.01) 0.92 (0.02) 0.92 (0.01) 0.94 (0.01) 0.78 (0.03) 0.84 (0.03) 0.84 (0.01) 0.90 (0.02) 

8 2691.00 

(312.69) 

0.94 (0.01) 0.94 (0.01) 0.92 (0.01) 0.95 (0.01) 0.81 (0.01) 0.86 (0.01) 0.84 (0.01) 0.92 (0.01) 

9 2982.90 

(498.45) 

0.93 (0.01) 0.93 (0.01) 0.92 (0.01) 0.94 (0.01) 0.80 (0.01) 0.84 (0.01) 0.85 (0.01) 0.92 (0.00) 

12 4496.70 

(1338.68) 

0.94 (0.01) 0.94 (0.01) 0.92 (0.02) 0.95 (0.00) 0.80 (0.05) 0.85 (0.03) 0.85 (0.02) 0.90 (0.04) 

16 5160.60 

(663.00) 

0.94 (0.00) 0.94 (0.01) 0.93 (0.01) 0.95 (0.01) 0.81 (0.01) 0.86 (0.01) 0.84 (0.02) 0.92 (0.01) 

32 10854.00 

(1016.51) 

0.95 (0.01) 0.95 (0.00) 0.93 (0.02) 0.96 (0.00) 0.81 (0.03) 0.87 (0.01) 0.85 (0.02) 0.90 (0.04) 

41 14493.10 

(1116.62) 

0.95 (0.00) 0.95 (0.00) 0.94 (0.00) 0.96 (0.00) 0.83 (0.01) 0.87 (0.01) 0.86 (0.01) 0.92 (0.00) 

49 17091.40 

(755.45) 

0.95 (0.00) 0.95 (0.00) 0.94 (0.00) 0.96 (0.00) 0.83 (0.02) 0.88 (0.01) 0.86 (0.01) 0.92 (0.01) 

65 23284.10 

(465.63) 

0.95 (0.00) 0.96 (0.00) 0.94 (0.00) 0.96 (0.00) 0.82 (0.02) 0.87 (0.02) 0.85 (0.03) 0.93 (0.00) 

82 28541.00 

(0.00) 

0.95 (0.00) 0.96 (0.00) 0.94 (0.00) 0.96 (0.00) 0.83 (0.01) 0.88 (0.01) 0.86 (0.02) 0.92 (0.00) 
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SUPPLEMENTARY FIGURES 

 

 

Figure S1: Processing annotations and integrating corrections. (A) The DSA server stores annotations and corrections as 

polygonal coordinates. The process of integrating corrections and generating masks begins by downloading these polygonal 

descriptions from the server using the REST API provided by DSA. Making corrections and calculating inter-participant agreement is 

more easily performed with mask images than with raw polygonal coordinates, while polygons are easier to store in the DSA database. 

(B) Before integrating corrections, annotations are converted to mask label images in a process that includes 1. Cropping polygons to 

the ROI boundary 2. Determining order of enclosure (polygons enclosed within other polygons are overlaid on top) and 3. Fusing the 

correction mask image with uncorrected mask image. (C) The fused mask images are then converted to polygons and uploaded back 

to DSA using the REST API. (D) Steps A and B are repeated to obtain final corrected dataset. 
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Figure S2: Evaluation slide set discordance and model training process. (A) Discordance by participant experience. Each point 

represents the discordance between one participant pair for a single slide. (B) Slidewise discordance breakdown by region class. The 

position of each circle represents the median inter-participant discordance for one slide and one region class. The diameter of the circle 

is proportional to the number of masks aggregated, eg. some necrotic regions are annotated by some participant pairs, but not others. 

The red lines indicate the ∆̃ value. (C) Investigating the impact of variability and lack of experience on model accuracy. Left - Two 

training sets were used, one based on a single SP evaluation set annotations, and another based on 10 NP annotations using the same 

evaluation set ROIs. While some vetting was done by the study coordinator (choosing which mask from which NPs to include), these 

annotations were used as is. Right – The two trained models, one based on a single SP and another based on 10 NPs were evaluated 

against 114 infiltrating ductal post-correction ground truth annotations from the core slide set.     
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Figure S3: Two-stage review and correction process.  The vertical green line represents the region-of-interest boundary. Notice how 

the participant extended his/her tumor annotation slightly beyond the green region-of-interest boundary in accordance with the 

annotation instructions in Supplementary Table 1. (A) Primary review process involves visualizing the annotation polygon boundaries 

without fill. (B) Major corrections, in this case a missing necrosis/debris region, are made during primary review. (C) Secondary review 

process involves visualization of solid polygons after incorporation of primary corrections. (D) Any gaps or artifacts are corrected during 

secondary review. 

  

Supplement for Section 2.1: Amgad et al., 2019a 191



 

10 

 

 

Figure S4: Sources of errors and the annotation correction process. (A) Pixel-wise discordance between senior pathologists and 

non-pathologists on two evaluation set slides (see supplementary methods). (B) Sample corrections on the core slide set. Original 

annotations appear as polygon boundaries, while corrections appear as solid polygons. (C) Discordance between pre-correction and 

post-correction masks for non-pathologists in the core set. The position of each dot represents the median inter-participant discordance 

for one slide and one region class. The red lines indicate the overall ∆̃  value per region class.  
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Figure S5: Investigating effect of training dataset size on model generalization. We trained a convolutional neural network to 

classify patches by pixel class majority into three predominant classes (tumor, stroma, and inflammatory infiltrate). An Imagenet-

pretrained VGG-16 architecture was used, with non-trainable weights up to and including the first fully-connected layer, and two 

trainable fully-connected layers. 

 

.  
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Figure S6: Semantic segmentation accuracy. (A) Loss over the training set. (B) Categorical accuracy over the training set. (C) 

Confusion matrix over testing set, normalized to pixel counts. Top numbers are pixel counts (x1e4) and bottom numbers represent 

fraction of total pixel counts. (B) Confusion matrix over testing set using DICE statistic. Top numbers are pixel counts (x1e4) and bottom 

numbers represent DICE coefficient. 
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Figure S7: Semantic segmentation visualization over selected testing set ROI’s (1). Color codes used: red (tumor); transparent 

(stroma); cyan (inflammatory infiltrates); yellow (necrosis).  
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Figure S8: Semantic segmentation visualization over selected testing set ROI’s (2). Color codes used: red (tumor); transparent 

(stroma); cyan (inflammatory infiltrates); yellow (necrosis).  
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Figure S9: Semantic segmentation visualization over selected testing set ROI’s (3). Color codes used: red (tumor); transparent 

(stroma); cyan (inflammatory infiltrates); yellow (necrosis).  
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Figure S10: Patterns where semantic segmentation algorithm departs from ground truth annotations (testing set). (A) Stroma 

intervening small tumor nests misclassified as tumor. (B) Necrotic regions infiltrated by inflammatory cells classified as inflammatory 

infiltrates. The dataset was constructed such that these patterns are identified as necrosis instead. From a pathology standpoint, this is 

not a misclassification, though it does differ from ground truth and contributes to accuracy metrics. (C) Hyalinized, acellular stroma 

misclassified as tumor. This pattern is uncommon and was not represented during model training. (D) Dense plasma cell infiltrates 

misclassified as tumor. Plasma cells were most commonly present in admixtures with other inflammatory cells, especially lymphocytes, 

during model training. This pattern is also uncommon and was not represented during model training.  
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SUPPLEMENTARY DATASET 

 

Dataset visualization (Kitware): The curated dataset can be visualized at the following public instance of the Digital Slide Archive from 

Kitware Inc.:  

http://demo.kitware.com/histomicstk/histomicstk#?image=5bbdee62e629140048d01b0d 

 

 

To view a specific slide, click “Open image” in the upper right corner and choose the “Crowdsource paper” collection. Use the eye icon 

under the “Annotations” tab to view all annotations, and use the slide bar to control annotation transparency. To view any particular 

group of annotations, click on the corresponding folder icon, then click the eye icon to toggle visibility. You may download any individual 

annotation by clicking the downward arrow symbol, although it is probably easier to access the ground truth masks directly using the 

link and instructions below. Note: for visualization purposes, stromal regions were only explicitly annotated if enclosed within another 

region class. 

Ground truth masks: The ground truth masks for this dataset (to be used for model training and validation) can be found at the 

following link: https://figshare.com/s/eae85d914fcb2920da23. Each mask is a .png image, where pixel values encode region class 

membership. The meaning of ground truth encoded can be found at the file gtruth_codes.tsv found in the same directory. The name of 

each mask encodes all necessary information to extract the corresponding RGB images from TCGA slides, as follows: 

 
1. Center/hospital where the patient was treated; 2. TCGA unique patient I.D.; 3. Slide I.D.; 4. Minimum x-coordinates in pixels relative to slide .svs 

file (at native magnification); 5. Minimum y-coordinates in pixels relative to slide .svs file (at native magnification).  

Please be aware that some of the regions of interest are rotated, and that zero pixels represent regions outside the region of interest 

(“don’t care” class) and should be assigned zero-weight during model training; they do not represent an “other” class. This rotation was 

done in the interest of capturing adjacent, yet diverse histologic patterns with minimal annotator fatigue.  

Supplementary_Tables.xlsx: Raw data and tables used for concordance analysis and convolutional network accuracy 

reporting.  This excel file contains various sheets, described below: 

● Concordance_evaluation_set: Concordance statistics for participant pairs over the evaluation set. The columns have the 

following meaning: 

○ Slide_name: name of the slide from which the evaluation ROI was taken. 

Supplement for Section 2.1: Amgad et al., 2019a 199



 

18 

○ Participant1 / Participant2: identifier for study participant who performed the annotation. 

○ Label: Region class for which the concordance was calculated. 

○ Intersect: Intersection of the two binary masks. This is the number of pixels commonly classified by both participants 

as belonging to the label of interest. 

○ Sums: Bag union of the two binary masks. This is the sum of annotated pixels by each of the participant pairs. 

○ Dice: Dice coefficient. 

● Concordance_core_set: Concordance statistics of pre- and post- correction masks. The columns have the same meaning as 

the evaluation set concordance set.  

● Patch_CNN_testing_accuracy: CNN patch classification testing accuracy and AUC for each experiment. The columns have 

the following meaning: 

○ N_slides_train: Number of ROI’s (each from a unique slide) in the training set. 

○ N_patches_train: Number of patches in the training set. 

○ Accuracy: Overall accuracy. 

○ Accuracy_tumor / Accuracy_stroma / Accuracy_inflammatory: Accuracy breakdown by patch class. 

○ ROCAUC: Macro-averaged area under receiver operator characteristics curve over testing set. 

○ ROCAUC_tumor / ROCAUC_stroma / ROCAUC_inflammatory: ROCAUC breakdown by patch class. 

● FCN_AUC: Area under ROC curve for softmax pixel values for each slide in the testing set, broken down by region class. 

● FCN_confusion: Overall confusion matrix over the testing set, numbers represent pixel counts. 
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Supplementary   tables   
  

Table  S1.  Definitions  and  abbreviations  used.   The  following  paper  from  the  Digital  Pathology  Association  can  be  consulted  for  an                                       
expanded   list   of   relevant   concepts:    Abels,   E.   et   al.,   The   Journal   of   Pathology.   2019.   249:   286–294.   

  

Term    Abbr.    Definition   

Basic   definitions   

Whole   slide   image    WSI    High-resolution   scanned   image   of   a   histopathology   slide.   Most   WSIs   of   solid   tumors   
are   scanned   at   a   20-40x   magnification   and   are   extremely   large   (~80k   pixels   side)   

Annotation    -    Manual   markup   of   the   image   to   indicate   the   location,   boundary,   or   class   of   an   
anatomical   structure.   Examples   include   a   point   at   the   centroid   of   a   nucleus,   a   
bounding   box   indicating   the   extent   of   a   nucleus,   or   tracing   the   nucleus   boundary.     

Segmentation    -      A   boundary   delineating   the   edge   of   a   structure   like   a   histologic   region   or   a   nucleus.   

Ground   truth    -      The   true   location/boundary/class   of   a   particular   nucleus.   This   term   is   used   loosely   in   
this   paper   to   refer   to   the   truth   against   which   the   deep-learning   models   are   evaluated.   
This   truth   will   be   different   under   different   circumstances,   depending   on   the   
experiment   being   discussed.   

Region   of   interest    ROI    A   ~1   mm 2    region   of   a   WSI   from   which   FOVs   are   selected.   Each   ROI   is   accompanied   
by   low-power   annotations   of   tissue   regions   used   for   generating   suggestions.   

Field   of   view    FOV    A   ~65   x   65   μm   field   selected   from   within   an   ROI.   FOVs   were   annotated   at   high   
power   to   indicate   the   location   and   class   of   all   nuclei   contained   in   the   FOV.   

Application   Programming   
Interface   

API    A   set   of   functions   that   allow   developers   to   interact   with   a   database   or   other   software   
programmatically.   

Participant   groups   

Non-pathologists    NPs    Medical   students/graduates   who   did   not   receive   pathology   residency   training.   

Junior   pathologists    JPs    Pathology   residents   with   <   2   years   of   anatomical   pathology   training.   

Senior   pathologists    SPs    Attendings   or   pathology   residents   with   >   2   years   of   anatomical   pathology   training.   

Pathologists    Ps    Junior   or   senior   pathologists.   

Datasets   

Hybrid   dataset    -    A   dataset   where   participants   click   accurate   segmentation   boundary   suggestions   and   
draw   bounding   boxes   around   all   other   nuclei.   The   resultant   dataset   contains   a   
mixture   of   segmentation   boundaries   and   bounding   boxes.   

Single-rater   dataset    -    A   collection   of   FOVs   that   NPs   annotated   in   a   single-rater   manner.   NPs   received   
pathologist   feedback   during   the   annotation   process.   NPs   were   shown   both   region   
(low-power)   and   nucleus   (high-power)   suggestions   while   annotating.   

Corrected   single-rater   
dataset   

-    A   subset   of   single-rater   dataset   FOVs   (approximately   half)   whose   annotations   have   
been   manually   corrected   by   study   coordinators   based   on   feedback   from   a   senior   
pathologist.   A   senior   pathologist   approved   all   corrected   single-rater   dataset   
annotations.     

Uncorrected   single-rater   
dataset   

-    Single-rater   dataset   FOVs   whose   annotations   were   not   manually   corrected.   The   
quality   of   these   annotations   is   participant-dependent.   

Multi-rater   datasets    -    A   collection   of   FOVs   that   were   annotated   by   multiple   participants   under   different   
experimental   conditions.   NPs   were   not   given   feedback   on   these   FOVs.   These   are   
used   for   interrater   comparisons.   
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Evaluation   dataset    -    A   multi-rater   dataset   where   Mask   R-CNN   refined   algorithmic   suggestions   were   
shown   to   the   participants.   Refinement   was   applied   to   bootstrap   suggestions   to   
improve   quality.   These   suggestions   were   the   same   type   used   in   single-rater   dataset   
annotation.   

Bootstrap   control    -    A   multi-rater   dataset   where   noisy   bootstrapped   algorithmic   suggestions   were   shown   
to   the   participants.   These   suggestions   were   generated   using   a   heuristic   
segmentation   algorithm   and   processing   of   low   power   region   annotations   and   shape   
data   from   segmentation.   

Unbiased   control    -    A   multi-rater   dataset   where   no   annotation   suggestions   were   shown   to   the   
participants.   This   was   the   first   multi-rater   dataset   annotated   to   obtain   annotations   not   
biased   by   algorithmic   suggestions.   

Nucleus   suggestions   and   labels   

Bootstrapped   suggestions    -    A   set   of   noisy   nuclear   boundary   suggestions   using   simple   image   processing   
heuristics.   Each   boundary   also   had   an   associated   classification   suggestion,   inherited   
from   the   histologic   region   where   the   presumed   nucleus   resides.   Thus,   for   example,   a   
suggested   boundary   in   a   tumor   region   would   be   associated   with   a   tumor   
classification   suggestion.   These   were   an   intermediate   step   in   producing   refined   
suggestions   (see   below)   and   were   only   shown   to   participants   for   the   Bootstrap   
control   dataset.   

Mask   R-CNN   refined   
suggestions   

-    The   result   of   fitting   a   Mask   R-CNN   model   to   the   bootstrap   suggestion.   Mask   R-CNN   
acts   as   a   function   approximator   to   smooth   out   noise.   These   were   shown   to   
participants   for   the   single-rater   and   Evaluation   datasets.   

Label    -    This   term   is   used   in   the   broad   sense,   as   in    labeled   data    used   for   supervised   machine   
learning.   A   label   is   a   tag   associated   with   a   potential   nucleus   location   (anchor   
proposal,   defined   below).   Labels   include   assessing   whether   an   anchor   proposal   
corresponds   to   a   nucleus   (i.e.,   detection),   what   class   to   assign   (e.g.,   tumor)   and   
whether   or   not   the   suggested   segmentation   boundary   is   correct.   

Anchor   proposal    -    A    potential    bounding   box   location   of   a   nucleus.   Anchor   proposals   are   generated   by   
clustering   annotations   from   multi-rater   datasets.     

Class    -    A   type   of   label   that   assigns   a   nucleus   to   a   set   of   predefined   biological   categories   
(e.g.,   tumor,   fibroblast,   and   TILs).   

Raw   nucleus   classes    -    The   set   of   12   nucleus   classes   that   were   directly   obtained   from   the   participants,   
without   class   grouping.     

Nucleus   classes    -    A   set   of   7   nucleus   classes,   obtained   by   grouping   related   raw   classes   together.  

Nucleus   super-classes    -    Three   clinically   salient   nucleus   classes   (tumor,   stroma,   sTILs),   obtained   by   grouping   
nucleus   classes.   

Uncommon   nucleus   classes    -    Any   raw   nucleus   classes   other   than   tumor,   fibroblasts,   and   lymphocytes.     

Inferred   pathologist   truth      P-truth    A   single   label   is   generated   from   the   analysis   of   multi-rater   datasets   using   pathologist   
annotations.   For   each   anchor   proposal   from   clustering,   we   use   EM   to   infer   whether   
the   proposal   is   an   actual   nucleus,   the   class,   and   the   correctness   of   the   suggested   
boundary.   This   was   used   to   measure   the   accuracy   of   NP   annotations   and   NP-label.   

Inferred   non-pathologist   label    NP-label    A   single   label   is   generated   from   the   analysis   of   multi-rater   datasets   using   NP   
annotations   (see   inferred   P-truth   for   comparison).     

Machine   learning   and   image   processing   

Convolutional   neural   network    CNN    A   deep-learning   model   that   operates   on   image   data.   

Mask   R-CNN    -      A   CNN   model   that   learns   to   jointly   predict   nucleus   bounding-box   localization,   
segmentation,   and   class.   
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Agglomerative   hierarchical   
clustering   

-    A   bottom-up   clustering   approach   that   builds   a   hierarchy   of   clusters   starting   with   each   
data   point   as   its   own   cluster   and   grouping   data   points   and   clusters   by   similarity.     

Expectation-Maximization    EM    An   iterative   method   for   estimating   the   parameters   of   a   statistical   model   by   
maximizing   a    likelihood    measure.   It   was   used   to   simultaneously   estimate   participant   
reliability   and   nucleus   locations,   class,   and   correctness   of   boundaries.   

Heuristic   nucleus   
segmentation   

-    Delineation   of   nuclear   boundaries   using   simple   image   processing   operations   that   
have   no   dependence   on   annotation   data   (unlike   machine   learning   models).   This   was   
used   to   generate   bootstrapped   algorithmic   suggestions   or   segmentation   boundaries.     

Measures   of   accuracy   and   agreement   

Intersection   over   union    IOU    A   quantitative   measure   of   overlap   of   prediction   and   truth.     

DICE   coefficient    -    Similar   to   IOU,   it   is   a   measure   of   overlap   of   prediction   and   truth.     

Area   under   
Receiver-Operator   
Characteristic   (ROC)   curve   

AUROC    It   is   a   measure   of   accuracy,   where   a   value   of   0.5   corresponds   to   random   chance,   
and   a   value   of   1.0   is   the   maximum.   There   are   two   ways   of   obtaining   this   value:   
-   Micro-average:    This   is   the   overall   accuracy,   where   different   nucleus   classes   
contribute   to   the   result   in   proportion   to   their   abundance   in   the   dataset   
-    Macro-average:    Is   the   class-balanced   accuracy,   where   different   nucleus   classes   
are   equally   weighted,   such   that   an   uncommon   class   like   macrophages   will   have   the   
same   contribution   as   a   common   class   like   sTILs.   

Average   precision    AP    The   area   under   the   precision-recall   curve   is   used   to   measure   detection   performance.   
AP@.5   refers   to   the   area   measured   with   a   minimum   IOU   of   0.5   for   defining   correct   
detections.   mAP@.5:.95   is   a   more   stringent   measure   that   averages   areas   for   a   
range   of   IOU   thresholds   from   0.5   to   0.95.   

F1   score    -    The   harmonic   mean   of   precision   and   recall   values.   

Matthiew’s   Correlation   
Coefficient   

MCC   A   balanced   measure   of   classification   accuracy   considers   all   components   of   the   
confusion   matrix,   including   true   negatives   (unlike   the   F1   score).   

Cohen’s   Kappa   statistic    -    A   measure   of   agreement   between   two   participants,   ranging   from   -1   (perfect   
disagreement)   to   +1   (perfect   agreement).     

Krippendorff’s   Alpha   statistic    -    A   multi-rater   generalization   of   Cohen’s   Kappa,   which   handles   missing   values.   
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Table  S2.  Accuracy  of  algorithmic  suggestions.  The  accuracy  is  measured  against  the  corrected  single-rater  dataset.  Mask                                 
R-CNN  refinement  of  the  bootstrapped  algorithmic  suggestions  results  in  better  detection  suggestions.  Low-power  region-based                             
classification  was  more  accurate  than  Mask  R-CNN-derived  classes.  Note,  however,  that  this  was  FOV-dependent,  and  there  were                                   
some   FOVs   in   which   the   Mask   R-CNN   prediction   was   better   than   relying   on   low-power   regions   for   classification.   

  
Table   S3.   Hyperparameters   used   for   Mask   R-CNN   model   training.   

  
    

  

Stage    Class    N    Accuracy   MCC   F1    Precision   Sensitivity   Specificity  

Bootstrap   
suggestions   

Detection    58598    18.8    -    31.7    40.4    26.1    -   

Classification   
(region-inherited)   

Overall   

11029   

86.8    77.9    -    -    -    -   

Tumor    95.6    91.2    95.2    93.6    96.8    94.7   

Stromal    90.3    21.5    12.4    80.0    6.7    99.8   

sTILs    89.6    80.3    89.2    82.6    97.0    83.7   

Other    98.2    16.8    17.7    16.9    18.6    99.0   

Suggestions   
after   Mask   

R-CNN   
refinement   

Detection    75908    31.5    -    47.9    47.6    48.1    -   

Classification   
(region-inherited)   

Overall   

23874   

78.9    67.6    -    -    -    -   

Tumor    93.5    85.9    91.1    90.1    92.1    94.2   

Stromal    82.0    46.1    57.2    53.4    61.6    87.0   

sTILs    83.6    66.4    80.2    84.2    76.6    88.9   

Other    99.3    30.5    25.9    56.0    16.9    99.9   

Classification   (Mask   
R-CNN   prediction)   

Overall    69.1    52.7    -    -    -    -   

Tumor    83.2    63.0    74.9    82.1    68.8    91.4   

Stromal    82.2    26.3    17.5    91.3    9.6    99.8   

sTILs    75.5    58.1    77.4    64.5    96.8    59.0   

Other    97.9    12.0    11.9    8.5    19.9    98.5   

Backbone    Resnet50   

Pretraining    Imagenet   

Input   (cropped)   image   size    128   x   128   

Max.   ground   truth   nuclei   per   image      30   

Max.   detections   per   image   (inference)    200   

Batch   size    8   

Optimizer    SGD   

Learning   rate    1.00E-04   

Momentum    9.00E-01   

Length   of   anchor   sides   in   pixels    8,16,32,64,128   

ROIs   after   NMS   (training)    500   

ROIs   after   NMS   (inference)    1000   

NMS   threshold   for   RPN   proposals    0.7   
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Supplementary   figures   
  
  

  
  

Figure  S1.  Use  of  review  galleries  for  scalable  review  of  single-rater  annotations.   Single-rater  annotations  were  corrected  by                                   
two  study  coordinators,  in  consultation  with  a  senior  pathologist.  The  pathologist  was  provided  with  a  mosaic  review  gallery  showing                                       
a  bird’s  eye  view  of  each  FOV,  with  and  without  annotations,  and  at  high  and  low  power.  The  pathologist  was  asked  to  assign  a                                                 
per-FOV  quality  assessment.  If  the  pathologist  wanted  further  context,  they  were  able  to  click  on  the  FOV  and  pan  around  the  full                                             
whole-slide  image.  They  were  also  able  to  provide  brief  comments  to  be  addressed  by  the  coordinators,  for  eg.  “change  all  to                                           
tumor”.   A   demo   is   provided   at   the   following   video:     https://youtu.be/Plh39obBg_0    .   
  
  
  

  
  

  
Figure  S2.  Process  for  obtaining  algorithmic  suggestions  for  scalable  assisted  annotation.   Nucleus  segmentation  boundaries                             
were  derived  using  image  processing  heuristics  at  a  high  magnification.  Low-power  region  annotations  from  the  BCSS  dataset,                                   
approved  by  a  practicing  pathologist,  were  then  used  to  assign  an  initial  class  to  nuclei.  This  combination  of  noisy  nuclear                                         
segmentation  boundaries  and  region-derived  classifications  are  the   bootstrapped   suggestions.  These  noisy  algorithmic  suggestions                           
were  the  basis  for  annotating  the  Bootstrap  control  multi-rater  dataset.  A  Mask  R-CNN  model  was  then  used  as  a  function                                         
approximator  to  smooth  out  some  of  the  noise  in  the  bootstrapped  suggestions.  Participants  were  able  to  view  these  refined                                       
suggestions,   along   with   low-power   region   annotations,   when   annotating   the   single-rater   and   Evaluation   datasets.   
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Figure  S3.  Super-class  accuracy  of  participant  annotations  and  inferred  NP-labels  (Evaluation  dataset).  The  accuracy  is                               
measured   against   the   inferred   P-truth.   
  
  
  

  
  

Figure  S4.  Accuracy  of  algorithmic  suggestions  (single-rater  dataset).   The  accuracy  is  measured  against  the  corrected                               
single-rater  dataset.   a.  Per-FOV  detection  accuracy  of  algorithmic  data  at  the  two  stages  of  obtaining  algorithmic  suggestions;  i.e.                                     
how  well  do  the  suggestions  correspond  to  real  nuclei?  Mask  R-CNN  refinement  significantly  improves  suggestion  accuracy.  b .                                   
Number  of  Mask  R-CNN-refined  suggestions  that  correspond  to  a  segmentation  (i.e.  were  clicked)  or  a  bounding  box.   c.                                    
Concordance  between  suggested  classes  and  classes  assigned  by  participants.  Region-based  suggestions  were,  broadly-speaking,                           
more  concordant  with  the  true  classes,  but  nucleus  suggestions  had  a  higher  recall  for  sTILs.  d.  Comparison  of  the  classification                                         
accuracy  (MCC)  of  low-power  region  class  and  high-power  Mask  R-CNN-derived  nucleus  class.  Numbers  are  normalized                               
column-wise,  i.e.  represent  percentages  of  true  nuclei  of  a  particular  class.  Note  how  region-based  and  nucleus-based  suggestions                                   
have  disparate  accuracies  for  different  FOVs  and  classes.  Hence,  there  was  value  in  providing  the  participants  with  both  forms  of                                         
suggestion.     
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Figure  S5.  Abundance  and  segmentation  accuracy  of  clicked  algorithmic  suggestions  (multi-rater  datasets).  a.  Proportion  of                               
nuclei  in  the  FOV  that  were  inferred  to  have  good  segmentation.  Circle  size  represents  the  number  of  nuclei  in  that  FOV.  The                                             
proportion  is  notably  higher  for  the  Evaluation  dataset  than  the  Bootstrap  control.  b.   Accuracy  of  algorithmic  segmentation                                   
boundaries  for  nuclei  that  were  inferred  to  have  accurate  segmentation  boundaries  in  both  the  Evaluation  dataset  and  Bootstrap                                     
control.  The  comparison  is  made  against  manual  segmentations  obtained  for  the  same  nuclei  from  one  senior  pathologist.  Most                                     
clicked  algorithmic  segmentations  were  very  accurate,  and  have  a  DICE  coefficient  above  0.8.  The  accuracy  was  slightly  higher  for                                       
Mask   R-CNN-refined   suggestions.   
  
  

  
  

Figure  S6.  Annotation  procedure  on  HistomicsUI.  a-b.  Participants  were  shown  suggestions  for  nucleus  segmentation                             
boundaries,  as  well  as  two  types  of  classification  suggestions:  low-power  region  suggestions  and  high-power  nucleus  classification                                 
suggestions.  The  FOV  shown  here  is  almost  entirely  present  in  a  stromal  region,  but  contains  multiple  scattered  sTILs  that  were  not                                           
dense  enough  to  be  captured  as  a  sTILs  “region”.   c.  Participants’  annotations  were  either  points/clicks,  for  accurate  segmentations,                                     
or  bounding  boxes.  They  picked  the  color/class  of  their  annotations  beforehand,  and  were  told  to  simply  ignore  any  inaccurate                                       
suggestions.  Participants  were  able  to  turn  the  suggestions  off  for  a  clear  view  of  the  underlying  tissue.   d.  Participant  annotations                                         
and  algorithmic  suggestions  were  ingested  into  a  database  and  processed  to  provide  cleaned  up  data,  which  was  then  pushed  for                                         
viewing   on   HistomicsUI   for   correction   and   review.   
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Figure  S7.  Confusion  matrix  of  participant  annotations  (Evaluation  dataset).  a.  Confusion  of  annotations  placed  by  the                                 
participants,  putting  aside  detection.  Here,  we  ask  the  question,  if  a  participant  places  an  annotation  they  call  tumor,  and  it  matches                                           
a  true  nucleus,  what  is  the  class  of  that  nucleus?  By  definition,  there  are  no  “ambiguous”  true  nuclei.  b.  For  each  true  nucleus,  how                                                 
many  of  the  participants  detected  it,  and  if  so,  what  class  did  they  assign?  Note  that  since  truth  inference  takes  participant  reliability                                             
into   account,   the   inferred   P-truth   does   not   have   to   correspond   to   the   most   commonly   assigned   class.   Empty   entries   are   values   <1.   
  
  
  

  
  

Figure  S8.  Sample  poor  annotation  data  excluded  during  the  single-rater  dataset  correction  process.   Despite  having                               
received  initial  training  and  feedback,  the  NP  who  generated  these  annotations  was  confused  about  what  is  a  nucleus,  and                                       
frequently   considered   chromatin   clumps   or   artifacts   as   nuclei   (arrows).   This   underlines   the   need   for   quality   control.   
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Figure  S9.  Ease  of  detection  of  various  nucleus  classes  (Evaluation  dataset).   If  we  know  for  a  fact  this  is,  say,  a  lymphocyte,                                             
how  many  participants  detected  it,  even  if  they  called  it  something  else?.  True  class  is  the  inferred  P-truth.  The  color  coding  used  is                                               
explained  in  panel  b.   a.  Nuclei  counts,  broken  down  by  class  and  the  number  of  matched  participants.  b.   Ease  of  detection  of  nuclei                                               
by  true  class.  Interpreting,  say,  the  blue  curve  goes  like  this:  100%  of  lymphocytes  were  detected  by  at  least  3  pathologists,  ~80%                                             
were   detected   by   4   pathologists,   and   so   on.     
  
  
  
  
  
  

  
  

Figure   S10.   Algorithm   for   obtaining   anchor   proposals   through   constrained   agglomerative   clustering.    We   cluster   bounding   
boxes   from   participants   to   get   the    anchor   proposals    corresponding   to   potential   nucleus   locations.   Note   that   the   threshold   we   use   for   
maximum   linkage,   t*,   is   influential   in   determining   how   many   anchors   we   get.   We   make   sure   that   annotations   from   the   same   
participant   do   not   end   up   in   the   same   cluster   by   creating   sets   of   “don’t-link”   bounding   boxes.   The   final   anchor   proposals   are   the   
anchor   medoids;   using   medoids   ensures   that   the   box   anchor   proposals   correspond   to   real   nucleus   boundaries.   
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Supplementary   file:   Annotation   protocol   
  
  

Welcome  to  the  breast  cancer  nucleus  annotation  project!  The  purpose  of  this  project  is  to                               
investigate  a  scalable  data  collection  and  refinement  procedure,  and  to  create  a  large-scale                           
dataset   for   training   and   validation   of   machine   learning   algorithms.     
  

>   Please   view   the   introductory   video   before   diving   into   this   document.   
>   Please   read   this   document   in   its   entirety   before   making   annotations.     
  

  
There   are   three   categories   of   participants:   
  

● NP   (Non-pathologist)    -   Did   not   receive   anatomical   pathology   residency   training.   
● JP   (Junior   pathologist)    -   Pathology   residents   with   <   2   years   of   training.   
● SP   (Senior   pathologist)    -   Attendings   or   pathology   residents   with   >   2   years   of   training.   
  

  
There   are   two   required   annotation   assignments   for   each   NP:   
  

● Single-rater   dataset:    You   can   ask   questions   and   receive   feedback   from   pathologists.   
● Multi-rater   datasets:    No   feedback   will   be   provided.   Annotate   to   the   best   of   your   ability.   
  

  
>   General   remarks:      
  

● Use   a    comfortable   mouse,   table   and   monitor .   This   greatly   impacts   comfort   and   quality.   
  

● When   in   doubt,   take   a   screenshot   and   post   a   question   on    Slack    for   review   &   feedback.   
  

● Remember,   the   algorithm   is    learning    what   we   teach   it   (Garbage   In   →   Garbage   Out).   
  
  

>   Annotation   workflow:      
  

● Step   1:    View   the    region-level   annotations.    These   are   the   low-power   classification   
suggestions.   
  

● Step   2:    Go   to    medium   power    (20x)   and    reduce   transparency .   Examine   the   underlying   
tissue.   

  

● Step   3:    Zoom   on   the   FOV   at    maximum   power    (40x   or   80x,   depending   on   slide).   
  

● Step   4:     Start   annotating .   The   process   is   illustrated   in   the   introductory   video.   Briefly,   the   
steps   are:   
  

>   Pick   an   annotation   class/color   (feel   free   to   rely   on   or   ignore   algorithmic   suggestions)   
  

>   If   an   algorithmic   boundary   is   correct,   place   a   dot.   
  

>   Otherwise,   place   a   bounding   box   around   the   nucleus.   
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>   Specific   annotation   rules:      
  

● Only   annotate   the   Fields-of-View   (FOVs)   that   were   picked   for   you.   
  

● If  a  nucleus  extends  beyond  the  FOV  boundary,  make  sure  your  bounding  box  covers  its  full                                 
extent   (i.e.   extend   your   rectangle   outside   the   FOV   as   well).   

  

● Make  sure  each  FOV  is  complete  before  moving  to  the  next.  Missing  annotations  may                             
confuse   our   algorithms   and   make   validation   difficult!   

  

● Make  sure  to  annotate  in  this  order :  Single-rater  dataset  →  Multi-rater  dataset  1  →                             
Multi-rater  dataset  2  and/or  Multi-rater  dataset  3.   SPs  and  JPs  do  not  have  a  single-rater                               
dataset  (but  they   do   have  multi-rater  datasets).  Pathologists  are  kindly  asked  to  respond  to                             
questions   on   Slack.     

 

  
● After  you  annotate  your  first  FOV ,  take  a  screenshot  and  share  it  on  the  Slack  group   to  get                                     

approval   &   feedback   before   continuing.    This   acts   as   a   test   of   your   understanding.     
  

● After  every  slide   in  the  single-rater  dataset,  please  ask  for  feedback  from  the  SPs  and/or                               
study  coordinator.  Do  not  post  a  screenshot  of  every  single  FOV,  simply  post  the  slide  ID  on                                   
the  group  and  SPs/coordinator  will  go  to  the  slide  and  make  suggestions/corrections  where                           
necessary.     

  

● Share  a  screenshot  of  anything  that  you  are  unsure  of,  making  sure  to  also  share  the  slide                                   
name  so  that  the  SPs  and  study  coordinators  can  take  a  closer  look  at  various                               
magnifications.   Nuclei   are   often   vague.   If   you   are   unsure   about   the   class   of   a   nucleus,   either:   

○ Ask   what   it   is   on   the   group   and   receive   feedback   from   SP   (preferred).   
○ Assign   is   the   class    unlabeled .     
Make   as   much   effort   to   classify   nuclei   as   possible;   only   use   the    unlabeled    class   in   a   minority   

of   cases.     
  

● Make   sure   the    bounding   box    is    tight    around   the   nucleus    NOT    the   entire   cell.   
  

● Do  not  trust  the  computer  suggestions  too  much.  If  the  algorithmic  boundaries  are  just                             
slightly   off   then   it's   OK,   otherwise   use   a   bounding   box   instead.   

  

● Never  rotate  the  slide  before  annotating.  All  boxes  should  have  the  same  orientation  as  the                               
FOV.     

  
    

  

Explanatory   note:    We   asked   the   participants   to   annotate   the   single-rater   dataset   first   
because   this   also   acted   as   their   de-facto   training,   and   they   received   feedback   and   could   ask   
questions.   The   multi-rater   datasets   were   blinded   to   avoid   biasing   the   participants.   Multi-rater   
dataset   1   is   the   unbiased   control   dataset   (no   algorithmic   suggestions),   and   was   annotated   
first   for   the   same   reason.   
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>   Notes   about   specific   annotation   classes:     
  

Notes   that   address   some   frequently   asked   questions   on   the   Slack   group.   
  

● Tumor:    Malignant   cells   are   very   heterogeneous   in   shape.   They   tend   to   have   
hyperchromatic,   eccentric   nuclei,   and   tend   to   be   crowded   and   irregular.   See   any   standard   
pathology   textbook.     
  

● Fibroblasts:    Stromal   nuclei   tend   to   be   elongated   and   shaped   like   a   cigar.   May   also   have   a   
rounder   shape.   The   tell-tale   sign   is   their   presence   in   stroma   in   alignment   with   the   collagen   
fibres.   Some   fibroblasts   close   to   the   tumor   may   be    activated    (i.e.   have   tumor-like   
morphology).     

  

● Lymphocytes:    Small,   round,   condensed,   central   nucleus.   Tend   to   be   grouped   together.   
  

● Plasma   cells:    May   confuse   with   lymphocytes.   Plasma   cells   are   less   common   than   
lymphocytes;   when   in   doubt,   ask   on   Slack.   They   tend   to   have   an   eccentric,   large,   textured   
nucleus   (described   as    cart-wheel ,   but   rarely   seen   as   such)   with   a   pale   perinuclear   halo.   Also   
tend   to   have   eosinophilic   cytoplasm   

  

● Macrophages:    Usually   difficult   to   ascertain.   They   tend   to   be   larger   than   lymphocytes,   
sometimes   have   vacuolated   or   frothy   cytoplasm,   have   thin   round-to-uniform   (bean   shaped)   
nuclei   with   variable   nucleoli.   

  
>   Troubleshooting:      
  

  

#    Situation    How   to   handle    Examples   

1    Annotations   take   
a   long   time   to   
load.   

-   Close   all   programs   running   in   the   
background.   
-   Close   all   other   Google   Chrome   tabs,   
especially   videos   (except   this   document,   
which   you   always   have   to   refer   to)   
-   Switch   from   tablet   to   computer   
-   Switch   to   a   faster   internet   connection   

N/A   

2    Algorithm   
correctly   predicts   
both   nucleus   
boundary   and   
class   

Place   a   dot   inside   the   nucleus   with   the   
correct   class   

  

3a    Algorithm   
correctly   predicts   
nucleus   boundary   
but   assigns   
incorrect   class,   
and   you   know   the   
correct   class   

-   If   you   know   correct   class:   Place   a   dot   with   
correct   class   inside   the   nucleus   
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3b    Same   as   3a,   but   
you   do   not   know   
the   correct   class   

-   If   you   are   new   to   this   or   are   in   doubt,   take   a   
snapshot   and   ask   for   pathologist   feedback.   
-   If   you   are   confident   in   your   ability   (eg   you   
have   been   annotating   many   FOVs   or   are   a   
pathologist),   i.e.   the   nucleus   is   vague   and   
cannot   be   classified   using   just   H&E:   place   a   
dot   with   the   class    unlabeled .   

  

4    Algorithm   
incorrectly   
predicts   nucleus   
boundary   or   
completely   misses   
the   nucleus   

Place   a   rectangle   with   the   correct   class   and   
color   around   the   nucleus.   The   rectangle   must   
be   tight   (i.e.   it   should   be   precise,   not   too   large   
or   too   small).   

 

5    The   algorithm   
clumps   multiple   
nuclei   together     

Place   a   rectangle   around   each   nucleus   and  
ignore   the   algorithmic   suggestion.   

  

6a    A   nucleus   extends   
beyond   the   edge   
of   the   FOV   and   I   
need   to   place   a   
dot   

Place   the   dot   inside   the   FOV.   

  

6b    A   nucleus   extends   
beyond   the   edge   
of   the   FOV   and   I   
need   to   place   a   
rectangle   

Extend   your   rectangle   to   encompass   the   full   
extend   of   the   nucleus   

  

7    I   cannot   see   the   
underlying   tissue     

Reduce   the   annotation   transparency      

8    I   know   the   
nucleus   class   but   
it   is   not   in   the   

-   If   you   are   an   NP:   ask   on   Slack;   a   pathologist   
may   recommend   a   class.   
-   If   you   are   a   pathologist,   create   your   own   
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standard   classes    class,   and   notify   the   study   coordinator.     

9    The   algorithm   
predict   two   
overlapping   
boundaries   for   the   
same   nucleus;   
only   one   is   correct   

If   it   is   possible   to   place   the   dot   inside   the   
inside   the   correct   boundary,   but   outside   the   
incorrect   one,   do   so.   

10    There   is   necrotic   
debris   or   collagen     

Ignore   it.   Do    not    annotate   debris   or   
non-nuclear   material.     

  

11    There   are   red   
blood   cells   

Ignore.   Do    not    annotate   RBCs   
  

  

12    There   is   a   
multinucleated   
giant   cell   or   a   
cell-eat-cell   
phenomenon   
(cannibalism)   

Classify   each   nucleus   independently.   We   
operate   at   the   level   of   nuclei,   not   cells,   in   this   
project.   

13    There   are   
overlapping   nuclei   
and   the   bounding   
boxes   will   have   to   
overlap   to   capture   
full   extent.   

No   problem;   use   overlapping   bounding   boxes   
in   this   case.   

14    The   nuclei   are   
very   textured   and   
have   prominent   
nucleoli   

Don’t   be   fooled!!   Malignant   nuclei   can   have   a   very   textured   
appearance   and   prominent   nucleoli   so   you   may   think   they   are   
multiple   nuclei   but   are   one   nucleus!!   By   the   way,   in   the   image   
below,   there   are   many   vacuoles   that   were   mistaken   as   being   
nuclei.   This   is   a   vacuolated   phenotype.   
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15    The   slide   is   quite   
difficult;   stroma   is   
difficult   to   
distinguish   from   
tumor.     

Make   sure   you   follow   step   1   in   the    Annotation   
workflow    section.   Anything   outside   tumor   
regions   may   still   be   a   tumor   nucleus,   but   is   
more   likely   to   be   a   fibroblast,   lymphocyte,   
plasma   cell   etc.     
  
  

 

16    After   finishing   
many   FOVs,   I   
discovered   (or   
was   told)   that   I   
have   a   systematic   
error   in   classifying   
nuclei   (eg.   all   
plasma   cells   
mistakenly   called   
tumor)   

Notify   one   of   the   study   coordinators   and   we   
will   run   a   program   (python   script)   to   do   this   
automatically   for   you.     
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Supplementary Methods

1 Internal-external cross-validation
Training and testing data were separated at the level of hospitals/institutions (Fig S1). To balance the size of various folds, we made sure each fold
contained at least one "large" institution. Large institutions were defined as those having a minimum of 9 unique patients.

2 NuCLS model
Our NuCLS model modifies the Pytorch implementation of the Mask R-CNN architecture (He et al., 2017).

2.1 Hyperparameters

We used a ResNet18 backbone that was pretrained on ImageNet. Single-GPU training was done using a batch size of 4, using a stochastic gradient descent
optimiser with a learning rate of 2e-3 and a momentum of 9e-1. The learning rate and momentum were identified using grid search on the validation
dataset during prototyping. All ground truth nuclei were kept per image at training, while detections were limited to a maximum of 300 nuclei at inference.
3,000 anchors were kept from the region proposal network after non-maximum suppression (NMS), using an NMS threshold of 0.7. The length of anchor
sides used in pixels (relative to upsampled images, see below) is 12, 24 and 48.

2.2 Resize using scale factor

Mask R-CNN resizes input images to have a constant short side. While this may work for datasets where the variability in image size is modest, or
where the camera distance is variable, it is not suitable in computational pathology applications where large tile sizes are favorable for efficient and
scalable inference. Resizing to a constant short side would shrink nuclei during inference. To remedy this NuCLS resizes using a scale factor, instead,
thus preserving the nuclear size and aspect ratio at inference for any tile size. We used a scale factor of 4.0, meaning that images were digitally zoomed
to a 0.05 micron-per-pixel resolution before being analyzed. This corresponded to a sTILs diameter of 4.4 “pixels” in the feature map generated by the
ResNet18 backbone. As a form of scale augmentation, we jittered this scale factor by up to 10% during training.

2.3 Training with hybrid datasets

Our annotation protocol generates a mixture of manually placed bounding boxes and approved suggestions of segmented nuclei. We train from this data
by ignoring bounding boxes when calculating the mask loss.

2.4 Specialized classification convolutions

Four extra convolutional filters were applied to the feature map output from the ResNet18 backbone (He et al., 2016). The filters had a kernel size of
3, a stride of 1, and a dilation and padding of 1 to preserve feature map size (Fig 4a). The resultant feature map was only used for classification and
only contributed to the classification loss. The same procedure used for box regression was used for classification: 1. ROIAlign to obtain per-object
convolutional feature maps; 2. flattening of the feature map; 3. passage through a single fully-connected layer.

2.5 Class-agnostic detection & segmentation

Both the box regression output and nucleus masks were simplified and made classification-agnostic. We relied on the fact that nucleus shapes and sizes are
fairly homogeneous to simplify the learning problem and preserve classification probability vectors at inference. Specifically, we relied on a global NMS
process (Fig 4b). We summed the classification probabilities for all classes (i.e. everything except background), and concatenated all these “objectness”
scores for each FOV. An NMS process was then carried out as usual. That is, boxes were sorted by objectness score, and if a box overlapped with a
higher-scoring box by more than a particular IOU threshold (0.2 in our case), it was removed.

2.6 Data augmentation

Previous research has shown that the combined use of color normalization and augmentation improves performance of deep learning models in
histopathology applications (Tellez et al., 2019). All FOVs were color normalized using the Macenko method before training began (Macenko et al.,
2009). During training, FOVs also underwent a stain augmentation routine (Tellez et al., 2018). This augmentation routine randomly perturbed the
hematoxylin and eosin channels each time the image was loaded, using a sigma of 0.5 for the random uniform distribution. The HistomicsTK package
was used for both the color normalization and augmentation operations (digitalslidearchive.github.io). Additionally, each training image was cropped at
a random location after loading to memory (300×300 pixel region) to increase robustness.

2.7 Handling class imbalance

Nucleus class imbalance was mitigated by weighted random sampling with replacement. With the exception of ambiguous nuclei, which received zero
weight, class weights were inversely proportional to the frequency of occurrence in the training set. Since we load data on a per-FOV basis, each FOV f
was assigned a sampling weight Wf that favors FOVs with a high density of uncommon nuclear classes, as follows:

Supplement for Section 3.2: Amgad et al., 2021a 218



Wf = Uf ÷
F∑

i=1

Ui (1)

Uf =

C∑

c=1

(
WcNcf

)
÷Af (2)

Where, C is the number of classes, F is the number of FOVs in the training set, Ncf is the number of nuclei of class c in FOV f , and Af is the area
of FOV f . Wc is the weight assigned to class c and is determined as follows:

Wc = Vc ÷
C∑

i=1

Vi (3)

Vc = 1÷
F∑

f=1

Ncf (4)

2.8 Matching detections

Algorithmic detections were matched to ground truth using linear sum assignment from the Scipy library (Kuhn, 1955).
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Supplementary Tables

Table S1. NuCLS model tuning for the nucleus detection task on the validation set (fold 1). All accuracy values are percentages. After passage through the model
backbone, the feature map is markedly smaller than original images due to the max pooling operations. This means that without digital zooming, the diameter of a
‘typical’ small nucleus, say TILs, is very small in the feature map. As a consequence, when the object-specific part of the feature map is pooled using ROIAlign,
there is very little information to use for box regression or classification. Abbreviations: MPP, microns-per-pixel; AP@0.5, average precision when a threshold of
0.5 is used for validating a detection.

Scale factor Equivalent MPP Backbone
TILs diameter
(image, pixels)

TILs diameter
(featmap, ‘pixels’)

AP @ 0.5

1 0.2 Resnet18 30 1.1 61.7
1 0.2 Resnet34 30 1.1 63
1 0.2 Resnet50 30 1.1 62

2.67 0.075 Resnet18 80 3 76.4
2.67 0.075 Resnet34 80 3 74.3
2.67 0.075 Resnet50 80 3 Mem.Err.

4 0.05 Resnet18 120 4.4 75
4 0.05 Resnet34 120 4.4 72.9
4 0.05 Resnet50 120 4.4 Mem.Err.

Table S2. NuCLS model tuning for the nucleus classification task on the validation set (fold 1). All accuracy values are percentages. Empty entries correspond to
metrics which were not applicable for the configuration (config) being studied. Classification AUROC statistics were not possible for configs where each nucleus
had a single classification as opposed to a classification probability vector, as in the baseline Mask R-CNN model. The baseline model achieves a lower performance.
We show that this is due in large part to the coupling of detection and classification, which may not be ideal for datasets with many small and clustered objects. After
decoupling, the performance dramatically improves. Configs where the model was trained on super-classes do not have accuracy statistics for the main classes. On
the other hand, when models were trained on the main classes, super-class predictions were easily obtained by aggregating the predicted class probabilities.

Overall classification accuracy Classification accuracy breakdown (AUROC)
Detection

MCC Micro Macro Tumor Stromal sTILs
Supercl.? Supercl.? Supercl.? Subclasses Subclasses Subclasses

Config
AP @.5

No Yes No Yes No Yes Non-mitotic Mitotic
Superclass

Stromal Macrophage
Superclass

Lymphocyte Plasma cell
Superclass

1 70 1.8 -3 - - - - - - - - - - - - -
2 74.5 57 65 93.4 94.3 85.2 88.2 93.1 91.5 93.2 88.8 71 83.6 95 78.6 95
3 75.4 59.6 66 93.5 93.7 84.7 85.2 94.2 90.6 94.5 89.1 73.5 82 95.2 84.2 95.7
4 72.2 52.6 60.9 91 92.3 82.4 83.6 92.5 90.8 92.1 86.7 61.7 78.9 94.7 82.9 93.4

4+ 72.2 54.5 62.5 90.3 91.9 84.1 85.8 92.2 88.5 92 88.1 68.4 81.5 93.7 84.4 93.4
5 72.6 - -5 - - - - - - - - - - - - -
6 74.8 - 63.6 - 93.5 - 85.9 - - 92.8 - - 81.3 - - 95
7 72.2 - 63.1 - 93.1 - 82.8 - - 91.9 - - 81 - - 94.9

7+ 72.2 - 64.8 - 92.7 - 83.7 - - 93.1 - - 83.1 - - 94.8

Config 1: Baseline Mask R-CNN implementation. We discounted bounding boxes from the mask loss to enable training on our hybrid data.
Config 2: Config 1, but with class-agnostic detection and non-maximum suppression.
Config 3: Config 2, but with 4 extra convolutions that specialize in classification.
Config 4: Config 1 for nucleus detection, then an independent nucleus classification model using thumbnails of detected nuclei.
Config 4+: Same model from config 4, but with test-time augmentation (random shift) at the classification stage.
Config 5: Config 1 but trained using supercategories.
Config 6: Config 2 but trained using supercategories.
Config 7: Config 4 but trained using supercategories.
Config 7+: Same model from config 7, but with test-time augmentation (random shift) at the classification stage.
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Table S3. Generalization accuracy of the NuCLS models trained on the corrected single-rater dataset, and evaluated on the multi-rater dataset using internal-external
cross-validation. All accuracy values are percentages. Fold 1 acted as the validation set for hyperparameter tuning, so the bottom row shows mean and standard
deviation of three values (folds 3-5). Note that the number of testing set nuclei varied by fold because the split happens at the level of hospitals and not nuclei. There
were no testing set slides with available multi-rater truth to assess the performance on fold 2. Notice that the classification accuracy is consistently higher when the
assessment was done at the level of super-classes. Abbreviations: AP@.5, average precision when a threshold of 0.5 is used for considering a detection to be true;
mAP@.5:.95, mean average precision at detection thresholds between 0.5 and 0.95.

Detection Segmentation Classification
Fold

N AP @.5 mAP @.5:.95 N Median IOU Median DICE N
Super-
classes?

Accuracy MCC AUROC (micro) AUROC (macro)

No 70.5 63.6 94.2 85.61
(Val.)

209 62.9 21.0 42 67.6 80.7 173
Yes 86.1 79.0 95.7 95.6
No 63.5 42.4 80.7 85.5

3 66 65.2 29.0 7 76.9 86.9 52
Yes 61.5 42.5 75.1 84.7
No 68.0 54.3 94.3 89.3

4 317 71.5 32.6 82 76.2 86.5 278
Yes 84.9 75.5 96.9 92.0
No 67.8 55.8 92.2 90.4

5 213 58.3 22.9 49 71.8 83.6 174
Yes 75.3 65.6 91.4 95.2
No 66.4 (2.1) 50.8 (6.0) 89.1 (6.0) 88.4 (2.1)Mean

(Std)
- 65.0 (5.4) 28.2 (4.0) -

74.9
(2.3)

85.7
(1.5)

-
Yes 73.9 (9.6) 61.2 (13.8) 87.8 (9.2) 90.6 (4.4)

Table S4. Generalization accuracy of the trained NuCLS models - broken down by superclass. All accuracy values are percentages. Note that the corrected
single-rater dataset is likely more reflective of the generalization accuracy, since it contains 1,744 unique FOVs. The multi-rater dataset only has 52 unique FOVs,
hence the large variation in performance.

MCC AUROC
Fold N

Overall Tumor Stromal sTILs Micro-avg. Macro-avg. Tumor Stromal sTILs
Training: Single-rater dataset; Testing: Single-rater dataset

1 (Val.) 5351 65.2 72.9 47.1 73.7 93.7 89.0 94.2 83.2 95.3
2 13597 68.2 73.7 53.0 76.6 94.6 86.5 94.5 87.4 96.2
3 11176 68.1 74.9 46.9 77.9 94.4 89.4 96.1 84.3 95.7
4 7288 73.5 80.6 56.9 79.6 96.1 87.4 97.2 89.1 95.9
5 6294 52.4 57.4 40.7 60.1 89.0 80.8 88.8 80.7 91.0

Mean
(Std)

-
65.6
(7.9)

71.7
(8.6)

49.4
(6.1)

73.5
(7.8)

93.5
(2.7)

86.0
(3.2)

94.2
(3.2)

85.4
(3.2)

94.7
(2.1)

Training: Single-rater dataset; Testing: Multi-rater dataset
1 (Val.) 173 79.0 88.0 73.0 78.6 95.7 95.6 97.7 94.4 95.5

3 52 42.5 38.5 26.3 73.9 75.1 84.7 87.1 83.0 90.9
4 278 75.5 77.8 53.1 90.2 96.9 92.0 96.4 91.9 99.2
5 174 65.6 60.0 67.1 72.1 91.4 95.2 96.6 92.2 97.9

Mean
(Std)

- 61.2 (13.8) 58.8 (16.1) 48.8 (16.9)
78.8
(8.2)

87.8
(9.2)

90.6
(4.4)

93.4
(4.4)

89.0
(4.3)

96.0
(3.6)
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Table S5. List of interpretable features used as input for DTALE, which were extracted using the HistomicsTK package.

Category N Description Feature Category N Description Feature
Pixels occupied by the nucleus Area Mag.Mean

MajorAxis Mag.StdLength of major/minor axes of the ellipse
with the same 2nd central moments MinorAxis Mag.Skew

Size 4

Pixelated perimeter using 4-connectivity Perimeter Mag.Kurt.
Similarity to the shape of a circle Circularity His.Entropy
Eccentricity of fitted ellipse
(a measure of aspect ratio)

Eccentricity His.Energy

Diameter of a circle with the same area Equiv.Diam. Canny.Sum
Ratio of nucleus area to its bounding box Extent

Edges 8
Gradients and canny edge filters
(hematoxylin channel)

Canny.Mean
Aspect ratio of a fitted ellipse Min.Maj.Axis Mean

6

A measure of convexity Solidity
2

Angular 2nd moment (ASM):
A measure of homogeneity Range

FSD1 Mean
FSD2

2
Contrast: Intensity variation for
neighbouring pixels Range

FSD3 Mean
FSD4

2
Correlation: Intensity
correlation for neighboring pixels Range

FSD5 Mean

Shape

6 Fourier simplifications of object shape.

FSD6
2

Sum of squares:
A measure of variance Range

Min Mean
Max

2
Inverse difference moment:
A measure of homogeneity Range

Mean Mean
Median

4
Sum average &
Sum variance for all features Range

MeanMed.Diff Mean
Std

2 Sum entropy features
Range

IQR Mean
MAD

2 Entropy
Range

Skewness Mean
Kurtosis

4
Difference variance &
Difference entropy Range

HistEnergy Mean

Intensity 12 Nucleus hematoxylin intensity features.

HistEntropy

Haralick
texture
features

4
Information Measure of
Correlation (IMC) (2 types) Range
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Supplementary Figures

Fig. S1. Internal-external cross-validation procedure. The TCGA dataset originates from multiple institutions, and we used this fact to obtain an estimate of the external analytic validity
of our models. Fold 1 was used for tuning hyper parameters, while folds 4-5 were used as external testing sets.

Fig. S2. Progression of NuCLS model training and convergence on fold 1. Our prototyping experiments on fold 1 (not shown) showed that the detection model started overfitting after 15k
detection updates, so we froze detection weights after 15k iterations and allowed 1k extra iterations for fine-tuning of the classification layers. Abbreviations: RPN, region proposal network;
AP@.5, average precision when a threshold of 0.5 is used for considering a detection to be true, mAP@.5:.95, mean average precision at a range of detection thresholds between 0.5 and
0.95; AUROC, area under receiver-operator characteristics curve.
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Fig. S3. Additional examples showing qualitative performance of NuCLS model on testing sets. The displayed ground truth comes from the pathologist-corrected single-rater dataset. The
images are representative of a number of different hospitals in each of the testing sets from the cross-validation scheme. Detection and classification performance closely matches the ground
truth, and discrepancies are marked by arrows. Not all discrepancies are algorithmic errors, including: i. adjacent nuclei that could conceivably be viewed as a single nucleus; ii. missing
annotations; iii. morphologically ambiguous nuclei. Some errors arise from the lack of incorporation of contextual information in our models. Without low power context, macrophages
and normal ductal/acinar cells may look morphologically similar to tumor cells.

Fig. S4. Confusion matrix of NuCLS model predictions on the testing sets. For each of folds 2-5, the NuCLS model trained on the single-rater dataset training slides was used to predict
FOVs from the corresponding testing set slides. The counts shown are aggregated over all testing sets. a. The single-rater dataset is considered to be the truth. b. Inferred truth from
pathologists (inferred P-truth) on the multi-rater Evaluation dataset is considered to be the truth.

Fig. S5. Representative vs discriminative approximation of NuCLS model decisions using DTALE. a. Overlay of the full DTALE tree (light gray) on top of the embedding to which it was
fitted. In black, we show paths to the nodes that allow representative approximation of NuCLS decisions, i.e. highest F-1 score. b. Nuclei that correspond to representative DTALE nodes. c.
DTALE nodes that correspond to the most discriminative approximation of the NuCLS decisions, i.e. highest precision. d. Nuclei that correspond to discriminative DTALE nodes.

Supplement for Section 3.2: Amgad et al., 2021a 224



225

Bibliography

[1] AbdulJabbar, K., Raza, S. E. A., Rosenthal, R., Jamal-Hanjani, M., Veeriah, S., Akarca, A.,

Lund, T., Moore, D. A., Salgado, R., Al Bakir, M., Zapata, L., Hiley, C. T., Officer, L., Sereno,

M., Smith, C. R., Loi, S., Hackshaw, A., Marafioti, T., Quezada, S. A., McGranahan, N.,

Le Quesne, J., TRACERx Consortium, Swanton, C., and Yuan, Y. (2020). Geospatial immune

variability illuminates differential evolution of lung adenocarcinoma. Nat. Med., 26(7):1054–1062.

[2] Abels, E., Pantanowitz, L., Aeffner, F., Zarella, M. D., van der Laak, J., Bui, M. M., Vemuri,

V. N., Parwani, A. V., Gibbs, J., Agosto-Arroyo, E., Beck, A. H., and Kozlowski, C. (2019). Com-

putational pathology definitions, best practices, and recommendations for regulatory guidance:

a white paper from the digital pathology association. J. Pathol., 249(3):286–294.

[3] Abubakar, M., Zhang, J., Ahearn, T. U., Koka, H., Guo, C., Lawrence, S. M., Mutreja, K.,

Figueroa, J. D., Ying, J., Lissowska, J., et al. (2021). Tumor-associated stromal cellular density

as a predictor of recurrence and mortality in breast cancer: Results from ethnically-diverse study

populations. Cancer Epidemiology and Prevention Biomarkers.

[4] Achanta, R., Shaji, A., Smith, K., Lucchi, A., Fua, P., and Süsstrunk, S. (2012). Slic superpixels
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