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Abstract

Filtering tasks have a broad range of applications in mining user-generated data.
Examples include public health monitoring, product monitoring, user satisfaction
analysis, crisis management, and hate speech detection. This dissertation proposes
methods and techniques to overcome one of the primary challenges of these tasks,
i.e., the lack of enough training data. It has four main contributions.

First, it employs semi-supervised learning and proposes a novel method based
on self-training and pseudo labeling to use unlabeled data. Our model uses the
pretraining-finetuning paradigm in a semi-supervised setting to use unlabeled data
for model initialization. It also employs a novel learning rate schedule to exploit noisy
pseudo-labels as a means to explore the loss surface. We empirically demonstrate the
efficacy of these strategies.

Second, it exploits unlabeled documents in a multi-view model. We propose a
novel algorithm for one of the most challenging filtering tasks in social media, i.e.,
the adverse drug reaction monitoring task. Here, we propose a pair of loss functions
to pretrain and then finetune the classifier in each view by the pseudo-labels obtained
in the other view. Therefore, we effectively transfer the knowledge obtained in one
view to the classifier in the other view. We empirically demonstrate that this model
is the first known algorithm that outperforms the multi-layer transformer models
pretrained on domain specific data.

Third, it proposes a novel active learning model when additional labels can be
obtained for a range of tasks. Specifically, we use a multi-view model to extract two
views from documents, and then, we propose a novel acquisition function to aggregate
the informativeness and the representativeness metrics for querying additional labels.
We analytically argue that our acquisition function incorporates document contexts
into the active learning query process. We also treat the highly informal language
of users in social media as a factor that manifests itself in the output of learners
and causes a high variance. Therefore, we employ a query-by-committee model as a
variance reduction technique to combat this undesired effect. Our experiments show
that our model significantly outperforms existing models.

Finally, we observe that although in many cases labeled data is not available,
annotated data for semantically similar tasks is available. Motivated by this, we for-
mulate a new problem and propose an algorithm for single-source domain adaptation.
We assume that in addition to the source and target data, we can access a set of un-
labeled auxiliary domains. We empirically show that existing state-of-the-art models
are unable to effectively use this type of data. We then propose a novel algorithm
based on the uncertainty in output predictions to decompose the target data into two
sets. Then, we show that training using the set of confidently labeled target docu-
ments along the auxiliary unlabeled data yields a classifier that is highly effective in
the regions close to the classification decision boundaries. The experiments testify
that our algorithm outperforms the state-of-the-art in this new problem setting.
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Chapter 1

Introduction

Users are the key factors on the Internet and their communication is an asset. Inter-

action between users produces data, and this has created a whole new ecosystem of

products and services. The data generated by the users is typically public, it usually

requires a certain amount of effort to produce, and it is often created outside of their

profession [81]. This data is denoted as user-generated content (UGC) [81]. Blog

posts, forums, tweets, podcasts, and user images are categorized as user-generated

data. In this work, we focus on textual UGC (particularly the data on microblogs,

i.e., Twitter, Tumblr, or Facebook); we propose novel methods and techniques to ad-

dress the challenges in processing this data. We specifically employ Semi-Supervised

Learning, Active Learning, Multi-View Learning, and Domain Adaptation to over-

come the data scarcity challenge in classification tasks for information filtering

[105].

In this chapter, we first provide a summary of the applications of UGC (Section

1.1), then, we discuss the technical challenges in mining this data (Section 1.2). Then,

we provide the scope of this dissertation and discuss the primary challenges that we

tackle (Section 1.3); after that, we provide a brief summary of existing studies in

this area (Section 1.4). Then, we present an overview of the contributions of this
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dissertation (Section 1.5), and finally, we discuss the potentially broader impact of

our research in other areas (Section 1.6).

1.1 Applications of User-Generated Content

The large amount of user-generated data publicly available on the websites such as

Twitter or Facebook tremendously benefits [35] the industry, public healthcare, and

public safety. Below we briefly discuss the existing applications in these areas.

Businesses and corporations can integrate social media data into their models to

improve their brand awareness, customer service, and customer engagement. Exam-

ples of the real world applications in this area are recommender systems, reputation

management, and online marketing. Recommender systems are perhaps the most

prominent applications, where the websites analyze user profiles and based on the

user traits direct their advertisements.

Thanks to social media, news agencies can communicate with their audiences

faster and easier than before. In the past, these institutions would use traditional

surveys and polling methods to collect information, however, with the large amount

of data available online, this procedure is almost entirely transformed. Major ap-

plications in this area include public opinion mining, sentiment analysis, or crisis

monitoring.

Public health is another area that has benefited from user-generated data. Public

health surveillance1 involves “continuous, systematic collection, analysis and inter-

pretation of health data”. Traditionally, this procedure is performed either through

surveys or monitoring clinical visits [86]. Surveys for a long time has been the main-

stream means of collecting data. Phone calls, in-person forms, or online web-pages

are the methods of conducting surveys. Clinical visits have been also exploited, how-

ever, this method requires a significant coordination between hospitals and clinics.

1https://www.emro.who.int/health-topics/public-health-surveillance/index.html
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Even though the traditional ways of collecting health data are reliable, there are still

disadvantages in employing these methods. Biases in the population that still use

land-line phones, the high cost of in-person forms, and the slow process of collecting

data from the clinical visits are the major drawbacks. These challenges in using the

traditional methods, have created opportunities to exploit the user-generated data

available on social media. As opposed to the traditional methods, this data is cheap

and easy to obtain. Additionally, in the cases that timely response matters, i.e., the

early detection of outbreaks, the user-generated data is a valuable resource.

Political institutions and organizations can exploit the social media data to moni-

tor the public opinion about politicians and their parties. This data can help political

campaigns to detect the public needs and develop strategies to gain more followers.

Applications such as opinion mining and hate speech detection can aid political par-

ties to become familiar with the reality of the society and enhance their position

compared to their rivals. Intelligence agencies can use the social media data to glean

information about individuals or groups that can potentially pose threats to the na-

tional security. This data can be utilized to alert the law enforcement agencies in

a timely manner to prevent crimes. The information required for these purposes is

typically buried under large volume data and sophisticated multi-modal applications

are developed to address the needs.

1.2 Existing Challenges for Filtering Information

Even though user-generated data is a valuable resource, extracting information from

this data is challenging. The major challenges include: biases [84], which mainly

question the reliability of the resources; low data quality [4], which is due to the used

inventive lexicons and the typically short length of messages; and the lack of sufficient

training data and imbalanced class distributions [58], which demand designing ma-
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chine learning models with specific considerations.2 Below we discuss each challenge

in more detail.3

The data collected from social media websites exhibits numerous biases [84], there-

fore, the conclusions drawn from this data is subsequently affected. This data is sub-

ject to the population bias, i.e., there might be systematic discrepancies between the

population of users that form the dataset and the target population. There might be

also behavioral biases in the collected data, i.e., there might be systematic discrepan-

cies between the user traits in the dataset and the target user traits. The behavioral

biases can be also reflected in the content generated by users. For instance, user post-

ings may be drastically different in their lexicons and semantics across two platforms.

There can be also temporal biases in the data, i.e., the content may dramatically

vary over time. The redundancy in the data is also problematic, because users can

re-publish exiting content and this may impact the underlying distribution of the

data.

Another major problem is the typically low quality of data [4]. User postings are

generally written in informal language. Non-standard spellings are commonly used.

Punctuation is often absent, and capitalization is rarely practiced. These factors

pose significant challenges to natural language processing tools. Additionally, the

length of documents in the social media websites is usually short, either due to the

website restrictions or due to user preferences. This results in sparse representations

for documents. This sparsity along the discussed noisy content are the bottlenecks in

effectively processing this data.

Finally, existing machine learning models typically rely on large amount of labeled

training data. Obtaining this data is often time consuming and expensive. Addition-

2In some cases, e.g., sarcasm detection [11], there are creative ways to automatically construct
big datasets –e.g., using hashtags, but such techniques do not always apply. For example, we have
observed that generally hashtags are poor indicators of personal health reports.

3There are also privacy challenges that we do not discuss here. In this work, we assume that the
users have made their data publicly available. We also assume that no information about the users
is stored or inferred.
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ally, in many applications the class distributions are highly imbalanced, therefore, to

have a good representation for each category, even more data should be collected and

labeled. An example is the disease mining domain, where on average, only 20% of

collected user postings are true reports of health conditions [58]. The above challenges

substantially hinder the progress in this area.

1.3 Thesis Scope

In this work, we are not concerned with a particular application or domain, instead,

we mainly focus on a general class of problems for information filtering [105]. These

are typically classification tasks defined by certain criteria to filter out irrelevant user

postings and to collect desired ones for downstream applications. Examples include

adverse drug reaction mining [122], online crisis management [53], disease mining [8],

and mining user sentiment on products [52]. We take the online crisis management

task as a more specific example. In this task, given a real world incident, e.g., an

earthquake, the aim is to detect user postings that report any specific information

about the incident. User postings such as “Million flee homes on Chile coast af-

ter earthquake triggers tsunami” or “8 dead in Mount Everest avalanche after Nepal

quake” are labeled relevant, on the other hand, user postings such as “Nepal Earth-

quake Spurs Fashion Designer” or “There are over 1000 buildings that are not quake

reinforced” are irrelevant and should be filtered out.

We particularly propose methods and techniques to address the data scarcity prob-

lem and to enhance model performance in the settings that labeled data is limited or

non-existent. As the primary methods to increase model generalization, in Chapter

2 we focus on Semi-Supervised Learning and in Chapter 3 we focus on Multi-View

Learning. Both of these techniques are well-known tools for enhancing model perfor-

mance in low-resource settings. As the auxiliary methods, in Chapter 4, we focus on
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Active Learning and in Chapter 5, we focus on Domain Adaptation. Both of these

techniques are currently trending topics in the Web and NLP related venues.

1.4 Overview of Existing Studies

Existing studies for filtering information in user-generated data employ a wide range

of tools and techniques. Employing domain knowledge [66], using document context

[41], employing Semi-Supervised Learning [7], incorporating Active Learning [89],

using Domain Adaptation [5], using model pretraining [114], and multi-modal learning

[54] are examples of such studies. In addition to these studies, there are also works

that explore hybrid models that integrate multiple techniques into a single algorithm.

For instance, Cui et al. [31] incorporate Active Learning into a semi-supervised model,

and Burkhardt et al. [19] aggregate Active Learning and Crowd Sourcing.

In this work, we focus on addressing the lack of labeled training data in filtering

tasks. A methodical approach to address the data scarcity problem is to develop

models that generalize better. Traditionally, such models either exploit unlabeled

data [24] or use inductive bias [80]. There are also auxiliary techniques, such as

Active Learning [99] and Domain Adaptation [12], that provide learning algorithms

with additional signals from external resources. In each chapter, we provide a separate

overview of related studies. However, below we focus on the common practices in each

research area that we seek to modify and improve.

Self-training as one of the primary methods in Semi-Supervised Learning suffers

from numerous problems, including the reliance on a confidence threshold and the

deterioration in performance as noisy pseudo-labels are added to the training pool.

Existing models based on self-training [7, 61] inherit these problems. In Chapter 2

we introduce a variant of self-training to address these drawbacks.

Documents in social media are short, and researcher traditionally use single view
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models to process them [114, 40]. In Chapter 3, we investigate Multi-View Learning,

and propose a variant of co-training to transfer the knowledge from the classifier in

one view to the classifier in the other view using unlabeled data. We empirically show

that this algorithm enhances model performance in highly imbalanced settings.

The majority of existing active learning models for filtering data in social media

[106, 19] rely on the uncertainty-based model [70]. In Chapter 4, we propose an algo-

rithm that uses a multi-view model and incorporates the distribution of documents

into its query strategy to effectively use document contexts.

Finally, existing domain adaptation models primarily focus on exploiting labeled

data from source domains [74, 107]. There is no study to investigate the application

of unlabeled source data in the adaptation process. In Chapter 5, we present a model

to incorporate this data into the process.

Apart from the aforementioned categorization of existing studies, there are also

studies that explicitly explore the efficacy of hybrid models. For instance, Hajmo-

hammadi et al. [44] aggregate Semi-Supervised Learning and Active Learning, and

Rai et al. [92] aggregate Domain Adaptation and Active Learning. Here, we focus on

each technique individually.

1.5 Contributions

The contributions of this work are mainly made in social media filtering tasks under

low-resource settings. The efficacy of the techniques proposed here, are demonstrated

in numerous publicly available benchmarks. The contributions are made in four

chapters. In Chapter 2, we propose a novel semi-supervised learning model based on

self-training to use unlabeled data.4 In this chapter, our main contributions are as

follows:

4The work in this chapter was accepted as a full paper to WSDM 2021 [59].
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• Our model uses the self-training paradigm, however, it does not suffer from

the problems specific to self-training–i.e., the semantic drift problem [32] or the

reliance on a confidence threshold [93].5 To our knowledge, our method is the

first model that addresses these problems in a unified framework.

• We propose a novel learning rate schedule to use unlabeled data as a means for

exploration in the optimization process.

• To reduce the noise in pseudo-labels, we model the class distribution of pseudo-

labels as a stochastic process across the bootstrapping iterations, and propose

a novel approach to transform the class distributions.

• We carry out experiments across multiple public Twitter datasets and show

that our model outperforms existing baselines.

In Chapter 3, we propose a new variant of the co-training algorithm for the noto-

riously difficult task of classifying adverse drug effect reports on Twitter.6 Here, the

core idea is to use the knowledge obtained from one view to initialize the base learner

in the other view. In this chapter our main contributions are as follows:

• We exploit unlabeled data to transfer knowledge across models in multi-view

settings, and propose a new variant of co-training that is robust against the

semantic drift problem.

• We evaluate our model in the largest publicly available ADR dataset, and show

that it yields an additive improvement to the common practice of language

model pretraining in this task. To our knowledge, our work is the first study

that reports such an achievement.

5Semantic drift is the deterioration in model performance as the self-training iterations are carried
out. See Chapter 2 for more information in this regard.

6The work in this chapter was accepted as a workshop paper to SMM4H workshop co-located
with NAACL 2021 [62].
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In Chapter 4, we propose a novel active learning model. Our main contributions

in this chapter are as follows:

• Regular active learning models for classifying user-generated data use single-

view algorithms. As opposed to the current trend, we propose a novel unified

multi-view model to address the tasks tailored for query words.

• We carry out an extensive set of experiments and show that our model is ap-

plicable to at least three representative tasks.

• We show that our model consistently outperforms existing active learning mod-

els.

• We constructed a relatively large dataset of manually annotated tweets for PHM

task that is publicly available. Our dataset consists of 18,000 tweets across three

topics: Parkinson’s, cancer, and diabetes.

Finally, in Chapter 5, we propose a new problem setting in Domain Adaptation,

and then, we propose a novel model for this task.7 The main contributions in this

chapter are:

• We present a new research problem. Our new problem is an alternative view to

the multi-target domain adaptation [28] and is an extension to the unsupervised

single-source domain adaptation [74]. Here, we assume that in addition to the

labeled source domain and the unlabeled target domain, we also have a set

of unlabeled auxiliary domains. Our research problem can potentially lead to

enhancing the performance of existing domain adaptation models.

• We propose a novel model based on the concept of the noisy regions. Noisy

regions are the areas that a base learner is uncertain about.

7The work in this chapter is ready to submit.
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• We empirically show that our model outperforms existing models in this task.

To summarize, in this dissertation we explore four directions to address data

scarcity and to enhance model performance when there is small or no labeled data

available for filtering information in user-generated data. We explore Semi-Supervised

Learning, Multi-View Learning, Active Learning, and Domain Adaptation.

In practice, and in developing real-world systems, these techniques can be inte-

grated and used simultaneously. In fact, in each one of these areas we present a novel

model that uses the tools and the ideas proposed in the other areas. For instance, in

Chapter 3 to develop our multi-view model, we use self-training and unlabeled data.

In Chapter 4, to develop our active learning model we use a multi-view model, and

in Chapter 5, to develop our domain adaptation model we use unlabeled data from

semantically related domains.

1.6 Broader Impact

We highlighted the importance and the applications of user-generated data in Sec-

tion 1.1. Due to the wide range of applications that user-generated data has, in this

dissertation we focus on this type of data. Nonetheless, in certain cases we solely

use general properties of learning algorithms and do not restrict ourselves to user-

generated data, therefore, we expect that our models potentially generalize to other

types of data, e.g., images. Future work may explore this direction.

Our semi-supervised learning model, proposed in Chapter 2, exploits unlabeled

data in a self-training framework. The self-training algorithm is widely used in the

NLP and in the computer vision communities [121, 67]. The algorithm presented in

Chapter 2 aims at addressing the semantic drift problem and also at reducing the

reliance on classification confidence scores.8 The techniques that we employ in this

8The scores are used to select the best candidate documents to be aggregated with the set of
labeled data.
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regard include a hypothesis transfer, a two-step learning algorithm, and a new learning

rate schedule.9 These methods are general, and don’t use any specific property of

social media data.

Our model proposed in Chapter 3 mainly relies on the properties of user-generated

data to extract two views from documents. While, the extraction of two views is only

applicable to this type of data, we expect that the underlying principle of our model

be applicable to other scenarios. Indeed, the model proposed in this chapter is a

variant of co-training algorithm which is less sensitive to the semantic drift problem.

Co-training by itself is not domain specific [120]. Correspondingly, our active learning

model, proposed in Chapter 4, is a variant of the co-testing algorithm. Multi-view

active learning is not domain specific and has been applied to images before [29].

In Chapter 5, we formulate a new research problem for using unlabeled data from

auxiliary domains in Domain Adaptation and also propose a novel model based on the

prediction uncertainty to use this data. Existing literature on Domain Adaptation

[12] typically don’t restrict themselves to any type of data, and our study in this

area is no exception. While in the experimental section of this chapter we follow

the theme of this dissertation and evaluate our model in social media data, there is

no theoretical or practical arguments to suggest that our model cannot be used in

other domains. To summarize, due to the importance of user-generated content, in

this dissertation we focus on this type of data. Nonetheless, as we argued above, in

numerous cases our techniques are developed for general scenarios. The efficacy of

our models in such cases remains to be explored as future work.

9See Chapter 2 for details of these techniques.
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Chapter 2

Semi-Supervised Learning

2.1 Introduction

Semi-supervised text classifiers have achieved remarkable success in the past few years

due to the high capacity of neural networks in generalization. Even though modern

classifiers usually rely on large training sets, the introduction of contextual word

embeddings and language model pretraining [88, 33, 91] has tremendously reduced

the need for manual data annotation. However, the state-of-the-art neural models

are still prone to overfitting, particularly in the areas with sparse and specialized

language models. These areas include, but are not limited to: legal domain [50],

medical domain [68], and social media domain [6].

Depending on the task at hand, one solution to address this issue is to automat-

ically construct a large–and perhaps noisy–dataset [41], however, this is not always

feasible [124]. A more methodical approach is to employ the techniques that im-

prove generalization. These techniques include exploiting neural word embeddings

[58], data augmentation [11], and domain adaptation [5]. Exploiting unlabeled data

[121, 15] is also a complementary approach. In this chapter, we add to the body of

literature on semi-supervised learning by employing the properties of neural networks
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and proposing a novel way to utilize unlabeled data.

Our algorithm, termed Self-Pretraining , is inspired by the self-training paradigm

[121]. Similar to self-training, our algorithm is iterative and in each iteration selects

a set of unlabeled documents to label. However, as opposed to self-training, our

algorithm is threshold-free. Thus, it does not rank the unlabeled documents based

on their prediction confidences. This makes our algorithm particularly suitable for

the neural network models due to their poorly calibrated outputs [69]. Additionally,

our algorithm is able to cope with the semantic drift problem [20]. That is, it is

resilient to the noise in the pseudo-labels as the number of iterations increases and

the error rate of the underlying classifier rises. Furthermore, Self-Pretraining is able

to potentially revise the labels of the previously labeled documents. To achieve these,

our model employs an iterative distillation process, i.e., in each iteration, the infor-

mation obtained in the previous iterations is distilled into the classifier. It transfers

a hypothesis across iterations, and utilizes a two-stage learning model, where the set

of pseudo-labels is used to initialize the classifier, and the set of labeled documents

is used to finetune the classifier. Additionally, Self-Pretraining adapts a novel learn-

ing rate schedule to efficiently integrate the two sets of noisy and noise-free training

examples. Finally, in order to further mitigate the impact of noisy pseudo-labels in

every iteration, our model transforms the distribution of pseudo-labels such that it

reflects the distribution of the labels in the previous iterations.

Our experiments in three publicly available Twitter datasets show that Self-

Pretraining outperforms the state of the art in multiple settings where only a few

hundred labeled documents are available. This is significant, considering that the

underlying classifier of our algorithm and all the baseline models is BERT [33] which

already uses the language model pretraining, and therefore, makes any improvement

over the baselines very challenging. We also carry out a comprehensive set of ex-

periments to better understand the qualities of Self-Pretraining . Particularly, we
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demonstrate the robustness of our model against the noise in the pseudo-labels. The

contributions of this chapter are as follows: 1) We propose a novel semi-supervised

learning framework termed Self-Pretraining . Our model is based on the self-training

paradigm, however, it is threshold-free, it can cope with the semantic drift prob-

lem, and can also revise the previously labeled documents. To our knowledge, Self-

Pretraining is the first model that addresses these drawbacks in a unified framework.

2) We propose a novel learning rate schedule to effectively integrate the optimization

procedure with our two-stage semi-supervised learning process. 3) In order to further

mitigate the semantic drift problem, we model the class distribution of the pseudo-

labels as a stochastic process across the bootstrapping iterations, and propose a novel

approach to transform the class distributions. 4) We carry out a comprehensive set

of experiments across three publicly available Twitter datasets, and demonstrate that

our model outperforms several state-of-the-art baselines in multiple settings.

Our research clearly pushes the state of the art in semi-supervised text classifica-

tion. We believe the ideas presented in this chapter can be applied to other domains,

e.g., image classification. Future work may explore this direction. In the next sec-

tion, we provide an overview of the related studies and highlight the qualities of

Self-Pretraining .

2.2 Related Work

Unlabeled data in semi-supervised learning. Unlabeled data can be exploited

in multiple ways. It can be used as a meta-source of information [42], it can be

used as a regularizer [118], or it can be used in a domain adaptation setting to

correlate the source and target data [107]. A more recent interest in literature is self-

supervision, where a self-contained task is defined such that no manual annotation

is required. Instances of such tasks are language model pretraining [88, 33] in NLP,
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and contrastive learning in image processing [95, 26]. From a different perspective,

self-supervision studies can be categorized into task-agnostic [16] and task-specific

[43] approaches. This has given rise to the notion of “pretrain, then finetune” the

model. We integrate this paradigm into the self-training algorithm.

Bootstrapping in semi-supervised learning. Self-training is the oldest approach

to semi-supervised learning [24] dating back to 1965 [98]. This idea re-emerged in

the seminal work of Yarowsky [121] for NLP tasks in 1995, and also once more in

the computer vision community in 2013 as pseudo-labeling [67]. This algorithm is a

wrapper that repeatedly uses a supervised algorithm as the underlying model. There

are multiple assumptions under which self-training–and in general semi-supervised

learning–is expected to perform well. For instance, the smoothness assumption that

states if the two data points x1 and x2 are close, then their predictions y1 and y2 should

be also close–this assumption has been the basis of algorithms such as MixUp [125]

and MixMatch [14]. As we discuss in the next section, one unsatisfactory aspect of

self-training is that it relies on the properties of the underlying predictive model, e.g.,

the model output distributions. There have been attempts to address this drawback.

For instance, throttling [2] can be used to dampen the effect of noisy candidates, or

in the context of transductive learning, the density of the unlabeled data points can

be incorporated to mitigate this issue [101].

In the past few years, studies have explored the efficacy of the neural networks

as the underlying predictive model in self-training. A neural network variant of co-

training [15] is proposed in [90]. In [61], the authors propose a framework to inte-

grate human knowledge with co-training. In [117], a reinforcement learning variant

of co-training is proposed. In [93], a neural network variant of tri-training with dis-

agreement [103] is presented, and it is shown that the combination is a surprisingly

strong baseline in the domain adaptation setting. The authors in [21] propose to

use percentile scores instead of the confidence scores to select the best pseudo-labels;
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and the authors in [82] employ Bayesian neural networks to select the most and

the least confident pseudo-labels in every iteration. In [7], a new document sam-

pling strategy for self-training is proposed. The model, in addition to the classifier

confidence, employs the training epochs in which the unlabeled documents are ap-

proximately correctly labeled. In [9], the authors propose to integrate MixUp [125]

with the oversampling of the labeled training examples. They show that self-training

is indeed a very strong baseline comparing to the common regularization and data

augmentation techniques. In comparison to these studies, Self-Pretraining is the first

model that employs model distillation [48] along a hypothesis to transfer information

across iterations, enabling it to potentially revise the pseudo-labels. It integrates the

pretraining/finetuning paradigm with self-training, utilizes an efficient optimization

procedure along a perturbation technique to mitigate the negative impact of noisy

pseudo-labels.

Other closely related studies. In addition to the studies above, Self-Pretraining is

also related to the studies on model distillation [48] and temporal ensembling [65].

Model distillation was proposed in [17, 48] to transfer the knowledge from one model

to another model. In [27], the authors show that transferring the knowledge of a big

network, trained by a self-supervised task, to a small network improves generalization.

Their main contribution is to show that big models are trained easier, and therefore,

can be used as a proxy to train small networks. Their model is not iterative, and

does not explore the unlabeled data to extract new information. Born-again networks

were proposed in [36], the authors show that simply distilling a neural network into

itself improves performance. Their model is not a semi-supervised algorithm, and is

not proposed to exploit unlabeled data. The authors in [119] show that the regular

neural self-training algorithm can be improved by adding noise to the model. Similar

to our work, they allow the pseudo-labels evolve over iterations. Beyond this step,

they don’t propose any modification to the self-training algorithm. Additionally, the
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efficacy of their model is not explored in the semi-supervised setting. A very close

approach to this study is presented in [45], where the authors again show that adding

noise to the inner representation of the model enhances the self-training performance.

Temporal ensembling was proposed in [65]. The authors propose to maintain the per-

sample prediction average of the unlabeled data across the epochs and constrain

the prediction variance. Their model is not based on self-training, has no strategy

to separate labeled from unlabeled data, and becomes unwieldy when using large

datasets. The authors in [109] resolve the high complexity of temporal ensembling by

updating the weights of the model across the epochs, instead of storing the predictions.

2.3 Semi-Supervised Learning via Self-Pretraining

We begin this section by providing an overview of Self-Pretraining and highlighting its

differences from the self-training algorithm. Then we introduce a series of strategies

to overcome the drawbacks of the vanilla Self-Pretraining 1.

In the self-training algorithm [121], a small set of labeled documents L and a large

set of unlabeled documents U are available for training. The algorithm is iterative

and in each iteration the predictive model M is trained on the current set L, and

is used to probabilistically label the current set U . Given the hyper-parameter θ

as the minimum confidence threshold, the most confidently labeled documents in U

and their associated pseudo-labels are selected to be augmented with the set L. This

procedure is repeated till a certain criterion is met. There are three drawbacks with

this algorithm: 1) The semantic drift problem [20], where the increasingly negative

impact of noisy pseudo-labels overshadows the benefit of incorporating unlabeled

data. 2) Reliance on the model calibration. If the underlying classifier is unable

to accurately model the class distributions, then, it will fail to properly rank the

candidate documents, e.g., in the case of neural networks [69]. 3) Being unable

1We focus on the binary classification problems.
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to revise the pseudo-labels once they are assigned to the unlabeled documents and

augmented with the set of labeled documents. Even though there exist techniques

to address these challenges under certain conditions, e.g., throttling [2] for the poor

model calibration or mutual exclusive bootstrapping [32] for the semantic drift, to

our knowledge, Self-Pretraining is the first unified framework to address all three.

Our algorithm is iterative and utilizes two neural networks as the underlying

classifiers. Algorithm 4 illustrates Self-Pretraining in its basic form. Initially, the set

L is used to train the network M1 (Line 2), then the parameters of M1 are copied to

the network M2 (Line 5). In the next step, a set of unlabeled documents are randomly

drawn from U (Line 7). This set is labeled by M2 and used along the set L to retrain2

M1 (Line 8). The role of the two networks is reversed in the next iteration. In each

iteration, the sample size is increased by k (Line 6), and the algorithm stops when

the sample set covers the entire set U . Finally, the ensemble of M1 and M2 can be

used to label the unseen documents–we used the mean of their class predictions.

Algorithm 1 Overview of Vanilla Self-Pretraining

1: function self pretraining(L,U, k)
2: M1 ← train model(L)
3: sample size← 0
4: repeat
5: M2 ← copy model(M1)
6: sample size← sample size+ k
7: C ← random sample(U, sample size)
8: M1 ← train model({(C,M2(C)) ∪ L})
9: until sample size < |U |

10: return M1,M2

Algorithm 1 has two advantages: 1) To select the pseudo-labels the class distri-

bution is not taken into account, therefore, there is no constraint on the classifier

capacity in ranking the unlabeled documents. Additionally, this prevents the model

from repeatedly selecting a fixed set of unlabeled documents in every iteration–i.e.,

2Note that by definition, the neural self-training requires reinitialization and retraining in every
iteration [93], thus our algorithm is comparable to other self-training models in terms of runtime.
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the set of highly confident pseudo-labels. 2) The information that is transferred across

the iterations is in the form of a hypothesis rather than a set of fixed pseudo-labels.

Therefore, the model belief about the pseudo-labels can evolve over time–the pseudo-

labels are not augmented with the set of labeled documents. On the other hand,

this algorithm has one substantial disadvantage, and that is the problem of semantic

drift. In fact, randomly sampling from the set of unlabeled documents exacerbates

this problem by introducing noisy labels and pushing the transferred hypothesis to-

wards a sub-optimal point. In the following, we exploit the neural network properties

and introduce a series of strategies to cope with this problem and also to enhance the

flow of information across the iterations.

2.3.1 Hypothesis Transfer and Iterative Distillation

Self-Pretraining transfers a hypothesis–a learned function–from one iteration to the

next iteration. In each iteration, this hypothesis is used to form a new one by creating

a set of pseudo-labels and augmenting them with the set of labeled documents. Even

though the ultimate criterion is maximizing the model utility, the short term goal in

each iteration is not necessarily making accurate predictions but to carefully transfer

the knowledge from one model to another. These two processes are not necessarily

in accordance with each other, since the former may rely on the learner outcome and

the latter may rely on the learning procedure itself. Thus, the classifier labels, even

though informative, are not expressive enough to transfer the entire knowledge from

one iteration to the next one.

The authors in [17, 48] propose an algorithm called model distillation to transfer

the knowledge from a large model (called teacher) to a small model (called student).

Model distillation is based on the argument that the class distribution carries a signif-

icant amount of information regarding the classifier decision boundary. For instance,

given a document d that is labeled positive, it is nontrivial information to know that
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if the class prediction was 95% positive or 65% positive. The authors in [48] use

model distillation to transfer knowledge from one network to another by modifying

the softmax layer as follows:

ai =
exp zi

T∑
j exp

zj
T

(2.1)

where zi is the last layer i-th logit, j is the number of classes, and ai is the class

prediction. The hyper-parameter T is called temperature and is introduced to smooth

the class predictions. A higher temperature results in a higher entropy in predictions.

This is particularly desirable, since neural networks are known to have a low entropy

in their predictions [69].

Given the argument above, we employ model distillation in Self-Pretraining , and

effectively distill the previous iterations into the student network M1. Thus, in each

iteration, instead of using the teacher–M2–hard predictions on unlabeled documents,

we use the soft predictions along the set L to train the student network–Algorithm

4, Line 8.

2.3.2 Two-Stage Semi-Supervised Learning

As we mentioned earlier, self-training suffers from the semantic drift problem. This

problem occurs when the errors primarily caused by the pseudo-labels accumulate

across iterations and ultimately distort the classifier boundary. Even though the

minimum confidence threshold θ can potentially prevent spurious pseudo-labels from

entering the training set, as the set L grows in size the probability of mislabeling

documents increases correspondingly. This problem is even severer in our model,

since it is threshold-free. One naive solution is to assign a lower weight to the pseudo-

labels, however, we observed in our experiments that this approach is not effective

enough to resolve the underlying problem.

To mitigate this problem, one solution is to process the set of pseudo-labels and
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decouple the information that contradicts the information stored in the set L. Erasing

this section of the pseudo-labels can lower the error rate and subsequently improve the

hypothesis in the current iteration. To accomplish this, we exploit the catastrophic

forgetting phenomenon in the neural networks [77, 63]. Catastrophic forgetting occurs

in the continual learning setting where a network is trained on a series of tasks. Each

training procedure updates the parameters of the model to meet the requirements of

the objective function, and the updates in the current task may contradict and erase

the information related to the previous tasks. This effect is typically undesirable,

however, in the context of Self-Pretraining, we use this mechanism as a proxy to build

a hierarchy of information in the network. Therefore, we make a small modification

in Algorithm 4. Instead of aggregating the set of pseudo-labels with the set of labeled

documents–Line 8–we first use the set of pseudo-labels to initialize–train–the current

network M1, and then further train it using the set of labeled documents.

Decomposing the training procedure into two stages introduces a new challenge,

and that is the possibility of completely updating the network parameters in order to

learn the regularities in the set of labeled documents. To avoid this, we propose to

use the following objective function while training the model M1 using the set L:

L =(1− λ)(−
N∑
i=1

[yi log ai + (1− yi) log(1− ai)])+

λ(−
N∑
i=1

[qi log a′i + (1− qi) log(1− a′i)])

(2.2)

where N is the number of the documents in the set L, yi is the true label of the

document di, ai is the class prediction of M1 for di, a
′
i is the class prediction of M1 for

di with a high temperature as described in Section 2.3.1, and qi is the class prediction

of M2 for di with the same temperature as that of M1. λ is a hyper-parameter to

govern the relative weight of the two terms (0 ≤ λ ≤ 1). Since the gradients of the

second term in Equation 2.2 scale by 1
T 2 , in order to balance the impact of the two
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terms in back-propagation, we multiply these gradients by T 2–see Equation 2.1.

The first term in Equation 2.2 is the cross entropy between the ground truth labels

and the class probabilities of M1. The second term is the cross entropy between the

class probabilities of M2 and M1. This objective function is an effort to keep a

balance between the information that is transferred from the previous iterations and

the information that is extracted from the set of labeled documents L.

In Section 4.6 we demonstrate that the ideas proposed in this section greatly

mounts the resistance of Self-Pretraining to the noise in the pseudo-labels. These

ideas are related to two categories of studies: 1) The studies on pretraining neural

networks [47, 51]. 2) The studies on curriculum learning [13]. Researchers [47, 51] in

both NLP and the vision community have shown that pretraining a neural network

with out-of-domain data and then finetuning it with the target data can significantly

contribute to the performance. These two steps are analogous to the two stages that

we described in this section. Additionally, our work is also closely related to the idea

of curriculum learning [13], where it is shown that a learner can leverage the order of

the training examples to learn more efficiently. Even though Self-Pretraining employs

this mechanism, the criterion to determine the order of the training examples is not

based on the properties of the data points but is based on the source of the labels.

2.3.3 Right Trapezoidal Learning Rates

In the previous section, we employed an approach to mitigate the semantic drift

problem by exploiting the catastrophic forgetting phenomenon. This two-stage strat-

egy creates a suitable opportunity for enhancing the optimization process. Since the

pseudo-labels are potentially noisy, we propose to use this set to explore the hy-

pothesis space and detect the region that contains a better local-optima. Thereafter,

the set of labeled documents, which are noise-free, can be used to detect the target

local-optima.
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Given the argument above, we propose to use a right trapezoidal learning rate–

illustrated in Figure 2.1–as follows:

ηt =

 R batcht ⊂ C

R − R t−bC
bL

batcht ⊂ L

where t denotes the current time step, and batcht is the current batch of documents

being processed. ηt is the current learning rate, R is the initial learning rate, C

is the set of pseudo-labels, L is the set of labeled documents, bC is the number of

pseudo-label batches, and bL is the number of labeled batches.

Our proposed learning rate is composed of two phases: 1) A fixed learning rate–the

dashed line in Figure 2.1–where the pseudo-labels are used to train the model M1–see

Algorithm 4. In this stage, the network parameters can freely update, and therefore,

the learner can essentially explore the hypothesis space. 2) A gradually decreasing

learning rate–the solid slanted line in Figure 2.1–where the labeled documents are used

to further train the network. In this stage, the optimizer settles down, therefore, we

use the noise-free labeled documents, since even a small perturbation in the data may

cause a significant loss. Having a two-phase learning rate also organically integrates

with our two-stage semi-supervised learning procedure. Since the gradual reduction

in the learning rate, prevents the objective of the second task from completely erasing

the knowledge transferred from the previous iterations.

2.3.4 Inertial Class Distributions

Semi-supervised learning models rely on unlabeled data as their primary source of

information. While these methods have obtained promising results, they are inher-

ently prone to overfitting on the irregularities in the unlabeled data. Introducing an

inductive bias [80] into the semi-supervised learning algorithms is a common approach

to increase their robustness. For instance metric regularization [97] or temporal en-
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Figure 2.1: The Self-Pretraining learning rate schedule. The dashed horizontal line
is the learning rate of the network during the training by the pseudo-labels, and the
slanted line is the learning rate during the training by the labeled documents.

sembling [65] are a few examples. While these techniques can be integrated into

Self-Pretraining , in this section, we opt to explore a new direction.

We hypothesize that the class probability distribution of the randomly selected set

of unlabeled documents–Algorithm 4, Line 8–should evolve slowly and avoid abrupt

transitions across iterations. This is a harsh assumption, since this probability distri-

bution also depends on the drawn samples. However, we argue that an abrupt change

in this distribution can be the sign of an influx of noisy pseudo-labels in the previ-

ous iterations. Thus, we aim to prohibit such changes. To achieve this, we assume

the distribution of the class probabilities is a random process dynamically evolving

across the iterations, and the class probability distribution of the selected unlabeled

documents in every iteration–M2(C) in Algorithm 4–is a sample from the underlying

random variables.

For simplicity, we assume the process consists of only a family of two Gaussian

random variables S+ and S−, where S+ is the state of the positive pseudo-labels, and

S− is the state of the negative pseudo-labels. The sample mean and variance of S+
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in the iteration t (i.e., S+
t ) are given by:

µt =

∑n
i=1 p

t
i

n

σ2
t =

∑n
i=1(p

t
i − µt)

2

n

where n is the number of positive pseudo-labels in the iteration t, and pti is the

probability of the i-th positive pseudo-label belonging to the positive class–it is clear

that 0.5 ≤ pti, because the sample is positive. Correspondingly, the sample mean and

variance of S− in the iteration t (i.e., S−t ) are given by:

γt =

∑m
i=1 q

t
i

m

ϕ2
t =

∑m
i=1(q

t
i − γt)2

m

where m is the number of negative pseudo-labels in the iteration t, and qti is the

probability of the i-th negative pseudo-label belonging to the negative class–note

that 0.5 ≤ qti and also note that for every pseudo-label pti + qti = 1.

In the iteration t+1, the sample distributions of the random variables S+ and S−

proceed to S+
t+1 ∼ N (µt+1, σ

2
t+1) and S−t+1 ∼ N (γt+1, ϕ

2
t+1). These updates can be

due to the randomness in the model initialization, the randomness in the selected set

of unlabeled documents in the iteration t, or partially due to the noisy pseudo-labels

introduced in the iteration t. More specifically, the misclassifications of the model

M2 in the iteration t–see Algorithm 4–which were subsequently used to pretrain the

model M1, and ultimately distorted the class distribution of the set of pseudo-labels

in the iteration t + 1. To dampen the impact of this noise, we define two Gaussian

distributions Ŝ+
t+1 and Ŝ−t+1 as the linear combination of the class distributions in

the iterations t and t + 1, and project3 the pseudo-labels in S+
t+1 into Ŝ+

t+1, and the

3No projection is performed in the first iteration.
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pseudo-labels in S−t+1 into Ŝ−t+1. Thus:

Ŝ+
t+1 = α S+

t + (1− α) S+
t+1

Ŝ−t+1 = α S−t + (1− α) S−t+1

(2.3)

where α is a hyper-parameter to govern the rate at which the probability distributions

can evolve in every iteration. The new distributions Ŝ+
t+1 and Ŝ−t+1 are defined between

the class distributions in the iteration t and t+1. The hyper-parameter α determines

the degree at which the pseudo-labels in the iteration t+ 1 are perturbed to resemble

the pseudo-labels in the iteration t. By employing this mechanism, the sudden abrupt

changes in the distribution of pseudo-labels are avoided. We perform this step after we

generate the pseudo-labels using the model M2, and before using this set to pretrain

the model M1–Algorithm 4, Line 8.

In Section 4.6, we show that Self-Pretraining algorithm, along the techniques that

we introduced in the sections 2.3.1, 2.3.2, 2.3.3, and 2.3.4 achieves the state-of-the-art

results in multiple settings. In the next section, we describe our datasets, baselines,

and training setup.

2.4 Experimental Setup

We begin this section by describing the datasets that we used, then we provide a brief

overview of the baseline models, and finally review the detail of the experiments.

2.4.1 Datasets

We evaluate Self-Pretraining on three Twitter text classification tasks4: 1) Adverse

Drug Reaction monitoring (ADR). In this task, the goal is to detect the tweets that

4Please refer to the cited articles for the analysis and discussion on the difficulties of these tasks,
we skip this subject.
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Training Test

Dataset Tweets Neg Pos Tweets Neg Pos
ADR 20624 91% 9% 4992 92% 8%

Earthquake 8166 53% 47% 3502 53% 47%
Product 4503 69% 31% 2114 78% 22%

Table 2.1: Summary of ADR , Earthquake , and Product datasets.

report an adverse drug effect. We used the dataset introduced in [114] prepared for

the ACL 2019 SMM4H Shared Task. 2) Crisis Report Detection (CRD). In this task,

the goal is to detect the tweets that mention an event related to natural disasters.

We used the dataset introduced in [5] about the 2015 Nepal earthquake. 3) Product

Consumption Pattern identification (PCP). In this task, the goal is to identify the

tweets that report the usage of a product. We used the dataset introduced in [52],

which is about receiving an influenza vaccine.

The ADR and Earthquake datasets are released with pre-specified training and

test sets. In Product dataset we used the tweets published in 2013 and 2014 for the

training set, and the tweets published in 2015 and 2016 for the test set. Table 2.1 sum-

marizes the datasets. We see that Earthquake dataset is balanced and ADR dataset

is highly imbalanced. The Earthquake dataset is released along a set of unlabeled

tweets. For the other two datasets, we used the Twitter API and crawled 10,000

related tweets for each one to be used as the unlabeled sets (the set U in Algorithm

4). For ADR dataset we used the drug names to collect the unlabeled set and for

Product dataset we used the query “flu AND (shot OR vaccine)” to collect the set.

2.4.2 Baselines

We compare our model with six baselines.

Baseline. The setting for evaluating semi-supervised learning models should be

realistic. Pretrained contextual language models are the primary ingredient of the

state-of-the-art text classifiers. Thus, we used BERT [33] as the naive baseline, and
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also as the underlying classifier for all the other baselines. Note that this makes any

improvement over the base classifier very challenging, since the improvement should

be additive. We train this model on the set of labeled documents, and evaluate on

the test set. We used the published pretrained base variant, followed by one fully

connected layer and one softmax layer. We used the Pytorch implementation [115] of

BERT; the settings are identical to the suggestions in [33].

Self-training. We included the regular self-training algorithm [121], where in each

iteration the top pseudo-labels, subject to a minimum threshold confidence, are se-

lected and added to the labeled set. We used one instance of Baseline in this algo-

rithm.

Tri-training+. We included a variant of tri-training algorithm called tri-training

with disagreement [103]. In [93], the authors show that this model is a very strong

baseline for semi-supervised learning. We used three instances of Baseline in this

algorithm.

Mutual-learning. We included the model introduced in [127]. This model is an

ensemble, and is based on the idea that increasing the entropy of the class predictions

improves generalization [87]. We used two instances of Baseline in this model–in the

parallel setting.

Spaced-rep. We included the model introduced in [7]. This model employs a queuing

technique along a validation set to select the unlabeled documents that are easy and

also informative for the task. We used our own implementation of this model.

Co-Decomp. We included the framework introduced in [61]. This model uses

domain knowledge to decompose the task into a set of subtasks to be solved in a

multi-view setting. We used the keyword level representations and sentence level rep-

resentations as the two views. We used two instances of Baseline in this algorithm.

Self-Pretraining . The model that we introduced in Section 4.3. We used two

instances of Baseline as M1 and M2.
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2.4.3 Experimental Details

To evaluate the models in the semi-supervised setting, we sampled a small subset of

the training sets5 and did not use the rest of the tweets. Note that the remaining

set was not used as the unlabeled data either–see Section 2.4.1 for the description

of the unlabeled sets. To sample the data, we used a stratified random sampling to

preserve the ratio of the positive to the negative documents. We also ensured that

the initial labeled set is identical for all the models. We repeated all the experiments

3 times with different random seeds. We will report the average across the runs. All

the baseline models use throttling [2] with confidence thresholding (θ = 0.9). We also

linearly increased the size of the sample set [94], however, did not add more than 10%

of the current training set in each iteration.

In our experiments we observed that the performances of self-training and Co-

Decomp degrade if we use the entire set of unlabeled data–due to the semantic drift

problem. Thus, we assumed the number of the iterations in these algorithms is a

hyper-parameter and used 20% of the labeled set as the validation set to find the best

value. Tri-training+ has an internal stopping criterion. Mutual-learning uses the

unlabeled data as a regularizer. Spaced-rep requires a validation set for the stopping

criterion and also for the candidate selection. Thus, in this model we used 20% of

the labeled set as the validation set. We also set the number of queues to 6, the rest

of the settings are identical to what is used in [7].

Since we are experimenting in the semi-supervised setting, we did not do full

hyper-parameter tuning. We used the training set in Product dataset and searched

for the optimal values of λ in Equation 2.2 and α in Equation 2.3. Their best values

are 0.3 and 0.1 respectively. We set the step size k in Algorithm 4 to 2,000 and the

temperature T in Equation 2.1 to 3. In our two-stage training procedure the goal

5Using the entire set of labeled tweets turns the classification task into a supervised problem,
which is not the subject of our study.
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of the first step is the model initialization, thus we trained the network for only 1

epoch. In the rest of the cases, including in our model and the baselines we trained

the models for 3 epochs. The only exception is Space-rep, which requires a certain

number of training epochs with early stopping. To train BERT in all of the cases

we used a setting identical to that of the reference [33]–we set the batch-size to 32.

Following the argument in [78], we used F1 in the positive class to tune the models.

In the next section, we report average F1, Precision, and Recall of the models across

the runs.

2.5 Results and Discussion

We begin this section by reporting the main results. Then we present a series of ex-

periments that we carried out to better understand the properties of Self-Pretraining.

2.5.1 Main Results

Table 2.2 reports the performance of Self-Pretraining in comparison to the baselines

under two sampling quantities–i.e, 300 and 500 initial random tweets–in the three

datasets. We see that in all of the cases Self-Pretraining is either the top model or on

a par with the top model. The difference in ADR dataset is substantial, however, in

Earthquake dataset the difference is very small. ADR is an imbalanced dataset. Our

case by case inspections also showed that the positive tweets in this dataset are very

diverse, which makes the models very susceptible to the number of training examples.

We also see that Mutual-learning completely fails in this dataset. Our experiments

showed that this is due the the skewed class distributions in this dataset6. Surpris-

ingly, we see that Spaced-rep is performing poorly in the experiments, even though

this model was evaluated on social media tasks before [7]. We believe the reason is as

6We built two imbalanced datasets by subsampling from Earthquake and Product datasets, this
model also failed in these cases.
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k F1 Precision Recall
1000 0.395 0.306 0.565
2000 0.420 0.376 0.483
3000 0.428 0.386 0.485
4000 0.413 0.347 0.537

Table 2.3: Results of Self-Pretraining with different values of k–the number of ran-
domly selected pseudo-labels–in the test set of ADR dataset. The models began with
500 labeled user postings.

follows: This model relies on the number of training epochs to construct its internal

data structure for ranking the candidate tweets. When the underlying classifier is a

pretrained language model, e.g., bert, increasing the number of epochs may result in

overfitting and therefore, contradicts the purpose. On the other hand, early stopping

also prevents the model from separating the informative from uninformative tweets.

2.5.2 Empirical Analysis

We begin this section by reporting the effect of the step size k on Self-Pretraining–see

Algorithm 4. Table 2.3 reports F1, precision, and recall of Self-Pretraining at varying

step sizes in the test set of ADR dataset. Since this datset is the largest one, we report

all of the experiments in this dataset. We see that the performance improves up to

the step size of 3000 unlabeled tweets per iteration. We still do not have a concrete

explanation to justify this trend, since it is natural to expect the smaller step sizes

yield better results. One reason may be that if the set of pseudo-labels is small, the

network can perfectly learn the noise in the set during the pretraining. In Section

2.3.2 we argued that the two-stage training can cope with the semantic drift problem.

To support this argument, we report the performance of the middle classifiers M1 at

the end of every iteration. Figure 2.2 reports the performances during the training

for varying step sizes. We see that for none of the step sizes the performance drops

as the number of unlabeled tweets grows–the typical symptom of semantic drift.

Self-Pretraining relies on iterative distillation–Section 2.3.1–to transfer knowledge
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Figure 2.2: F1 of the resulting classifier in every iteration of Self-Pretraining with
different values of k–the number of randomly selected pseudo-labels. The middle
values are interpolated. The results are in the test set of ADR dataset.

T F1 Precision Recall
2 0.422 0.361 0.514
3 0.420 0.376 0.483
4 0.421 0.356 0.517
5 0.433 0.382 0.506
6 0.422 0.370 0.491

Table 2.4: Results of Self-Pretraining in the test set of ADR dataset at varying values
of the temperature (T ) for iterative distillation.

from one iteration to the next one. Model distillation leverages the temperature T in

the softmax layer, see Equation 2.1. It is informative to find the degree at which this

hyper-parameter can affect the learning performance. Table 2.4 reports the model

performance at varying values of the hyper-parameter T . We see that the performance

peaks at T = 5. In section 2.3.2 we proposed an objective function and argued that

the second term of the function prevents the hard labels of the training set from

erasing the information transferred from the previous iteration. To demonstrate the

impact of the second term, in Table 2.5 we report the model performance at varying

values of the hyper-parameter λ–the weight of the second term. We see that the

performance almost gradually improves as we increase λ and peaks at λ = 0.4. This

is primarily due to the improvement in precision.

In Section 2.3.4 we proposed to transform the class probability distribution in the

iteration t+ 1 into a new distribution that resembles the distribution in the iteration

t. We argued that this transformation can help to mitigate the semantic drift problem
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λ F1 Precision Recall
0.1 0.425 0.357 0.529
0.2 0.428 0.355 0.541
0.3 0.420 0.376 0.483
0.4 0.438 0.377 0.531
0.5 0.421 0.350 0.534

Table 2.5: Results of Self-Pretraining in the test set of ADR dataset at varying values
of the hyper-parameter (λ) for our two-stage learning–see Equation 2.2.

via constraining the degree at which the pseudo-labels can evolve in every iteration,

therefore, can potentially limit the negative impact of noisy pseudo-labels. In Table

2.6 we report the model performance at varying values of the hyper-parameter α

in Equation 2.3. This hyper-parameter governs the degree of the transformation.

We see that the performance noticeably improves as we increase the value of α.

Finally, we report an ablation study in Table 2.7. In the previous experiments we

showed that a better performance in ADR dataset is achievable by a dataset specific

hyper-parameter tuning. Nonetheless, we still expect that, with the current hyper-

parameters in ADR , the ablation study can reveal the relative importance of the

Self-Pretraining modules in general. In this experiment, we replaced the two-stage

training model (Section 2.3.2) with the simple data augmentation of the labeled and

pseudo-labels. Additionally, we replaced our right trapezoidal learning rate (Section

2.3.3) with the default slanted learning rate [33]. We replaced our iterative distillation

process (Section 2.3.1) with simply using the hard labels in every iteration. Finally,

we deactivated our pseudo-label transformation step (Section 2.3.4). We see that the

two-stage training model and the inertial transform have the highest and the lowest

contributions.

In summary, we showed that Self-Pretraining is the state-of-the-art in multiple

settings. The authors in [7] show that semi-supervised models–although under domain

shift–typically fail when they are evaluated on a different task from what they are

initially proposed for. Thus, they conclude that these models should be evaluated in



35

α F1 Precision Recall
0.1 0.420 0.376 0.483
0.2 0.422 0.353 0.530
0.3 0.413 0.345 0.518
0.4 0.424 0.355 0.532
0.5 0.429 0.363 0.527

Table 2.6: Results of Self-Pretraining in the test set of ADR dataset at varying values
of the hyper-parameter (α) for the inertial transformation of the pseudo-labels–see
Equation 2.3.

Deactivated Step F1 Precision Recall
two-stage learning 0.339 0.373 0.333
trapezoidal lr 0.360 0.235 0.770
iterative distillation 0.389 0.320 0.495
inertial transform 0.420 0.365 0.497

Table 2.7: Results of Self-Pretraining in the test set of ADR dataset after deactivating
the distillation (Section 2.3.1), the two-stage learning (Section 2.3.2), the trapezoidal
learning rate (Section 2.3.3), and the inertial transformation (Section 2.3.4).

at least two datasets. In this chapter we evaluated Self-Pretraining in three Twitter

datasets. We selected strong baselines, i.e., Tri-training with disagreement [103],

Mutual Learning [127], Spaced Repetition [7], and Co-Decomp [61], and showed that

some of them fail under certain cases. As opposed to these models, we demonstrated

that Self-Pretraining is either the best model or on a par with the best model in

every setting. We also reported an extensive set of experiments that we carried out

to reveal the qualities of Self-Pretraining . These experiments empirically supported

the claims that we made throughout.

Our study is not flawless. To avoid imposing any constrain on the underlying

classifier, we proposed to randomly draw the unlabeled documents–Algorithm 4, Line

7. However, if one can guarantee certain classifier properties, then perhaps a sophis-

ticated selection policy will be more effective. The application of our framework in

other modalities, e.g., image classification, is also an unexplored topic. Future work

may investigate these directions.
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2.6 Conclusions

In this chapter, we proposed a semi-supervised learning model called Self-Pretraining.

Our model is inspired by the traditional self-training algorithm. Self-Pretraining em-

ploys the properties of neural networks to cope with the inherent problems of self-

training. Particularly, it employs an iterative distillation procedure to transfer infor-

mation across the iterations. It also utilizes a two-stage training model to mitigate

the semantic drift problem. Additionally, Self-Pretraining uses an efficient learning

rate schedule and a pseudo-label transformation heuristic. We evaluated our model in

three publicly available Twitter datasets, and compared with six baselines, including

pretrained BERT. The experiments show that our model consistently outperforms

the existing baselines.
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Chapter 3

Multi-View Learning

3.1 Introduction

One of the well-studied areas in online public health monitoring is the extraction of

adverse drug reactions (ADR) from social media data. ADRs are the unintended

effects of drugs for prevention, diagnosis, or treatment. Duh et al. [34] report that

consumers, on average, report the negative effect of drugs on social media 11 months

earlier than other platforms. This highlights the importance of this task. Another

team of researchers [39] reviewed more than 50 studies and report that the prevalence

of ADRs across multiple platforms ranges between 0.2% and 8.0%, which justifies the

difficulty of this task. In fact, despite the long history of this task in the research

community [122], for various reasons, the performance of the state-of-the-art models

is still unsatisfactory. Social media documents are typically short and their language

is informal [60]. Additionally, the imbalanced class distributions in ADR task has

exacerbated the problem.

In this chapter we propose a novel model for extracting ADRs from Twitter data.

Our model which we call View Distillation (VID) relies on the existence of two views in

the tweets that mention drug names. We use unlabeled data to transfer the knowledge
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from the classifier in each view to the classifier in the other view. Additionally,

we use a finetuning technique to mitigate the impact of noisy pseudo-labels after

the initialization [59]. As straightforward as it is to implement, our model achieves

the state-of-the-art performance in the largest publicly available ADR dataset, i.e.,

SMM4H dataset. Our contributions are as follows: 1) We propose a novel algorithm

using unlabeled data to transfer knowledge across models in multi-view settings, 3)

We evaluate our model in the largest publicly available ADR dataset, and show

that it yields an additive improvement to the common practice of language model

pretraining in this task. To our knowledge, our work is the first study that reports

such an achievement. Next, we provide a brief overview of the related studies.

3.2 Related Work

Researchers have extensively explored the applications of ML and NLP models in

extracting ADRs from user-generated data. Perhaps one of the early reports in this

regard is published in Yates and Goharian [122], where the authors utilize the re-

lated lexicons and extraction patterns to identify ADRs in user reviews. With the

surge of neural networks in text processing, subsequently, the traditional models were

aggregated with these techniques to achieve better generalization [111]. The recent

methods for extracting ADRs entirely rely on neural network models, particularly on

multi-layer transformers [112].

In the shared task of SMM4H 2019 [114], the top performing run was BERT

model [33] pretrained on drug related tweets. Remarkably, one year later in the

shared task of SMM4H 2020 [40], again a variant of pretrained BERT achieved the

best performance [73]. Here, we propose an algorithm to improve on pretrained BERT

in this task. Our model relies on multi-view learning and exploits unlabeled data. To

our knowledge, our model is the first approach that improves on the domain-specific
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pretrained BERT.

3.3 Proposed Method

Our model for extracting the reports of adverse drug effects rely on the properties of

contextual neural word embeddings. Previous research on Word Sense Disambigua-

tion (WSD) [96] has demonstrated that contextual word embeddings can effectively

encode the context in which words are used. Although the representations of the

words in a sentence are assumed to be distinct, they still possess shared character-

istics. This is justified by the observation that the techniques such as self-attention

[112], which a category of contextual word embeddings employ [33], rely on the in-

terconnected relations between word representations.

This property is particularly appealing when documents are short, therefore, word

representations, if are adjusted accordingly, can be exploited to extract multiple rep-

resentations for a single document. In fact, previous studies have demonstrated that

word contexts can be used to process short documents, e.g., see the models proposed

in Liao and Grishman [72] and Karisani et al. [61] for event extraction using hand-

crafted features and contextual word embeddings respectively. Therefore, we use the

word representations of drug mentions in user postings as the secondary view along

the document representations of user postings in our model. As a concrete example,

from the hypothetical tweet “this seroquel hitting me”, we extract one representation

from the entire document and another representation from the drug name1 Sero-

quel. In continue, we call these two views the document and drug views. Figure 3.1

illustrates these two views using BERT [33] as an encoder.

Given the two views we can either concatenate the two sets of features and train

a classifier on the resulting feature vector or use a co-training framework as described

1We assume every user posting contains only one drug name, in cases that there are multiple
names we can use the first occurrence.
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[CLS] this seroquel is hitting me soooo hard [SEP]

BERT

Document View

Document 
Classifier

[CLS] this seroquel is hitting me soooo hard [SEP]

BERT

Drug View

Drug 
Classifier

[CLS] this seroquel hitting me [SEP]

BERT

Document View

softmax

[CLS] this seroquel hitting me [SEP]

BERT

Drug View

softmax

Figure 3.1: The illustration of the document and drug views in our model. We have
used BERT as an encoder. See Devlin et al. [33] for the format of input tokens.

in Karisani et al. [61]. However, the former is not exploiting the abundant amount of

unlabeled data, and the latter is resource intensive, because it is iterative, and also

it has shown to be effective only in semi-supervised settings where there are only a

few hundred training examples available. Therefore, below we propose an approach

to effectively use the two views along the available unlabeled data in a supervised

setting.

In the first step, we assume the classifier in each view is a student model and train

this classifier using the pseudo-labels generated by the counterpart classifier. Since the

labeled documents are already annotated, we carry out this step using the unlabeled

documents. More concretely, let L and U be the sets of labeled and unlabeled user

postings respectively. Moreover, let Ld and Lg be the sets of representations extracted

from the document and drug views of the training examples in the set L; and let Ud

and Ug be the document and drug representations of the training examples in the set

U . To carry out this step, we train a classifier Cd on the representations in Ld and

probabilistically, with temperature T in the softmax layer, label the representations

in Ud. Then we use the association between the representations in Ud and Ug to

construct a pseudo-labeled dataset of Ug. This dataset along its set of probabilistic

pseudo-labels is used in a distillation technique [48] to train a classifier called Ĉg.

Correspondingly, we use the set Lg to train a classifier Cg, then label the set Ug and

use the association between the data points in Ug and Ud to construct a pseudo-labeled
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dataset in the document view to train the classifier Ĉd.

The procedure above results in two classifiers Ĉd and Ĉg. The classifier in each

view is initialized by the knowledge transferred from the other view. However, the

pseudo-labels that are used to train each classifier can be noisy. Thus, in order to

reduce the negative impact of this noise, in the next step, we use the training examples

in the sets Ld and Lg to further finetune these two classifiers respectively. To finetune

Ĉd we use the objective function below:

Ld =
1

|Ld|
∑
v∈Ld

(1− λ)J(Ĉd(v), yv) + λJ(Ĉd(v), Cd(v)), (3.1)

where J is the cross-entropy loss, yv is the ground-truth label of the training example

v, and λ is a hyper-parameter to govern the impact of the two terms in the summation.

The first term in the summation, is the regular cross-entropy between the output of

Ĉd and the ground-truth labels. The second term is the cross-entropy between the

outputs of Ĉd and Cd. We use the output of Cd as a regularizer to train Ĉd in order

to increase the entropy of this classifier for the prediction phase. Previous studies

have shown that penalizing low entropy predictions increases generalization [87]. We

argue that this is particularly important in the ADR task, where the data is highly

imbalanced. Note that, even though Cd is trained on the training examples in Ld, the

output of this classifier for the training examples is not sparse–particularly for the

examples with uncommon characteristics. Thus, we use these soft-labels2 along the

ground-truth labels to train Ĉd. Respectively, we use the objective function below to

finetune Ĉg:

Lg =
1

|Lg|
∑
v∈Lg

(1− λ)J(Ĉg(v), yv) + λJ(Ĉg(v), Cg(v)), (3.2)

where the notation is similar to that of Equation 3.1. Here, we again use the output of

2Again, we use temperature T in the softmax layer to train using the soft-labels.
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Cg as a regularizer to train Ĉg. In the evaluation phase, to label the unseen examples,

we take the average of the outputs of the two classifiers Ĉd and Ĉg.

Algorithm 2 Overview of VID

1: procedure VID
2: Given:
3: L : Set of labeled documents
4: U : Set of unlabeled documents
5: Return:
6: Two classifiers Ĉd and Ĉg

7: Execute:
8: Derive two sets of representations Ld and Lg from L
9: Derive two sets of representations Ud and Ug from U

10: Use Ld to train classifier Cd

11: Use Lg to train classifier Cg

12: Use Cd to probabilistically label Ud

13: Transfer labels of Ud to Ug and use them to train Ĉg

14: Finetune Ĉg using Equation 3.2
15: Use Cg to probabilistically label Ug

16: Transfer labels of Ug to Ud and use them to train Ĉd

17: Finetune Ĉd using Equation 3.1
18: Return Ĉd and Ĉg

Algorithm 4 illustrates our model (VID ) in Structured English. On Lines 8 and

9 we derive the document and drug representations from the sets L and U . On Lines

10 and 11 we use the labeled training examples in the two views to train Cd and Cg.

On Lines 12-14 we train and finetune Ĉg, and on Lines 15-17 we train and finetune

Ĉd. Finally, we return Ĉd and Ĉg. In the next section, we describe our experimental

setup.

3.4 Experimental Setup

We evaluated our model in the largest publicly available ADR dataset, i.e., the

SMM4H dataset. This dataset consists of 30,174 tweets. The training set in this

dataset consists of 25,616 tweets of which 9.2% are positive. The labels of the test
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set are not publicly available. The evaluation in the dataset must be done via the

CodaLab website. We compare our model with two sets of baselines: 1) a set of base-

lines that we implemented, 2) the set of baselines that are available on the CodaLab

website3.

Our own baseline models are: BERT, the base variant of the pretrained BERT

model [33], as published by Google. BERT-D, a domain-specific pretrained BERT

model. This model is similar to the previous baseline, however, it is further pretrained

on 800K unlabeled drug-related tweets that we collected from Twitter. We pretrained

this model for 6 epochs using the next sentence prediction and the masked language

model tasks. BERT-D-BL, a bi-directional LSTM model. In this model we used

BERT-D followed by a bi-directional LSTM network [49].

We also compare our model with all the baselines available on the CodaLab web-

page. These baselines include published and unpublished models. They also cover

models that purely rely on machine learning models and those that heavily employ

medical resources; see Weissenbacher and Gonzalez-Hernandez [114] for the summary

of a subset of these models.

We used the Pytorch implementation of BERT [115]. we used two instances

of BERT-D as the classifiers in our model–see Figure 3.1. Please note that using

domain-specific pretrained BERT in our framework makes any improvement very

difficult, because the improvement in the performance should be additive. We used

the training set of the dataset to tune for our two hyper-parameters T and λ. The

optimal values of these two hyper-parameters are 2 and 0.5 respectively. We trained

all the models for 5 epochs4. During the tuning, we observed that the finetuning

stage in our model requires much fewer training steps, therefore, we finetuned for

3Available at: https://competitions.codalab.org/SMM4H. The 2020 edition of the shared task is
not online anymore. Therefore, for a fair comparison with the baselines, we do not use RoBERTa
in our model, and instead use pre-trained BERT model.

4We used 20% of the training set for validation, and observed that the models overfit if we train
more than 5 epochs.

https://competitions.codalab.org/competitions/20798
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Type Method F1 Precision Recall

Our Impl.
BERT 0.57 0.669 0.50
BERT-D 0.62 0.736 0.54
BERT-D-BL 0.61 0.749 0.52

CodaLab
Sarthak 0.65 0.661 0.65
leebean337 0.67 0.600 0.76
aab213 0.67 0.608 0.75
VID 0.70 0.678 0.72

Table 3.1: F1, Precision, and Recall of our model (VID ) in comparison with the
baselines.

only 1 epoch. In our model, we used the same set of unlabeled tweets that we used to

pretrain BERT-D. This verifies that, indeed, our model extracts new information that

cannot be extracted using the regular language model pretraining. As required by

SMM4H we tuned for F1 measure. In the next section, we report the F1, Precision,

and Recall metrics.

3.5 Results and Analysis

Table 3.1 reports the performance of our model in comparison with the baseline

models–only the top three CodaLab baselines are listed here. We see that our model

significantly outperforms all the baseline models. We also observe that the perfor-

mances of our implemented baseline models are lower than that of the CodaLab

models. This difference is mainly due to the gap between the size of the unlabeled

sets for the language model pretraining in the experiments–ours is 800K, but the top

CodaLab model used a corpus of 1.5M examples. This suggests that our model can

potentially achieve a better performance if there is a larger unlabeled corpus available.

Table 3.2 reports the performance of VID in comparison to the classifiers trained

on the document and drug representations. We also concatenated the two represen-

tations and trained a classifier on the resulting feature vector, denoted by Combined-

View. We see that our model substantially outperforms all three models. Table
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Method F1 Precision Recall

Document-View 0.62 0.736 0.54
Drug-View 0.63 0.706 0.570

Combined-View 0.63 0.745 0.543
VID 0.70 0.678 0.72

Table 3.2: F1, Precision, and Recall of VID in comparison to the performance of the
classifiers trained on the document, drug, and combined views.

Method F1 Precision Recall

P-Doc-F-Doc 0.69 0.658 0.71
P-Drug-F-Drug 0.68 0.681 0.68
P-Doc-F-Drug 0.70 0.674 0.72
P-Drug-F-Doc 0.69 0.655 0.72

VID 0.70 0.678 0.72

Table 3.3: Performance of VID in comparison to the performance of the classifiers
pretrained on the document or drug pseudo-labels (indicated by P-{•}) and finetuned
on the document or drug training examples (indicated by F-{•}).

3.3 compares our model with the classifiers with different pretraining and finetun-

ing resources. Again, we see that VID is comparable to the best of these models.

We also observe 2 percent absolute improvement by comparing P-Drug-F-Drug and

P-Doc-F-Drug, which signifies the efficacy of View Distillation.

In summary, we evaluated our model in the largest publicly available ADR dataset

and compared with the state-of-the-art baseline models that use domain specific lan-

guage model pretraining. We showed that our model outperforms these models, even

though it uses a smaller unlabeled corpus. We also carried out a set of experiments

and demonstrated the efficacy of our proposed techniques.

3.6 Conclusions

In this chapter we proposed a novel model for extracting adverse drug effects from

user generated content. Our model relies on unlabeled data and a novel technique

called view distillation. We evaluated our model in the largest publicly available ADR
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dataset, and showed that it outperforms the existing BERT-based models.
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Chapter 4

Active Learning

4.1 Introduction

In this chapter, we focus on Active Learning. The distinctive characteristics of active

learning models make them especially appealing to the researchers in social media

mining. Being robust towards the initial training set and addressing noisy labels [38],

overcoming class imbalance challenge [30], and compensating for the lack of training

data [31] are the well-understood qualities of Active Learning.

Here, we tackle the classification tasks tailored for query words. The applications

of such tasks are abundant. In Online Public Health Monitoring where given the

variants of a disease name we want to extract the positive report cases [86]. In

Customer Satisfaction Monitoring where given a product or brand name we want to

extract the true mentions of the product and visualize the outcome [3]. In Observation

Extraction where given a real-world phenomenon we want to extract the relevant

reported observations [31]. Or in Entity Filtering where given an entity name we

want to filter out non-relevant user postings for the down-stream tasks–e.g., for Online

Reputation Management [104]. Here, we exploit this shared quality and propose a

novel unified active learning model for a range of tasks.
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Our model, which we call COCOBA (Context-aware Co-testing with Bagging),

is based on the idea that the content of user postings can be used in a context

sensitive multi-view active learning model to resolve the disagreement over similar

use cases. To achieve this, we use the properties of the problem and derive two

contextual representations from user postings. Then we modify a multi-view active

learning model to effectively use these representations. And finally, we use a query-

by-committee model to increase robustness to the noise in user postings. We show

that COCOBA is applicable to at least three important representative problems1.

Namely we focus on: Personal Health Mention detection (PHM) [58] where given

an illness name the goal is to detect the positive reports of the illness; Observation

Extraction (OE) [124] where given a real-world event the goal is to extract the relevant

reported observations; and Product Consumption Pattern identification (PCP) [52]

where given a product the goal is to detect the number of usages of the product to

calculate its penetration rate. Our experiments testify that our novel unified model

consistently outperforms existing models.

The contributions of this chapter are as follows: 1) We propose a novel unified

multi-view active learning model to address the tasks tailored for a query in user-

generated data. 2) We carry out an extensive set of experiments and show that

our model is applicable to at least three representative tasks. 3) We show that our

model consistently outperforms existing active learning models. 4) We constructed a

relatively large dataset of manually annotated tweets for PHM task that is publicly

available. Our dataset consists of 18,000 tweets across three topics2: Parkinson’s,

cancer, and diabetes.

We believe our novel model, our detailed experiments, and our new dataset signif-

icantly push the state of the art, and also help practitioners to develop better systems

1Please see the cited articles for the discussion on the challenges of the selected tasks.
2Based on published reports [123] our dataset is the largest manually annotated dataset on this

topic.
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with smaller training sets. In the next section, we contrast COCOBA with existing

models.

4.2 Background and Related Work

Background. In a typical active learning classification scenario, there is a small

set of labeled data and a large set of unlabeled data available3. A predictive model

is trained on the set of labeled data, and based on a criterion–either labeling cost

or model performance–one data point from the set of unlabeled data is queried for

annotation4. The annotated data point is added to the set of labeled data, and the

procedure is iterated. The initial state in which the model has access to a small set

of labeled data is called the cold start state. The learning algorithm that the model

employs to explore the hypothesis space is called the base learner ; and the algorithm

that the model uses to select the next unlabeled data point is called the query strategy.

Majority of the active learning models rely on informativeness, representativeness,

and diversity metrics to select their candidate data points [22]. Despite the significant

advances in Active Learning over the last decades, the uncertainty-based sampling

model [70] remains one of the most widely used and studied models [10, 56]. There are

multiple methods to identify uncertainty in the base learner: the amount of entropy

in the model prediction [99], the magnitude of gradients in back propagation [126],

or the variance in successive predictions of the model [37] are a few examples.

Active Learning for user-generated content. Given the stability and usually

satisfactory performance of the uncertainty-based sampling model, the majority of

the successful applications of Active Learning in user-generated data rely on this

model. [89] proposes a model for Crisis Report monitoring, [110] integrates Active

3The survey by Settles [99] and the article by Lowell et al., [75] provide a complete overview of
Active Learning.

4Our criterion in this article is the model performance, and we assume that the annotation cost
is uniform.
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Learning with Semi-supervised Learning for entity recognition, and [104] proposes

to combine the informativeness and representativeness metrics for entity recognition.

[71] experiments with Active Learning for detecting symptoms in Chinese tweets,

[106] reports the application of Active Learning in Adverse Drug Reaction monitoring

(ADR) task, and [19] combines Active Learning with crowd sourcing for the ADR

task. The authors in [57] propose a query diversity criterion for spam filtering on

Twitter, and the authors in [128] combine Active Learning with crowd-sourcing to

develop a pipeline for detecting job-related posts in social media. All of these studies

use the uncertainty-based sampling model.

In this study, we focus on a multi-view contention reduction model [1] called co-

testing [83]. The main idea of co-testing algorithm is to construct two views from

input data and train a base learner on each view. Then query a data point from the

set of unlabeled points that are assigned to the opposite classes by two base learners–

these points are called contention points. To be able to use multi-view models,

we derive two contextual representations from user postings. Then we modify the

co-testing query strategy to utilize this contextual information and increase the gain

in user annotations. We aim at a category of social media tasks tailored for a query

word–or a closely related set of query words. Such tasks have many applications,

ranging from Entity Filtering and Disease Mining to Crisis Management and Cus-

tomer Satisfaction Monitoring. We show that our model, which we call COCOBA, is

applicable to at least three representative tasks from different domains. Namely we

focus on: Personal Health Mention detection (PHM), Observation Extraction (OE),

and Product Consumption Pattern identification (PCP).

In summary, to our knowledge, our study is the first that proposes a unified active

learning model for a range of social media tasks. It is also the first study that proposes

to use a multi-view model to address these tasks. It is one of the very few works that
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step beyond applying the traditional uncertainty-based model5, and to our knowledge,

it is the only work that extends an active learning model to effectively exploit the

properties of the user-generated data.

4.3 COCOBA : Model Description

We begin this section by discussing the approach for extracting two contextual repre-

sentations from user postings. Given two views, we can employ co-testing algorithm,

however, the default co-testing algorithm is context independent. Therefore, we will

modify the default co-testing query strategy to use the contextual information. Fi-

nally, we try to tackle the typically noisy language of user postings via a variance

reduction technique.

4.3.1 Extracting Two Contextual Representations from User

Postings

Our approach to construct two views from the user postings is inspired by the re-

search on Word Sense Disambiguation (WSD) and their mainstream solutions, i.e.,

the contextual word embeddings. The neural contextual word embeddings are proven

to encode the information required to effectively characterize the context in which the

words occur [96]. To extract two contextual representations from the user postings, we

extract one representation on the document level to capture the overall information

of the user postings, and extract another representation on the word level to capture

the context that the query words are used in. Because by definition the user postings

always contain at least one of the query words then this task is always feasible. This

approach is a derivation of the algorithm that we proposed in [61].

5The study by [31] employs the expected error reduction technique along a semi-supervised
learning model.
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We demonstrate this by outlining the task of extracting the true reports of diabetes

on Twitter. Given the query words “diabetes” and “diabetic”, we may observe the

hypothetical tweet: “Right now the only complication I’ve got with my diabetes is

neuropathy, which isn’t fun”. Given this tweet, we can extract a feature vector on

the tweet level which encodes the overall information of the tweet. Additionally, we

can extract another feature vector on the word level to capture the context of the

search term6, i.e., the vector representation of the search term in: “...my diabetes is

neuropathy...”.

Even though the feature vectors of the tweet level and word level views are not

fully orthogonal, we argue that they still focus on different aspects of the text to

represent the context of the tweet. Local and global feature sets have shown to be

effective in other scenarios [38]. In the next section, we exploit this motif in an active

learning framework.

4.3.2 Incorporating Context in Co-testing

Having two separate contextual representations for every user posting allows us to

employ co-testing algorithm. However, the default co-testing query strategy and

its variants [83, 38] are unable to fully utilize the contextual information that is

stored in the representations. These variations mostly rely on the confidence of base

learners to score the candidate data points, e.g., most confident disagreement between

base learners. We argue that the contextual representations that we extract contain

enough information to detect similar user postings, and this information can be used

to resolve the disagreement over a set of user postings, rather than one single user

posting. This can potentially lead to a better annotation choice during the active

learning iterations. Based on this argument, we propose the following query strategy.

Let ~d and ~w be the document and word level representations of the user posting

6In the case that multiple search terms are used to collect the data, all the occurrences of the
search terms in the tweets can be mapped to a single synthesized token.
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t, and given t, let ConfD(~d|t) and ConfW (~w|t) be the confidence of the base learners

for classification in the document level and word level views respectively. We define

the score of the contention user posting t as follows:

score(t) = PD(~d|t)× ConfD(~d|t) + PW (~w|t)× ConfW (~w|t) (4.1)

where PD(~d|t) and PW (~w|t) are the probabilities of the user posting t being generated

by the distribution of the contention points in the document and word level views re-

spectively. The terms ConfD(~d|t) and ConfW (~w|t) can be estimated by the output of

the classifiers in the document and word level views respectively. To estimate PD(~d|t)

and PW (~w|t), we first fit two density estimators on the vectors of the contention data

points in each view to extract the empirical distribution of the population, and then

use these estimators to calculate the probability of observing the data points7.

Intuitively, Equation 4.1 assigns a higher score to the user postings that are con-

fidently assigned to the opposite classes in two views, and are also close to the other

set of contention points in each view. There are two advantages in employing this

scoring function. First, scaling the confidence of the base learners by the probability

densities naturally aggregates the benefits of contention reduction and density based

query strategies. Second, assuming that the data points that are close to each other in

the feature space are similar and likely to have the same label [23], by promoting the

user postings that are close to the cluster of the contention points, we can effectively

use the contextual information to resolve the disagreement over a set of similar user

postings. This is particularly the case when a candidate data point and its adjacent

points are projected into the same regions of the input feature space in both views.

Figure 4.1 demonstrates our query strategy. Each data point in the document

representation space (the left panel) is associated to one data point in the keyword

7For the theoretical discussion regarding the density estimators see [102].
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Positive Region Negative Region

Document Representation Space

Positive Region Negative Region

Keyword Representation Space

Docs Labeled by the two base learners in one iteration:
Labeled Negative by both learners 
Labeled Positive by both learners
Subject to disagreement (contention points)
Co-testing best candidate
COCOBA best candidate

Unlabeled Docs

Figure 4.1: The document and word level views in COCOBA query strategy. The reg-
ular co-testing algorithm queries the contention point with the largest distance from
the classifier decision boundary in two views (the yellow triangle). COCOBA queries
the contention point which is closest to the set of other contention points and also
has a large distance from the decision boundary in two views (the black triangle).
Figure best viewed in color.

representation space (the right panel). The triangular data points are the set of

contention tweets, i.e., the tweets that are assigned to the opposite classes by the

classifiers in two views. The regular co-testing algorithm selects the data point with

the largest distance from the classifier decision boundary–the dashed lines–i.e., the

yellow data point. However, we select the data point which is close to the cluster

of contention data points and also has a large distance from the classifier decision

boundary, i.e., the black data point.

In the next sections, we use Equation 4.1 as the ranking function in our model.

4.3.3 Increasing Robustness to Noise

As pointed out by [58], the user postings in social media–particularly on the Twitter

website–are highly noisy. They tend to be short, and suffer from inventive lexicons.
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For instance, in our early example of extracting the reports of diabetes, a user posting

may be added to the set of contention points and selected for annotation due to its

unique figurative language. However, selecting another user posting for annotation

might be a better choice to have a more diverse and representative training set. If

we assume the relatively uninformative user postings are noise–which due to their

unique characteristics may receive a high score by Equation 4.1–then we may be able

to dampen their effect through variance reduction algorithms.

To address this issue we propose to employ bagging technique, which is empirically

shown to reduce model variance [18]. In the discussed example, bagging can influence

the score of the mentioned user posting, either through affecting the distribution of

the contention user postings, or reducing the disagreement rate between two base

learners. We use bagging as follows: In each iteration, we sample multiple subsets of

user postings from the set of labeled data. On each subset, we train a pair of base

learners as described in Section 4.3.1. For each pair of base learners, we use the model

described in Section 4.3.2 to assign a score to all unlabeled user postings. Finally, the

ultimate ranking list is constructed by aggregating the scores of the unlabeled data

across the models.

Our approach for employing bagging is slightly different from the regular query-

by-committee model [1]. In the regular query-by-committee model, one estimator is

trained on each subset of data, and the best candidate data point is the data point

which is subject to the most disagreement among the estimators. In our model,

the candidate data points, for each subset, are the data points that are assigned to

opposite classes by the base learners. Then, each predictive model votes for these

contention points, and the best candidate data point is the one that is subject to the

most agreement among the models.
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4.3.4 Overview of Algorithm

Algorithm 4 summarizes one iteration of COCOBA . Lines 10-21 describe the training

procedure, and Lines 22-31 describe the labeling procedure. The training stage begins

by sampling from the set of labeled tweets; then two base learners are trained on two

views of the sampled set. Next, two base learners are used to label the set of unlabeled

tweets. The contention tweets are detected, and in each view one density estimator

is fitted. The density models are used to approximate the probability mass values of

every contention tweet. These steps are repeated for each sub-sample. To rank the

set of unlabeled tweets, the prediction confidences and probability mass values are

used in Equation 4.1 to score all the contention tweets. The top tweet is queried and

added to the labeled set and all the sampled sets–Line 19 and Line 20. Finally, all

the base learners are re-trained on the updated sampled sets. In the labeling stage,

each pair of the base learners is used to label the test tweets–Line 25. To predict the

final label a majority voting algorithm is employed–Lines 28-31. In the next section,

we discuss the implementation details of COCOBA .

4.4 COCOBA : Implementation Details

In this section, first we discuss the feature vectors that we used in COCOBA . Then,

we discuss the base learners and the density estimation models that we implemented.

Finally, we explain the details of the bagging step.

Feature vectors (Section 4.3.1): We used neural contextual word embeddings

to represent the two contextual representations discussed in Section 4.3.1. We used

the BERT pre-trained base model [33], to extract the document level and word level

views–the size of the vectors in this model is 768. For simplicity, if a task had multiple

query words we assumed their contexts is comparable8–even though the approach in

8Recall that by definition, our tasks are defined for closely related search keywords.
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Algorithm 3 One Iteration of COCOBA

1: procedure COCOBA
2: Given:
3: L : Set of labeled tweets
4: U : Set of unlabeled tweets
5: T : Set of test tweets
6: K : Number of estimators
7: Return:
8: Labeled set of test tweets, and updated training set

9: Execute:
10: for i← 1 to K do
11: Sample a subset of L and store in S[i]
12: Train two base learners on S[i] and store in BL[i][0] and BL[i][1]
13: Use BL[i][0] and BL[i][1] to label the set U
14: Store the contention tweets in C[i], and their prediction confidences in

Conf [i][0] and Conf [i][1]
15: Fit two density estimation models on two views of C[i] and store

them in DS[i][0] and DS[i][1]
16: Use DS[i][0] and DS[i][1] to calculate the probability mass values for

all the tweets in C[i] and store them in P [i][0] and P [i][1]

17: Plug the arrays Conf and P into Equation (4.1) to calculate the ag-
gregated score for tweets in C

18: Rank all the tweets in C based on their score, and store the top one in
W

19: Query the label of W
20: Add W to L and all the tweet sets stored in S
21: Use the updated S to retrain the base learners of BL
22: for t in T do
23: PCount← 0
24: for pair in BL do
25: label← confpair[0](t) + confpair[1](t)
26: if label ≥ 0 then
27: PCount← PCount+ 1

28: if PCount ≥ K/2 then
29: t is Positive
30: else
31: t is Negative

32: Return T, L
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[100] could have been leveraged to create a canonical term. Additionally, If a user

posting contained more than one search term, we selected the first occurrence to

construct the word level view.

Base learners (Section 4.3.1): We used a one-layer fully connected network as the

base learner. To account for the increasing size of the training set during the active

learning iterations, we also updated the BERT vectors every few hundred iterations

by fine-tuning–see Section 4.5.3 for detail.

Density estimators (Section 4.3.2): We used a Parzen density estimator to ap-

proximate the density of the contention points [46]. For simplicity, we opted for a

linear kernel model. We set the bandwidth hyper-parameter in the document level

view to 30, and in the word level view to 45–these values were determined based

on the average distance of the data points in each view which is independent of the

labeled data.

Bagging details (Section 4.3.3): There is no widely accepted number of estimators

for the models based on bagging [99]. We used 15 estimators in our implementation.

For each estimator, we randomly sub-sampled 60% of the labeled set with replacement

to be used as the training data.

4.5 Experimental Setup

We begin this section by describing the datasets, then we discuss the baselines, and

finally, explain the experiments.

4.5.1 Datasets

We show that our model is applicable to three tasks: Personal Health Mention de-

tection (PHM), Observation Extraction (OE), and Product Consumption Pattern

identification (PCP). Below we describe the datasets.
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Training Test

Topic Size Neg Pos Size Neg Pos
Parkinson’s 4096 84% 16% 2120 85% 15%

Cancer 3915 80% 20% 2091 79% 21%
Diabetes 4318 82% 18% 2097 86% 14%

Table 4.1: The number of tweets, and the percentage of the positive and negative
tweets across the topics in Illness dataset.

Illness dataset: For PHM task, we constructed a dataset of English tweets across

three different topics: Parkinson’s disease, cancer, and diabetes. To collect the tweets

related to diabetes, we used the search terms “diabetes” and “diabetic”. We used

the Twitter search API and retrieved a set of tweets–excluding retweets and replies–

over the span of one year between 2018 and 2019. To create the training sets, we

randomly sampled about 4,000 tweets for each topic from the 2018 data. To create

the test sets, we randomly sampled about 2,000 tweets per topic from the 2019 data.

To annotate the sampled sets, we followed the definition of Personal Health Mention

detection problem (PHM), proposed in [58]. That is, the tweets that mention the

health condition and contain a health report were labeled positive, otherwise, they

were labeled negative. We hired one annotator to annotate the tweets. In order to

validate the annotations, we randomly sub-sampled 10% of the labeled tweets, and

hired another annotator to re-annotate the set. We found the inter-agreement rate to

be 0.81 with Cohen Kappa test, which represents a substantial agreement between the

two annotators [113]. Table 4.1 summarizes Illness dataset. We see that on average

about 18% of the tweets are positive in each topic.

Observation dataset: For OE task, we used the dataset introduced in [124] on

reporting flood incidents, which contains 4,000 tweets9. Each tweet is categorized

as Direct-Observation, Indirect-Observation, or None. We assumed the tweets that

make a direct observation are positive–which account for 17% of the dataset. With

9Available at https://crisisnlp.qcri.org/

https://crisisnlp.qcri.org/
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preserving the original distribution, we sampled 1,000 tweets for the test set. Query

keywords used to collect the dataset are “flood”, “rain”, and “overflow”.

Product dataset: For PCP task, we used the dataset introduced in [52]. This

dataset10 consists of the tweets related to a medical product–influenza vaccine. A

tweet is labeled positive if it reports receiving the medical product. There are 6,617

tweets in this dataset. We used the tweets posted in 2013 and 2014 in the training

set, and the tweets posted in 2015 and 2016 in the test set. In the training set, we

found 4,503 tweets for which 31% of them were positive. In the test set, we found

2,114 tweets for which 22% were positive.

4.5.2 Baselines

In this section, we describe the baseline models that we included in the experiments.

We included one naive baseline (random sampling), one classic baseline (uncertainty

sampling), one learning-from-data model (LAL), and one self-paced learning model

(SPAL). In Section 5.4.4 we also compare our model with the co-testing algorithm.

The input features were identical between all the models–as described in Section 4.4.

random: This baseline is without Active Learning. In each iteration, we randomly

selected one tweet from the set of unlabeled tweets, and added to the labeled set.

uncertainty: We included the most widely used uncertainty-based model described

in [99]. The output probability of the base learner was used as the confidence score.

lal: We included the model proposed in [64]11. This model is an error reduction

algorithm, which models the query sampling problem as a regression task. We report

the Iterative variant, which is a stronger baseline and performed better. We used the

suggested settings in the reference to set-up the model.

spal: We included the model proposed in [108]12. This model is a self-paced method,

10Publicly available via the organizers of SMM4H workshop:
https://aclweb.org/portal/content/smm4h

11Available at https://github.com/ksenia-konyushkova/LAL
12Available at https://github.com/NUAA-AL/ALiPy

https://www.aclweb.org/portal/content/smm4h-social-media-mining-health-applications-workshop-shared-task-acl-2019
https://github.com/ksenia-konyushkova/LAL
https://github.com/NUAA-AL/ALiPy
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which tries to maintain a balance between the informativeness and the easiness of

queries through an objective function. We used the settings proposed in the reference

to set-up the model.

4.5.3 Experimental Details

We trained and evaluated all of the models in each topic of Illness , Observation ,

and Product datasets separately. Following the argument in [78], we report the F1

of the models in the positive set. The rest of the experimental setup was identical to

what is adopted in the active learning literature [99, 75]. In the cold start state, we

randomly sampled 50 labeled tweets, and assumed that the rest of the labeled data

is unlabeled. We report F1 measure in the test set as the training set is augmented

with new labeled tweets. We fixed the initial set of labeled tweets across all the

experiments, ensuring that all of the models have access to an identical set of tweets

in their cold start state. Additionally, we repeated all the experiments 5 times and

report the average of the experiments. In order to account for the increasing size of

the training sets during the active learning iterations, every 350 iterations we fine-

tuned the BERT model–mentioned in Section 4.4–and updated the entire set of tweet

and word representations in all the baseline models.

4.6 Results and Analysis

In this section we report the main results, and then we provide an empirical analysis.

4.6.1 Results

Figures 4.2, 4.3, and 4.4 report the performance of the models in Illness, Observation,

and Product datasets respectively. Additionally, Table 4.2 compares the performances

at four different ratios of the training set sizes, i.e., 25%, 50%, 75%, and 100%. The
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Figure 4.2: F1 of the models at varying training set sizes during the active learning
iterations in Illness dataset.
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Figure 4.3: F1 of the models at varying training set sizes during the active learning
iterations in Observation dataset.
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Figure 4.4: F1 of the models at varying training set sizes during the active learning
iterations in Product dataset.
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results confirm that–except in a few cases–all the models outperform random base-

line, confirming that Active Learning is an effective strategy to approach these tasks.

The results signify that our model COCOBA is consistently outperforming the base-

lines. This is particularly the case over the initial iterations. During these iterations

our model employs two views to issue the queries, whereas the other models rely on

one view. As more training data becomes available, and the pool of unlabeled data

shrinks, the models converge–except in Observation dataset. Finally, the experiments

show that uncertainty model is performing strikingly well, confirming the consistency

of this model–discussed in Section 4.2. The authors in [10] report that under differ-

ent problem settings state-of-the-art active learning models may be inferior to the

uncertainty model.

4.6.2 Empirical Analysis

In Section 4.3.2 we argued that the regular co-testing algorithm can be further im-

proved by exploiting the density of the contention points. We also proposed a method

to incorporate this information using a Parzen density estimator. In Section 4.3.3 we

argued that a variance reduction technique can mitigate the problem caused by the

noisy language model. To support these arguments we report an ablation study by

deactivating the two modules. Figure 4.5 reports the results of this experiment. We

see that the performance of our model is noticeably higher than that of the new

models.

A closer look at the graphs in Figures 4.2, 4.3, and 4.4 shows the existence of an

elbow point in the early iterations. The improvement rate before reaching this point

is dramatic and after this point it is slower. Our case by case inspection revealed

that during the early iterations our scoring function–described in Section 4.3.2–can

effectively use the density of the contention points which is coupled by the knowledge

obtained by the two views. However, as the algorithm proceeds, the set of contention
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Figure 4.5: Ablation study of COCOBA by deactivating the two modules of our
method, i.e., COBA (COCOBA without context) and COCO (COCOBA with no
bagging) at varying training set sizes in Illness dataset.

points is exhausted and our model converges to a regular contention reduction al-

gorithm. Thus, we conjecture that in the presence of larger set of unlabeled data

COCOBA may yield even better results13. One particularly interesting quality of

our model is the absence of critical hyper-parameters to tune. Excluding the hyper-

parameters of base learners, in our experiments COCOBA was not sensitive to the

number of estimators in the bagging step or the value of the bandwidth in the kernel

density estimators14.

In summary, we showed that our active learning model outperforms the state of

the art in multiple settings. The authors in [10] report that active learning models

typically show mixed results and fail to generalize to new scenarios. Thus, we selected

three datasets and also included two state-of-the-art and two traditional baselines and

showed that our model consistently perfroms well. The results suggest that our model

can be potentially applied to a broader set of query-based classification tasks. This

claim is to be further investigated. Additionally, there is still a set of social media

tasks that are not based on queries e.g., sarcasm detection, hate speech detection,

13In terms of runtime, COCOBA is comparable to lal–which is also an ensemble. In the experi-
ments, spal performed much slower.

14We tried {10,15,20} estimators, the results were consistent.
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and fake news identification. Future work may explore these areas.

4.7 Conclusions

In this chapter we proposed a novel active learning model for short text classification

tasks in user-generated data. Our model utilizes the contextual information of user

postings in a multi-view active learning model, exploits the density of the contention

points to increase the gain per query, and employs a query-by-committee step to

address the usually noisy language of social media posts. Through an extensive set

of experiments we showed that our model, COCOBA, is applicable to multiple tasks.

Our code and a relatively large dataset that we constructed along the way are publicly

available.

4.8 Ethical Considerations

We have used the Twitter API to collect a publicly available set of user postings.

According to the US federal law15 our dataset does not require an IRB review, because

the data is public. Furthermore, our study does not violate the Twitter developer

terms of service16, because we do not store or use any personal identifier.

15Electronic Code of Federal Regulations in effect on February 26, 2021.
16Available at https://developer.twitter.com/en/dt

https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases
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Chapter 5

Domain Adaptation

5.1 Introduction

In certain real-world scenarios there may not be enough annotated data available to

train a classifier, but there may be sufficient training data available for a semantically

similar task. For instance, in the task of detecting true reports of natural disasters,

there may not be enough training data available for detecting earthquake incident

reports, however, there may be a training set available for detecting the reports of a

wildfire incident. In such cases Domain Adaptation is a promising direction.

In Domain Adaptation a classifier is trained in one domain (the source domain)

and evaluated in another domain (the target domain). One of the fundamental as-

sumptions of classification is that training and test data follow an identical distribu-

tion [85]. Therefore, a classifier trained in one domain, typically is a poor predictor

for another domain. Thus, Domain Adaptation primarily tackles the domain shift

challenge.

Domain adaptation models can be deployed in highly dynamic environments.

Therefore, having techniques that can fully utilize available resources is of great value.

This is particularly crucial in mining user-generated data, because the models trained
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on this type of data already face considerable challenges–e.g., short document length,

specialized and noisy language model, and imbalanced class distribution [4]. Existing

techniques, while very effective, are still unable to fully exploit the vast amount of

available unlabeled data from various domains. For instance, in the case of classifying

documents related to an earthquake incident, existing approaches are able to use the

labeled data collected for similar incidents, e.g., wildfire or flood incidents. However,

there are no methods capable of using unlabeled data from these domains. Such sce-

narios are abundant. Product mining, disease mining, and mining documents related

to rumours are a few examples. In the case of product mining, we may be inter-

ested in training a classifier for the documents related to Apple, and we may have

a labeled dataset about Microsoft. With existing domain adaptation methods, we

can train such a classifier for Apple, however, these models are unable to exploit the

large amount of available unlabeled data for other tech companies in their training

procedure–e.g., documents related to Oracle or Google. This is a major limitation

and the subject of this work.

We hypothesize that in the single-source domain adaptation setting, where there

is data available in a labeled source and an unlabeled target domains, the classifier

performance can be enhanced by incorporating unlabeled data form additional se-

mantically similar domains–which we call the auxiliary domains. Below we formally

define our problem statement. Then, in the next section we provide an overview of

related works. Afterwards, we present our model, then, we discuss our experimental

setup and report the results.

Problem statement. We explore a domain adaptation setting in which a labeled

source domain S and an unlabeled target domain T are available. The aim is to train

a model on the source domain with a low prediction error in the target domain. As

opposed to the previous work, we also assume that there is unlabeled data available

from an additional set of auxiliary domains {Ai}Mi=1. Therefore, the goal of our
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research is to exploit this additional data to enhance the adaptation procedure from

the domain S to the domain T .

5.2 Related Work

Our research problem is not domain specific. Our problem statement targets a com-

mon real world scenario, where in addition to the labeled source domain we have

access to unlabeled data from various domains. Existing domain adaptation models

are unable to exploit this unlabeled data, here, we aim to close this gap by proposing

a model to incorporate this resource. Below we describe the areas that have inspired

our research, and also discuss the techniques to incorporate unlabeled data in existing

models.

Our proposed approach is categorized as a single source domain adaptation model.

Existing models in this category are not able to use the unlabeled data from auxiliary

domains. However, in order to be able to use these models as baseline models, one

approach is to augment the unlabeled data from auxiliary domains with the unlabeled

data from the target domain, then, align the source and target data. We particularly

include a model termed JDDAC [25], which employs the correlation alignment metric

[107] along a regularization term for clustering the data points in the feature space

to enhance class discrimination. In the results section, in addition to this model, we

also report a variant of JDDAC that combines the target and auxiliary data–we call

this variant JDDAC-C.

Our work is also closely related to multiple-source domain adaptation [76]. In

the multiple-source setting, it is assumed that the source data consists of labeled

documents across multiple source domains, and the goal is to train a model for the

target domain. As opposed to this setting, here we assume that there is only one

source domain available and the remainder of auxiliary data is unlabeled and obtained
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from multiple domains. Multiple-source domain adaptation models are unable to

exploit the unlabeled data from auxiliary domains.

Our research provides an alternative view to multiple-target domain adaptation

setting [28]. In the multiple-target setting, we assume that there is one labeled source

domain and multiple unlabeled target domains available. The goal is to train a

model that on average performs well across the target domains. While there is a

clear connection between our setting and the multiple-target setting, here we aim

to popularize the application of unlabeled data from multiple domains in the single

source domain adaptation setting. Additionally, in our setting there is no necessity to

explicitly make predictions in multiple target domains. Nonetheless, we use a model

from this category in our comparisons. We include a model termed CCL [55], which

consists of an ensemble of single source models that are collaboratively trained using

a regularizer term based on the Kullback-Leibler (KL)-divergence.

5.3 Proposed Model

We begin this section by describing our notations, and then continue by providing an

overview of our model.

Notations. We denote the labeled source domain S by {(xs
i , y

s
i )}

ns

i=1, where ns is the

number of the documents in this domain and (xs
i , y

s
i ) is the i-th source document and

its corresponding label. We also denote the unlabeled target domain T by {xt
i}

nt

i=1,

where nt is the number of the documents in this domain and xt
i is the i-th target

document. In addition to the domains T and S we are also given a set of M unlabeled

auxiliary domains A1, A2, . . . , AM denoted by {(xaj
i )}

naj

i=1, where naj is the number of

the documents in the j-th auxiliary domain and x
aj
i is the i-th document in this

domain. Similar to previous works [74, 107, 116] classifiers in our model consist

of two modules: 1) an encoder module denoted by E, which takes a document as
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input and projects it into a low dimensional space,1 2) a prediction module denoted

by θ, which takes the projected document representation as input and performs the

classification task.2

Our model consists of two classifiers: 1) the main classifier Cmain, which is trained

on the data in the source and target domains, 2) the auxiliary classifier Caux, which

is trained on the data in the source, the target, and the auxiliary domains.

The core idea of our model is that we can enhance the prediction in the regions

that the main classifier is expected to perform weakly by training an auxiliary model

that can participate in the classification along the main classifier. We assume these

regions are those that the main classifier is most uncertain about.3

Algorithm 4 summarizes the training procedure of our model, called DAVUD (Do-

main Adaptation via Unlabeled auxiliary Data). The algorithm begins (Line 9) by

training the new classifier Cmain on the source and target data using Equation 5.1.

Afterwards, the classifier Cmain is used to label the documents in the set T (Line 10).

Then, the documents with the most uncertain labels are removed from T (Line 11).

Finally, the new classifier Caux is trained (Line 12) on the data in S, A•, and the

revised set T using Equation 5.2.

To train the classifier Cmain, we use a discrepancy reduction metric [107] to elimi-

nate the divergence between the distribution of the documents in the source and the

target domains:

L =
1

ns

ns∑
i=1

J(Cmain(xs
i ), y

s
i ) + λD(E(xs), E(xt)), (5.1)

1an example the encoder is BERT [33], where a document can be encoded into a vector of 768
dimensions.

2an example the prediction module is one layer fully connected network followed by a softmax
layer.

3In the experiments we used a threshold on the entropy of the main classifier output to detect the
documents that are located in uncertain regions. This method is computationally efficient. However,
one can also use Monte Carlo dropout [37] which adds slightly more computational overhead.
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Algorithm 4 Overview of DAVUD

1: procedure DAVUD
2: Given:
3: S : Labeled source domain
4: T : Unlabeled target domain
5: A1, A2, . . . , AM : Unlabeled auxiliary domains

6: Return:
7: Trained classifiers Cmain and Caux

8: Execute:
9: Use Equation 5.1 and train a new classifier Cmain on S and T

10: Use Cmain to generate pseudo-labels for the documents in T
11: Remove the documents with the highest prediction entropy from T
12: Use Equation 5.2 to train a new classifier Caux on S, T , and A•
13: Return Cmain and Caux

where the model is parameterized by Cmain, J is the cross-entropy function, E(xs)

and E(xt) are the output of the encoder for all source and target documents respec-

tively, D is the discrepancy term, and λ > 0 is a scaling factor. We set λ to 10

in all of the experiments. The discrepancy term D governs the degree in which the

parameters of the encoder must update to reduce the divergence between source and

target representations. In this work we use the correlation alignment term [107] as

the discrepancy term D, which aligns the co-variance of the representations in the

source and target domains.

To train the auxiliary classifier we use the objective function below:

L =
1

ns

ns∑
i=1

J(Cmain(xs
i ), y

s
i ) +

1

nt

nt∑
i=1

J(Caux(xt
i), y

t
i) + λ

M∑
i=1

D(E(xs), E(xAi)),

(5.2)

where the auxiliary classifier is parameterized by Caux, J is the cross-entropy

function, yt• denote the pseudo-labels generated by the main classifier for the tar-

get documents, E(xs) and E(xA•) are the output of the encoder for all source and

auxiliary documents respectively, D is the correlation alignment term, and λ > 0 is
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a scaling factor. Equation 5.2 ensures that the auxiliary classifier yields the same

outputs as those of the main classifier for the documents that are not located on the

decision boundary–due to the first and the second terms in this equation. However,

the outputs in the remaining regions is impacted by the data in the auxiliary domains,

due to the third term in this equation. To label unseen documents, the outputs of

Cmain and Caux are aggregated.

5.4 Experiments

In this section we evaluate our model and empirically analyze its properties. In Section

5.4.1, we describe the details of our experiments including the dataset, the metric, and

the baselines. In Section 5.4.2 we compare our model with several recent baselines.

Then, in Section 5.4.3, we describe our expectations regarding the experiments that

we carry out to analyze our model. These experiments are reported in Section 5.4.4.

5.4.1 Setup

We used the dataset published by Zubiaga et al. [129] on rumour detection in our

experiments. This dataset consists of 5 different domains, therefore, there are 20

pairs of source-target domains in the experiments. Following the argument made

by Mccreadie et al. [78] about imbalanced datasets, we report the F1 measure. We

repeated the experiments five times and report the average performance across the

domain pairs. We used four baselines: JDDAC and JDDAC-C [25], CCL [55], and

a source-only model. JDDAC uses CORAL [107] as the discrepancy term and a

clustering regularization to increase discrimination between classes. JDDAC-C is the

same as JDDAC, however, it aggregates the unlabeled target and auxiliary data. CCL

is a multi-target model that uses an ensemble of classifiers and a KL divergence term to

simultaneously predict in multiple domains. The source-only model uses the classifier
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Method F1 Precision Recall

source-only 0.545 0.692 0.449
JDDAC 0.618 0.676 0.570

JDDAC-C 0.610 0.678 0.555
CCL 0.633 0.664 0.605

DAVUD 0.650 0.662 0.638

Table 5.1: Average results for single source unsupervised domain adaptation in the
presence of unlabeled data from multiple source domains.

trained in the source domain for prediction in the target domain. We used BERT

[33] in all of the baselines as the encoder, and used one layer fully connected network

followed by a softmax layer as the prediction module in all of the models. We used

this setting to factor-out the gain that can be obtained by out-of-the-box language

model pretraining. This provides us with a more realistic platform for evaluation

and makes improvement over the source-only model difficult. In our model, we set

the entropy threshold for selecting uncertain documents to 0.95. Nonetheless, we

observed almost no sensitivity to this hyper-parameter.

5.4.2 Main Results

Table 5.1 summarizes the results. We see that all of the models outperform the

source-only model. This signifies the effectiveness of Domain Adaptation in this task.

We also see that JDDAC outperforms JDDAC-C. This means that simply aggregating

the the target and the auxiliary data is not the best solution. Finally, we observe

that our model DAVUD outperforms the baselines. We particularly see that there is

a noticeable improvement over the recent multi-target model CCL.

5.4.3 Expectations

In the next section we report an experiment on the impact of the number of auxiliary

domains on model performance. We expect to observe an improvement in performance



75

as we add more domains. The documents in each domain follow the language model of

the domain and therefore, their representations have a distinct distribution. Adding

more domains adds more diversity to the training set of the auxiliary classifier. With a

larger training set, we will have less bias and will find a better optima with Equation

5.2. In other words, the model becomes aware of the regions that it wouldn’t be

otherwise.

In the next section, we report an experiment on the impact of the availability of the

documents in auxiliary domains on model performance. Again we expect to observe

an improvement in performance as we add more documents to auxiliary domains. The

documents in each auxiliary domain are a sample of the entire documents in the set.

Therefore, they form an empirical distribution and not the theoretical distribution.

Having more documents in each auxiliary domain increases the similarity between

the empirical and the theoretical distributions. This, in turn, reduces model bias and

therefore as argued above, the reduction in bias helps to find a better local optima

with Equation 5.2.

In the next section, we report an ablation study to evaluate the impact of the

auxiliary classifier. We expect that by removing the auxiliary classifier we observe

a degradation in model performance. The auxiliary classifier uses the third term in

Equation 5.2 to explore the noisy regions–note that the decision boundary is fixed

in the other regions by the first two terms. Such information is not given to the

main classifier, therefore, we expect to see a degradation if we remove the auxiliary

classifier from the model.

5.4.4 Empirical Analysis

We report the impact of the number of available auxiliary domains on model perfor-

mance in Table 5.2. We see that as more auxiliary domains become available, the

performance slightly improves. We particularly see that increasing the number of
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# Auxiliary Domains F1 Precision Recall

1 0.640 0.657 0.623
2 0.647 0.667 0.628
3 0.650 0.662 0.638

Table 5.2: Performance at varying number of available auxiliary domains.

Available Auxiliary Data F1 Precision Recall

30% 0.645 0.654 0.637
60% 0.648 0.657 0.640
100% 0.650 0.662 0.638

Table 5.3: Performance at varying percentage of available documents in every auxil-
iary domain.

auxiliary domains, increases the the model recall.

We report the impact of the availability of unlabeled documents in the auxiliary

domains on model performance in Table 5.3. Again, we see the same pattern, as more

unlabeled data becomes available the performance improves.

Finally, we report the contribution of each individual classifier in our model in

Table 5.4. We see that the auxiliary classifier has a better performance than the

main classifier. Considering that the two classifiers yield the same outputs in non-

noisy regions, the improvement in the auxiliary classifier indicates that this classifier

can make better predictions in the noisy regions. This experiment verifies our initial

hypothesis regarding the application of unlabeled data in Domain Adaptation.

Model F1 Precision Recall

Cmain 0.639 0.644 0.635
Caux 0.647 0.659 0.637

DAVUD 0.650 0.662 0.638

Table 5.4: Performance of individual classifiers compared to DAVUD . This experi-
ment is equivalent to an ablation study.
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5.5 Conclusions

In this work, we presented a novel research problem and also proposed a new model

to address the task. Our model consists of two classifiers. A main classifier which

is trained regularly, and an auxiliary classifier which is trained on the labeled data

in the source domain, pseudo-labeled data in the target domain, and unlabeled data

from a set of auxiliary domains. We showed that our model outperforms existing

state-of-the-art approaches in a rumour detection dataset. We also demonstrated the

effect of available unlabeled data on model performance and empirically verified our

initial hypothesis regarding the application of unlabeled data in Domain Adaptation.
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Chapter 6

Conclusions and Future Work

In this work, we presented various novel ideas and techniques to mitigate the data

scarcity problem for filtering information in user-generated data. We explored Semi-

Supervised Learning and proposed a novel algorithm based of self-training to use

unlabeled data. We focused on one of the most challenging classification tasks in

Twitter, i.e., the adverse drug reaction monitoring, and proposed a new algorithm to

transfer the knowledge from one view to another view using unlabeled data in Multi-

View Learning. Then, we investigated Active Learning and presented a new query

strategy for a range of classification tasks. Finally, we formulated a new research

problem in Domain Adaptation, and aimed to develop a model using unlabeled data

from related domains to enhance model performance.

As future work, one can investigate the efficacy of our semi-supervised learning

model (Chapter 2) in supervised settings. Our algorithm relies on the pretraining and

finetuning paradigm, previous studies demonstrated the effectiveness of this paradigm

in general natural language processing tasks [33]. In Chapter 4, we focused on query-

based classification tasks. However, a large set of filtering tasks are not query based

and active learning models to effectively use their properties are yet to be developed.

For instance, hate speech detection or sarcasm detection do not admit to the prop-
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erties of the query-based tasks. In Chapter 5, we opened an entirely new avenue for

research in Domain Adaptation. As such, we may observe more research studies in

this area in the future. One particular direction that we may explore, is the applica-

tion of noisy labels in the adaptation process, i.e., distant supervision [79] in domain

adaptation.
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