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Abstract
Constructing and Simulating the Dynamics of Galaxies in AMUSE:
A Continuation of a Very BRAVE Program

By Eric Zhang

Many observations of galaxies have been conducted with spectral analysis, but it is difficult to
distinguish the extent of different structural components within a single galaxy based solely on ob-
servations. One way to solve this problem is by using simulations, as we can define specific stars to
different structural components of the galaxy. Therefore, simulations of galaxies of various morpholo-
gies will enable us to understand the effects of different types of galaxy structures on the measured
properties of galaxies. Specifically, we want to find a way to isolate and separate the bulge dynamics
from the disk and any other structures. We use the simulation software Astrophysical Multipurpose
Software Environment (AMUSE) to create particle sets, allowing us to modify and analyze specific
stars within the Plummer model. AMUSE also lets us use other simulations with robust hydro-
dynamics and solve observational problems such as line of sight and structure identification. Our
final goal is to create a simple simulation that has physical dynamics and structure to previously
observed spiral galaxies. We created two simulations that held galactic structure through a period
of 10 Gyr. One has a total galactic mass of 1 x 1019 M), which has parameters close to the Milky

Way galaxy, and one with a mass of 1 x 10® M), which has parameters similar to dwarf galaxies.
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Chapter 1

Introduction

It is well understood that at the center of every galaxy, there is a super-massive black hole (SMBH).
SMBHs have masses between 10° - 101 M, contained in a region smaller than the solar system
(Peterson, 2013). While SMBHs are enormously massive objects, a SMBH makes up less than 1% of
the total mass of the host galaxy. This, combined with their very compact nature, means that the
gravitational sphere of influence (SOI) of a SMBH is a small fraction of the total size of the galaxy.
Therefore, while the SMBH is located at the center of the galaxy, it is not responsible for holding
the galaxy together, and its gravitational influence does not affect objects outside the very center of

the galaxy.

However, despite this lack of gravitational interaction, tight correlations have been observed
between the mass of the SMBH (Mpg) and various large scale properties of the host galaxy, implying
black hole-galaxy co-evolution. Even though we know that the SMBH doesn’t have a gravitational
effect on the large scale of a galaxy, we see that the mass of the SMBH does correlate with various
galaxy properties, including: bulge mass (Ramsden, Lanning, Nicholl, & McGee, 2022); gravitational

binding energy (Aller & Richstone, 2007); absolute blue luminosity (Dullo, Bouquin, de Paz, Knapen,
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& Gorgas, 2020); and bulge stellar velocity dispersion oy, which is a measure of the statistical spread
of velocities of stars within the bulge of the galaxy (Ferrarese & Merritt, 2000; Beifiori, Courteau,

M., & Y., 2012; Shankar et al., 2016; Kormendy & Richstone, 1995).

By 2000, relations between properties of SMBHs and their host galaxies had provided insight
into the evolution of both (Ferrarese & Merritt, 2000; Gebhardt et al., 2000; Giiltekin et al., 2009).
An extremely tight correlation was found between Mpy and oy, with negligible intrinsic scatter.
Unlike all other relations discussed previously, all the scatter in the relation could be attributed
to measurement error, suggesting that this so called My — o, relation was the most physically
meaningful. The Mgy — o, relation therefore became the starting point for many prediction theories
on galaxy evolution and is used to anchor cosmological simulations (Adams, Graff, & Richstone, 2003;

Burkert & Silk, 2001).

If all scatter in the My — o, relation can be attributed to measurement error, then it implies it is
a perfect relation with no intrinsic scatter. This means that if o, within the bulge of the galaxy can
be measured, then we can also measure Mpy using this relation. This is important because Mpgy
is inherently difficult to measure, and it is impossible to measure directly for galaxies outside the
local universe, except in a small subset of cases. This means that if we want to track the evolution
of SMBHs across cosmic time, well constrained scaling relations provide a vital tool for doing so,

allowing large numbers of Mgy to be measured with relative ease.

Extensive work went into reducing the amount of error in Mgy measurements, since they were
known to be the dominant source of measurement error (Ferrarese & Merritt, 2000; Gebhardt et al.,
2000). These studies were so successful that we are now at the point where the dominant source of
measurement error is now o,. However, the scatter in the Mgy — o4 relation remained high, despite
the significant reduction in measurement error. This means that there is an intrinsic component to

the scatter due to properties of the galaxy that are not accounted for in the fit. Error in o, needs



to be reduced in order to probe the cause of the intrinsic scatter.

Differentiating structural components within a galaxy is a difficult undertaking, as defining struc-
ture within a galaxy can be very complicated. Even simple looking galaxies can contain different
structural components that are not obvious within an image, and it is difficult to see where one
component ends and another begins (see discussion in Section 2.1). Heightening the problem, there
are many observational constraints that further distort the structure of the galaxy, making the com-
ponents very difficult to define. As observers on or near Earth, we are limited to one line-of-sight
to view of galaxies. Therefore, if we view a galaxy “edge on” where the disk overlaps with the
bulge of the galaxy, it becomes impossible to separate light coming from within the bulge and light
coming from the disk. Moreover, we are limited by resolution of the telescopes we use to image
galaxies, which can blur or distort the appearance of the galaxy. Thus, being able to define galaxy
structure, and identify which light is coming from within the bulge of the galaxy, are some of the
key motivations of this project. Reducing the scatter due to error in measurements will allow us
to probe the underlying nature of the relation, and for example, make it possible to see if different
types of galaxies follow different relations, if there are structural dependencies, if it changes with
time, etc. (Giiltekin et al., 2009; Tempel & Tenjes, 2006). Reducing the measurement error in
o, and improving our ability to truly isolate different structural components from one another (as
discussed in Section 2.1) will allow us to determine exactly how to measure o, to get the tightest,

most physically meaningful relation, which is a major motivation of this project.

Computer simulations are a way to understand how these different issues affect observational
data. By comparing mock observations of simulations with real-world observed data, we can gain
more insight into the Mgy — o, relation and the effects of galaxy structure on observed dynamics.
By simulating each star within the galaxy as a particle, it is then possible to define which stars are

in which part of the galaxy, eliminating problems with line-of-sight and instrumentation limitations.
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We can then simulate the issues we know are present (e.g. changing viewing angle, adding noise to
mock observations) and see how they affect the observational data. In addition, the number of stars
located in each part of the galaxy can be adjusted, along with the mass of the entire galaxy, and
the lifetime of the galaxy. By utilizing sophisticated stellar dynamical effects from simulations, it is
possible to modify galaxy properties such as galaxy mass and the total number of stars within the
galaxy, which should allow us to simulate galaxies with very similar structures to those that have
been previously observed. Since simulations give us the specific position of stars at every iteration
in time, we can calculate o, for stars that we define to be within the bulge. Ultimately, a simulation
makes it possible to completely constrain the o, of the bulges within these galaxies, providing insight

into the Mgy — o, relation.

As of 2023, there are few galactic simulations available to the public. There are however many
large-scale cosmological simulations, which analyze the formation of large-scale structure within the
Universe. The Illustris simulation studies the properties of SMBHs and their host galaxies within a
106.5 Mpc? volume (Sijacki et al., 2015). This is a large volume of space and results in an enormous
number of galaxies, which would take us far too much time to realistically process through. Also,
while Illustris does provide their data to the public, they do not have their source code easily
available to the public. Having access to the source code is vital when creating a simulation software
as it provides insight into how a simulation processes dynamics. The Evolution and Assembly
of GalLaxies and their Environments (EAGLE) simulation project follows galaxy evolution of a
period cube that’s 50 cMpc on each side (Crain et al., 2015), which is similarly too large. Both of
these cosmological simulations analyze galaxy clusters and the expansion of the Universe (Sijacki
et al., 2015; Crain et al., 2015), which is a much larger scale than is appropriate for our purposes.
Large-scale cosmological simulations instead treat galaxies as individual particles, and ignore the

interstellar dynamics. Smaller-scale cosmological simulations such as the IllustrisTNG project or



subsets of the EAGLE project do not have source code easily available to the public. At the other
end of the scale, there are many simulations that analyze interstellar winds, dust interactions, and
other substructures of galaxies, which are too small in scale for the kind of analysis we’re interested
in (Aoyama, hou, Hirashita, Nagamine, & Shimizu, 2018; Matsuda, Fujimoto, Shima, Sawada, &
Inaguchi, 1989). For this reason, a simulation software must be chosen that contains the sophisticated
dynamic modeling seen within cosmological simulations, but has the resolution to simulate individual
stars as particles.

The simulation software we use is the Astrophysical Multipurpose Software Environment (AMUSE)
(Pelupessy et al., 2013). AMUSE is written in the python coding language, and allows the user to
make use of a range of different simulation codes at once, without needing expertise in each one. No-
tably, AMUSE provides user-friendly access to the GADGET-2 simulation software, which is widely
used and forms the basis for most galactic and cosmological simulations (Volker, 2005; Spiridon &
Slusanschi, 2013). AMUSE also has a very accessible and active GitHub repository, where Steven
Rieder, creator of AMUSE and Computational Astronomer at Université de Geneve, personally
answers questions on the open forum. Many other GitHub repositories don’t have an active com-
munity that engage in discussion on forums or submit their code. There is also an online textbook
available within the GitHub repository which contains example code, as well as code from other
people’s external projects'. All of this makes AMUSE very accessible to coding novices, while also
providing access to state-of-the-art simulation code. AMUSE also has a relatively low cost in terms
of simulation time, taking on average around 45 minutes to simulate a galaxy with 40,000 stars for
10 billion years.

In this project I aim to build a physically reasonable galaxy simulation, which is comparable to
galaxies that have been previously observed. This means that we want to make galaxy simulations

that have mass, radius, and distribution of particles similar to that of the Milky Way and other

Lhttps://github.com/amusecode/amuse/tree/main/examples/applications
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spiral galaxies. This thesis is divided into five main sections: Methods, The Simulation Itself,
Discussion and Analysis, and Future works. The Methods section gives some important background
for the project, including galaxy structure, radius, and a general introduction to galaxy simulations.
The Simulation Itself details the simulation code in great detail, and explains the most important
definitions and sections of code that let the simulation function. Discussion and Analysis describes
the full set of simulations produced, and discusses how and why they function, what problems we
identified, and how we have gone about explaining and solving those problems. Finally, we discuss
what future work need to be done on the simulation in terms of fixing the dynamics and developing a

framework which will allow us to compare our galaxy simulation with previously observed galaxies.



Chapter 2

Methods

2.1 Galaxy Structure

There are trillions of galaxies in the Universe, each of which is made up of gas, dust, and billions
of stars. The structure of these galaxies may vary significantly from simple ellipticals all the way to
complex spirals with bars, disk, rings, etc. Yet, galaxies have only been known to exist for around
a century. In the 1920s, Edwin Hubble measured the distances of what he though were nebulous
clouds. However, the values he found were so dramatically larger than anything else that had been
measured within the sky, that the only explanation for the distances of these nebulous clouds was
that they lay outside of our own galaxy'. Thus, the concept of galaxies became real. Hubble then
began trying to classify galaxies and came up with the Hubble Tuning Fork, which remains in use

today as the primary galaxy classification system (Fig. 2.1)2.

Lhttps://www.nasa.gov/content /about-story-edwin-hubble
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Edwin Hubble's
Classification
Scheme .

Ellipticals
EO E3 E5

Figure 2.1: The Hubble Tuning Fork classification system. Shows ellipticals on the left and spirals
on the right, with regular spirals on the top tine of the fork, and barred spirals on the bottom tine.

First, Hubble divided the galaxies into two broad categories: elliptical and spiral galaxies. This
initial classification was based on early observations of these galaxies, which appeared to be fuzzy
elliptical clouds. Other galaxies instead had a bright central bulge that was surrounded by a disk
containing spiral arms, which extended out from the bulge. Within each of these groups, there is
significant variation, thus necessitating subgroups.

Elliptical galaxies are classified by how round or flat they look. An EO galaxy appears very
round, while an E7 galaxy appears very flat. The number after the “E” is determined by the
galaxy’s ellipticity, or the ratio of the major and minor axes. Higher ellipticities having higher
numbers.

Spiral galaxies are classified by two parameters: how tightly wound the spiral arms are, and
the relative size of the central bulge when compared to the disk. These classification are notated

by lower-case letters “a, b, and ¢”. Type “Sa” galaxies have their arms wound very tightly with

2https://esahubble.org/images/heic99020/
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large central bulges, and type “Sc” galaxies have loosely wound arms with small central bulges.
During Hubble’s original observations, he noticed that some spiral galaxies have a bright bar that
runs through the center of the galaxy. Thus, these galaxies are called barred spiral galaxies, and a
capital ”B” is added to the naming scheme (e.g. a tightly wound, barred galaxy would be denoted

as a type “SBa” galaxy).

Galaxies that appear to be in a transitionary period between spirals and ellipticals are labeled
“S0” on the tuning fork. These are known as lenticular galaxies and have both a central bulge
and a disk, but no spiral arms. Finally, galaxies that don’t fall into any of these categorizations
are known as irregular galaxies. Irregular galaxies are neither spiral nor elliptical and can have any
number of shapes. They are frequently the product of recent galaxy collisions, or significant external

gravitational interactions®.

In this project, we are mainly focused on spiral galaxies, where the bulge lies at the center of the
galaxy, while a disk of gas, dust, and stars orbits the bulge. This is because spiral galaxies have the
most complex structure, and thus it is the hardest to measure o, (Batiste, Bentz, Manne-Nicholas,

Onken, & Bershady, 2017).

An example of a simple spiral galaxy can be seen in Fig. 2.2%. It consists of a bulge, disk,
and stellar halo, which are fundamental components of any disk galaxy. In general, it is difficult to
distinguish and isolate these structural components from each other. We are specifically interested
in isolating the bulge because this is where o, must be measured for the My — o, relation. The
bulge is difficult to define, since stars within the bulge overlap into regions where the disk and halo

lie. Tt is therefore very difficult to distinguish where the bulge of the galaxy ends and the disk begins.

When trying to reduce error within oy, there are many properties of the galaxy that must be

considered. The volume and size of the galaxy may have an effect on o,, both of which can be

3https://askanearthspacescientist.asu.edu
4https://evolution.calpoly.edu/milky-way-galaxy
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Galactic center

Figure 2.2: General structure of a spiral galaxy. For our purposes, we will not differentiate between
the thick and thin disk.

easily modified within a simulation. If scatter in the Mgy — o, relation is due to variations in oy,
then o, may be dependent on the substructure elements of the galaxy and the age of the galaxy
(Giiltekin et al., 2009). Another possible source of intrinsic scatter is the structure of the bulge. The
photometric bulge is the bulge that appears in images. A luminosity function (the amount of light
within a galaxy as a function of radius) is fit onto the image, which differentiates structure based
on how much light is produced at every location within an image. (this is described in more detail
in Section 2.2) (Gadotti, 2009). However, some luminosity profiles reveal that there is a small disk
within the bulge®. In order to constrain the Mgy — o, relation, the structure of the bulge must be

defined.

Shttp://ned.ipac.caltech.edu/level5/March12/Gadotti/Gadotti3.html
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a) NGC 3368: a spiral galaxy that has two main spiral(b) MRK 776: a spiral galaxy with a predominant bar
arms and ring. bpanmng from the middle.

-

) NGC 6814: a galaxy that’s almost per-

(c) NGC 4594: a galaxy that has it’s line-of-sight edge (d
fectly face-on with many spiral arms

on.

Figure 2.3: Some examples of previously observed spiral galaxies from the Hubble Space Telescope
(Batiste et al. 2017). Our simulated galaxies should have similar structure.
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2.2 Half-light Radius

The radius of the bulge of a galaxy can be estimated by calculating the half-light (or effective)
radius, which contains half of the total light emitted by the bulge. In order to calculate how much
light is emitted by different components of a galaxy, a luminosity function is created. A luminosity
function essentially fits how the luminosity of the galaxy changes with radial distance (Stahler &
Palla, 2004). Most galaxies require multiple functions to fully fit the light distribution, and each
function represents a different structural component. This method allows us to identify different
structural components in observed galaxies. By fitting luminosity functions to an observed image,
one may estimate the effective radius (R,) of the bulge, as well as the size of the disk, and any other
structural components. An illustrative example of an effective radius (the blue circle) can be seen
on galaxy NGC 3559 as shown in Fig. 2.4b%. As an illustrative example, the resolution of the image

directly impacts the calculation of the effective radius.

Shttps://en.wikipedia.org/wiki/NGC_3599 and https://in-the-sky.org/data/object.php?id=NGC3504
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(a) NGC 3599 (b) An effective radius estimate

(c¢) A higher resolution image superimposed on top (d) The new effective radius estimated

Figure 2.4: An illustrative example of R, with NGC 3599. (a) shows NGC 3599 as viewed by the
Sloan Digital Sky Survey (SDSS)®. (b) places an effective radius estimate, which is overlayed on top
of the original image. Note that a luminosity profile was not fitted to this image, and the estimated
radius was made purely by eye to serve as an exaggerated example. (c) is a higher resolution image
from the Hubble Space Telescope superimposed on top of the original image, which shows a more
accurate representation of how much light is being emitted. (d) shows the effective radius estimated
with the higher resolution image, superimposed on top of the original SDSS image.
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Figure 2.5: NGC 52737. Effective radius measurements in ATLAS 3D were found to be five times
too large.

However, luminosity profiles are dependent on the resolution of an image itself, since it is only
possible to fit what is in the image. A lower resolution image will blur out structure, where a higher
resolution image reveals a more accurate light distribution, thus allowing for a better profile fit. One
example that serves to illustrate this point is the galaxy NGC 52737 (Fig. 2.5), which is an elliptical
galaxy that was included in the ATLAS 3D survey, which collected over 260 early type galaxies into
their library and database®. They used a single component luminosity function to fit the galaxy and
find R., assuming that this was a simple elliptical(Cappellari et al., 2013). However, analysis by
Bentz et al. (2014) later found a 2 component fit was needed to fully describe the light distribution.
The difference between these fits meant that the original ATLAS 3D estimate of effective radius was
found to have been overestimated by almost five times (Batiste, Bentz, Raimundo, & Vestergaard,
2017).

The problem with distinguishing galaxy structure is further exacerbated when taking into account
that we can only see a galaxy as it is oriented along our line-of-sight, meaning that we are only able

to view galaxies from one inclination angle. This means that when we take measurements of galaxies,

Thttps://de.wikipedia.org/w/index.php?title=NGC_5273&0ldid=192301524
8http://www-astro.physics.ox.ac.uk/atlas3d/
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we are condensing a three-dimensional object into a two-dimensional image. Therefore, if the disk
lies along our line-of-sight, the disk and bulge will lie within the same area with our image. This
means that observations will include light from both components integrated along the line of sight,

which will be impossible to distinguish.

One way to solve these problems of galaxy structure identification is through computer simu-
lations. The motivation of this project is to create simulations with similar structure to a set of
galaxies that have been previously observed (Batiste, Bentz, Raimundo, & Vestergaard, 2017), some
examples of which can be seen in Fig. 2.3. By simulating each star within the galaxy as a particle,
we can individually define which stars are in the bulge and which are in the disk. We can also solve
the line-of-sight problem by manually changing the inclination angle within the simulation so that
no part of the bulge is obstructed. This project is a first attempt at building a physically reasonable

simulated galaxy which can act as a basis for future mock observations.

2.3 An Introduction to Galactic Simulations And AMUSE

The ultimate goal of the simulation is to construct a physically reasonable, simple spiral galaxy,
which could form the basis for analysis of mock observations. This means that our simulation
should contain the main sub-structures of a spiral galaxy (See Fig. 2.6 and discussion in Chapter
3). In order to define substructure, we need to treat individual stars as point particles so that each

star can be attributed to a specific substructure.

AMUSE uses a fundamental data structure in which all particles are saved as sets (or a list
of particles). Based on the attributes of the elements in the sets, selections can be made, which
return subsets (in our case, positions of particles). These sets of stars are saved within a “Plummer

model”, which is a standard model that simulates density within multiple-particle simulations of
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the galaxy as a whole by combining the two previous figures.
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stellar dynamics®. AMUSE constantly refers back to and iterates through the Plummer model over
the course of a simulation (Zwart & McMillan, 2018).

For many computer simulations, a framework is put in place that handles units and unit con-
versions. AMUSE does this by creating a basic data object called a “quantity”. A quantity is
made up of a value and a unit. Within AMUSE, quantities are created by a bar ( | ) operator,
where the value is specified on the left of the bar, and the unit on the right. All of these quanti-
ties are treated like numbers within the code (see Section 3). However, AMUSE by default does
not support the use of units. Gravitational dynamics usually work with N-body units internally°.
Therefore, we must use a converter to tell the code how to convert these N-body units into natural
units of a specific system. For example, as described in Section 3, a converter is used to append
astronomical units onto parameters. The radius is defined as units of kiloparsecs, and mass as solar
masses. Within the simulation, the gravitational and interstellar dynamics are controlled through
the new_galactics_model package, which controls the initial dynamics of the galaxy as it’s being
made (see Section 3.2). The fluid-like stellar dynamics are responsible for the disk and spiral arm

formation (hydrodynamics), which are controlled by GADGET-2.

9https://amuse.readthedocs.io/en/latest /tutorial /index.html
O0https://www.amusecode.org/getting-started



Chapter 3

The Simulation Itself

3.1 Problems with the Original Script

We began with a simulation script that had been previously in development within the BRAVE
program!, which was constructed to have similar structure and properties to the Milky Way (MW)
galaxy. However, the simulation never appeared to reach a dynamically stable state. Within a few
100 Myr, the galaxy would lose structure, and stars would escape the gravitational potential of the
galaxy (see Appendix C). Thus, work immediately went into trying to understand the simulation
from the original script, in order to have it hold together and understand the problem. Copies of
both the original script and the final script can been seen within the Appendix.

The first goal was to understand exactly how the script functioned. That required going through
line by line and developing an understanding of every package or function not well understood or
documented within the code. Comments describe the purpose of each line, and are denoted by a #
before the comment itself, and the text is bolded within copies in the Appendix.

To more accurately understand the role of each piece, attention was brought to why the simulation

ISimulation script was originally developed and created by Diego Gonzalez

18
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was failing. An initial examination directed our focus on the properties of the galaxy within the
simulation. Within the code, the user may control the mass and radius of the galaxy as well as the
distribution of particles (explained more in depth in Section 3.4). Originally, the simulation had the
total mass of the galaxy as 1 x 102 M), the radius of the galaxy as 10 kpc, and 10* stars within
each of the bulge and disk. 1 x 1012 M, is a reasonable estimate for the mass of the MW (Peterson,
2013). However, measurements of the radius for the MW are closer to 15 kpc (Peterson, 2013), and
the bulge to disk ratio is closer to a 1/3 ratio, rather than an even distribution (Habing, Olnon,
Chester, Gillett, & Rowan-Robinson, 1985). Thus, modifications were made to these parameters to
be more physically realistic to the MW galaxy.

There was great confusion as to what the halo physically represented. I initially interpreted the
halo parameter as representative of a dark matter halo. Thus, the initial ratio of the parameters
were set as a 1-3-6 ratio for the bulge, disk, and halo respectively (see Section 2.1 and Fig. 3.6). This
is because there are three times as many stars in the disk as the bulge, and there is twice as much
mass in a dark matter halo as the disk?. Even though the dark matter halo should not have any
stars, I believed that adding more particles would change how much mass was in the dark matter
halo. However, simulations with these ratios produced non-physical results and the structure of the
galaxy broke down. After extensive efforts to find a ratio that would work, it became clear that the
halo was in fact defined to be the number of particles within the bulge and the disk due to how it is
defined within the code (see Section 3.2). Thus to produce physical results, the galaxy should have
the total number of particles in both the bulge and disk be equal to the number of particles in the
halo, effectively treating the halo as the galaxy as a whole.

A great deal of time was also spent trying to understand how the the simulation attached units
to values in the converter function. Initially, I believed that the converter also had a scale factor

associated with the conversion. This is due to python’s bitwise operator function sharing the same

2https://chandra.harvard.edu/xray _sources/pdf/milky_way.pdf
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notation as AMUSE’s quantity notation (]). If it were a bitwise operator, then an additive operation
would have been performed on every unit conversion which was perceived to be a scale factor.
Therefore, a scale factor was applied to all definitions involving the converter and the parameters
themselves (bulge, disk, and halo particle numbers). The number of particles were adjusted so that
they would be multiplied by a scale factor (e.g. 10 stellar particles was thought to represent 10,000
stars). However, it was later found within the AMUSE tutorial documentation that the | operator
was instead a quantity. Instead of a scale factor, a quantity appends a unit value onto a numerical
object. I then understood that the converter function also serves to contain knowledge of the units
and values through the quantity object. Thus, the parameters were removed of their scale factor,

and returned to being a true value. These converters can be seen in Sections 3.2 and 3.3.

3.2 The make_galaxy Definition

To begin, the script first creates plots and a comma separated value (CSV) list which saves the
position of every star every 100 Myr. The default units used are kiloparsecs, and the plot range is
from -300kpc to 300 kpc. Initial parameters are set so the viewing angle is pointed directly at the
galaxy “face on” so that no particles from the disk would obscure the bulge.

The next part of the code creates the galaxy as a function of parameters the user can control.
The make_galary definition (Fig. 3.1) creates a galaxy as a function of the mass of the galaxy
(in units of Mg), the radius of the galaxy (in units of kpc), and the number of particles in the
halo, and how they are distributed between the bulge and disk. These are then defined as variables
M _galaxy, R_galaxy, n_halo, n_bulge, and n_disk respectively. First, a converter is run to
convert the simulation from “AMUSE units” to astronomical units. The galaxy is created by using
the in-built new_galactics_model package, which uses the variables we have defined earlier. This

package is responsible for how AMUSE builds a galaxy, and contains important physics detailing the
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def make_galaxy(M_galaxy, R_galaxy, n_halo, n_bulge, n_disk):
converter=nbody_system.nbody_to_si(M_galaxy, R_galaxy)
galaxy = new_galactics_model(n_halo,
converter ,
#do_scale = True,
bulge_number_of_particles=n_bulge,
disk_number_of_particles=n_disk)

#Change line-of-sight (rotate along y axis, rotate along x axis, rotatle along z
axis)
galaxy.rotate(0.0, 0.0, 0.0)

galaxy.velocity += [0.0, 0.0, 0.0] | units.km/units.s
return galaxy, converter

Figure 3.1: The makegalazxy definition

gravitational and interstellar dynamics. The original source code for new_galactics_model could
not be found, so it is not clear exactly how this galaxy is built. This is a core package in AMUSE,
so we have reason to trust it. However, it is a “black box” where we input values, and trust that
the vales at the end are physical. This is explained more in Section 5.1. The make_galazy definition

can be seen below:

It should be noted that when running simulations, it was found that there seemed to be a force
exerted on all of the particles within the bulge. A possible source of this repulsion force is within
the new_galactics_model package. This repulsion force became a problem within all simulations
as particles would seemingly fly out of the bulge of the galaxy, leading to the galaxy eventually
dissociating. Thus, the radius and mass of the galaxy were modified to reduce these effects. This is

discussed more in Section 4.3.

As discussed previously, simulations help us resolve line-of-sight problems by allowing for particles
to be defined as being in the bulge or disk without observational obstructions. Our simulation can
be rotated so that it can be observed at any inclination angle. The code that does this is defined
within the galaxy.rotate function in line 10 of Fig. 3.1, which can be used to rotate the galaxy in

any orientation we want. Each of the three values allows for the galaxy to rotate along an x, y, and
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z axis. An example of how the galaxy can be rotated is shown in Fig. 3.2. It should be noted that
this was not found within the original script, and is one of the pieces of functionality added from

the merge_two_galaxies example found within the AMUSE textbook examples® (Fig. 3.5).

Shttps://github.com/amusecode/amuse/tree/main/examples /textbook
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(c) Galaxy rotated around the y-axis (d) Galaxy rotated on the x and y axis

Figure 3.2: Almost all possible ways a galaxy can be rotated within our simulation. Within the
default simulation (1 x 10*° M, a radius of 10 kpc, 10% particles in the bulge, 10® particles in the
disk, and 2 x 10* particles in the halo), the axes are shown in each figure but to be descriptive; x
points “into and out of the page”, while y and z make up the plane that the figures lie on. (a) shows
the galaxy face-on, (b) shows the galaxy rotated 90° along the x-axis, (c) shows the galaxy rotated
90° along the y-axis. It is not very clear to compare the galaxy rotated along the z-axis since it
would still be face-on. Thus, (d) shows the galaxy rotated 90° along the x and y axis.
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def simulate(galaxy, converter, n_bulge, n_halo, t_end):

converter = nbody_system.nbody_to_si(1.0el12|units.MSun, 100|units.kpc)
dynamics = Gadget2(converter, number_of_workers=8)
dynamics.parameters.epsilon_squared = (100 | units.parsec) **2

setl = dynamics.particles.add_particles(galaxy)
dynamics.particles.move_to_center ()

disk = setl[:n_bulge] # This is just the thin and thick disks #:n_halo]
bulge = setl[n_bulge:n_halo] # This is just the bulge
disk_and_bulge = setl[:n_halo] # This is everything except dark matter halo

Figure 3.3: the simulate definition

3.3 The stmulation Definition

Next, we simulate the galaxy dynamics using some of the same parameters we defined within the
make_galazy definition; galaxy, converter, n_halo, n_bulge, and t_end. t_end is the time we
want to run the simulation (for our purposes, around 10 billion years, which is roughly the age
of the MW). In the section of the script shown below (Fig. 3.3), we set the mass of the galaxy
to be 1 x 10'? M and the radius to be 10 kpc. Note that these parameters should be changed
if we want to vary the mass and radius of the galaxy. We then use GADGET-2 to simulate the
interstellar dynamics of stars within the galaxy in line 4. dynamics.parameters.epsilon_squared
is a smoothing parameter responsible for the fluid-like (hydrodynamic) physics of stars within the
disk/spiral arms of the galaxy. We then attribute these particles and their dynamical interactions

within a set, and move the particles to the center of the plot.

As mentioned in Section 3.1, the halo parameter represents all of the stars within both the bulge
and disk, acting essentially as the galaxy. Thus, for the simulation to function properly, the sum of
particles within the bulge and disk should equal the number of particles within the halo. However,
it is possible for the simulation to run with the halo being unequal (as mentioned in Section 3.1). At
extremes (where the halo is 10 times as many particles as the bulge + disk), the simulation produces

something non-physical or doesn’t run at all. However, at more moderate values, the simulation
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accounts for this mismatch between the number of particles by adding the excess to the bulge. This
is because of how the bulge is defined within the simulate definition. As seen in lines 9 - 11, The
disk is defined to be all of the particles up to n_bulge. The bulge is then defined to be the all
the particles between n_bulge and n_halo. Thus, any extra particles defined to be in n_halo are
appended to the end of the list, which is then recorded as being part of n_bulge. We iterate through

the simulation every 100 Myr, and record the positions and plots during each iteration.

3.4 The new_option_parser Definition

Finally, we define all of our variables (M _galaxy, R_galaxy, n_halo, n_bulge, n_disk, and t_end)
within a new_option_parser (OP) definition (Fig. 3.4). Here, the simulate and make_galaxy defini-
tions refer back to the OP definition to set the variables that the rest of the entire simulation uses.
This means that the user may change the “default” values to whatever they choose (within physical
reason where the parameters are similar to those of observed galaxies). The original default number
of particles was determined when the script was originally created. However, those numbers are
not physically representative in observations. Based on standard observations, it’s been found that
the disk should have roughly three times as many stars as the bulge, while the default values have
equivalent numbers of stars in each?. The OP definition also allows the user to change the mass of
the galaxy (in units of M) and the radius of the galaxy. For spiral galaxies, the mass of the galaxy
is chosen to be around 10'° — 105 M, and the radius around 15 - 30 kpc (Peterson, 2013). The

lifetime of the galaxy/length of the simulation can also be edited here.

4https://chandra.harvard.edu/xray_sources/pdf/milky_way.pdf
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def new_option_parser ():
from amuse.units.optparse import OptionParser
result = OptionParser ()
result.add_option("-M", unit=units.MSun,
dest="M_galaxy", default = 1.0el2 | units.MSun,
help="Galaxy mass [Jdefault]")
result.add_option("-R", unit=units.kpc,
dest="R_galaxy", default = 10 | units.kpc,
help="Galaxy size [)default]")
result.add_option("--n_bulge", dest="n_bulge", default = 10000,
help="number of stars in the bulge [Jdefaultl]l")
result.add_option("--n_disk", dest="n_disk", default = 10000,
help="number of stars in the disk [/default]l")
result.add_option("--n_halo", dest="n_halo", default = 20000,
help="number of stars in the halo [/defaultl")
result.add_option("--t_end", unit=units.Myr,
dest="t_end", default = 2000|units.Myr,
help="End of the simulation [%default]")
return result

Figure 3.4: The new_option_parser Definition

3.5 Reference Galaxies

In addition to the MW galaxy simulation, two galaxy merger simulations were also used as a sanity
check, as these two simulations share many parts of code with the one we worked on. The first
simulation, titled merge_two_galaxies, comes from the AMUSE textbook example®. This sim-
ulation seemed to be the basis of the original simulation, and contains very similar make_galazy,
simulate, and new_option_parser definitions. However, it should be noted that this simulation is a
galaxy merger, which may explain some of the odd repulsion force effects described earlier. This
is discussed more in depth in the Discussion and Analysis section. The second simulation titled
galaxy_merger® uses the new_galactics_model package in a similar way, but instead creates two
galaxies with initial velocities opposite to one another, resulting in them colliding. This simulation
uses the same new_option_parser package and definition as our simulation, allowing us to compare

the interstellar dynamics.

We also have the two reference simulations that were used as sanity checks throughout the

Shttps://github.com/amusecode/amuse/tree/main/examples/textbook
6https://github.com/amusecode/amuse/blob/main /examples/applications/galaxy_merger.py
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(a) t = O billion years (b) t = 2 billion years

Figure 3.5: The merge_two_galaxies simulation from the AMUSE textbook. Two identical galaxies
collide with one another across 2 Gyr.

project. We know that much of the code is shared between these two simulations. Therefore,
galaxy structure and dynamics within these two simulations should be relatively similar to our own
simulation. The first is the merge_two_galaxies simulation” (Fig. 3.5), which was found within the
AMUSE textbook, and the source code is provided within the GitHub repository. This simulation
flings two galaxies together with an initial velocity so they collide. This simulation then produces
two plots: one at an initial time where no dynamics are run, and one 2 billion years later. The other
simulation was found online and titled galaxy_merger. It should be noted that this simulation
provided the rotational line of sight code which we implemented into our own simulation. It also
uses the new_galactics_model package that our simulation uses. This simulation also flings two
galaxies together, though spanned over a time of 3 trillion years. By comparing how this simulation
with the previous galaxy merger, we now have two different simulations code which should produce
similar results. From there, we can use the definitions within each code and implement them into

our own simulation.

"https://github.com/amusecode/amuse/blob/main/examples/textbook /merge_two_galaxies.py
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Figure 3.6: The galaxy_merger simulation®. Two identical galaxies are once again colliding with
one another. However, this simulation iterates over 3 trillion years, and uses a different simulation

definition.



Chapter 4

Discussion and Analysis

After the original script was modified so that everything was relatively well understood, work was
done to create physical galaxies that exhibit structure similar to the MW. In order to do this, the
parameters of the galaxy were varied across a physically reasonable range, to probe the full parameter
space (within the OP package). This means that we changed the values of the galactic mass and

radius, as well as the number of stellar particles within the bulge and disk.

As a starting point, the original script had a galactic mass of 1 x 102 M), a radius of 10 kpc,
and 10 particles within the bulge and disk, leading to a halo with 2 x 10* particles. As discussed
previously, these ratios of particles are different than observed in the MW-type galaxies where the
bulge and disk are more of a one-to-two ratio. The radius is also a bit small for the MW (which
ranges from 15 - 30 kpc). When the simulation was run with these “default” settings, the galaxy was
found to disperse within a few 100 million years. As seen in Appendix C, 25% of the particles had
left the field of view (FOV). Ultimately, it is necessary for the simulated galaxy to remain intact and
stable up to at least the current age of the universe (13 billion years). However, they still provided

a good basis to start modifying the parameters.

29
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Our first goal was to create a stable simulation which held structure until the end of the simula-
tion by modifying only one parameter. Thus, we wanted to change the mass of the galaxy without
changing any of the other parameters to see how the mass affected our simulation. To start, simu-
lations were run with the total mass of the galaxy at 1 x 10!° M, a radius of 10 kpc, 10* particles
in the bulge, 10* particles in the disk, and 2 x 10* particles in the halo iterated over 20 billion years
(the default simulation parameters). As mentioned in Section 3.1, this simulation immediately lost
structure after a by 700 Myr, and particles were evenly distributed across the whole FOV becoming
homogeneous. Since the galaxy is falling apart so quickly, we thought that this may be due to stars
within the bulge of the galaxy not having significant enough gravity to hold itself together. Thus,

the mass of the galaxy was increased.

Five simulations were run at a range of masses from 1 x 10° Mg to 2 x 10'® M, in increments of
five magnitudes (1 x 10° My, 1 x 10'° Mg, etc.), some of which can be seen within Appendix C. An
additional simulation was also run at 1 x 108 M, once it was seen that the 1 x 10° M, simulation did
not produce galactic structure (see Section 4.1). No other parameters were modified, so they share
the same parameters as the default simulation. It was found that an increase in mass exaggerated
the effects of dissociation more. In this thesis, dissociation will be defined as when particles would
appear to no longer exhibit galactic structure and become homogenized across the entire FOV. It
should be noted that a galaxy could completely lose structure and become dissociated while not
leaving the FOV. In the 2 x 10'® M, simulation, it was found that by 2.5 Gyr (1/4 of the run-time
of the simulation), more than 40% of the particles had exited the FOV of 300 kpc x 300 kpc. Thus,
simulations were run where mass of the galaxy was then reduced to as small as 1 x 105 M. After
successive simulation runs, it was found that reducing the mass of the galaxy showed improvements
of the simulation remaining stable. Within the 1 x 10° M simulation, only 20% of particles were

outside of the FOV by 2.5 Gyr.
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4.1 The 1 x 108 M, Galaxy and Adjusting Parameters

Our first simulation where a galaxy remained stable (Fig. 4.1) had the total mass of the galaxy at
1 x 108 Mg, a radius of 10 kpc, 10* particles in the bulge, 10 particles in the disk, and 2 x 10*

particles in the halo iterated over 20 billion years.

During the whole simulation time, no particles fly out of the FOV. Spiral arms can be seen
forming within this simulation and the galaxy does not dissociate. However, 1 x 108 My, is relatively
small when compared with our MW, making it resemble a dwarf galaxy. Spiral arms also do not
form until 20 billion years, which is much too late since it is longer than the age of the universe.
However, this was a great breakthrough as it showed that our simulation could produce galaxies
which remained stable and exhibit spiral arms. This was not achieved with any other mass, when

no other parameters were varied.

One simulation was run where the mass was lowered to 1 x 10° M. However, the simulation no
longer produced physical results, and the stellar particles no longer appeared to have any gravita-
tional effect on one another. The galaxy was completely still, and there were no changes in stellar
position over the entire run time. However, a galactic mass of 1 x 10° M, is very low (even for
dwarf galaxies!), so non-physical results are to expected.

The next step was then adjusting the number of stellar particles within the bulge and disk to
make it resemble the MW'’s stellar ratios. As previously discussed, this was when the halo parameter
was not yet well understood, and it was believed that the halo referred to a dark matter halo. Thus,
we treated the halo as if it was a dark matter halo, and the number of particles was modified to give
a 1-3-6 distribution of particles, where the disk has three times as many particles as the bulge, and
the halo has twice as many particles as the disk. The extra particles within the halo are accounted

in the bulge as discussed in Section 3.3.

Lhttps://astronomy.swin.edu.au/cosmos/D/Dwarf+Galaxy
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Figure 4.1: First simulated galaxy with a total mass of 1 x 10% M, radius of 10 kpc, 10* particles
in the bulge, 10* particles in the disk, and 2 x 10* particles in the halo. These parameters are
emblematic of a dwarf galaxy.
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We started with a distribution of 4 10* particles in the bulge, 1.3 x 10* in the disk, and 2.3 x 10*
within the halo which is equivalent to 9x 10% in the bulge and 1.3 x 10? in the disk. We also increased
the mass to 1 x 10> Mg, and a radius of 40kpc. Even with the confusion regarding the halo, the
simulation still approaches a 1-2 distribution of particles which is seen in the MW. This distribution
of particles would remain constant throughout the simulations because it has similar proportionality
to that of the MW. It was believed that since we were doubling the number of particles within our
simulation (from the repulsion force within the 1 x 108 Mg, simulation to now 40k), the mass and

radius of the galaxy must be increased.

Thus, for an initial simulation with the new proportions, the total mass was increased to 1 x 10'°
Mg and the radius to 40 kpc. These values were chosen by roughly doubling the radius of 20 kpc,
and setting the mass to the lower limit of the MW’s mass. When the mass was set with this new
set of parameters, the simulation once again started to dissociate. However, the more physically
realistic ratios seemed to hold galactic structure to 7.5 Gyr, before they inevitably dissociated. When
compared with the default simulation where the galaxy would dissociate after only a few 100 Myr,
this showed that the new ratio of particles appeared to remain in galactic structure. No particles

also flew out of the FOV during this simulation either.

From there, the mass and radius were reduced to approach that of the MW’s and to exhibit
galactic structure. A simulation was run at 1 x 10'2 My and a radius of 40 kpc. The galaxy once
again seemed to hold in galactic structure for about 7.5 Gyr until it dissociated, and no particles flew
out of the FOV. This continued the trend that reducing mass held the structure of the galaxy for
longer and reduced (or eliminated) the number of particles which flew out of the FOV (see Appendix

Q).
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4.2 The 1 x 10" M, Galaxy and MW Parameters

The simulation that held galactic structure had the total mass of the galaxy at 1 x 10 M , a
radius of 30 kpc, 4 x 10 particles in the bulge, 1.3 x 10* particles in the disk, and 2.3 x 10* particles
in the halo iterated over 20 billion years (Fig. 4.2). This simulation contained 10* particles in the
bulge and 1.3 x 10* in the disk. This simulation is much more loosely bound, and spiral arms are
not visible, implying that this galaxy is more lenticular than spiral.

While the radius of the galaxy is comparable to observed measurements of the MW galaxy, the
mass is still less than the mass of the MW (1 x 1012 M). Thus, more simulations were run with a
larger mass in order to approach 1 x 102 M. However, none of these simulations ever held galactic
structure over the course of the entire simulation, even with a reduction in radius size. Within
these simulations, some particles left (in Appendix C, the bottom 3 simulations never lost more
than 4% of the total particles), but they still became homogeneous throughout the FOV by 7.5 Gyr.
Simulations with masses and radii at 1 x 102 Mg and 30 kpc; 1 x 1012 M, and 20 kpc; and 1 x 102

Mg and 10 kpc all failed to hold galactic structure through the entire simulation.

Attention was then brought back again to the distribution of particles, specifically within the
halo. particles were adjusted to a 1-2 ratio due to how the halo was defined. Thus, a new goal was
set of making a simulation with parameters of that similar to that of the MW. The total mass of the
galaxy should be around 1 x 10'2 M, the radius between 15 - 30kpc, and the particle ratios with a
1-2 ratio of particles in the bulge and disk. As of now, we have not been able to create a galaxy with
these new properties which holds galactic structure past 7.5 billion years. It once again has been
found that reducing the mass of the galaxy maintained the structure for longer iterations, as well as
reducing the radius. However, we can only reduce the mass and radius so far before we approach a
dwarf galaxy (as seen in Section 4.1). Increasing the total number of particles has seemed to help

maintain structure as well. One possible explanation for this is that more particles increased the
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Figure 4.2: Galaxy with a mass of 1 x 10! Mg, , a radius of 30 kpc, 4 x 10® particles in the bulge,
1.3 x 10* particles in the disk, and 2.3 x 10* particles in the halo iterated over 20 billion years
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total gravitational effects of the galaxy, helping it to hold together. However, the repulsion force

described earlier in Section 3.1 is the ultimate problem of why our galaxies seem to dissociate.

4.3 The “Repulsion Force” Problem

In simulations, it can be seen that there is what we call a “repulsion force” which appears to
seemingly forces particles out of the bulge and disk radially (see Fig. 4.3) within short simulation
times (100 Myr). We do not know what causes this but it is clear that this is not physical. What
we do know is that this problem is not structure dependent since it occurs in both the bulge and

disk of the galaxy.

We do not know if this unknown force is a gravitational force, but there’s evidence that this is a
repulsion force problem because of the number of stellar particles which have left the FOV. Appendix
C gives results from many simulations run with an evolution of the number of particles. Within
smaller mass and smaller radius galaxies, the repulsion force appears to have a greater impact on
the simulation, causing more particles to fly out of the FOV. This is counter-intuitive because as
discussed previously, the lower mass and radii galaxies showed a trend of holding structure for longer
iterations (see sections 4.1 and 4.2). Yet, in our default simulation which has a relatively small mass
and radius (mass of 1 x 1019 M), radius of 10 kpc, 10* particles in bulge, 2 x 10* in disk, and 10*
in halo), 25% of the total number of particles are expelled outside of our FOV in the first 2.5 Gyr
(1/4 of the time of the simulation). Similar results are seen within all simulations of masses below
1 x 1019 Mg and radii below 15 kpc (see Appendix C). These particles never returned over the
course of the simulation. It should also be noted that particles fly out in all directions, which can

be seen in Fig. 4.4.
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Figure 4.3: The repulsion force effects seen within the default simulation (1 x 10 Mg, a radius of
10 kpc, 102 particles in the bulge, 10® particles in the disk, and 2 x 10* particles in the halo) where
the radius was relatively small (10 kpc). Between an iteration of 100 Myr, stars within the galaxy
can be seen flying radially outward, which doesn’t make physical sense. The galaxy then seemingly
recombines before exploding again.
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Figure 4.4: The repulsion force seems to force particles within the center of the galaxy to travel out
radially in all directions. This is the default simulation viewed along the x-axis by 90°.

However, at higher mass and radii simulations, where the mass exceeded 1 x 10'° M, and
radii above 15 kpc, minimal repulsion force effects were seen (even though the galaxy did not hold
structure). In a simulation run with a mass of 1 x 10!° Mg and a radius of 20 kpc, by the end of

the simulation, 96% of all particles were still within the FOV of 300 kpc x 300 kpc.

Across all simulations, repulsion force effects were seen to expand the galaxy. No simulation was
ever run with a radius beyond 50 kpc. Initially at t = 0, the galaxy is already beyond the specified
radius within the OP. During this time, no dynamics are applied to the simulation, making the t
= 0 frame act as the initial positions of all stars. However, during the next iteration of 100 Myr,
dynamics are applied to the stars, and the center of the galaxy expands outwards in all simulations.
The bulge averaged a diameter of 100 - 200 kpc for all simulations, and a 300 x 300 FOV was needed
to include the galaxy. Further analysis should be conducted where the FOV of the simulation is

limited to the size of the bulge (10 - 50 kpc) to see how many particles travel out of the specified
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#The converter and new_galactics_model statements in the make_galaxy definition:
converter=nbody_system.nbody_to_si(M_galaxy, R_galaxy)
galaxy = new_galactics_model(n_halo,
converter ,
#do_scale = True,
bulge_number_of_particles=n_bulge,
disk_number_of_particles=n_disk)

#The converter and GADGET-2 statement in the simulate definition:
converter = nbody_system.nbody_to_si(1.0el2|units.MSun, 100|units.kpc)
dynamics = Gadget2(converter, number_of_workers=8)
dynamics.parameters.epsilon_squared = (100 | units.parsec) **2

Figure 4.5: Both of the converter functions within the make_galary and simulate definitions

radius.

One possible explanation may lie within the dynamics of the simulation itself. Within the
simulation, there are two packages responsible for stellar dynamics: the new_galactics_model
package and the GADGET-2 package. Within the make_galaxzy definition (as seen in Section 3.2),
the new_galactics_model package is responsible for the interstellar dynamics of the simulation,
including the bulge, when initially creating the galaxy. The source code for this package was not
found within the GitHub repository, so more work must be done to understand and discover the
source code of this package. As discussed in Section 2.3, GADGET-2 is responsible for the fluid-like

dynamics (hydrodynamics) which control disk and spiral arm formation.

There are converter statements within both the make_galaxy and simulate definitions (Fig. 4.5).
However, the make_galaxy uses values from the OP to define the parameters of the simulation. The

converter in the simulate definition has preset values for conversion.

This means that when we create the galaxy, the interstellar dynamics are controlled by the
mass and radius of the galaxy, which are set in the OP. These parameters are then used in the
new_galactics_model package to simulate how the initial dynamics of stars function. However,
once the galaxy has been created, the simulation runs through a new converter function, which

has parameters independent from the OP. This new converter simulates the galaxy with a mass
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of 1 x 10'2 M, and simulates the galaxy at a radius of 100kpc. A smoothing parameter is run
(dynmaics.epsiolon.squared) that increases the radius of the simulation until the entire galaxy has
been simulated. Within the original script, the radius and smoothing parameter were set at 100
kpc and 100 pc respectively. However, as seen in Fig. 4.3, the repulsion effects can be seen on a
scale smaller than 100kpc. Thus, the simulation definition had to be edited for a higher resolution.
However, at smaller resolutions the simulation would crash, meaning that the solution was not as
simple as reducing the parameters. The simulation would not account for the increase in resolution,
meaning that it would hit the max time set before it reached t_end. Thus, a time-step for GADGET-
2 was implemented to control the resolution of the simulation:

def simulate(galaxy, converter, n_bulge, n_halo, t_end, dt=25 | units.Myr):

converter = nbody_system.nbody_to_si(1.0el2|units.MSun, 1|units.kpc) #an AMUSE "
Quantity" where numpy functions also work on quantities

dynamics = Gadget2(converter, number_of_workers=8) # represents fluids by means
of smoothed particle hydrodynamics. number of workers represents the number of
parallel workers: speed of simulation dependent on amount of RAM allocated
dynamics.parameters.epsilon_squared = (1 |units.kpc)**2 # epsilon is value of
smoothing parameter squared

# max internal timestep for Gadget

dynamics.parameters.max_size_timestep = dt

# max possible evolve time for Gadget, 2**k *dt should be > tend. For 20 billion
years, dt > 1

dynamics.parameters.time_max = 2**9xdt

The parameter dt controls the interval of time that GADGET-2 runs at. Currently, it’s set for
25 Myr, which is a quarter of the time-step that the rest of the simulation runs at, giving us the
necessary resolution to see the full effects of the repulsion force.

After implementing the GADGET-2 time-step, the full effects of the repulsion force can be seen
in Fig. 4.3. Between 0 - 200 Myr, stellar particles seemingly fly out of the bulge and disk. By
300 Myr, the particles then reformed in a concentrated density (see Fig. 4.3 (d)), only to then be
forced out again by 500 Myr. There seems to be a period function to the repulsion force, which only
repeats itself once.

GADGET-2 has been used in many previous galactic simulations (Volker, 2005) without any
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problems, suggesting that the new_galactics_model package is at fault. However, it’s difficult to

narrow the exact problem because we did not find the source code.



Chapter 5

Future Works

It has been shown that our simulation can produce some galaxies which exhibit fairly physical
properties that are observed within real galaxies. The future of this project lies in making the

simulation comparable to real observations, and creating the framework for mock observations.

5.1 Simulation Problems

First, the problem of new_galactics_model package must be resolved. This is the only code of the
simulation that hasn’t been fully understood, since we don’t have the source code for the package.

Another problems is the scale of our galaxies. All of our plots are scaled at a distance of around
600 kpc so that they show most of the galaxy. However, we have set the radius of our galaxies
to be at most 30 kpc, meaning that our galaxies are seemingly an order of magnitude larger than
they should be. It is not clear why this occurs, but once again the merge_two_galaxies may be
at fault. This simulation shares the same OP as our code, and the radius is set to 10 kpc for both
galaxies. However, as seen in Fig. 3.5, both galaxies extend far beyond 10 kpc. This hints at either

a conversion problem, a problem with how the OP functions, or the repulsion force problem.
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5.2 Compare with Observed Galaxies

Next, we tackle the problem of comparing our simulations with observed galaxies. One element that
could be added to the simulation, which would improve comparisons with observed galaxies is the
addition of more complex structure such as a bar. As discussed in Section 2.1, many galaxies have
bars within their structure. As of now, there is no easy way of adding a bar to the simulation, so no
comparisons can be made with barred galaxies. However, there are documented simulations online
which do include bars. However, many of these simulations implement the dynamics differently to
how AMUSE does, making it difficult to transpose the code from one simulation to another. The

addition of a bar would remove the limitations of which galaxies we can observe.

After we account for modifying our galaxy in order to accommodate observed galaxies, we would
build the framework for creating mock observations with our simulation. In previously observed
galaxies, integral field unit (IFU) spectroscopy has been the technique used to observe galaxies.
To perform mock IFU spectroscopy, libraries of synthetic and standard spectra are implemented
through MUSE and PHOENIX (Ivanov, Valentin D. et al., 2019; Husser, T.-O. et al., 2013). These
libraries would allow us to assign a stellar spectrum to each particle. A mock observation would then
integrate these spectra within a spatial pixel. By integrating these spectra along the line of sight
for every spatially resolved pixel, we create a mock spectrum from the galaxy at every location.
Our simulation should eventually be able to replicate IFU spectroscopy observations previously

conducted by Batiste et. al. (2017).

Finally, all observed galaxies have visual noise associated with galaxy surveys. Due to the
limitations of physics, being able to identify specific stars outside our own galaxy is impossible.
While great work has been done to reduce the amount of noise associated with observations (Seljak,
Hamaus, & Desjacques, 2009), we must still account for this noise within our simulated galaxy. By

applying noise to our simulation, and effectively blurring the edges of our particles, we can replicate
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the noise that we see in observations. Gaussian noise has previously been used in other galaxy image

simulations (Lanusse et al., 2021) and should suffice for our purposes.



Chapter 6

Conclusion

Simulations solve problems with observational studies of galaxies, notably galactic structure and line
of sight problems. The AMUSE computational software was used due to its accessibility to robust
and reliable dynamics as well as being able to include other sophisticated cosmological and galactic
dynamics, such as GADGET-2. By adjusting the parameters of our simulation, we’re able to create
galactic simulations that resemble real galaxies while also being able to distinguish structure. Using
a script developed by a past student within the program, modifications were made so that a galaxy
could remain stable over the lifetime of the Universe. Two simulations were created that remained
stable across the whole simulation: the 1x 10% Mg and 1 x 101° M. The 1 x 108 My, is reminiscent
of a dwarf galaxy, while the 1 x 10'° M simulation has parameters that are similar to our own
MW. However, it was discovered that a repulsion force was present within our simulation, which

causes stellar particles to move outward in a non-physical way.
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Appendix A

Milky Way Galaxy Simulation

A.1 Original Simulation Script

The code for the original script can be viewed on the next page.
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AMUSE/Projects/Simulations/single_galaxy_2.py

import numpy

from matplotlib import pyplot

from amuse.lab import =*

from amuse.ext.galactics_model import new_galactics_model
from prepare_figure import single_frame

from amuse.community.gadget2.interface import Gadget2

def make_plot(particles, filename):

# close any open plots

pyplot.close()

x_label = "X [kpc]"

y_label = "Y [kpc]"

figure = single_frame(x_label, y_label, logy=False, xsize=14, ysize=14)
pyplot.x1lim(-300, 300)

pyplot.ylim(-300, 300)

pyplot.scatter(particles.x.value_in(units.kpc), particles.y.value_in(units.kpc),
alpha=1, s=5, 1w=0)

pyplot.savefig('Projects/Simulations/plots/' + filename)
def save_particle_positions(particles, filename):

# save the positions in variables
Xx_positions = particles.x.value_in(units.kpc)
y_positions = particles.y.value_in(units.kpc)

# rehsape them
Xx_positions = x_positions.reshape((x_positions.size,1))
y_positions = y_positions.reshape((y_positions.size,1))

# stack them
np_positions = numpy.hstack((x_positions, y_positions))

# save this positions as .csv

_numpy.savetxt('Projects/Simulations/positions/' + filename, np_positions,
delimiter=","

return None

def make_galaxy(M_galaxy, R_galaxy, n_halo, n_bulge, n_disk):
converter=nbody_system.nbody_to_si(M_galaxy, R_galaxy)
galaxy = new_galactics_model(n_halo,
converter,
#do_scale = True,
bulge_number_of_particles=n_bulge,
disk_number_of_particles=n_disk)

return galaxy , converter

localhost:38099/eaf6f825-d0cd-41b8-a20c-8e8550949447/ 1/3
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def simulate(galaxy, converter, n_bulge, n_halo, t_end):

converter = nbody_system.nbody_to_si(1.0e12|units.MSun, 100|units.kpc)
dynamics = Gadget2(converter, number_of_workers=8)
dynamics.parameters.epsilon_squared = (100 | units.parsec)#**2

setl = dynamics.particles.add_particles(galaxy)
dynamics.particles.move_to_center()

disk = setl[:n_bulge] # This is just the thin and thick disks #:n_halo]
bulge = setl[n_bulge:n_halo] # This is just the bulge
disk_and_bulge = setl[:n_halo] # This is everything except dark matter halo

# make a plot for each subset
make_plot(disk, "disk_omyr")
make_plot(bulge, "bulge_ Omyr")
make_plot(disk_and_bulge, "galaxy_0myr")

# save the initial positions

save_particle_positions(disk, "disk_oOmyr.csv")
save_particle_positions(bulge, "bulge_0Omyr.csv")
save_particle_positions(disk_and_bulge, "galaxy_Omyr.csv")

sentinel = 1

# use a while loop to simulate in parts, to get
# snapshots of different parts of the simulation
while sentinel*100 < t_end.value_in(units.Myr):

# evolve another 100 Myr
dynamics.evolve_model(sentinel*100|units.Myr)

# make and save the plots

make_plot(disk, "disk_ " + str(100xsentinel) + "myr")
make_plot(bulge, "bulge_" + str(100*sentinel) + "myr")
make_plot(disk_and_bulge, "galaxy_" + str(100*sentinel) + "myr")

# save the initial positions

save_particle_positions(disk, "disk_" + str(100*sentinel) +"myr.csv")
save_particle_positions(bulge, "bulge_" + str(100xsentinel) +"myr.csv")
save_particle_positions(disk_and_bulge, "galaxy_" + str(100xsentinel) +"myr.csv")

# print to the terminal to see progress
print('Done with t = ' + str(100xsentinel) + ' Myr')
print()

# add one to the sentinel
sentinel += 1

dynamics.stop()

def new_option_parser():
from amuse.units.optparse import OptionParser
result = OptionParser()
result.add_option("-M", unit=units.MSun,
dest="M_galaxy", default = 1.0e12 | units.MSun,

localhost:38099/eaf6f825-d0cd-41b8-a20c-8e8550949447/ 2/3
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help="Galaxy mass [%default]")
result.add_option("-R", unit=units.kpc,

dest="R_galaxy", default = 10 | units.kpc,

help="Galaxy size [%default]")
result.add_option("--n_bulge", dest="n_bulge", default = 10000,

help="number of stars in the bulge [%default]")
result.add_option("--n_disk", dest="n_disk", default = 10000,

help="number of stars in the disk [%default]")
result.add_option("--n_halo", dest="n_halo", default = 20000,

help="number of stars in the halo [%default]")
result.add_option("--t_end", unit=units.Myr,

dest="t_end", default = 2000|units.Myr,

help="End of the simulation [%default]")
return result

if _name_ = ' main__':
0, arguments = new_option_parser().parse_args()
print()
print('Creating galaxy')
print()

galaxyl, converter = make_galaxy(o.M_galaxy, o.R_galaxy,
o.n_halo, o.n_bulge, o.n_disk)

print('Done creating galaxy, starting simulation')
print()

simulate(galaxyl, converter, int(o.n_bulge), int(o.n_halo), o.t_end)

localhost:38099/eaf6f825-d0cd-41b8-a20c-8e8550949447/ 3/3
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A.2 Modified Simulation Script

The code for the current iteration of the simulation script can be viewed on the next page.
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AMUSE/Projects/Simulations/single_galaxy_2copy.py

impo
from
from
from
from
from
from

def

def

valu

hori

np_p

def
n_ha

to s

rt numpy

matplotlib import pyplot

amuse.lab import =

amuse.ext.galactics_model import new_galactics_model
prepare_figure import single_frame
amuse.community.gadget2.interface import Gadget2
amuse.datamodel import Particles

make_plot(particles, filename):

# close any open plots

pyplot.close()

x_label = "X [kpc]"

y_label = "Y [kpc]"

figure = single_frame(x_label, y_label, logy=False, xsize=14, ysize=14)
pyplot.x1lim(-300, 300)

pyplot.ylim(-300, 300)

pyplot.scatter(particles.x.value_in(units.kpc), particles.y.value_in(units.kpc),
alpha=1, s=5, 1w=0)

pyplot.savefig('AMUSE/Projects/Simulations/plots/single_galaxy_2copy/' + filename)
save_particle_positions(particles, filename):

# save the positions in variables
X_positions = particles.x.value_in(units.kpc)
y_positions = particles.y.value_in(units.kpc)

# rehsape them

x_positions = x_positions.reshape((x_positions.size,1)) # Reshape makes sure that
e can be multiplied with vectors

y_positions = y_positions.reshape((y_positions.size,1))

# stack them

np_positions = numpy.hstack((x_positions, y_positions)) #Stack arrays in sequence
zontally (column wise).

# save this positions as .csv

numpy.savetxt('AMUSE/Projects/Simulations/positions/single_galaxy_2copy/' + filename,

ositions, delimiter="',")
return None

make_galaxy(M_galaxy, R_galaxy, n_halo, n_bulge, n_disk): #M_galaxy, R_galaxy,
lo, n_bulge, n_disk are dummy variables

converter=nbody_system.nbody_to_si(M_galaxy, R_galaxy) #converting from amuse units
i

print(M_galaxy)

print(R_galaxy)

galaxy = new_galactics_model(n_halo, #creating new galaxy from imported model
converter,

localhost:41981/6b40d8ec-dce3-4281-a753-b514641d8fe4d/

1/4
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#do_scale = True,
bulge_number_of_particles=n_bulge,
disk_number_of_particles=n_disk)

_ gChange line-of-sight (rotate along x axis, rotate along y axis, rotate along the z
axis
galaxy.rotate(0.0, 0.0, 0.0)

#galaxy.velocity += [0.0, 0.0, 0.0] | units.km/units.s
return galaxy, converter

def simulate(galaxy, converter, n_bulge, n_halo, t_end, dt=25 | units.Myr):

converter = nbody_system.nbody_to_si(1.0e12|units.MSun, 1|units.kpc) #an AMUSE
"Quantity" where numpy functions also work on quantities

dynamics = Gadget2(converter, number_of_workers=8) # represents fluids by means of
smoothed particle hydrodynamics. number of workers represents the number of parallel
workers: speed of simulation dependent on amount of RAM allocated

dynamics.parameters.epsilon_squared = (1 |units.kpc)*x2 # epsilon is value of
smoothing parameter squared

# max internal timestep for Gadget
dynamics.parameters.max_size_timestep = dt

# max possible evolve time for Gadget, 2**k xdt should be > tend. For 20 billion
years, dt > 1

dynamics.parameters.time_max = 2*x9*xdt

setl = dynamics.particles.add _particles(galaxy)# defines particles to setl

dynamics.particles.move_to_center() # Shift positions and velocities of the particles
such that their center of mass

#(velocity) is centered on the origin.

disk = setl[:n_bulge] # This is just the thin and thick disks #:n_halo]
bulge = setl[n_bulge:n_halo] # This is just the bulge
disk_and_bulge = setl[:n_halo] # This is everything except dark matter halo

# make a plot for each subset
make_plot(disk, "disk_omyr")
make_plot(bulge, "bulge_omyr")
make_plot(disk_and_bulge, "galaxy_Omyr")

# save the initial positions

save_particle_positions(disk, "disk_@myr.csv")
save_particle_positions(bulge, "bulge_0myr.csv")
save_particle_positions(disk_and_bulge, "galaxy_Omyr.csv")

sentinel = 1 #value used to loop

# use a while loop to simulate in parts, to get
# snapshots of different parts of the simulation
while sentinel*100 < t_end.value_in(units.Myr):

# evolve another 100 Myr
dynamics.evolve_model(sentinel*100|units.Myr)

# make and save the plots
make_plot(disk, "disk_" + str(100xsentinel) + "myr")
make_plot(bulge, "bulge " + str(100*sentinel) + "myr")

localhost:41981/6b40d8ec-dce3-4281-a753-b514641d8fe4d/ 2/4
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make_plot(disk_and_bulge, "galaxy_ " + str(100%«sentinel) + "myr")

# save the initial positions
save_particle_positions(disk, "disk_" + str(100xsentinel) +"myr.csv")
save_particle_positions(bulge, "bulge_ " + str(100xsentinel) +"myr.csv")

save_particle_positions(disk_and_bulge, "galaxy_" + str(100*sentinel) +"myr.csv")

# print to the terminal to see progress
print('Done with t = ' + str(100*sentinel) + ' Myr')
print()

# add one to the sentinel
sentinel += 1

dynamics.stop()

def new_option_parser():
from amuse.units.optparse import OptionParser
result = OptionParser()
result.add_option("-M", unit=units.MSun,

) dest="M_galaxy", default = 1.0e12 | units.MSun, #total mass of
the galaxy in solar masses (default 1e12 MSun)

help="Galaxy mass [%default]")
result.add_option("-R", unit=units.kpc,

dest="R_galaxy", default = 10| units.kpc, #radius of galaxy

in kpc (default 10)
help="Galaxy size [%default]")

result.add_option("--n_bulge", dest="n_bulge", default = 5000, #number of
particles within the bulge (default 10000)

help="number of stars in the bulge [%default]")

result.add_option("--n_disk", dest="n_disk", default = 15000, #number of
particles within disk (default 10000)

help="number of stars in the disk [%default]")

result.add_option("--n_halo", dest="n_halo", default = 20000, #number of
particles within halo (default 20000)

help="number of stars in the halo [%default]")
result.add_option("--t_end", unit=units.Myr,

dest="t_end", default = 10000 |units.Myr, #total simulated

time (default 2000 Myr)
help="End of the simulation [%default]")
return result

if name__ = ' main__':
0, arguments = new_option_parser().parse_args()
print()
print("Creating Galaxy")
print()

galaxyl, converter = make_galaxy(o.M_galaxy, o.R_galaxy,
o.n_halo, o.n_bulge, o.n_disk)

wink =

localhost:41981/6b40d8ec-dce3-4281-a753-b514641d8fe4d/

3/4



4/2/23, 1:46 AM single_galaxy_2copy.py

print('Done creating galaxy')
print(wink)
print('starting simulation')

simulate(galaxyl, converter, int(o.n_bulge), int(o.n_halo), o.t_end)

localhost:41981/6b40d8ec-dce3-4281-a753-b514641d8fe4d/ 4/4



A.3. TABLE OF SIMULATIONS

A.3 Table of Simulations

A table of some simulations ran can be viewed on the next page
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o6

Simulation Total Mass Radius | Particles | Particles | % of Particles | % of Particles | % of Particles | % of Particles
Description (Solar Masses) | (kpc) | in Bulge | in Disk | at t = 2.5Gyr | t = 5.0 Gyr t =175 Gyr t =10 Gyr
The "Default 1 x 1012 10 10* 10* 75 72 69 67
Simulation
Simulation Mass 2 % 1015 10 10% 10* 60 58 52 50
Increased
Simulation Mass 1 x 1010 10 104 104 95 93 90 88
Decreased
Stable 3 4 4
Dwarf Galaxy 1 x 10 10 10 10 100 100 100 100
Simulation Mass 1x10° 10 104 10 100 100 100 100
Decreased Again
Increasing Radius: 1 x 1010 20 10% 10% 99 98 97 96
[nitial MW 1 x 1015 50 9 x10% | 1.3 x 10* 97 97 96 95
Distribution
Reducing the Mass
and Radius 1 x 1010 30 9 x103 1.3 x 10* 100 100 100 100
for MW Distribution
Reducing Radius 1x 1010 20 | 9 x10° | 1.3 x 107 99 08 96 94
Increased Mass 1 x 10'2 30 9 x10% | 1.3 x 104 97 98 97 96
and Radius
Reduce Radius 1 x 1012 20 9 x10° 1.3 x 104 97 97 96 96
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