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Abstract 

Image Processing for the Structural Analysis of Respiratory Syncytial Virus by Cryo- 
Electron Tomography 

 
By Grant Martin Williams 

 
 

Respiratory Syncytial Virus (RSV) is a member of the Paramyxoviridae family of viruses. 

RSV contains a single-stranded, negative sense RNA genome, which is encapsidated by 

the viral nucleocapsid, phosphoprotein, and RNA-dependent RNA polymerase. The four 

macromolecules combined form the helical ribonucleoprotein (RNP) complex. It is the 

RNP that must be transferred from an infected cell to a new cell in order for the infection 

process to continue.   

In this study, cryo-electron tomography (cryo-ET) was used to characterize the three-

dimensional (3D) structure of purified RSV virions.  The RNP was resolved as hollow 

tubes with helical spokes of an approximately 9nm width in X-Y cross-sections.  A 

module, TubeTracker, was developed for the Amira software programs in order to 

objectively map the trajectory of RNP through the 3D volumes of the RSV virions. 

Several denoising algorithms were generated to improve the signal to noise ratio of the 

3D data to increase the likelihood of accurate feature tracking.  

Model toroids representing hollow tubular trajectories were first developed to assess the 

functionality of TubeTracker under each of its programmed conditions.  The model 

toroids were tracked successfully under both the ideal noise-free situation as well as with 

the addition of increasing amounts of white, speckle noise to the model toroid volumes. 

During the application of TubeTracker to the RSV tomograms, the program performed 

for several iterations, then trajectory tracking was prone to error. The failure of the 

TubeTracker to function with the cryo-ET data of RSV was possibly due to poor feature 

cross-correlation due to missing-wedge effects, angular search range and increments, or 

limited voxel intensity ranges. 
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CHAPTER 1 

INTRODUCTION 

ELECTRON MICROSCOPY 

History 

 Microscopy’s origins date back to 1665, when Robert Hooke published his 

observations of cells in a slice of cork with a lens that magnified object 30 times their 

original size.  Eleven years later in 1676, using a lens of his own making, Antoni van 

Leewenhoek published his observations of “small living animals” in material taken from 

his teeth [1].  Lenses for visualization of biological structures at sub-millimeter scale 

continued to progress for light microscopy for the next 250 years, allowing distinction of 

structures separated by 0.2µm.  In 1924, de Broglie’s publication indicated that 

electrons, like all matter, exhibited wave-like characteristics. This physical attribute 

provided the potential for electrons to be used for visualization of structures at 

resolutions 1,000-fold greater than that of visible light.  In 1931, Ernst Ruska and Max 

Knoll developed the transmission electron microscope, capable of magnification superior 

to confocal imaging due to the shorter wavelength of the electrons transmitted through 

the specimen [2]. 

 After this breakthrough in imaging was engineered, improvements to the 

microscope hardware and biological sample preservation further increased the 

achievable resolution of the electron microscope.  Obtaining adequate specimen fixation 

for transmission electron microscopy (TEM) was the first hurdle to overcome, as 

samples are prone to damage upon exposure to the electron beam, resulting in 

alterations to nanometer-scale structures which detracts from the native conformations 

of the macromolecules within. For this purpose, osmium tetroxide (OsO4) was tested and 

found to provide adequate fixation of biological samples without interfering side reactions 

known to happen with formaldehyde-based reagents [3].  Later, potassium 
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permanganate was used as a fixative and demonstrated usefulness as a stain to 

enhance contrast despite the lighter atomic weight of manganese as compared to 

osmium [4].  One drawback of permanganate fixation, however, was that it abolished 

enzymatic activity of the fixed proteins, while OsO4 only fixed lipid membranes through a 

reaction with fatty acid side chains.  In light of this, glutaraldehyde was later determined 

to be an adequate preliminary fixative to cross-link protein moieties while leaving their 

activity unchanged before following with OsO4 to stabilize membranes and provide 

heavy metal contrast [5]. 

 These fixation and staining methods allow greater contrast between biological 

electron densities compared to an aqueous supernatant or cytoplasmic milieu, but the 

price of this enhanced contrast is a loss of native-state conformation of the 

macromolecules within the sample being imaged.  As initial fixation procedures have 

been shown to vary the behavior of biological specimens when viewed by TEM [6], rapid 

freezing of samples was utilized instead to circumvent these structural alterations while 

immobilizing the material of interest in vitreous ice.  Cryo-preservation methods have 

been used since for sectioning of thick specimens by ultramicrotomy [7-12].  When this 

procedure was used with prokaryotic organisms, it was shown to circumvent the creation 

of mesosomes, which were concluded to be artifacts of the fixation and staining 

procedure [12].  For thin specimens, preservation involves plunge-freezing into a liquid 

cryogen that instantly drops the temperature within the sample below water’s glass 

temperature, Tg, such that this aqueous volume will be immobilized in a vitreous form 

without becoming crystalline ice, which distorts microscopic structures by expansion 

during the freezing process [13, 14]. 
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Biological image analysis from EM 

 To extract more than simple two-dimensional (2D) information from EM images, 

computational analysis was devised by extrapolating from procedures already known in 

X-ray crystallography.  The Fourier transform (FT) began as a mathematical concept 

developed by Jean Baptiste Joseph Fourier to prove that any function, even piece-wise 

discontinuous functions but especially repetitive continuous functions, could be 

represented by a simple sum of sines and cosines weighted by different frequencies 

[15].  Calculating the discrete FT (DFT) of a one-dimensional (1D) signal of real values 

results in a complex series of values that can be represented as magnitudes, or power 

spectra, and phases around a unit circle.  When applied to a 2D image, the magnitude 

and phase present themselves as a diffraction pattern, with pixel values representing the 

magnitude and their location relative to the center by the phase.  The phase problem, as 

encountered with crystallography, is that the diffraction pattern of an experiment gives 

only the magnitude, leaving the phase to be approximated by various methods such as 

heavy atom replacement or iterative computational solutions [16, 17].  With EM, though, 

the DFT of a real-valued image produces both the magnitude and phase such that the 

inverse transform (IDFT) can reproduce the original image exactly. 

 The computational complexity of the calculation of the DFT was once O(N2) until 

the development of a Fast Fourier Transform (FFT) algorithm that reduced its complexity 

to O(Nlog2N) [18].  By reorganizing an input array of values with a length equal to a 

power of two, each of the N values are summed and multiplied by the corresponding 

trigonometric values in log2N stages instead of N.  This improvement allowed images 

collected through EM to be processed more quickly and accurately. 

 Now that researchers had greater ease of conversion from traditional Real-only 

space (i.e. Real pixel values with Imaginary components set to zero) to the complex 

plane, they were able to extrapolate frequency information from the FFT of TEM 
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projections.  In 1968, De Rosier and Klug used the Fourier transform of the T4 

bacteriophage tail to decipher its outer helical sheath as a distinct entity from the inner 

protein core used for transmission of DNA to the host E. coli cell.  By filtration of the 

phage tail projection according to the optical diffraction pattern (i.e. the FFT of the image 

with quadrant swapping applied), they were able to construct the reverse FFT, revealing 

an image in which two helices were present at different depths within the tail.  From this 

Fourier analysis, they concluded that since a 2D projection of a helical structure 

represents projections from various angles equally, a 3D model may be constructed by 

treating the rows of the image as a series of 1D projections, each viewed from a different 

angle.  The following reconstruction would involve aligning each projection’s 1D FFT into 

a radial 2D array and calculating the reverse transform of the aligned 2D Fourier 

amplitudes and phases to reform the cross-section of the original 3D helix [19], known 

today as helical reconstruction. 

 This key piece of research brought together the experience of crystallography 

with the imaging capabilities of the electron microscope through Fourier analysis.  In 

implementing the Fourier projection theorem, they successfully showed that a single, 2D 

projection of a helix could result in complete reconstruction of the 3D helix itself by 

treating each row of the image as a series of 1D projections along a series of viewing 

angles because the full helix volume could be represented in Fourier space.  It was then 

postulated that structures lacking helical symmetry can be reconstructed by the same 

computational framework, but the projections themselves must be derived by physically 

tilting the specimen in the microscope to collect the 2D images.  In a follow-up article, 

R.A. Crowther, laid out an interpolation mechanism by which a series of 2D projection 

images could be transformed to Fourier space, row by row, then the series of 1D 

complex values, weighted by either a least-squares method or cylindrical expansion, 

were converted to a 2D matrix that could be subjected to the reverse Fourier transform 
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to obtain Real pixel values for each slice of a row in a 3D volume [20].  This method of 

3D reconstruction is more commonly known today as “R-weighted back-projection”, as 

the bilinear interpolation mechanism [21] weights complex values of the Fourier 

transform in favor of projections collected closest to zero degrees of tilt.  Years later, 

these ideas were implemented into the IMOD program [22] for a user-friendly way of 

combining EM tilt series images into a 3D image reconstruction currently used by 

laboratories around the world for electron tomography (ET). 

 Additionally, this research proposed that manual tilting need not be applied if 

projections of single structures could be captured at various viewing angles in a single 

image.  The work with T4 bacteriophage took advantage of the repetitive symmetry of 

the helix in the structure of the specimen, but if an object had no symmetry and several 

samples were present in a single image, then the application of tomographic 

reconstruction could be applied to individual images of each particle as if they were part 

of a tilted series of projections.  The challenge with this analysis is to accurately estimate 

the differences in viewing axis relative to a common direction.  To combat this challenge, 

programs were developed for a systematic way of classifying individual particles into 

groups of relatedness then arranging them as Crowther did in Fourier space according 

to their estimated projection viewing angle [23-26] resulting in the advent of single-

particle analysis.  By using this method to more completely fill the complex plane with 

values instead of bilinear interpolation, enhanced resolution could be obtained by having 

more individual projections to work with in a single image than could be obtained by 

imaging a single structure over a series of tilt angles through tomography and does not 

suffer the missing wedge effect resulting from incomplete filling of densities in Fourier 

space along the missing projection axes [27]. 
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Image Capture and Processing 

 While the interactions between an electron and a sample of interest could be 

qualified by formation of an image on a film, there remained a gap in the level of detail 

that could be extrapolated from this information.  After the creation of computers and 

image scanners, however, images collected through EM could be converted to digital 

information represented by pixels in a 2D array each with a distinct value according to 

the sampling of the conversion process.  This milestone in image analysis allowed the 

field of digital image processing to come to the world of EM, since our perception of 

grayscale intensity could now be quantified in a numerical fashion.  Further 

advancement came with the advent of charge-coupled device (CCD) cameras capable 

of converting transmitted electrons to electronic signals that are interpreted by a 

computer into an image [28].  As image data from EM is derived from an electron source 

of wavelength outside the visible spectrum, only grayscale images may be obtained from 

the microscope’s CCD; therefore, all pixel values derived from the  transmission of 

electrons in EM experiments can be limited to a set range of integer values based on the 

bit level of the data type chosen by the user (Table 1). 

 

Table 1:  Image data types and value ranges 

Data Type Minimum Maximum 

8-bit (“byte”) 0 255 

signed 16-bit (“short”) -32768 32767 

unsigned 16-bit (“ushort”) 0 65535 

 

 Grayscale images and volumes may simply be classified as a 2- or 3D array of 

integer values, but qualification by the eye is what allows us to determine the importance 

of this digital information.  Because of this, we are able to visually determine which 
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groups of grey values constitute valid structural information (i.e. signal) and which values 

correspond to other, unimportant substances (i.e. noise).  Objective classification of a 

pixel as signal or noise in an image can be estimated statistically by a computer, but the 

definitive distinction tends to require user intervention to correct for significant noise 

interference in structural signals.  The ratio of mean to standard deviation (σ) among 

pixels in a user-defined neighborhood is one way to quantitatively measure the 

contribution of noise to an image in a local analysis [29].  Efforts are still underway to 

define the most effective method for completely removing noise from an image while 

leaving the structural signal untouched. 

 In terms of structural analysis, sample averaging tends to be the most effective 

way to retain information derived from signal while simultaneously removing the 

influence of unwanted noise.  To average like signal components, however, it is 

necessary to overcome the interference of noise to the alignment, or registration, of true 

signal for accurate computation.  It is logical, then, that operations to remove potential 

noise (i.e. denoise) from image data must be applied so that alignment and classification 

of like structures can be more accurately attained.  The measurements and analyses 

would then be applied to the raw, unprocessed data so that intensity values indicative of 

signal would be averaged together while the highly variable values associated with noise 

will be averaged away, resulting in a reconstruction with potentially greater quality than 

could be obtained with no user intervention [30].  This idea is supported by the nature of 

common alignment strategies using cross-correlation, or the Pearson correlation 

coefficient: 

   
 

          
                            

   

   

   

   

 

where σ1 and σ2 are the standard deviations of image 1 (I1) and image 2 (I2), 

respectively, and µ1 and µ2 are the mean values of I1 and I2. 
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 The image to align is typically cropped to the width (W) and height (H) of the 

object of interest and is then cross-correlated to the reference image at offsets that cover 

the full area of the reference.  The resulting value, P, will range between -1 and +1, 

indicating a poor alignment at -1 and a perfect alignment at +1.  If a positive value does 

not calculate to exactly 1, then the highest value calculated represents the lateral and 

longitudinal offsets required to best align the images.  As each image is collected 

separately at different times, σ1 and σ2 will differ even if they represent the same 

specimen at the same location.  By reducing the difference between a pixel’s value and 

the image mean, the standard deviation will be reduced, thereby limiting the contribution 

of noise values to the alignment calculation.  This alignment procedure is used in the 

tomographic reconstruction program IMOD to ensure uniform axial alignment of each tilt 

series image before back-projection. 

 The origins of noise in EM vary based on the collection methods chosen by the 

researcher and the contents of the sample to be imaged.  At the onset of EM, image 

data was retrieved by interaction of the transmitted electron beam with a film that, after 

the advent of the computer, would be scanned to digital information, potentially subject 

to errors in sampling distance.  As collection means advanced to CCD cameras, an 

additional contribution of noise came from the conversion of measurements of electron 

detection via a phosphor coated screen to integer quantification in a digital image.  The 

preparation method, too, can be subject to noise during the collection of images from the 

microscope.  As frozen samples are subject to irradiation from the electron beam, the 

total dose must be minimized such that the specimen is not degraded during the 

collection procedure [31].  This reduction in transmitted electrons per square Angstrom 

results in increased shot noise per image collected of an individual sample [32]. 

 Shot noise can be modeled as white, representing a Gaussian distribution, but its 

treatment method can vary from local filters, which operate on a small window of user-



 
 

9 

defined dimensions, to global filters, which alter the image as a whole instead of smaller 

windows within it [15].  Several local filters have been developed and applied through the 

years, such as the mean, median, min, max, midpoint, Gaussian [15, 33], and bilateral 

filters [34], while some global applications have proven successful in contrast adjustment 

and shot noise removal, such as histogram manipulation [35], non-linear anisotropic 

diffusion [36], gamma transformations, and intensity thresholding [15].  The drawback of 

both local and global operations in their raw form is that they apply a user-defined 

mechanism for noise reduction without regard to the spatial distribution of noise.  Global 

operations can be enhanced by the user to manipulate only a subset of an image 

histogram, but these may only involve simple truncation of the histogram or application 

of local filters to pixels whose values fall within the specified subset of the histogram. 

 

RESPIRATORY SYNCYTIAL VIRUS 

History 

 Respiratory syncytial virus (RSV) was isolated from a chimpanzee in 1955 [37] 

and was later determined to be a prominent human pathogen [38], particularly in those 

of the pediatric, elderly, and immunocompromised populations [39-41].  Like many 

disease-causing agents, the characterization of the molecular and pathological functions 

of this Paramyxovirus has progressed over the years with the intent of eradication from 

the globe by means of a cure or widespread vaccination as with smallpox [42].  Unlike 

other Paramyxoviruses for which we currently vaccinate children [43, 44], an effective 

vaccine has not been produced despite attempts with negative consequences [45].  To 

this end, high-resolution structural analyses may provide insight into the mechanisms 

used by this virus to infect a host and transmit to subsequent hosts for maintenance in 

the human population by uncovering the protein-protein interactions that make this virus 

such an efficient pathogen. 
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 High-resolution structures derived from X-ray crystallography of a few individual 

proteins have been obtained in recent years [46-49], but this is out of the context of the 

full virus where several proteins play a role in viral ultrastructure.  Previously, lower 

resolution visualization of whole virus particles has been attained through EM of 

negatively stained virus [50], SEM [51, 52] and TEM of resin-embedded sections [53, 

54].  While structural information can be deciphered from these EM methods, the full 3D 

volume of virions cannot be discerned from a single, 2D image of a sample.  

Characterization of the ultrastructure of the Measles and Sendai Paramyxovirus virions 

has been achieved through cryo-electron tomography [55, 56], while whole-virus 

description of RSV particles remains unqualified.  In light of this, generation of 3D 

tomographic volumes from tilt series of 2D images and characterization of RSV particles 

have been accomplished in this work. 

 

Viral Replication 

 The RSV genome consists of ten genes that encode for eleven proteins [57-60].  

Infection of susceptible host cells is mediated by receptor binding via the attachment 

glycoprotein (G) and subsequent membrane fusion via the fusion glycoprotein (F) [61].  

Like other Paramyxoviruses, though, F may also induce fusion with neighboring cells 

independent of G, resulting in the formation of syncytia, where viral genomes may 

spread to the cytoplasm of an uninfected cell without the potential risk of interference 

from the host immune system [62].  The short, hydrophobic (SH) protein is a smaller 

glycoprotein on the surface of RSV particles, but has been shown dispensable for 

productive infection, although its presence in virions does enhance viral propagation in a 

susceptible host [63].  Like all Paramyxoviruses, the matrix (M) protein of RSV is the 

primary force behind budding of particles and the overall shape of each virion [64].  The 

C-terminal region of M contains a membrane-binding domain like other 
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Mononegaviruses [48], but it also interacts with other structural proteins as a link 

between the membrane and the genome cargo to be transported to new cells after 

budding.  One of these proteins, M2-1, is encoded for by the M2 gene of the RSV 

genome and has been shown necessary for productive transcription of the initial non-

structural genes NS1 and NS2 from the 3’ end of the genome and continued 

transcription along the length of the genome for downstream genes.  The M2 gene, 

however, has an additional start site for the gene M2-2, which has been shown to halt 

RSV replication under over-expression in cell culture [60].  The remaining structural 

proteins – nucleocapsid (N), phosphoprotein (P), and RNA-dependent RNA polymerase 

(L) – interact first to create positive-sense transcripts to be used for protein translation 

and, when equal in length to a full genome, an antigenome template for replication of the 

new negative-sense strand for subsequent infections. 

 Once a full-length, negative-sense RNA genome is transcribed, it is then 

encapsidated by the ribonucleoprotein (RNP) complex consisting of N, P, and L for 

packaging into virions [61].  Occasionally in Paramyxoviruses, however, incomplete 

genomes are encapsidated with RNP and packaged into virions, resulting in defective 

interfering (DI) particles [65, 66], so named because the packaged genome cannot 

permit full-length replication in a cell with which it subsequently fuses.  Once fused, 

however, the DI genome may replicate using the packaged N, P, L, and M2-1 proteins to 

generate proteins and possibly further DI genomes that can interfere with a researcher’s 

attempt to purify high titers of viable virus particles. 

 Each RNP filament containing a RNA genome then interacts with M in the cell 

cytoplasm in inclusion bodies for eventual trafficking to the cellular membrane for 

budding of a progeny virion [67].  This interaction is mediated by the M2-1 protein [68], 

making it a dual-use protein that functions both as a transcription anti-terminator at the 

onset of infection and as a structural component to ensure packaging of genomic RNA at 
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the end of the viral replication cycle.   Some Paramyxovirus M proteins have been 

shown sufficient for budding of virus-like particles (VLPs) without other viral proteins 

present [69-71], while others require additional viral proteins, such as F and/or N, for 

budding at maximum efficiency [64, 72, 73].  Finally, RSV M is trafficked to the apical 

budding surface and co-localized with F in lipid rafts to bring all of the structural 

components needed for a complete virus particle together [74]. 

 

 Contribution from the Host 

 As viruses are not classified as living organisms, they must utilize the molecular 

machinery and compounds of the host cell it infects to complete a replication cycle for 

generation of new virions to spread and infect new hosts for propagation of the input 

viral genome.  As negative-sense RNA viruses but unlike Orthomyxoviruses, 

Paramyxoviruses replicate in the cellular cytoplasm for efficient translation of viral 

proteins by host ribosomes [61].  The typical processes of other host proteins, however, 

are also subverted by Paramyxoviruses for transcription and morphogenesis of new 

generations of virus particles.  The matrix of Sendai virus has been shown to interact 

with cellular actin [75], and Measles virus particles and RSV particles have been shown 

to contain cellular actin [76, 77].  For human parainfluenza virus type 3 (PIV3), Sendai 

virus, and Measles virus, actin has been shown necessary for transcription of viral 

proteins by the virally encoded RNA-dependent RNA polymerase (RDRP) [78-80]. 

 For RSV, actin contributes to both trafficking of viral components to cell 

membranes and transcription of the viral genome by viral RDRP.  Transcription was first 

shown to require the presence of actin in a cell-free in vitro assay [81] and later shown to 

be enhanced by the cellular factor profilin [82].  RhoA, a member of the Ras GTPase 

superfamily, is known to modulate cellular actin [83, 84] and has been shown to interact 

with the F glycoprotein [84], which trafficks to the apical membrane for budding of the 
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virion.  Additionally, RhoA and actin are important for generation of filamentous 

Paramyxovirus virions [53, 85] and formation of syncytia from infection of several 

Paramyxoviruses [84, 86-88]. 

 

Virus Morphology 

 Budding RSV particles, to date, have been characterized predominantly as 

filaments of varying lengths [51, 52, 89, 90], mirroring those of Filoviruses Ebola and 

Marburg [91, 92], with few instances of spherical cross-sections [53, 93].  This variety of 

morphotypes is not surprising with respect to other Paramyxoviruses, such as Measles 

[55] and Sendai virus [56], as the structural hallmark of this family of viruses is its 

pleiomorphic nature.  Several negative-sense RNA viruses have a matrix protein but 

cannot be described with a single morphology unlike the unique bullet shape of 

Rhabdoviruses [94].  Influenza, a member of the Orthomyxoviridae [95], and Lassa virus, 

an Arenavirus [96], contain the M1 and Z proteins, respectively, whose major function is 

to illicit budding of RNP-coated genomes for formation of progeny virions, and also 

represent pleomorphic families of RNA viruses.  To delineate the truly predominant 3D 

morphotype of a budded particle in a cell-free context, supernatants from an infected cell 

culture must be visualized by electron tomography.  To this end, the characterization of 

RSV particles visualized through cryo-electron tomography is presented through various 

procedures of image processing. 
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CHAPTER II 

MATERIALS AND METHODS 

Virus Preparation 

 The RSV A2 strain was cultured in Hep-2 cells under batch conditions.  Virus 

particles were purified to a count of approximately 6 x 109 particles per ml (TCID50 titer = 

106 TCID50/ml).  Aliquot samples of this virus suspended in a 10mM Tris, 150 mM NaCl, 

1mM EDTA, pH 7.5 buffer were obtained from Advanced Biotechnologies Inc. 

(Columbia, MD). 

 

Sample preparation for cryo-ET 

 Four microliters of viral suspension were pippetted onto glow-discharged 

Quantifoil grids with application of 10nm BSA-treated or protein-A-treated colloidal gold 

as a fiduciary marker.  Grids were then plunge frozen into liquid ethane using either a 

Vitrobot Mark III or IV system. 

 

Data collection 

 Collection of tilt series through EM was performed on two microscopes:  1)  JEOL 

JEM-2200FS 200KV FEG-TEM with an in-column energy filter (slit width 20 eV) and a 4k 

x 4k Gatan Ultrascan CCD camera at Emory’s Robert P. Apkarian Integrated Electron 

Microscopy core; 2)  an FEI Titan Krios 300kV FEG-TEM with a GIF-2002 energy filter 

(slit width 20 eV) and a 4k x 4k Gatan Ultrascan CCD camera at Rocky Mountain 

Laboratories, Hamilton, MT.  Images were collected with pixel sizes of 0.446nm on the 

specimen.  The total electron dose of 120 e-/Å2 was fractionated over individual tilt series 

ranging from -62° to +62° of tilt.  Defocus on the specimens ranged from 4 to 6 µm under 

focus.  Tilt series images were collected automatically by Drs. Wright, Holl, Guerrero-
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Ferreira and Nair with tilt angle increments of 2° by using either SerialEM [97] or the FEI 

Tomography package. 

 

Image processing 

 Raw 16-bit tilt series were first modified in Bsoft [26] to adjust the pixel values 

from all negative values (i.e. signed) to all positive values (i.e. unsigned) to avoid errors 

in subsequent Fourier transform based reconstruction.  Unsigned tilt series were then 

reconstructed into tomograms using R-weighted back-projection in IMOD [22].  

Denoising consisted of the use of a bilateral filter [34] in Bsoft [26] (space sigma = 1, 

range sigma = 5 times raw dataset standard deviation, kernel size = 3x3), mean and 

median filters in Amira (Visage Imaging GmbH), or voxel averaging along the Z-axis of 

each tomogram in IMOD [22].  Graphical analysis was performed in either Excel or 

Prism (GraphPad software). 

Denoising:  Denoising algorithm development consisted of standard mean and median 

filters.  Each method was run using a three-by-three (3 x 3) sliding window for 2D 

denoising and a 3 x 3 x 3 sliding window for 3D denoising operations with dimensionality 

at the user’s discretion.  These statistical methods were sometimes augmented with a 

selectivity condition that only applied the denoising operation if the central pixel (for 2D) 

or voxel (for 3D) value was a unique maximum or minimum as compared to the other 

integer values in the window.  At each iteration, signal-to-noise ratio (SNR) was 

calculated as the window’s mean divided by its standard deviation.  Edges were handled 

by surrounding each dataset with a single pixel wide border of gray value around each 

slice of the tomogram such that the central peak subject to alteration would be derived 

from the dataset itself.   Before processing, the histogram of the 3D volume was 

equalized on the respective 8- or 16-bit scale to enhance initial contrast according to the 

dimensionality chosen by the user. 
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TubeTracker:  The feature tracking through tomogram volumes algorithm, TubeTracker, 

was designed as a C++ module for Amira (Visage Imaging) to follow continuous 

structures, especially RNP helix tubules, through a user-defined number of iterations, 

where the points in the feature’s trajectory were determined by the maximal cross-

correlation of a series of tangent planes generated from each previous point at angles 

ranging ±45° in the XZ plane (θ) and the YZ plane (ψ) about a central point, P.  The unit 

changes to populate a 2D tangent plane from θ and ψ proceeded according to the 

following formulae:  dx = Px + sin(θ); dy = Py + sin(ψ); and dz = Pz + cos(θ)cos(ψ).  The 

remaining user-defined ports and variables are as follows:  1)  Radio box for selection of 

tangent planes or tangent volumes; 2)  Choice of output volume type of raw tangent 

planes or rotational averages; 3)  User-defined diameter of tube to track; 4)  Lensing 

method to apply to each tangent plane before cross-correlation with choices “None”, 

“Spherical”, and “Gaussian”, weighting the values by a kernel of dimensions equal to the 

plane to each choice;  5)  Increment by which to vary the axial angle in degrees; 6)  

Angular increment for creation of a rotationally averaged tangent plane; 7) Vector length 

by which to create tangent planes for a point at each iteration; 8) Integer by which to 

sample input dataset such that the sampling distance between points is the reciprocal of 

the integer value entered; 9) Boolean to indicate full 45°-by-45° search range or only the 

cardinal axes as two separate phases to speed up calculation; 10) Boolean to indicate if 

dataset values should be inverted about its respective bit-level such that dark pixels 

representing density will have a higher value for calculation of the center of mass of 

each central plane at each iteration; and 11)  Boolean to indicate of each tangent plane 

should be normalized to a Gaussian distribution with a mean of zero and a standard 

deviation of 1.  To minimize deviations from the true trajectory, each iteration was 

concluded with a center of mass calculation to place the center of the tubular cross-

section at the center of the 2D tangent plane image.  Point coordinates were stored as 
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arrays of length equal to the number of iterations specified by the user.  Output from this 

module consisted of a “LineSet” object made from the points stored in the coordinate 

arrays and a 3D image, with each 2D slice consisting of the cross-section that maximally 

correlated with the original 2D slice. 
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CHAPTER III 

RESULTS 

RSV Morphology 

 Figure 1 shows a gallery of particles as classified by the presence of their 

respective structural components visible in 2D slices of the XY plane.  Designation of 

particles into Group 1 (Fig. 1A, D, and G) was dependent on the visualization of a 

defined matrix (M) layer interior to the viral membrane.  In each particle analyzed, the 

layer of M did not fully cover the interior surface of the membrane for any 2D cross-

section, but rather appeared as a single oligomeric patch or broken, disjointed patches 

spread unevenly around the virus.  With Group 2 viruses (Fig. 1B, E, and H), however, 

no visible layer could be distinguished as distinct from the membrane.  Similarly, Group 

3 viruses (Fig. 1C, F, and I) had no visible layer of density interior to the membrane that 

would indicate the presence of M.  Groups 2 and 3 did differ by the density of 

ribonucleoprotein within each virion with Group 2 viruses containing a more disperse 

array of herringbone structural density, indicative of a standard Paramyxovirus helical 

ribonucleoprotein (RNP), and Group 3 viruses being fully packed with RNP such that 

separation between strands was difficult to distinguish.  Images were averaged by five 

slices along the viewing axis (i.e. Z dimension) for enhanced contrast and clarity of 

structural features with respect to background noise and variation in surrounding 

densities not related to material derived from the virus, such as the suspension media. 

 The morphotypes for this Paramyxovirus purified from the supernatant of batch 

cultures was mostly spherical with an X to Y axial ratio of 1.013.  While the X-Y cross-

section yielded circular morphology, the Z dimension was smaller, due to compression of 

the ice layer surrounding each particle.  Common to all viruses, as seen in Figure 1, the 

F and G glycoproteins extended from the surface in varying concentrations around each 
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particle, sometimes clumping into groups of like height (Fig. 1E, white curve).  Elongated 

glycoproteins were the most abundant of the two in all cases. 

 
 

Fig. 1:  Three groups of RSV particles classified by structural densities present in 

2D cross-sections of tomograms 

RSV particles in Group 1 (A, D, and G) contain a second layer of density around the 

periphery of virions independent of the membrane, representing matrix protein 

oligomers.  Virions in Groups 2 (B, E, and H) and 3 (C, F, and I) had no visible layer of 

matrix but differed from each other by relative concentration of RNP densities within.    

Models for each group are presented in top row.  Scale bar = 100nm. 
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 With Group 1 viruses, the distances between structural densities in close 

proximity with the membrane were quantified by means of a linear profile perpendicular 

to the membrane (Fig. 2).  Values were inverted so that electron densities indicative of 

the biological specimen appeared as peaks and correlate to height on the graph as 

opposed to troughs, which is typical of pixel values in images.  The profiles extended 

from a glycoprotein through the membrane down through a cross-section of RNP, giving 

center-to-center measurements of 15.6 nm and 16.1 nm (B and C, respectively) between 

the glycoproteins and membrane densities and 4.5 nm between membrane and matrix 

densities (C only).  The RNP had a cross-sectional width of 8.9 nm and 9.6 nm (B and C, 

respectively), correlating with published crystal structures of nucleocapsid that measured 

10 nm [49].  In the profile traversing the matrix density an additional density, D, was 

seen.  This density appeared as a layer of points interior to M and seemed to be linking 

the RNP to the layer of M.  The center-to-center distance between M and D was 

calculated to be 9nm.  The smoothness of the graph can be attributed to a single use of 

the bilateral filter, as its usage was needed to delineate individual peak centers from 

surrounding noise for quantification. 
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Fig. 2:  Linear profile of electron densities through the RSV membrane 

A)  A 2D slice of a 3D tomogram of RSV.  Scale bar = 100nm. 

B)  Inverted profile values through area without matrix, indicating densities associated 

with glycoproteins (FG), the viral membrane (Me), and the edges of the RNP helix cross-

section. (X axis:  distance from membrane, nm; positive = external, negative = internal) 

C)  Inverted profile values through area containing matrix (Ma), also indicating densities 

associated with FG and RNP as in B).  An additional density, D, was visualized as well. 
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Tracking of RNP 

 To determine the trajectory of RNP through each particle, the “TubeTracker” 

algorithm was developed.  An initial 3D coordinate and tube diameter are input by the 

user along with an angular search range.  As shown in Figure 3, a 2D plane is 

constructed at the initial point (Fig. 3A, black circle) perpendicular to the viewing 

direction (i.e. Z axis).  From this 2D plane, a sphere of user-defined radius in pixels 

centered at the starting coordinate is searched for every θ (for X-Z angles) and ψ (for Y-

Z angles) at a vector length specified by the user for the user-defined angular search 

range, and a series of points is calculated for center coordinates of subsequent iterations 

(Fig. 3B).  At each center coordinate, a plane tangent to the sphere is constructed as an 

array of float values derived from the tomographic volume through trilinear interpolation 

and is then cross-correlated with the starting plane to find the most likely trajectory of the 

tubular structure (Fig. 3C).  After each search, the center coordinate of the plane 

exhibiting the highest cross-correlation value (i.e. closest to +1) is designated as the new 

center for tangent plane creation about a sphere (Fig. 3D).  This procedure continues for 

a user-defined number of iterations. 
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Fig. 3A:  Search sphere for generation of tangent planes 

At each iteration of TubeTracker, the center point of the current 2D plane is used as the 

center of a sphere.  From this center point, a Z axis is determined where θ and ψ are 

offset by 0 degrees from the previous iteration’s trajectory vector.  The X and Y axes of 

each plane are parallel to the X and Y axes of the dataset, respectively. 

 

 
Fig. 3B:  Center coordinates for tangent plane generation along normal vectors to 

search sphere 

Each center coordinate for tangent planes (black circles on sphere) is generated along 

vectors normal to the search sphere centered at current iteration’s tracked central 

reference point (black circle at intersection of X and Y axes).  Normal vectors (blue lines) 

are calculated from the reference Z axis by incrementing θ and ψ for a user-defined 

range by a user-defined increment. 
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Fig. 3C:  Tangent plane creation at center points on search sphere 

At each iteration, a plane of user-defined width and height is interpolated from the input 

3D volume at an angular range of ±45° along XZ axes (θ) and YZ axes (ψ) by 3D 

coordinates {x,y,z} = {sin(θ), sin(ψ), cos(θ)cos(ψ)}. 

 

 
Fig. 3D:  Creation of search sphere at center coordinate of tangent plane with best 

cross-correlation value 

After the first iteration, tangent planes are generated along vectors perpendicular to 

normal vectors of a subsequent search sphere centered at the previous iteration’s center 

coordinate from which the tangent plane generated produced the highest cross-

correlation value. 
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 The algorithm was tested in Amira using a hollow toroid as model data (Fig. 4A).  

Model volumes were constructed in ImageJ as binary 8-bit images (white value = 255, 

black value = 0) and converted to surface renderings automatically in Amira using the 

“LabelVoxel” option, which allows a user to create a volume based on thresholded 

ranges of input data from which to generate points for triangles of a surface.  The center 

coordinates were output as a series of 3D points with intervening distance of five voxels 

and connected by a line in Amira for ease of viewing the tube’s trajectory (Fig. 4B).  At 

each center coordinate of the first iteration (i.e. the initial point chosen by the user), a 

montage containing each tangent plane was output as an image for verification that the 

chosen point was indeed a cross-section perpendicular to the viewing axis (Fig. 4C). 
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Fig. 4A:  Planar toroid volume used for testing of TubeTracker 

module 

Left:  Two-dimensional slices of volume representing a 3D toroid 

generated in ImageJ. 

Top Right:  XY viewing angle of surface rendering generated in 

Amira 

Bottom Right:  XZ viewing angle of surface rendering generated in 

Amira 
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Fig. 4B:  LineSet object showing trajectory from TubeTracker for 50 iterations 

through transparent surfaces of 4A 

Top:  XY view 

Bottom:  XZ view 

White line:  Consecutive points of maximum cross-correlation values for 50 iterations 

 

 
Fig. 4C:  Tangent planes of first iteration of TubeTracker usage with planar toroid 

Each tangent plane from the tube center is created along the θ and ψ range of ±60° with 

an angular increment of ten degrees.  As visible here, the plane most like the cross-

section of the radially symmetric tube is that at θ = 0°, ψ = 0°. 
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 As the toroid was generated on a single plane with no shift in Y coordinates for 

the tube center, it was expected that only the X and Z values of center coordinates 

would vary.  With an angular search increment of five, however, this was not the case; 

therefore, an option was implemented for the user to generate volumes tangent to the 

search sphere instead of single planes (Fig. 5).  Each XY slice of the tangent volume 

was cross-correlated along its Z dimension, which was equal to the vector magnitude, to 

the starting plane and their cross-correlation values summed (i.e. cumulative cross-

correlation).  This yielded a reduced standard deviation (σ = 0.656) from the same 

initially chosen Y coordinate as compared with single tangent planes (σ = 0.716). 

 

 
Fig. 5:  Generation of tangent volume as series of tangent planes 

Black circles:  Center points for tangent plane generation 

Blue lines:  Normal vectors for tangent plane generation 

Black lines:  2D X and Y axes orthogonal to normal vector with θ = 0° and ψ = 0° 
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 TubeTracker was then tested on a helical toroid generated by the same ImageJ 

script that generated the planar toroid (Fig. 6A).  Fifty iterations along a vector 

magnitude of five and a search angle increment of three produced reasonable results 

with the simple tangent plane method (Fig. 6B).  For reasons unknown, the tangent 

volume method with this same angular search increment over the same search range of 

±45° did not complete the same number of iterations, but instead caused Amira to 

unexpectedly terminate; therefore, the search angle increment was increased to five, 

resulting in the creation of 1,805 (magnitude*192) tangent volumes instead of 4,805 

(magnitude*312) per iteration.  The results showed the same angular progression about 

the central axis of the helix as with the 50 iterations of the planar toroid. 
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Fig. 6A:  Surface renderings of tubular helix 

Top:  Two-dimensional slices of volume representing a 3D helix tube. 

Bottom Left:  XY view of surface rendering 

Bottom Right:  XZ view of surface rendering 

 

 

 

 

 
 

Fig. 6B:  LineSet object showing trajectory from TubeTracker performance of 50 

iterations through transparent surfaces of tubular helix in 6A 

Left:  XY view 

Right:  XZ view 
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 These toroids were generated for testing purposes but lacked the same speckled 

shot noise present in cryo-electron tomograms.  To this end, noise was added to the 

helical toroid in ImageJ in two stages and tested further.  After a single addition of 

speckled noise in ImageJ, TubeTracker was able to perform similarly to the noise-free 

volume with the same user-defined variables Fig. 7A).  Two additions of speckled noise 

also had minimal influence on the tracking accuracy (Fig. 7B). 

 

 
Fig. 7A:  TubeTracker performance of 50 iterations on tubular helix of Fig. 6 with 

one addition of speckle noise 

1)  XY view of helix isosurface rendering from 1. 

2)  XY view of helix isosurface rendering from 1 with LineSet showing TubeTracker 

performance for 50 iterations. 

3)  XZ view of 1. 

4)  XZ view of 2. 
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Fig. 7B:  TubeTracker performance of 50 iterations on tubular helix of Fig. 6 with 

two additions of speckle noise 

1)  XY view of helix isosurface rendering from 1. 

2)  XY view of helix isosurface rendering from 1 with LineSet showing TubeTracker 

performance for 100 iterations. 

3)  XZ view of 1. 

4)  XZ view of 2. 

 

 With these results in hand, TubeTracker was run on a raw RSV tomogram after 

reconstruction in IMOD.  The module initially progressed similarly to the toroid model 

volume but after a nominal number of iterations becomes skewed from the true RNP 

trajectory.  As electron density presents itself as darker voxel values, which are closer to 

zero on an 8-bit scale, the pixel values of the tomogram were inverted so that electron 

density would now appear white as in the model toroids.  This too, however, did not 

accurately trace the path of the RNP tubes.  It was concluded that additional denoising 

steps may be necessary even with the results of the additive noise of the model 

tomograms.  After the use of several local filters, these results remained unchanged.  

The application of global filters, too, was unsuccessful in enhancing the tracking of RNP 

tubules.  This may be due to an additional need not yet present in the algorithm to 

optimize the initial vector at the user-defined starting coordinate so that it is indeed 

started as a true cross-section of a tube. 
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Noise Reduction in RSV Tomograms 

 Attempts to reduce the interference of noise present in RSV tomograms were 

performed through the use of 2D three-by-three (3x3) local filters, including mean, 

median, and bilateral, from one to five iterations.  For minimization of smearing of signal, 

the mean and median filters were applied alongside their selective versions, which only 

altered the center pixel if it was found to be a unique maximum or minimum value in the 

3x3 sliding window (Fig. 8A and B, respectively).  These results were compared with the 

bilateral filter over five iterations (Fig. 8C) by means of a SNR calculation (Fig. 8D).  The 

SNR value rose most quickly with filters that changed the center pixel to an averaged 

value, whether weighted with the bilateral filter or unweighted with the mean filter.  The 

SNR slope was smallest with the selective filters over five iterations. 
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Fig. 8A:  3x3 Mean filter vs. 3x3 Selective Mean filter 

A 3x3 mean filter over-smoothes the tomogram slice much more rapidly than its 

selective version, which retains coherent separation between the membrane and matrix 

layers over more iterations by comparison. 
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Fig. 8B:  3x3 Median filter vs. 3x3 Selective Median filter 

Application of a 3x3 median filter shows more rapid smoothing than its selective 

counterpart.  Distinction between the membrane and matrix layers diminishes more 

slowly with the use of the selective median filter. 

 

  



 
 

38 

Iteration 3x3 Bilateral 

0 (Raw 
data) 

 

1 

 

2 

 

3 

 

4 

 

5 

 
 

 

 



 
 

39 

Fig. 8C:  3x3 Bilateral filter 

Application of a 3x3 bilateral filter shows rapid smoothing over five iterations with three 

iterations seeming to remain the least smeared while retaining relevant structural 

information. 

 

 

 

 

 

 

 
 

Fig. 8D:  SNR measurements for five iterations of mean, median, and bilateral 

filters 

After five iterations, selective application of the mean and median filters showed slower 

rise in SNR measurement than non-conditional application.  The mean filter showed 

fastest increase in mean to standard deviation ratio, and the bilateral filter has the next 

highest rate of increase, indicating that a simple average or weighted average is most 

effective at improving the SNR of a dataset. 
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CHAPTER IV 

DISCUSSION 

 

 Cryo-ET is a proven method to characterize the structural components of 

macromolecular assemblies and whole pleiomorphic viruses at the nanometer level 

scale in their native state [55, 56, 91, 94, 95].  With respect to RSV, this technology has 

never been applied, leaving current perceptions of RSV morphology and relative 

structural component orientations of limited value beyond a conceptual level.  By using 

this method to classify this virus according to its structural densities, the study presented 

here shows that the overall morphology of RSV derived from purification of viral 

supernatants may not necessarily be locked into a single morphotype, confirming the 

pleiomorphic nature of this Paramyxovirus.  This lack of rigidity in viral proteins typically 

classified for structural integrity – namely the matrix protein – seems to allow for the 

most thermodynamically stable conformation of spheres in an aqueous solution. 

 The undefined density, D, seen in several tomograms analyzed (Fig. 2C), may be 

the Pneumovirus-specific M2-1 protein.  This hypothesis is substantiated by previous 

work showing both its interaction with matrix and its binding capacity to the helical RNP 

complex [67, 98].  Should this idea be confirmed by other experiments, such as immuno-

EM of sectioned virus particles, it would confirm a structural function for M2-1 beyond its 

already characterized transcriptional and translational activities. 

 The TubeTracker module presented here shows promise in elucidation of tubular 

structural components in cryo-ET.  Its benefits lie in the simplicity of proven cross-

correlation methods given an a priori knowledge of a starting position for the structure of 

interest.  Additionally, this knowledge gives a user speed in analyzing continuous 

densities unlike other methods which compare the complete 3D volume to a model tube 

[99].  The test cases for this project were created as hollow tubes to model the RNP of 
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RSV, but the cross-correlation mechanism lends itself to potentially tracking other 

continuous densities, such as bacterial flagellum. 

 The cost of this algorithm’s accuracy comes with the speed in processing the 

creation and cross-correlation of each tangent plane interpolated from the raw tomogram 

in the search for the RNP trajectory.  The helical nature of the RNP may also disrupt 

tracking accuracy.  To overcome this, it may prove useful to compress the tangent 

volumes into single 2D projections.  This would differ from simple averaging along the 

direction normal to the search sphere around each point along the RNP trajectory by 

weighting the average radially such that the resultant tangent plane more resembles 

those of the model toroids.  Radial weighting of the average along each search angle 

would require additional a priori knowledge of the pitch to the RNP helix relative to the 

pixel spacing in the raw tomogram, but this information has been shown for RSV to be 

70Å, resulting in ten nucleocapsid subunits per turn [49].  As the module employs 

trilinear interpolation to fill tangent plane pixel values, this would be possible.  As the 

helical nature could then be represented accurately as a plane, the series of tangent 

planes output as a volume from this module may be used alongside Fourier-Bessel 

approaches for helical reconstruction to perform an in-place enhancement of the 

resolution of RNP in the tomogram. 

 

Interference of Noise 

 Structural analysis of tomographic volumes is hampered by the initial presence of 

punctate shot noise in the 2D images collected as a tilt series from the microscope then 

reconstructed into the final 3D volume by R-weighted Fourier back projection.  In this 

study, noise was dealt with post-reconstruction, as resolution in the tomogram suffers if 

the raw data is manipulated before the final volume is created.  This noise that remains 

in the datasets used for analysis with TubeTracker interfered with determining 



 
 

42 

trajectories of the tubular RNP molecules by contributing to a detriment in cross-

correlation value at each iteration because of the variance in the surrounding non-RNP 

densities.  For this reason, denoising operations may need to occur alongside the use of 

TubeTracker such that each tangent plane produced is denoised before cross-

correlating with the initial cross-section chosen by the user. 

 If the shot noise in the tilt series is not handled before reconstruction into a 

tomographic volume, as with the data presented here, the resulting noise in three 

dimensions presents itself as a small volume of noise rather than a single voxel that 

differs from its 27 neighboring voxels, or connected neighbors [100, 101].  To overcome 

this stipulation, an algorithm that progressively discriminates voxels as noise or signal 

based on an increasing sub-volume size may prove useful.  The caveat with this 

approach would be to establish a threshold size maximum that would prevent true 

densities derived from viral proteins from being inappropriately removed or smoothed 

away while still removing interfering densities in the surrounding milieu of supernatant 

media and internal volume of the virus.  The algorithm may then delineate larger 

structures of interest from those fragments of indescribable density in the milieu of 

supernatant media.  This method would, in theory, distinguish a low variability 

background of pixel values from much smaller regions that deviate from this background 

by an increasing radius approach over several iterations.  If successful, a threshold 

would be reached at the boundaries of structurally relevant densities, leaving relevant 

biological structures untouched while removing the unwanted interfering densities in the 

surrounding volume. 

 The selective application of the common local mean and median filters to 

extreme pixels in a 3x3 window showed enhancement over their usage without 

consideration to the nature of the pixel’s local environment.  By limiting their use to pixels 

that are the most extreme with reference to their neighbors, smoothing is lessened over 
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the same number of iterations.  Its rate of increase in SNR by the definition presented 

here, however, is also lessened.  As SNR was defined as the ratio of an image’s mean 

to its standard deviation, it makes sense that the mean filter would increase the SNR 

value most quickly over other methods, as seen in these results.  The bilateral filter, too, 

demonstrates a rapid increase in SNR.  Since it is a Gaussian weighted mean filter that 

includes the central pixel’s relationship to its neighbors in terms of both distance and 

pixel value, it can be thought of as a simple mean filter with a kernel that varies over its 

X and Y coordinates rather than a uniform contribution of each pixel in the neighboring 

window. 

 As the median filter uses existing values present in the 3x3 window to fill the 

center pixel instead of an average of surrounding pixels’ values, its rate of increase in 

measurement of SNR is slower than that of rote averaging mechanisms.  Its smoothing, 

though, is also relatively slow as compared to these methods.  This indicates that the 

median filter allows a user to adjust the level of its use to a number of iterations that 

provides adequate smoothing of structural densities without blurring the distinction 

between adjacent features. 

 The advantage of these selective filters is their ability to tune their application to 

the user’s needs for clarity of viral structural densities versus background noise in 

electron tomograms.  Currently, the only criterion for use of a selective filter is whether or 

not a pixel is a unique minimum or maximum value when compared to its 8-connected 

neighbors.  Beyond the simple limit of a maximum number of iterations, the filters will not 

affect the same pixel upon consecutive iterations because the pixel will no longer be an 

extreme value in its local neighborhood.  The number of extreme values in a 3x3 

neighborhood will diminish, then, with successive iterations, leading to a limit inherent in 

the algorithm’s design such that denoising will no longer occur in 2D slices of a 3D 

volume once the number of local extreme values reaches zero.  This number of 
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iterations would be reached more quickly by the selective median filter than the selective 

mean filter as new values are not generated during its application.  If this extreme value 

limit is reached before the user decides that denoising is complete, then it may prove 

useful to repeat the application with a five-by-five denoising window using the same 

limits. 

 

Improvements in TubeTracker 

 The algorithm currently used for TubeTracker stems from established 

mathematical methods for aligning image subsections to their respective locations in the 

image as a whole through cross-correlation.  It is reasonable that smaller angular 

increments for creating tangent planes against the search sphere would increase the 

likelihood of achieving a better trajectory, so this port for the module should be converted 

from integer valued input to float values, allowing for decimal-level  incrementing for θ 

and ψ in tangent plane creation.  Potential memory issues may be overcome by 

implementing a function to update an existing plane with new values to avoid creation 

and deletion issues that may be present with the current programming.  The center of 

mass calculation has been improved from integer to float accuracy but is not applied to 

the initial plane created at the user-defined starting coordinate.  Using this function on 

the starting plane may improve the trajectory by centering the tubular cross-section 

before subsequent cross-correlation occurs that would favor an orientation that is at an 

unfavorable angular offset.  This function, however, would require the input tomogram to 

be inverted so that structural density of interest contributes more to the centering than 

the surrounding noise and non-structural information. 
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