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Abstract 
 

Time series analysis of air pollution and health accounting for covariate-dependent 
overdispersion 

 
By: Anqi Pan 

 
 
The time series study design is routinely used to estimate short-term associations between 
various adverse health outcomes and exposures to ambient air pollutants. This is 
accomplished by analyzing daily air pollution concentrations and aggregated counts of 
adverse health events over a geographical region via a Poisson log-linear model under the 
assumption of constant overdispersion. In this paper, we develop covariate-dependent 
Bayesian generalized Poisson and negative binomial models to account for potential time-
varying overdispersion. The proposed models are applied to a time series study of daily 
emergency department visits for respiratory diseases and ozone concentration in Atlanta, 
Georgia during the period 1999 to 2009. Allowing for covariate-dependent overdispersion 
results in a reduction in ozone effect standard error, while the ozone-associated relative 
risk remains robust to different model specifications. Through simulation studies, we 
similarly found that the standard quasi-Poisson approach can result in larger standard error 
for the air pollution effect estimate when the constant overdispersion assumption is 
violated. Our findings suggest that improved characterization of overdispersion may result 
in more accurate and precise health effect estimates in studies of short-term environmental 
exposures. 
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1. Introduction 

Epidemiologic studies in the last two decades have consistently reported positive short-

term associations between ambient air pollution and various adverse health outcomes, 

including mortality, hospital admissions, and emergency department visits [1–3]. The 

majority of these studies employed a time series study design to estimate associations 

between daily ambient air pollutant concentrations and aggregated counts of adverse health 

events via Poisson log-linear models. Overdispersion in the health outcome is common and 

is routinely accounted for by scaling the standard error of the health effect estimate when 

performing inference. However, to our knowledge, all previous studies assumed that the 

dispersion parameter to be constant across time.  

 

Results from time series studies have provided crucial scientific evidence for setting 

regulatory air quality standards worldwide. Previous methodological work has focused 

mainly on confounder selection [4–5], exposure measurement error [6–7], and distributed 

lag effects [8–9]. The main objective of this paper is to investigate time-varying 

overdispersion in time series analysis of air pollution and health. A better characterization 

of overdispersion may further improve the accuracy and precision of health effect 

estimates. We are also interested in identifying variables that are associated with 

overdispersion that may offer additional insights on the role of environmental risk factors 

on mortality and morbidity.  For example, the knowledge of when additional variation in 

adverse health outcome is expected can be used for health service management and 

emergency preparedness.   
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Several models have been widely utilized to accommodate overdispersion in count data. 

Examples include generalized Poisson, negative binomial, zero-inflated, and zero-altered 

models. Covariate-dependent dispersion modeling, also known as double generalized 

linear model (DGLM), was first proposed by Symth [10]. DGLM and its extensions have 

been utilized mainly in insurance claims applications [11–14]. This modeling approach has 

not been applied to air pollution and health studies, or more broadly in environmental 

epidemiology. In this paper, we investigate covariate-dependent Bayesian generalized 

Poisson and negative binomial models; these two models are attractive because they are 

frequently used in public health and both have a single dispersion parameter [15, 16].  We 

applied the proposed models to an analysis of ground-level ozone and emergency 

department (ED) visits for respiratory diseases in Atlanta, Georgia.    

 

The remainder of this paper is organized as follows. Section 2 describes the exposure and 

health data of the motivating Atlanta time series study. Section 3 describes the standard 

Poisson log-linear model, the proposed covariate-dependent overdispersion models, and 

estimation procedure. Section 4 describes two simulation studies examining impacts on 

health effect estimation when overdispersion is incorrectly assumed to be constant across 

time. Section 5 presents results of the Atlanta data analysis and discussion appears in 

Section 6.  

 

2. Atlanta Emergency Department Visit and Air Quality Data 

We obtained individual-level ED visit data from two sources for the 20-county Atlanta 

metropolitan area, GA, USA. For the period 1999 to 2004, patient records were obtained 
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directly from 41 of 42 hospitals; and for the period 2005 to 2009, data from the same 

hospitals were obtained from the Georgia Hospital Association. Individual-level ED visits 

for respiratory diseases were aggregated to daily counts. Respiratory-related ED visits were 

identified using primary International Classification of Diseases 9th Revision (ICD-9) 

diagnostic codes of upper respiratory infection (ICD-9 codes: 460–465, 466.0, 477), 

bronchiolitis (ICD-9 codes: 466.1, 466.11, 466.19), pneumonia (ICD-9 codes: 480–486), 

chronic obstructive pulmonary disease (ICD-9 codes: 491, 492, 496), and asthma/wheeze 

(ICD-9 codes: 493, 786.07).   

 

Daily population-level exposure to ambient ozone pollution (8-hour maximum average) 

was derived by combining measurements from 27 ozone monitors in Georgia and outputs 

from the numerical model Community Multi-Scale Air Quality (CMAQ) [17]. CMAQ is a 

chemical transport model that simulates ozone concentrations at a 12km gridded resolution 

using meteorology data, inventory of emission sources, and state-of-the-art knowledge on 

atmospheric physics and chemistry. Even though CMAQ provides complete spatial and 

temporal coverage, its simulations are known to exhibit bias and need to be calibrated by 

observations. We utilized results from a previously developed calibration method that 

optimally combines temporal variation in monitoring measurements and spatial variation 

in CMAQ simulations [18]. This calibration method has been shown to have high 

prediction performance in cross-validation experiment with an R2 of 0.87. We used 

estimated ozone concentrations at a 12km gridded resolution to calculate daily population-

weighted averages using tract-level population estimates from the US census in order to 
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better reflect population-level exposure in a time-series design [19]. Local meteorological 

conditions from the Atlanta Hartsfield International Airport. 

 

3. Methods 

3.1 Time Series Analysis of Air Pollution and Health 

We first describe the standard Poisson log-linear model to examine associations between 

daily levels of air pollution and daily counts of adverse health outcomes [20]. The basic 

form of the model for our ozone and ED visit analysis is given by: 

𝑌"~𝑃𝑜𝑖𝑠𝑠𝑜𝑛	  (	  𝜇") 

𝐿𝑜𝑔 𝜇" = 𝛼 + 𝛽𝑥" + 𝑓 𝑡𝑒𝑚𝑝" + 𝑔 𝑑𝑒𝑤𝑝𝑡" + ℎ 𝑡𝑖𝑚𝑒" 	   

where 𝑌" is the count of the outcome of interest on day t and 𝑥"	  is the corresponding ozone 

exposure. The parameter of interest, 𝛽, represents the log relative risk of the short-term 

(acute) association between exposure and the health outcome. The model also includes 

smooth functions of temperature (𝑡𝑒𝑚𝑝") and dew-point temperature (𝑑𝑒𝑤𝑝𝑡") to control 

for short-term effects of meteorology and a smooth function of calendar date (𝑡𝑖𝑚𝑒") to 

control for long-term and seasonal trends. Overdispersion is accounted by assuming 

Var 𝑌" = 𝜙𝜇" and inferences is conducted via a quasi-likelihood approach.  

 

For our motivating analysis of ozone and ED visits for respiratory disease, the exposure of 

interest is defined as the population-weighed 3-day moving average (of 0-, 1-, and 2-day 

lags) of daily ozone concentration. Effects of meteorology were modeled using natural 

cubic splines with 6 equidistant knots for both moving averages (of 0-, 1-, and 2-day lags) 

of daily average temperature and dew point temperature. Time trend was modeled using 
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natural cubic splines with monthly knots. The model also included the following additional 

covariates: indicator variables for day-of-the-week, holidays and the warm season (March 

to October), as well as indicators for the entry and exit of hospitals over time, which had 

influence on ED visit counts.  

 

3.2. Time Series Analysis with Covariate-dependent Overdispersion 

We propose to account for covariate-dependent overdispersion under either the generalized 

Poisson (GP) regression or the negative binomial (NB) regression setting. The likelihood 

function of 𝑌" for GP is given by:  

𝑓 𝑦", 𝜇", 𝜔" = (1 − 𝜔")𝜆"
1 − 𝜔" 𝜇" + 𝜔"𝑦" CDEF

𝑦"!
𝑒E FEHD IDJHDCD  

where 𝜇" = 	  𝐸 𝑌"  is specified similarly as in the Poisson model with a log link function. 

Parameter 𝜔" 	  ∈ [0,1] captures time-varying overdispersion, which we parameterize using 

the cumulative distribution function of the standard normal distribution:   

𝜔" = Φ(𝜃") 

𝜃" = 𝒁𝒕𝜼	   

where 𝜃" is the Z score and 𝒁𝒕 is a vector of covariates (including an intercept) with 

corresponding regression coefficient vector 𝜼. The likelihood function of 𝑌" for NB is given 

by:  

𝑓 𝑦", 𝜇", 𝛾" =
𝑦" + 𝛾" − 1

𝑦"
𝛾"

𝛾" + 𝜇"

VD
(1 −

𝛾"
𝛾" + 𝜇"

)CD 

where 𝜇" = 	  𝐸 𝑌"  and parameter 𝛾" > 0 describes overdispersion, which we transform 

using the natural log function to include time-varying covariates.  
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GP and NB can both account for overdispersion in count data. However, the amount of 

dispersion in GP is independent of the mean, while this is not true of NB. Specifically, for 

GP models, 𝑉𝑎𝑟 𝑌" = 𝜇"(1 − 𝜔")E[, and the amount dispersion is proportional to 𝜔". 

The Poisson distribution is a special case of GP with 𝜔 = 0. For NB models, the variance 

is given by  𝑉𝑎𝑟 𝑌" = 𝜇" 1 +	  ID
VD

. Hence overdispersion is inversely proportional to 𝛾", 

and is a function of the mean.  

 

3.3 Estimation 

Parameter estimation was conducted via Markov chain Monte Carlo (MCMC) under a 

Bayesian framework in R version 3.3.1 [21]. For both GP and NB models, we assumed a 

normal distribution with mean zero and large variance (1×10]) for each regression 

coefficient in the mean 𝐸 𝑌"  model and in the dispersion model. The vectors of regression 

coefficients in the mean and the dispersion model were updated as blocks iteratively using 

random walk Metropolis-Hastings algorithm where the acceptance parameters were tuned 

to be around 25%. For model comparison, we used the deviance information criterion 

(DIC). DIC is defined as DIC=𝐷 + 𝑝_, where 𝐷 is a measure of model fit and 𝑝_ is a 

penalty for model complexity [22]. In Bayesian hierarchical models, 𝑝_ also represents the 

effective parameters. Smaller values of DIC suggest better model fit. We discarded the first 

5000 MCMC samples and inference was conducted using a total of 20,000 posterior 

samples after burn-in. 

 

4. Simulation Studies  
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We conducted two simulation studies to evaluate estimation performance of the log relative 

risk for air pollution (parameter 𝛽) when time-varying overdispersion is ignored in a time-

series analysis. We repeatedly generated time series of ED visit counts following either the 

GP or the NB model with various covariate-dependent overdispersion specifications. Using 

the observed exposure and confounder variables, we assumed the true effect of ozone to 

have a log relative risk of 0.04 per inter quartile range (IQR) increase in concentration. 

Regression coefficients for all other confounders (e.g. meteorology and time splines) were 

set at the estimated values from real data. We then compared estimates of 𝛽 obtained using 

the standard approach, i.e. via a quasi-Poisson model (QP), and the true data-generating 

model. Estimates were compared based on bias, root mean square error (RMSE), 95% 

confidence/posterior interval coverage rate, and average standard errors/posterior standard 

deviation across 2,000 simulations.  

 

In the first simulation study, we defined GP and NB overdispersion models based on the 

analysis of actual Atlanta ED visits and ozone data. Specifically, the covariate vector 𝒁 in 

dispersion models included an intercept, indicator for holidays, indicator for weekday, 3-

day moving average temperature and a smooth function of calendar date modeled using 

natural cubic splines with 5 degrees for freedom. We also considered dispersion models 

with and without an ozone effect. Results for the first simulation study are shown in Table 

1. To assess the amount of overall dispersion induced by the time-varying dispersion model 

across days, we used the dispersion parameter estimated from a QP model.  We found that 

in the presence of time-varying overdispersion, estimates of ozone health effect from QP 

models were associated with larger bias, RMSE, and average standard error. The higher 
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RMSE is mainly driven by increase in standard error (about 20%). Hence, the common 

practice of scaling the variance of the estimated coefficient by a constant dispersion 

parameter may reduce statistical power considerably if time-varying overdispersion is 

present. In addition, we did not find evidence of poorer estimation performance if the 

exposure of interest (ozone concentration) also affects overdispersion.   

 

In the second simulation study, we specified the dispersion model to induce various degrees 

of overdispersion using temperature as a covariate (i.e. 𝜃" = 𝜂 + 𝜅𝑡𝑒𝑚𝑝"). The goal was 

to examine whether larger degree of time-varying overdispersion impacts estimation 

performance more severely when the standard QP approach is used. Temperature was 

chosen because it is moderately correlated with ozone concentration (Pearson correlation 

= 0.68). We kept the intercept fixed and evaluated 3 different 𝜅 values for temperature in 

both GP and NB models. Results of the second simulation study are shown in Table 2. For 

GP models, the average standard error and RMSE for ozone estimates were consistently 

higher than when QP models were used; the relative difference also increases as dispersion 

increases. Differences in bias and coverage rate were minimal. Results for NB models are 

similar to GP models; however, we did not observe an increasing trend in relative 

difference in average standard error and RMSE as dispersion increases.  

 

5. Application to Atlanta Emergency Department Visit and Ozone 

Asthma and respiratory ED visits during the entire study period (1999-2009) totaled 

1,536,907 with a mean of 384 visits per day. Daily ozone exposure, defined as the 3-day 
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moving population-averaged, had a mean concentration of 43.8 ppb, a standard deviation 

of 17.4 ppb, and an IQR of 24.9 ppb. 

 

We first examined various GP and NB covariate-dependent overdispersion models. 

Estimated log RR, 95% posterior interval, and DIC are given in Supplementary Table S1 

and Table S2. For both GP and NB models, DIC is the smallest for an overdispersion model 

that includes the following covariates: indicator variable for holidays, indicator variable 

for weekday, 3-day moving average of temperature and a smooth function of calendar date 

modeled using cubic linear splines with 5 degrees of freedom. Including ozone 

concentration in both the GP and the NB overdispersion model further reduced DIC. We 

found that including covariates in the overdispersion resulted in a decrease in DIC value of 

580 for the NB model and 300 for the GP model, indicating that modeling time-varying 

overdispersion resulted in better model fit. Overall, NB models outperformed GP models 

in terms of DIC. 

 

Estimated associations between ED visits for respiratory diseases and 3-day moving 

average ozone concentration from different modeling approaches are given in Table 3. 

Associations are presented as log relative risk (RR) per IQR increase in ozone 

concentration. From the standard quasi-Poisson log-linear model, the estimated log RR is 

0.042, with a standard error 0.007 and a 95% CI (0.028, 0.055). This estimate is nearly 

identical to those estimated from the Bayesian GP and NB model where overdispersion 

was assumed constant (i.e. intercept only models). Accounting for covariate-dependent 

overdispersion resulted in some smaller log relative risks, especially for GP models. Most 
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notably, the standard error associated with the ozone effect reduced considerably (about 

30% for the model with the smallest DIC). Table S3 gives the estimated regression 

coefficients and 95% posterior intervals for the overdispersion model. For both GP and NB 

models, we found that weekday, temperature, and ozone concentration were associated 

with a reduction in overdispersion, while holidays were associated with higher 

overdispersion. Figure S1 and Figure S2 show the estimated temporal trends in 

overdispersion. Both figures show slight general increasing trends in overdispersion from 

year of 1999 to 2009. 

 

6. Discussion 

We investigated covariate-dependent overdispersion under either the generalized Poisson 

(GP) regression or the negative binomial (NB) regression setting for conducting time series 

analysis of air pollution and health data. Through simulation experiments and real data 

analysis, we found that the standard quasi-Poisson approach can lead to larger standard 

errors when overdispersion is not constant in time. In our ozone and ED visit analysis, the 

standard quasi-Poisson approach resulted in a 40% increase in the log RR standard error. 

We chose this particular application due to the strong association observed in previous 

epidemiologic studies; however, statistical power may be impacted considerably for other 

pollutants and health outcomes.   Environmental epidemiologic studies are typically 

observational and aim to estimate small health effects.  As researchers continue to conduct 

large population-based time series studies to estimate acute associations between various 

environment exposures and health outcomes, our findings suggest that improved 

characterization of overdispersion may result in more accurate and precise health effect 
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estimates. Recently, the time series approach has also been applied to estimate health 

effects of temperature [24], extreme rainfall [25], and pollen [26]. We chose to conduct 

Bayesian inference to fully account for various sources of uncertainty, particularly for the 

overdispersion parameters. In practice, these models can be implemented in software 

packages such as JAGS and WinBUGS, and are recommended when large overdispersion 

is observed.  

 

Several aspects of modeling covariate-dependent overdispersion warrant further 

investigation, especially in the context of health effect estimation. First, we only considered 

count models that account for overdispersion. While, the generalized Poisson distribution 

can be parametrized to accommodate underdispersion, estimation becomes more 

challenging due to the constraints on the dispersion parameter. Second, GP and NB models 

can be viewed as Poisson mixture distributions, and other count data distributions maybe 

be of interest to better characterize various health data. For example, GP exhibits heavier 

tails when the first two moments of GP and NB are fixed [23]. Third, our time-varying 

overdispersion is completely driven by covariates. It is also possible to incorporate random 

effects in the dispersion model to better capture unexplained heterogeneity. Finally, we 

only compared different model specifications for the dispersion because the mean model 

is well established from previous health analyses. Joint selection of the mean and the 

dispersion model to adequately control for unmeasured confounders requires further 

investigation. 
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Table 1. Estimation results for the ozone log relative risk using standard quasi-Poisson 
(QP) model when data are simulated from generalized Poisson (GP) or negative binomial 
(NB) models with time-varying overdispersion that are either dependent or independent 
of ozone level.  
 Model Ozone Independent Ozone Dependent 

GP NB GP NB 
True QP True QP True QP True QP 

Bias (per IQR × 100) 0.10 0.10 0.09 0.10 -0.02 -0.02 0.08 0.09 
RMSE ( per IQR × 
100) 

0.61 0.69 0.59 0.69 0.60 0.68 0.58 0.67 

95% Interval Coverage 0.93 0.96 0.94 0.95 0.94 0.96 0.94 0.96 
Average SE (per IQR 
× 100) 

0.58 0.71 0.57 0.70 0.58 0.71 0.57 0.70 

Average 
overdispersion 

3.90 3.80 3.88 3.77 

The dispersion model includes indicator variables for weekday, indicator variable for holiday, 
3-day moving average of temperature and a smooth function of calendar date with 5 degrees of 
freedom. 
RMSE: root mean squared error; SE: standard error or posterior standard deviation, IQR: 
interquartile range 
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Table 2. Estimation results for the ozone log relative risk using standard quasi-Poisson 
(QP) model when data are simulated from generalized Poisson (GP) or negative binomial 
(NB) models with varying degrees of overdispersion due to daily temperature. 

GP 

Average overdispersion 1.16 4.46 14.22 
 True QP True QP True QP 
Bias (per IQR × 100) 0.03 0.05 0.05 0.05 0.14 0.10 
RMSE(per IQR × 100) 0.36 0.39 0.67 0.73 1.22 1.30 
95% Interval Coverage 0.96 0.95 0.94 0.96 0.94 0.96 
Average SE(per IQR × 100) 0.37 0.39 0.65 0.76 1.20 1.36 

NB 

Average overdispersion 1.23 4.74 16.78 
  True QP True QP True QP 
Bias (per IQR ×100) -0.01 -0.01 0.02 0.03 -0.01 -0.01 
RMSE (per IQR × 100) 0.39 0.39 0.69 0.77 1.42 1.49 
95% Interval Coverage 0.93 0.96 0.94 0.96 0.93 0.95 
Average SE (per IQR × 100) 0.38 0.40 0.67 0.79 1.36 1.48 

RMSE: root mean squared error; SE: standard error or posterior standard deviation, IQR: 
interquartile range. 

 
 
 
 
 
  



16 
 

Table 3. Estimated ozone log relative risk per interquartile range increase in daily 
emergency department visits for asthma and other respiratory diseases from different 
modeling approaches. 
Model Covariate in 

Dispersion 
Ozone Estimate SE 95% CI DIC 

QP NA 0.042 0.007 (0.028 - 0.055) NA 

GP 
Intercept only 0.041 0.007 (0.026 - 0.056) 40315 
No Ozone* 0.037 0.006 (0.026 - 0.049) 39806 
With Ozone* 0.037 0.005 (0.027 - 0.048) 39788 

NB 
Intercept only 0.041 0.007 (0.026 - 0.056) 39959 
No Ozone* 0.038 0.005 (0.028 - 0.049) 39697 
With Ozone* 0.041 0.005 (0.030 - 0.052) 39670 

Model for dispersion also includes indicator variable for weekday, indicator variable for 
holiday, 3-day moving average of temperature and a smooth function for calendar date. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



17 
 

 
SUPPLEMENTARY MATERIALS 

 

 

  



18 
 

Table S1. Posterior summaries for the ozone log relative risk estimated by generalized 
Poisson regression with different overdispersion models. 
Model Overdispersion Model Mean  SD  95% Posterior 

interval 
DIC 

GP 

Intercept only 0.0017 0.0003 (0.0011 - 0.0024) 40315 
Weekday 0.0015 0.0003 (0.0010 - 0.0020) 40319 
Warm season 0.0014 0.0002 (0.0009 - 0.0019) 39910 
Holiday 0.0016 0.0002 (0.0012 - 0.0020) 40281 
Temperature 0.0013 0.0002 (0.0009 - 0.0017) 39952 
Dew-point Temperature 0.0015 0.0003 (0.0009 - 0.0020) 40047 
Date 0.0018 0.0002 (0.0014 - 0.0020) 40227 
Ozone 0.0014 0.0003 (0.0010 - 0.0020) 40006 
Weekday, Holiday, Temperature, 
Date 

0.0015 0.0002 (0.0011 - 0.0020) 39806 

Weekday, Holiday, Temperature, 
Date, Ozone 

0.0015 0.0002 (0.0011 - 0.0019) 39788 

Covariates above denotes the following, Weekday: indicator variable for weekday, Warm 
season: indicator variable for warm season in Atlanta, Holiday: indicator variable for federal 
holidays, Temperature: 3-day moving average of daily average temperature, Dew point 
Temperature: 3-day moving average for dew point temperature, Date: a smooth function for 
calendar date modeled using cubic linear splines with 5 degrees of freedom, and Ozone: 3-day 
moving average of population-weighted ozone. 
Mean: Posterior mean; SD: Posterior standard deviation. 
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Table S2. Posterior summaries for the ozone log relative risk estimated by Negative 
Binomial regression with different overdispersion models. 
Model Overdispersion Model Mean  SD  95% Posterior 

interval 
DIC 

NB 

Intercept only 0.0017 0.0003 (0.0011 - 0.0021) 39959 
Weekday 0.0016 0.0003 (0.0011 - 0.0021) 39957 
Warm season 0.0015 0.0003 (0.0010 - 0.0019) 39774 
Holiday 0.0017 0.0002 (0.0013 - 0.0022) 39938 
Temperature 0.0015 0.0002 (0.0010 - 0.0019) 39824 
Dew-point Temperature 0.0016 0.0002 (0.0011 - 0.0020) 39858 
Date 0.0018 0.0003 (0.0011 - 0.0024) 39902 
Ozone 0.0016 0.0003 (0.0012 - 0.0021) 39850 
Weekday, Holiday, Temperature, 
Date 

0.0015 0.0002 (0.0011 - 0.0020) 39697 

Weekday, Holiday, Temperature, 
Date, Ozone 

0.0016 0.0002 (0.0012 - 0.0021) 39670 

Covariates above denotes the following, Weekday: indicator variable for weekday, Warm 
season: indicator variable for warm season in Atlanta, Holiday: indicator variable for federal 
holidays, Temperature: 3-day moving average of daily average temperature, Dew point 
Temperature: 3-day moving average for dew point temperature, Date: a smooth function for 
calendar date modeled using cubic linear splines with 5 degrees of freedom, and Ozone: 3-day 
moving average of population-weighted ozone. 
Mean: Posterior mean; SD: Posterior standard deviation. 
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Table S3. Posterior regression estimates and 95% posterior intervals for the defined GP 
and NB models. 
 GP NB 
Covariate Estimate 95% Posterior interval Estimate 95% Posterior interval 
Intercept 1.428 (1.232, 1.632) 2.364 (1.936, 2.779) 
Weekday -0.108 (-0.174, -0.040) 0.288 (0.140, 0.436) 
Holiday 0.497 (0.356, 0.631) -1.094 (-1.435, -0.769) 
Temperature -0.017 (-0.021, -0.014) 0.026 (0.019, 0.033) 
Ozone -0.006 (-0.009, -0.003) 0.007 (0.001, 0.014)  
Covariates above denotes the following, Weekday: indicator variable for weekday, Holiday: 
indicator variable for federal holidays, Temperature: 3-day moving average of daily average 
temperature, and Ozone: 3-day moving average of population-weighted ozone. 

 


