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#### Abstract

The Polyadenosine RNA Binding Protein ZC3H14 is Required in Mice for Proper Working Memory, Synaptosomal Composition, and Dendritic Spine Density and Morphology

By Stephanie Jones ZC3H14 (Zinc finger CysCysCysHis domain-containing protein 14), an evolutionarily conserved polyadenosine (poly(A)) RNA binding protein, is lost in a form of heritable, nonsyndromic autosomal recessive intellectual disability. This observation shows that ZC 3 H 14 is essential for proper brain function. To investigate the role of ZC 3 H 14 in the mammalian brain, we have generated a novel $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mutant mouse model. Utilizing these mice, we provide the first in vivo functional characterization of ZC3H14. The Zc3h $14^{\Delta e x 13 / \Delta e x 13}$ mice show defects in working memory, suggesting that loss of ZC 3 H 14 may affect brain regions associated with memory, such as the hippocampus. Analysis of $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ hippocampi show loss of ZC3H14 results in elongated bulk RNA poly(A) tails, decreased dendritic spine density both in situ and in vitro, and altered steady-state proteins to include postsynaptic proteins such as CaMKII $\alpha$. CaMKII $\alpha$ is critical in synaptic plasticity, which is a process highly implicated to underlie learning and memory. Loss of ZC3H14 results in increased levels of CaMKII $\alpha$ in synaptosomes, as well as reduction of in vitro mushroom spine density, which is rescued upon exogenous ZC3H14 expression. In addition, ZC3H14 associates with CaMKII mRNA and is detected in synaptosomes, suggesting CaMKII $\alpha$ may be a ZC3H14 RNA target. Together, the results generated from this novel mouse model suggest that ZC 3 H 14 is required in higher order brain function by regulating targets critical to proper neuronal function.


The Polyadenosine RNA Binding Protein ZC3H14 is Required in Mice for Proper Working Memory, Synaptosomal Composition, and Dendritic Spine Density and Morphology

## By

Stephanie Jones<br>B.S., Pacific Lutheran University, 2012

Advisor: Anita H. Corbett, Ph.D.

A dissertation submitted to the Faculty of the
James T. Laney School of Graduate Studies of Emory University in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Genetics and Molecular Biology

## Table of Contents

Chapter 1: Introduction to Dissertation ..... 1
1.1 RNA Binding Proteins Confer Fundamental Cellular Functions and Their
Dysregulation Can Result in Major Tissue-Specific Disorders ..... 2
1.2 Neurons Rely on Complex Regulation of RNA: Long-Distance mRNP
Transport/Localization and Local Translation ..... 6
1.3 Dendritic Spines are a Spatiotemporally Dynamic Morphological Feature of Neurons11
1.4 Dendritic Spine Function and Structure is Dependent on Components of the Post- Synaptic Density

$\qquad$
14
1.5 Spine Dynamics in Neuronal Disorders ..... 19
1.6 ZC3H14 Function in Neurons ..... 22
1.7 Summary and Prevailing Questions ..... 27
Chapter 2: The RNA-binding protein, $\mathbf{Z C} 3 H 14$, is required for proper polyadenylation, expression of synaptic proteins, and brain function in mice ..... 40
2.1 Introduction ..... 41
2.2 Results ..... 44
2.2.1 Generation and confirmation of $\mathrm{Zc} 3 h 14^{4 e x 13 / \Delta e x 13}$ mice ..... 44
2.2.2 ZC 3 H 14 is not essential but is required for normal litter and testis size46
2.2.3 Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ mice show altered ventricles in the brain ..... 47
2.2.4 Zc3h14 $4^{\text {exx13/यex13 }}$ mice have impaired working memory but intact learning48
2.2.5 Zc3h14 ${ }^{\text {Lex13/Lexl3 }}$ mice have normal visual function and exhibit normal motor
function and coordination ..... 50
2.2.6 Zc3h14 is required for proper poly(A) tail length control ..... 51
2.2.7 Increased expression of synaptic proteins in Zc3h14 4 dex13/यex13 mice52
2.3 Discussion ..... 56
Chapter 3: The Polyadenosine RNA Binding Protein ZC3H14 is Required in Mice for Proper Dendritic Spine Density ..... 81
3.1 Introduction ..... 82
3.2 Results ..... 85
3.2.1 Spine density in the dentate gyrus is decreased in adult mice upon loss of ZC3H14 ..... 85
3.2.2 Loss of ZC3H14 does not alter dendritic arbor development in cultured primary hippocampal neurons ..... 86
3.2.3 Loss of ZC3H14 causes a decrease in dendritic spine density in culturedprimary hippocampal neurons .............................................................. 87
3.2.4 Overexpression of ZC3H14 increases dendritic spine density, specifically by
increasing the number of thin spines ..... 89
3.2.5 ZC3H14 is present in synaptosomes and loss of ZC3H14 results in increased steady state levels of CaMKII $\alpha$ in synaptosomes ..... 90
3.3 Discussion ..... 91
Chapter 4: Discussion ..... 110
4.1 Introduction ..... 111
4.2 Discussion of Questions and Answers to the Main Thesis Hypothesis ..... 112
4.2.1 Which $\operatorname{step}(s)$ in RNA regulation is ZC3H14 involved in in mice?

$\qquad$ ..... 112
4.2.2 Does ZC3H14 regulate all polyadenylated RNA? ..... 115
4.2.3 What functional impact does loss of ZC 3 H 14 have on higher order brain
function? ..... 118
4.2.4 Is loss of ZC3H14 accompanied by structural changes in the brain?121
4.2.5 Does ZC3H14 affect neuron morphology? ..... 125
4.2.6 Does ZC3H14 affect the proteomic composition of dendritic spines?
$\qquad$131
4.3 Concluding remarks ..... 136Chapter 5: Materials and Methods140
5.1 Chapter 2 ..... 141
5.2 Chapter 3 ..... 154
Chapter 6: References ..... 160

## List of Figures

## Chapter 1:

Figure 1-1: Steps of post-transcriptional RNA processing, with examples of dysregulated RNA binding proteins resulting in tissue specific disorders .............................. 29

Figure 1-2: Dendritic spines serve as major postsynaptic sites of local translation

Figure 1-3: General schematic of different dendritic spine morphology classifications

Figure 1-4: Schematic of the brain-wide phases that regulate dendritic spine density over the course of life in mammals ...................................................................... 33

Figure 1-5: The role of CaMKII in cytoskeletal stabilization within dendritic spines

Figure 1-6: Changes in dendritic spine density, morphology, and proportion of spine types associated with various neurological disorders over the course of neuronal
$\qquad$

Figure 1-7: Evolutionarily conserved domain structure of ZC3H14 protein and its
$\qquad$

Figure 1-8: ZC3H14 domain structure and isoform alternative splicing38

Figure 1-9: Pedigree of Family-1 and Family-2 of independent ZC3H14 mutation


## Chapter 2:

Figure 2-1: Generation of Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ mice ..... 62
Figure 2-2: Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mice are viable ..... 64
Figure 2-3: Analysis of brain and hippocampal morphology in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ mice

$\qquad$ ..... 65
Figure 2-4: Analysis of Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mice in behavioral paradigms ..... 67
Figure 2-5: ZC 3 H 14 is required for proper poly(A) tail length control in mice69
Figure 2-6: Proteomic analysis of $Z c 3 h 14^{+/+}$versus $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ hippocampi71
Figure 2-7: Validation of proteomic changes in Zc3h14+/+ compared to Zc3h14 ${ }^{\text {Sex13/Dex13 }}$
hippocampi ..... 73
Figure 2-S1: Mass spectrometry analysis of Zc3h14 $4^{\operatorname{ex} 13 / \Delta e x 13}$ truncation products74
Figure 2-S2: Statistical values for body weight ..... 75
Figure 2-S3: Visual function and motor coordination assessments ..... 76
Figure 2-S4: Heatmap with hierarchical clustering of significantly different proteins78
Table 2-S1: General behavioral tests ..... 80

## Chapter 3:

Figure 3-1: Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ mice show decreased neuronal protrusions compared to control ..................................................................................................... 97

Figure 3-2: Primary hippocampal neurons from Zc3h14 ${ }^{\text {dex13/Dex13 }}$ mice exhibit no significant difference in dendritic arborization at DIV1299

Figure 3-3: Primary hippocampal neurons from $Z c 3 h 14^{\text {dex13/Dexl3 }}$ mice cultured in vitro (DIV19) shows a statistically significant decrease in total dendritic spine density

Figure 3-4: Primary hippocampal neurons from $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice cultured in vitro (DIV19) show a statistically significant decrease in mushroom-shaped spines that can be rescued by expressing ZC 3 H 14 isoform 1 102

Figure 3-5: Overexpression of ZC3H14 in cultured primary hippocampal neurons (DIV19) causes increased dendritic spine density 104

Figure 3-6: The increase in spine density detected in DIV19 primary hippocampal neurons that overexpress ZC 3 H 14 is primarily due to an increase in the number of thin dendritic spines 106

Figure 3-7: CaMKII $\alpha$ is enriched in synaptosomal fraction from Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ mice compared to control 108

## Chapter 4:

Figure 4-1: Model of RNA Regulation by ZC3H14 in Neurons

## Chapter 1

General Introduction

### 1.1 RNA Binding Proteins Confer Fundamental Cellular Functions and Their Dysregulation Can Result in Major Tissue-Specific Disorders

Life as we know it would not exist without RNA. The RNA world hypothesis suggests that before the earliest form of "life" even took shape RNA was present in primordial conditions and capable of functioning both as genetic material and as a biochemical catalyst, otherwise known as ribozymes. While the hypothesis is incomplete [1], it is well supported [2-6] and provides a model where RNA can serve as the template for the earliest instances for stable and self-reproducible biological systems to occur. Over the course of billions of years of evolution, RNA has remained a vital component of all living life; acting as the essential bridge between genetic integrity and protein synthesis.

There is a wide diversity of different RNA classifications, including but not limited to messenger (mRNA), transfer (tRNA), ribosomal (rRNA), long noncoding (lncRNA), microRNA, small nuclear (snRNA), circular (circRNA), small interfering (siRNA), and many more, each of which confers a specific cellular function. In order to perform their functions, RNAs first go through a series of post-transcriptional processing and regulatory events to achieve their proper functional sequences/forms. Precise control over this complex RNA processing is paramount, especially in higher-order organisms in which the differentiation of distinct tissues and the ability to maintain tissue-specific functionality is thoroughly dependent not only on how specific RNAs are differentially expressed and processed, but also how fully mature RNAs are regulated, maintained, and eventually destroyed [7-11].

To exert precise control over RNA processing, a large class of RNA binding proteins interacts (directly or indirectly) with RNA. Of the $\sim 20,000$ annotated protein-coding genes in the human genome, at least $7 \%$ are RNA binding proteins [12], indicating the functional importance
of direct RNA regulation by this class of proteins. The role of specific RNA binding proteins varies widely and depends on which step(s) in RNA processing/maintenance they are involved in. RNA binding proteins can interact with RNAs at specific or numerous steps of RNA processing, including addition of a 5' methyl cap [13], RNA splicing [14], 3' end cleavage that occurs co-transcriptionally or post-transcriptionally and the addition of a 3' polyadenosine (poly(A)) tail [15], export of quality-checked mature RNA from the nucleus to the cytoplasm [16], RNA stabilization [17], transport/subcellular localization [18], translation [19], and/or RNA turnover/decay [20]. Many RNA binding proteins have been identified to cause Mendelian disease upon mutation [21], and Figure 1-1 highlights how impairment of RNA-binding proteins at any one of the RNA processing steps has the potential to cause detrimental cellular and/or organismal phenotypes. This further emphasizes the necessity for proper and finely tuned control at each level of RNA processing as well as the advantage of involving numerous RNA processing proteins at each step.

The genetic, molecular, and functional roles of specific RNA binding proteins is an active area of investigation. Due to the fundamental requirement for cells to maintain proper control of RNA, RNA binding proteins are predominantly expressed ubiquitously, with only 2-6\% of RNA binding proteins exhibiting tissue-specific expression in humans [12, 22]. However, of 1502 examined RNA binding proteins, at least $157(\sim 10 \%)$ have thus far been linked to over 200 tissue-specific Mendelian diseases upon mutation, to include neuropathies, muscular atrophies, sensorial disorders, cancer, anemias, cardiovascular, and hepatic disorders [21, 23-30]. This number may increase as additional proteins have been implicated to have RNA-binding potential [31] and as more uncharacterized RNA binding proteins are investigated. Figure 1-1 illustrates examples of tissue-specific diseases can result from mutated RNA binding proteins, despite their
ubiquitous expression. The following few examples represent how various RNA binding proteins involved in regulating different stages of RNA processing generate a diverse range of tissuespecific diseases upon mutation.

One of the best characterized examples of an RNA binding protein linked to disease is Fragile X syndrome (FXS), the most common inherited form of intellectual disability [32] with prevalence in the general population estimated at $\sim 1: 5000$ in males and $\sim 1: 8000$ in females [33]. This disorder most often manifests due to a $200+$ repeat CGG trinucleotide expansion in the $5^{\prime}$ UTR region of the FMR1 gene, resulting in epigenetic silencing due to hypermethylation of the allele [34], and subsequent silencing of FMR1 expression [35]. FMR1 encodes the Fragile X Mental Retardation Protein (FMRP), an RNA binding protein that normally represses protein translation [36, 37]. Evidence indicates that FMRP may play a role in translation at both the initiation [38,39] and elongation [40, 41] stages, but the exact mechanism remains under active investigation [42]. As a result, steady-state levels of several proteins critical to neuronal and synaptic function are significantly altered in models of FXS [43-45], leading to neuronal dysfunction. Despite the normally ubiquitous expression of FMRP, its loss in FXS causes adverse phenotypes principally in neuronal tissue [46] although functional impairment has also been observed in connective tissue [47] and the testes [48]. Therefore, FXS serves as a classic example of how loss of a ubiquitous RNA binding protein results in tissue-specific impairment.

Another example of a tissue-specific disorder arising from impairment of a ubiquitously expressed RNA binding protein is Oculopharyngeal Muscular Dystrophy (OPMD), a rare (~1:100,000) [49] adult-onset disorder that severely weakens skeletal muscles. OPMD specifically weakens a subset of skeletal muscle-those of the eyelids, pharynx, and potentially the proximal limbs [50]. OPMD arises due to a CGC trinucleotide expansion in the first exon of
the Polyadenylate-Binding Protein Nuclear 1 (PABPN1) gene [26]. This expansion expands the normal ten alanine tract in the PAPBN1 N-terminal to 13-18 alanines [51] with a potential correlation between expansion size and disease severity/progression [52]. The PABPN1 protein is a polyadenosine RNA binding protein that promotes 3' polyadenylation of RNAs [53] through recruitment of poly(A) polymerase [54, 55]. Proper regulation of poly(A) tail length is critical for mRNA stability, and can influence later steps of RNA regulation such as nuclear export and translation. Beyond this primary role, PABPN1 also serves additional RNA regulatory roles, including splicing [56] and RNA turnover [57].

One final example is Spinal Muscular Atrophy (SMA), a progressive neuromuscular disorder characterized by loss of motor neurons in the anterior horn of the spinal cord and muscle weakening, which affects $\sim 1: 10,000$ births [58]. Survival of Motor Neuron (SMN) protein is encoded by both the SMN1 and SMN2 genes in humans [59], which provide $\sim 90 \%$ and $\sim 10 \%$ SMN function, respectively. SMA arises due to loss of SMN protein [28] from loss of function mutations in SMN1, with disease severity often corresponding to the degree of SMN deficiency which can be dictated by $S M N 2$ copy number [60]. SMN is an RNA binding protein [61] whose best characterized function is promoting the assembly of small nuclear ribonucleoproteins (snRNPs) [62, 63], an integral component of the spliceosome machinery [64]. Loss of SMN leads to reduced capacity for snRNP assembly [65, 66], and in a related role is potentially associated with RNA splicing defects [67-70]. SMN has also been implicated in additional regulatory roles, including RNA localization and local translation [71-73]. Showcasing just these few examples indicates a wider precedent where mutation/loss of ubiquitously expressed RNA binding proteins has the capacity to result in tissue-specific disorders, despite often playing fundamental roles that are required in all cell types.

This small handful of examples illustrates the wide range in which loss of a ubiquitously expressed RNA-binding protein can dysregulate RNA processing at different specific stages, as well as result in unique tissue-specific disorders. The reason as to why tissue-specific disorders arise from loss of such RNA-binding proteins with fundamental roles in regulating RNA remains a major area of investigation. Therefore, investigating tissue-specific regulatory features is essential when trying to identify the underlying mechanism(s) of differential tissue impairment upon loss of individual RNA binding proteins.

### 1.2 Neurons Rely on Complex Regulation of RNA: Long-Distance mRNP

## Transport/Localization and Local Translation

Proper RNA control is essential in all cell types, but neurons possess distinctive features that make these cells particularly sensitive to dysregulation of RNA binding proteins. Many of these key distinctions stem from the unique morphological traits of neurons in comparison to other cells types. Neurons possess dendrites and axons (collectively called neurites), which are processes that extend outward from the soma and are accessed via active transport along microtubules [74] together with a low level of cellular diffusion. The length of individual dendrites and axons is highly dependent on a number of internal, external, developmental and spatiotemporal variables [75], but in humans dendrites have been found to extend out as far as $1000 \mu \mathrm{~m}$ from the soma (principal cell of globus pallidus) [76], and axons as far as over one meter (sciatic nerve). As neurites extend further from the soma, the more critical and challenging it is to have an efficient method of reliably providing cellular components. This is largely achieved through two neuron-centric processes: long-distance mRNP transport and local translation of mRNA, both of which rely on a suite of RNA binding proteins.

While in the soma, mRNAs are packaged with additional components including RNA binding proteins, microRNAs, and translational machinery, which collectively form messenger ribonucleoprotein (mRNP) complexes. mRNPs associate with molecular motors/adaptors as RNA granules to facilitate transport along cytoskeletal microtubules. Quantification of mRNA within RNA granules has shown that several different mRNAs can coexist within the same RNA granule [77], while other granules can contain a low number or even possibly only a single mRNA [78, 79]. The role of this distinction in mRNA cargo has yet to be confirmed, but it is hypothesized that transporting multiple mRNAs together could aid in coordinating the regulation of similar RNAs [77], as well as being more energy efficient by transporting fewer RNA granules. In contrast, transport of single mRNAs would confer the advantage of individualized RNA regulation.

Packaging and transport of RNAs within RNA granules to their target sites is dependent upon the interaction between cis-acting RNA elements and trans-acting factors that recognize/interact with specific mRNA sequences. The presence/absence of various types of common sequence motifs is not unique to neurons, however, studies have shown that critical neuronal mRNAs including_CaMKII $\alpha, M A P 2, A R C$, and BDNF contain cis-acting dendritic targeting elements (DTEs), affirming that cis-acting elements contribute to providing neuronspecific localization [80-83]. In addition, the brain exhibits a very high degree of alternative splicing in comparison to other tissues [84, 85] as well as different coding exons [86]. Increased alternative splicing events produce greater regulatory potential through new combinations of included/excluded cis-acting regulatory elements, which can create neuron-specific mRNA localization patterns [87, 88]. These enhanced features could contribute at least partially to a model for prompting neuron-specific RNA dysregulation as well as neuron-specific disorders.

In tandem with cis-acting elements, trans-acting components of mRNPs, particularly RNA binding proteins, contribute to determining how and where RNAs will be transported /localized, which in turn affects mRNA translation [89-91]. Consistent with this, loss of RNA binding proteins implicated in RNA transport/localization is linked to mislocalized RNA and, commonly, neurological impairment [92, 93], including FMRP [94], SMN [95], Pum2 [96, 97], CPEB [98], TLS/FUS [99], Sam68 [100], and RNG105/caprin1 [101]. While RNAs can be localized within the cytoplasm of neuronal compartments, such as soma, dendrites, and axons, RNAs can also be localized to sub-compartments within these structures as well. For example, one factor that can contribute to dendrite-specific patterns of RNA localization is distance from the soma (proximal dendrites vs proximal and distal dendrites), which occurs in the transcriptome localization profile of hippocampal synaptic neuropil [102]. RNA localization can also be specific to dendritic spines, with certain RNAs enriched or nearly exclusively localized to spines [103, 104]. Specificity in RNA localization is hypothesized to be attributed at least in part to mRNPs and RNA granules that have distinct associated RNA binding proteins. For example, although the RNA binding proteins Staufen1 (Stau1) and Staufen2 (Stau2) are paralogues and confer dendritic localization, they do not colocalize and Stau2 is more readily detected in distal dendrites than Stau1 [105]. In cultured hippocampal neurons Stau1-positive RNA granules are more likely to be localized to the dendritic shaft, whereas Puralpha-positive RNA granules are localized to both the dendritic shaft and spines [106]. ZBP1 is required for persistence of $\beta$-actin mRNA localization to stimulated dendritic spines [107]. Overall, cis-acting RNA sequences and trans-acting RNA binding proteins cooperate to facilitate neuron-specific localization of RNAs, which is essential for ensuring proper spatiotemporal production of proteins required for neuronal function.

In addition to RNA transport, proper neuronal function is dependent upon effective spatiotemporal regulation of protein translation. While most of the proteins required in the neurites are synthesized in the soma and actively transported along microtubules to their required site [91], a number of proteins are instead synthesized at distal sites as a mechanism to readily respond to local needs and adjust the local proteome accordingly [108, 109]. As illustrated in Figure 1-2, local translation is particularly concentrated at sites of synaptic activity. Local translation contributes to modulating the makeup, number, and/or distribution of important neuronal proteins, including those critical to synaptic function [110-114]. This method of on-site regulated protein synthesis allows for synapses to quickly and appropriately adapt their local proteomes in response to changes in frequency of synaptic signaling. As such, a wide range of neurological disorders are associated with dysregulation of RNA binding proteins implicated in local translation, including Fragile X syndrome, autism spectrum disorders, epilepsy, and neurodegenerative diseases [73, 115, 116].

Regulation of translation by RNA binding proteins can occur at one or multiple steps of translation, including initiation, elongation, and termination. Due to the long distances which mRNAs must be transported before local translation occurs, preventing premature initiation of translation is of particular importance and could be considered a rate-limiting step in protein synthesis. Within the family of eukaryotic initiation factors (eIFs), a subset are RNA binding proteins that interact with the $5^{\prime}$ mRNA cap and initiate translation by recruiting translational machinery to the start site [117]. Additional RNA binding proteins such as HuD [118], PABP [119], and PAIP1 [120] promote translation through direct interactions with eIFs. RNA binding proteins that have been implicated in repressing translation initiation often interact or compete with eukaryotic initiation factors. Such proteins include FMRP [39], Gemin5 [121], and Msi1
[122]. Once translation is initiated, specific RNA binding proteins regulate translation elongation either positively such as HuR [123], which is also suggested to promote translation initiation, or negatively (FMRP [124], UPF1 [125]). Repression of elongation in these examples is often associated with polyribosome stalling. In fact, an alternative model to transporting translationuninitiated mRNAs has been proposed where mRNAs are instead transported in a translationally paused conformation with incomplete proteins, to later reinitiate and complete protein synthesis [126]. This could support a model where RNA binding proteins contribute to priming paused mRNAs/polyribosomes to provide more immediate production of required proteins in neuronal compartments, including synapses. Finally, several RNA binding proteins are associated with promoting (PABP [127]) or inhibiting (PAIP1 [128], PAIP2 [128], UPF1 [129]) translation termination, especially through interactions with the poly(A) tail and/or eukaryotic release factors (eRFs). Much more needs to be uncovered regarding the effect of specific RNA binding proteins on translation, particularly local translation in neurons, but these questions are challenging to address due to experimental limitations on inhibiting local translation for an extended period of time in vivo. However, neuronal function depends on precise temporal and spatial translational control in comparison to other tissue types, particularly due to local translation. This could potentially provide an explanation as to why neurons are more susceptible to tissue-specific disorders that result from mutations in genes encoding ubiquitous RNA binding proteins, as numerous RNA binding proteins have roles that directly or indirectly impact translation.

### 1.3 Dendritic Spines are a Spatiotemporally Dynamic Morphological Feature of Neurons

Local translation in neurons takes place in various compartments within the neurites, but is particularly associated functionally with structures produced along dendrites known as dendritic spines [108]. Dendritic spines constitute the postsynaptic component of excitatory synapses, partnered with presynaptic axon terminals. Dendritic spines are generated once developed neurons begin initiating interneuronal contact to establish synapses during a process called synaptogenesis [130]. Postsynaptic neurons project long finger-like extensions known as filopodia from the base of the dendritic shaft in search of a presynaptic contact. If contact is established, the filopodia retracts back towards the dendritic shaft while maintaining its presynaptic contact and has the potential to mature into a full dendritic spine, depending on synaptic input._If there is sufficient stimulation, a dendritic spine is produced and can act as the postsynaptic site of interneuronal signaling. The spine then relays excitatory signaling for the postsynaptic neuron to integrate amongst a collection of additional excitatory and inhibitory signals.

Although dendritic spines are the potential final product produced from immature filopodia, generation of dendritic spines does not produce morphologically static structures. Remaining structurally plastic is critical for dendritic spines to efficiently adapt to ever-changing synaptic activity. Individual spines continue to remodel their cytoskeleton in response to synaptic input, by growing or shrinking in a manner that allows them to respond to an increase or reduction in synaptic stimulation [131-133]. As shown in Figure 1-3, morphologically the classic example of a dendritic spine consists of a distinct "head" atop a thin neck that forms the base and connects to the dendritic shaft. The dynamic cytoskeleton allows for a wider range in morphology though, and can present as the classical structure described above, as well as
potentially lacking a distinct head or a noticeable neck [134]. In terms of individual dendritic spines, "stubby", "thin", and "mushroom" shaped dendritic spines are used as general morphological classifications within the research field, even though the physical parameters are not fully standardized [135-137]. While not standardized, individual spines can be classified as stubby, thin, or mushroom-shaped based off of two criteria: the length of the spine and the ratio between the width of the head and the neck [138]. It is also very important to note that these categories are assigned as single snapshots of individual dendritic spines. The inherently plastic morphology of dendritic spines allows single spines to switch between morphological categories. The development of live imaging techniques has allowed for more in-depth studies of these morphological dynamics [139], which has been essential in understanding pathways integral to dendritic spine function such as spine formation, maturation, stability, and elimination, as well as distinguishing differential impairment of these processes in different models of neuronal impairment.

These qualitative morphological categories can be used as a basic visual indicator of spine maturity/synaptic strength. In addition, dendritic spines play a key role in learning/memory in the brain [140-143], with different spine types potentially playing distinct roles in learning/memory [144]. Stubby spines are generally quite short and lack a clear distinctive head and neck. Of the three morphology types stubby spines are thought of as the most immature. This degree of morphological immaturity could be interpreted as the stubby spine being captured while receiving a low level of synaptic input or as the result of a loss of stimulation. Thin spines are characterized as being long enough to possess a discernable neck but do not exhibit a clear distinction between the spine head and neck. Thin spines are considered highly plastic in their morphology and possess the highest potential for synaptic strengthening or weakening as their
structure acts as a sort of "midpoint". This heightened capacity for synaptic responsiveness has led thin type spines to be termed colloquially as "learning" spines [144]. Mushroom spines are similar to thin spines in average spine length, but are instead defined by a clear distinction between the head and neck. The size of the spine head is generally correlated with the strength of the synapse, with larger mushroom spines approaching a potential upper limit on additional synapse size/strength. Due to their structural stability and synaptic strength, mushroom spines are known colloquially as "memory" spines [144]. However, while major advances in characterizing the role of dendritic spines and their components in both learning/memory and higher order brain function have been made in recent years [145-147], the exact way in which dendritic spines facilitate these processes as well as the underlying biochemical mechanisms remain a major area of investigation.

The dynamic nature of dendritic spines is even more evident when considering brainwide phases of spine regulation that occur over the course of developmental and life stages. In addition to the dynamics of individual dendritic spines, Figure 1-4 shows the three overarching phases of spine regulation: spinogenesis, spine pruning, and spine maintenance [148]. These three phases are characterized by the respective balance between spine formation and elimination. The spinogenesis phase generates a net abundance of dendritic spines, starting in utero and continuing until adolescence [149, 150]. At adolescence, the brain enters the spine pruning phase, in which an increase in spine elimination creates a net reduction in spine density that lasts until adulthood [151, 152]. After the spine pruning phase, the brain enters the spine maintenance phase in which an equilibrium is reached between spine formation and elimination, maintaining the overall spine density [152]. Outside of these programmed phases of spine formation/elimination, normal aging may also affect spine density and morphology [153].

Importantly, individual dendritic spines are continuously undergoing the morphological fluctuations described earlier throughout spinogenesis, spine pruning, and spine maintenance. These brain-wide phases are an additional level of spine regulation that affect overall spine density as well as the distribution and proportion of specific types of spines throughout brain development [140, 148, 154]. Overall, accounting for both the dynamics of individual spines and spatiotemporal characteristics generates a gigantic range of unique dendritic spine landscapes. These considerations are essential when characterizing the role of dendritic spines in enabling proper neuronal function and defining the underlying molecular mechanisms.

### 1.4 Dendritic Spine Function and Structure is Dependent on Components of the Post-

## Synaptic Density

To better understand the importance of dendritic spines in regulating neuronal function, it is essential to not only investigate their morphological characteristics, but also the inner molecular and proteomic composition that underlie such morphological restructuring. The cytoskeleton of filopodia and dendritic spines is enriched for F-actin, the polymerized filamentous form of actin [155]. F-actin provides the cytoskeletal scaffolding within filopodia and spines and serves as the base from which all morphological changes in these dendritic protrusions originate. Depending upon positive or negative changes in synaptic input, F-actin destabilizes and allows for restructuring of the cytoskeleton to either grow or shrink, especially in spine heads [147]. In addition to stabilizing the cytoskeleton, F-actin also stabilizes the composition of the postsynaptic density (PSD), which is an extensive structured proteomic matrix located along the synaptic contact zone within the spine head. The PSD organizes the arrangement and density of components necessary for synaptic function and plasticity, including
receptors, channels, structural proteins, and signaling molecules [156]. Therefore, the ability to effectively modulate the size and composition of the PSD in response to synaptic activity is essential for dendritic spines to accurately receive, integrate, and relay synaptic input. F-actin associates with components of the PSD [157, 158], which allows the PSD to restructure components while F-actin is destabilized. This association between the PSD and F-actin contributes to the general maturity of a dendritic spine and can be loosely implied from spine morphology, with spine size generally correlated with the size of the PSD and increased synaptic strength [159]. However, it is important to stress that this inference is not consistent amongst all dendritic spines [160], so conclusions on the actual maturity of a dendritic spine as well as its molecular composition, internal biochemical activity, or degree of synaptic activity cannot be drawn based on this type of qualitative inference alone.

There are numerous proteins critical to ensure the proper function of dendritic spines and the PSD, but for the purposes of this thesis significant focus will be placed on Calcium $\left(\mathrm{Ca}^{2+}\right) /$ calmodulin(CaM)-dependent protein kinase II (CaMKII). While the CaMKII protein is detected in a wide range of tissues, CaMKII mRNA contains a 30 nt DTE sequence in the 3 'UTR, emphasizing the importance of its presence in neuronal dendrites [80, 161]. CaMKII is an evolutionarily conserved serine/threonine-specific phosphokinase within the CaM-kinase family that affects both dendritic spine morphology and function. CaMKII is a large holoenzyme consisting of 12 subunits, arranged into two layered rings of six [162]. Each monomer possesses an N -terminal catalytic domain, a C-terminal association domain, and a regulatory domain which controls monomer activation status through either binding of $\mathrm{Ca}^{2+} / \mathrm{CaM}$ to its binding site, or autophosphorylation [163]. Binding of $\mathrm{Ca}^{2+} / \mathrm{CaM}$ results in a conformational change to that subunit that exposes the catalytic domain. The conformational change subsequently exposes the
regulatory domains of the neighboring subunits, allowing for additional subunit $\mathrm{Ca}^{2+} / \mathrm{CaM}$ binding and/or autophosphorylation [164]. In addition, while not required for CaMKII activity, autophosphorylation of Thr286/287 produces a 1000 -fold increase in affinity for $\mathrm{Ca}^{2+} / \mathrm{CaM}$, thus allowing CaMKII activity even when $\left[\mathrm{Ca}^{2+}\right]$ is low [165]. Coupled with this trait, CaMKII also detects changes in the frequency of fluctuating $\left[\mathrm{Ca}^{2+}\right]$ [166]. Even after dissociation of $\mathrm{Ca}^{2+} / \mathrm{CaM}$, phosphorylated CaMKII can still have kinase activity as Thr286/287 phosphorylation inhibits returning to the closed, inactive conformation. CaMKII activity is inhibited when dephosphorylated by a phosphatase [167], or if Thr305/306 becomes autophosphorylated [168]. Therefore, CaMKII is dependent upon binding $\mathrm{Ca}^{2+} / \mathrm{CaM}$ to initiate activation, but also possesses phosphorylation-based autoregulatory measures that contribute to modulating its activity independent of $\mathrm{Ca}^{2+}$ activity.

CaMKII is associated with synaptic plasticity in neurons, particularly long-term potentiation (LTP) induction in which a long-lasting increase in strength of a single synapse, which can last up to over a month [169], is generated from a brief period of synaptic activity. LTP induction creates an influx of $\mathrm{Ca}^{2+}$, thereby activating CaMKII within seconds following synaptic stimulation. CaMKII activation is compartmentalized to just the stimulated spine and does not extend to additional spines or the dendritic shaft [170]. CaMKII subsequently promotes potentiation through binding and phosphorylating NMDA- and AMPA-type glutamate receptors and subunits [162, 171]. In addition to modulating the strength of existing synapses, CaMKII is also implicated in promoting filopodia growth and spine formation in rat hippocampal slices [172]. While enzymatic activation within dendritic spines may take place over a short period of time, the effects can be long-lasting due to the autoregulation of CaMKII. The possibility to sustain CaMKII activity through autophosphorylation even after synaptic activity concludes has
been proposed to be a mode of "molecular memory" within dendritic spines [171, 173]. Consistent with this idea, CaMKII is also strongly associated with learning/memory, which is affected when LTP is impaired. Numerous CaMKII mutant models have been generated that exhibit impaired LTP and/or learning and memory [174-178]. Consistent with this critical role in LTP, dysregulation of CaMKII is associated with a number of neurological disorders, including mouse models of Fragile X syndrome [179], Angelman syndrome [180], Alzheimer's disease [181], schizophrenia [182], epilepsy [183], and Down syndrome [184].

Mammalian CaMKII protein is expressed as four isoforms $(\alpha, \beta, \gamma, \delta)$, each encoded by a separate gene [185]. All four protein isoforms have the same overall structure, with only minor differences [186]. However, each isoform displays different properties with respect to subcellular localization, $\mathrm{Ca}^{2+} / \mathrm{CaM}$ kinetics, rate of autophosphorylation, and protein binding [186, 187]. While CaMKII holoenzymes can be composed of homomeric subunits, an even wider range of variability is introduced with heteromeric CaMKII holoenzymes [188]. This heterogeneity introduces a level of complexity that is largely undefined with regard to the range of potential structural conformations and functions of CaMKII. Therefore, most research devoted to CaMKII function in different cells/tissues has been directed towards either the total holoenzyme population, or the role of specific isoforms. Steady-state mRNA and protein levels of these CaMKII isoforms vary between tissues, but CaMKII $\alpha$ and CaMKII $\beta$ are almost exclusively expressed in neuronal tissue, making up $\sim 1 \%$ of total brain protein and up to $2 \%$ of total hippocampal protein [189]. CaMKII $\gamma$ and CaMKII $\delta$ are less prevalent in neuronal tissue, but display an overall more ubiquitous pattern across tissues [185, 190]. Importantly, deletion of CaMKII $\alpha$ and CaMKII $\beta$ together causes lethality in mice, both as a germline deletion and as an induced deletion in adults [191]. This suggests the combined expression and activity of

CaMKII $\alpha$ and CaMKII $\beta$ is essential to neuronal function, both during and after brain development. Furthermore, these findings demonstrate that while CaMKII $\alpha$ and CaMKII $\beta$ have a high degree of homology to other CaMKII isoforms, they have non-redundant roles in neurons.

While studies are ongoing, CaMKII $\alpha$ is the most characterized isoform in relation to learning and memory. Experimental findings describing how CaMKII $\alpha$ impacts LTP, learning, and memory are variable, largely depending on the exact way CaMKII $\alpha$ expression was manipulated as well the brain region and point in development investigated [175-178, 192, 193]. Among these findings, loss of CaMKII $\alpha$ significantly impairs working memory [194]. In addition, CaMKII $\alpha$ is implicated in modulating dendritic spine volume, where loss of CaMKII $\alpha$ activity is associated with impairing dendritic spine enlargement [193] and accumulation of postsynaptic CaMKII $\alpha$ is associated with an increase in spine volume [195, 196]. Although CaMKII $\beta$ is less characterized, there is also an association between CaMKII $\beta$ and LTP, learning, and memory [197, 198]. Unlike CaMKII $\alpha$, CaMKII $\beta$ contains an F-actin binding domain and is thus proposed to play a structural role in regulating dendritic spine morphology [157]. As shown in Figure 1-5, inactive CaMKII $\beta$ binds and stabilizes F-actin [199]. Influx of $\mathrm{Ca}^{2+}$ into the spine via synaptic stimulation activates CaMKII, thereby triggering dissociation from F-actin. While unbound, F-actin can restructure and allow for morphological change. The cytoskeleton restabilizes once F-actin is rebound by inactive CaMKII $\beta$. The association between CaMKII $\beta$ and F-actin also allows CaMKII $\alpha$ to be localized to the cytoskeleton and PSD components via CaMKII heteromeric holoenzymes [200]. In summary, the current model suggests that CaMKII $\alpha$ and CaMKII $\beta$ serve distinct functions within dendritic spines, but they are also able to influence the function of one another and ultimately act cooperatively to achieve proper control of LTP,
learning, and memory through the activation of dendritic spine proteins and contributing to the modulation of spine morphology.

### 1.5 Spine Dynamics in Neuronal Disorders

The hippocampus is canonically known as the central hub for learning and memory consolidation in the brain [201-203]. In animals with lower cognition, the hippocampus serves a critical role for survival by converting short-term memory into long-term memory to access information critical to assess the safety/danger of an event or situation. In humans, hippocampal damage can impair working, short-term, and long-term memory [204-208] as well as learning [208-210]. Furthermore, numerous neurological disorders are associated with hippocampal abnormalities/impairment in patients and/or mouse models, including Fragile X syndrome [211, 212], Alzheimer's disease [213, 214], autism spectrum disorder [215, 216], epilepsy [217, 218], schizophrenia [219, 220], and Down syndrome [221, 222].

The hippocampus is composed of distinct subregions, including the dentate gyrus (DG) and the cornu ammonis (CA) subfields (CA1, CA2, CA3, and CA4). Of the various hippocampal subregions, the DG, CA3, and CA1 are the regions primarily studied in learning/memory, as well as hippocampal synaptic plasticity [223-226]. A tremendous degree of signaling interconnectivity exists between these subregions, but a highly simplistic model would be as follows: DG granule cells receive incoming signals from the entorhinal cortex (EC) (an adjacent structure to the hippocampus), the DG stimulates CA3 neurons, CA3 stimulates CA1, and CA1 completes the circuit through stimulation of the EC again [226]. Due to the high level of interconnectivity, it is inaccurate to definitively assign a specific type of learning/memory to a single hippocampal subregion, but studies have provided general associations between specific
subregions and learning/memory characteristics. Various hypotheses have been proposed regarding the contribution of different subregions to learning/memory, but suggested roles describe the DG as a preprocessor and enforcer of signaling relayed to CA3 [224], the CA3 region as the core of rapid memory/association storage, and the CA1 region detects mismatching signals in the input and output between the hippocampus and EC [227]. In addition, neurological disorders that affect the hippocampus commonly display heterogeneous phenotypes in specific subregions rather than evenly throughout the whole hippocampus [228-234]. Thus, investigations into the potential role of the hippocampus in neurological disorders should take into consideration the possible heterogeneous contributions of different hippocampal subregions.

A common neuronal abnormality that occurs in a wide range of neurological disorders is aberrant dendritic spine morphology. As depicted in Figure 1-6, defects including altered spine density, length, head size, and head-to-neck ratio are independent parameters that may or may not change, depending on the neurological disorder [235]. For example, spine density is characteristically decreased in both Angelman syndrome [236] and Down syndrome [237], but head size is significantly increased in hippocampal spines examined in a mouse model of Down syndrome [238]. In contrast, there is high variability in hippocampal spine length and head size in a mouse model of Angelman syndrome [239]. Consequently, differences in spine morphology and density can disrupt the typical ratio between filopodia, stubby-, thin-, and mushroom-type spines. Importantly, such changes in dendritic spine morphology and density are not necessarily detected ubiquitously throughout the brain. For example, spine density in Fragile X mice is rather irregular with respect to brain region, with various regions displaying an increase, decrease, or no change in density [240]. However, the hallmark morphological phenotype in Fragile X neurons is the presence of consistently longer and thinner dendritic spines [241], which
has been largely characterized in regions of the forebrain [240], including the DG [242] and CA1 [243] regions of the hippocampus in mouse models. These spines more closely resemble filopodia and thus have been described as more immature. These observations support a model where FMRP may be required for proper spine maturation [212]. Surprisingly, this hallmark morphology is not observed in the CA3 region of the hippocampus [244], suggesting that FMRP may play a region-specific role within the hippocampus. The explanation for this distinction remains unclear, though this finding is of particular significance as this provides an example of how loss of a critical ubiquitous RNA-binding protein may selectively alter neuron-specific features.

In addition to spatial considerations, temporal regulation is another parameter to account for when investigating dendritic spine dysregulation in neurological disorders. The presence of specific dendritic spine abnormalities can depend on the stage of brain development [235]. Studies of spine morphology, but particularly spine density, over the course of brain development are often compared across spinogenesis, spine pruning, and spine maintenance phases of spine regulation. For example, studies measuring spine density in Fragile X mice (Layer 5 pyramidal neurons in the primary somatosensory cortex) have suggested that spine density is elevated at postnatal day 7 (P7), with no change detected at P14 or P28, then elevated density again at 7 weeks old [240, 245, 246]. In contrast, dendritic spine density in the hippocampal DG of Fragile X mice was found to increase with age between P14-60 without evidence of a defined spine pruning phase [242]. Altered spine density specifically in the spinogenesis, pruning, or maintenance phase(s) may indicate specific impairment in either spine formation or turnover, since each phase is distinguished by distinct ratios of spine formation/elimination. This topic is still being investigated, particularly as more studies of
dendritic spine dynamics are conducted with in vivo live-cell imaging. Overall, characterizing what specific alterations occur to dendritic spine morphology/density, the affected regions of the brain, and when they occur together further our comprehension as to how an individual cellular component implicated in neurological disorder results in dysregulated neuronal function. These studies and finding also contribute to further understanding how underlying neuronal-specific biological processes manifest phenotypically as distinct types of neuronal dysfunction.

### 1.6 ZC3H14 Function in Neurons

Human ZC3H14 (Zinc finger $\underline{\text { Cys }} \underline{\underline{C y}} \underline{\underline{C y}} \underline{\text { His }}$ domain-containing protein 14) is a member of an evolutionarily conserved polyadenosine (poly(A)) RNA binding protein [247, 248]. Despite ubiquitous expression [249], mutations in ZC3H14 are associated with a form of nonsyndromic autosomal recessive intellectual disability in humans [250]. This adds ZC3H14 to a growing list of RNA-binding proteins that are altered in tissue-specific disorders. The primary characterized ZC 3 H 14 orthologue at the time of this association was nuclear polyadenylated RNA-binding 2 (Nab2) in S. cerevisiae [251], with very little known about the function of ZC3H14 and orthologues in multicellular model systems, let alone the role of ZC3H14 in mammals. The following section describes the research that has characterized orthologues of ZC3H14, leading up to the start of this thesis in characterizing ZC 3 H 14 in mice and its role in neurons to specifically maintain higher order brain function.

ZC3H14 as well as its orthologues in S. cerevisiae (nuclear polyadenylated RNA-binding 2, Nab2) [251], D. melanogaster (Nab2) [247], and C. elegans (suppressor of tau-2, SUT-2) directly bind poly(A) tracts of RNA through a functionally conserved C-terminal tandem CysCysCysHis (CCCH) Zinc Finger ( ZnF ) domain [252]. This tandem ZnF domain is essential
and sufficient for poly(A) RNA binding [248, 253]. As shown in Figure 1-7, the RNA-binding domain of ZC 3 H 14 is composed of repeating CCCH ZnFs . While highly conserved, some ZC3H14 orthologues have varying numbers of repeats or difference in spacing between repeats [253, 254]. For example, D. melanogaster Nab2, SUT-2, and ZC3H14 each contain five CCCH repeats, while $S$. cerevisiae Nab2 consists of seven. In budding yeast, binding of poly(A) RNA by Nab2 is mediated primarily through $\mathrm{ZnF} 5-7$, as deletion of these three zinc fingers reduces the interaction between Nab2 and poly(A) RNA by $90 \%$ [253]. Nab2 ZnF 5-7 are structurally homologous to $\mathrm{ZnF} 1-3$ in ZC 3 H 14 , which may suggest the vast majority of $\mathrm{ZC} 3 \mathrm{H} 14-\mathrm{poly}(\mathrm{A})$ RNA interactions occur through the first three zinc fingers. ZC3H14 and the ZC3H14 orthologues also possess an N-terminal Proline-Tryptophan-Isoleucine (PWI)-like domain, which is necessary for efficient poly(A) RNA export from the nucleus in budding yeast [255]. This PWI-like domain is implicated in protein-protein interactions, particularly in mediating interactions with the nuclear pore [256]. There is also a predicted nuclear targeting signal, which is an arginine-glycine-glycine (RGG) motif in budding yeast, and a classical nuclear localization signal (cNLS) in flies, worms, mice, and humans.

As ZC3H14 has affinity for polyadenosine RNA [248, 252], models suggest ZC3H14 and RNA interactions may be mediated though the $3^{\prime}$ poly(A) tail added to mRNA. Poly(A) RNA binding proteins impact RNA regulation at various stages of RNA processing, including transcript polyadenylation [53, 257], translation [119, 258], splicing [56], stability [259, 260], and nuclear export [261, 262]. ZC3H14 has a conserved role in regulating poly(A) tail length, with loss resulting in longer bulk poly(A) tails [247, 263, 264]. There are currently two main non-mutually exclusive mechanisms proposed for how ZC3H14 may naturally restrict poly(A) tail length: a polyadenylation limiting model postulates that ZC 3 H 14 restricts activity of poly(A)
polymerase, while a poly(A) trimming model suggests ZC 3 H 14 promotes ribonuclease activity to trim poly (A) tails back to an appropriate length [265]. Polyadenylation is a required step for mRNA nuclear export, therefore dysregulation in poly(A) tail length could impact nuclear export [266]. Altered poly(A) tail length is also associated with defects in translation [267-269] and altered RNA stability [270, 271]. In fact, extension of poly(A) tail length is induced in a subpopulation of CaMKII $\alpha$ mRNA present in rat visual cortices following visual experience, which is accompanied by an increase in CaMKII $\alpha$ protein in synaptosomes [272].

The binding affinity for poly(A) tracts implies ZC3H14 could interact with virtually all polyadenylated RNAs. However, there is growing evidence to suggest that ZC3H14 may regulate target RNAs. Analysis of the co-crystal structure of three ZnFs of C. thermophilum Nab2 bound to an A8 chain of RNA revealed an adenosine binding pattern of AAXAAXXA or AAXAXXAA, which allows flexibility in direct RNA sequence beyond a simple tract of As [273]. A separate study using a genome-wide RNA-IP in budding yeast shows Nab2 binds to RNAs with a consensus A-rich 12 nt sequence ( $\mathrm{A}_{11} \mathrm{G}$ ) [274]. Identifying transcriptome-wide targets of Nab2-containing mRNPs revealed enrichment for mRNAs that encode translational proteins [275]. Identifying whether there are specific RNA targets of mammalian ZC3H14, especially transcripts unique to brain tissue, may provide additional rationale as to how ZC3H14 loss results specifically in higher order brain dysfunction.

The majority of previous studies have focused on analysis of Nab2 using S. cerevisiae and $D$. melanogaster model systems. While appropriate to use less complex systems to investigate foundational cellular roles of an evolutionarily conserved protein, it is essential to account for potential differences in gene expression when investigating potential conserved or unique functions of ZC 3 H 14 in more complex organisms such as mammals. As depicted in

Figure 1-7, Nab2 and SUT-2 are expressed as a single isoform. ZC3H14 in mice and humans is expressed from a single gene as at least four distinct isoforms generated by alternative splicing [249], shown in Figure 1-8. Isoforms 1, 2, and 3 contain all three domains mentioned above, with isoform 1 encoding the full-length 17 exon transcript, while isoform 2 skips exons 11-12 and isoform 3 skips exons 10-12. Isoform 4 contains the RNA-binding domain, yet is distinguished by lack of the N -terminal PWI-like domain and cNLS, instead encoding an alternative first exon spliced to exon 10, and skipping exons 11-12. The presence of multiple protein isoforms may confer redundancy, or possibly isoform-specific functionality, which could contribute to the heightened degree of precise/complex RNA regulation required in higher-order systems.

The initial studies linking the ZC 3 H 14 gene to intellectual disability was through classical genetic studies. A large-scale homozygosity mapping study was performed in 2011 with a cohort of $>200$ consanguineous Iranian families to identify autosomal recessive mutations associated with intellectual disability [250]. Intellectual disability was assessed through administration of an IQ test in which a score $<70$ indicated moderate and $<50$ severe intellectual disability. Two independent families were identified that showed nonsyndromic autosomal recessive intellectual disability associated with homozygous inheritance of mutations in the ZC3H14 gene. One family has three affected males with IQ ~50 linked to inheritance of a ZC3H14 homozygous nonsense mutation (R154X) located in exon 6, as shown in Figure 1-9. This mutation introduces a premature stop codon and thus eliminates expression of isoforms 1,2, and 3, with isoform 4 intact [247]. The second family has three affected males with IQ ~35 linked to an inherited ZC 3 H 14 homozygous 25 bp deletion, located in the intronic sequence between exons 16-17. This mutation affects all four isoforms and disrupts expression of the last
amino acid [247]. While the functional effect of this deletion has not been characterized as extensively as the nonsense mutation, intronic mutations may interfere with proper ZC 3 H 14 protein expression through disrupted RNA splicing such as exon skipping or intron retention. It is extremely difficult to determine from just two affected families, but one hypothesis that may address an observed difference in intellectual disability severity between these two families could potentially be related to the contrast in number of ZC3H14 isoforms affected/left intact by each mutation. Unfortunately, experiments have not been performed to distinguish whether there are unique cellular and functional consequences of these different mutations. Even without fully defining the functional differences between the mutations present in these two families, this association study presents two major implications regarding ZC3H14. First, while Nab2 is essential for viability in yeast [251] and flies [264], ZC3H14 is not essential for viability in humans. Second, the association of ZC 3 H 14 mutations with nonsyndromic intellectual disability adds ZC 3 H 14 to the growing list of ubiquitous RNA-binding proteins associated with tissuespecific disorders in humans. Therefore, it is critical to investigate the function of ZC 3 H 14 in the brain.

As ZC 3 H 14 is a ubiquitously expressed protein [249], it is important to examine its expression in the brain. The ZC3H14 transcript is expressed in both adult and fetal tissue [247], suggesting ZC3H14 may play a role during and after human early brain development. Furthermore, immunohistochemical staining of post-mortem Alzheimer's disease patients shows a decrease in overall ZC3H14 (termed MSUT2 in this study) in the hippocampus [276]. Immunofluorescent staining of ZC3H14 protein in the brain, specifically in adult mouse hippocampus indicates that ZC3H14 is enriched in hippocampal neurons, including the DG, CA1, and CA3 regions, as compared to glia [247]. This indicates ZC3H14 likely could play a
role in neurons. Investigations in C. elegans also suggest neuron-specific function, where loss of SUT-2 function suppresses neurodegenerative changes in a tauopathy model [254] and SUT-2 overexpression enhances tau-induced neuronal dysfunction [276]. To further emphasize the importance in neurons, Nab2 in flies is essential for viability [264], and neuron-specific expression of Nab2 in null flies is sufficient to rescue viability to $93 \%$ [264]. Additionally, neuron-specific expression of human ZC 3 H 14 isoform 1 in Nab2-null flies also rescues viability [264], implying a high degree of functional conservation between Nab 2 and ZC3H14 isoform 1.

Within the $3 \%$ Nab2-null surviving adult flies, which are hypothesized to escape death via maternally-deposited Nab2 in the oocyte, the brain demonstrates severe highly penetrant morphological defects, most notably in the morphology of the mushroom bodies [277]. The mushroom bodies are functionally analogous to the hippocampus and are required for learning/memory in the fly brain [278]. Together with this finding, a behavioral assay showed Nab2-null flies have intact learning but are impaired in short-term memory [277]. Overall, the role of ZC 3 H 14 should be investigated throughout the brain, but the data compiled from immunofluorescence, brain morphology, behavioral impairment, and link to intellectual disability suggests ZC 3 H 14 has a key role in specific regions of the brain, especially the hippocampus.

### 1.7 Summary and Prevailing Questions

ZC3H14 is a ubiquitous polyadenosine RNA binding protein that is lost in an autosomal recessive form of nonsyndromic intellectual disability. Prior to the work reported here, no studies of ZC3H14 had been performed in any vertebrate model. In this thesis, I describe the first vertebrate loss of function model of ZC 3 H 14 , which was developed to investigate the role of

ZC3H14 in higher order brain function. This novel $Z c 3 h 14^{4 \operatorname{ex} 13 / \Delta e x l 3}$ mouse model is used in Chapter 2 to assess functional and molecular consequences that occur with zygotic loss of ZC3H14, which models the case in patients. This characterization includes investigations of the viability of $Z c 3 h 14^{\Delta e x 13 / \Delta e x / 3}$ mice, as well as gross brain size and morphology, learning/memory behavior, bulk poly(A) tail length, and an analysis of the hippocampal proteome. Chapter 3 exploits the Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ moue model to assess how loss of ZC3H14 impacts hippocampal neurons, both in situ and in vitro. Furthermore, I analyze the morphological and proteomic consequences that loss of ZC 3 H 14 has for hippocampal dendritic spines, which are essential postsynaptic sites required for proper neuronal function and are commonly dysregulated in neurological disorders. Together, the results of this thesis suggest that ZC 3 H 14 is necessary for higher order brain function due to a role in regulating critical RNA targets that maintain proper neuronal function. These findings suggest a working model for how loss of ZC3H14, a ubiquitous RNA-binding protein, may result in brain dysfunction. Finally, Chapter 4 discusses these findings as well as the implications of my work and future open areas of investigation.

## Figures:



Figure 1-1: Steps of post-transcriptional RNA processing, with examples of dysregulated RNA binding proteins resulting in tissue specific disorders. A schematic (left) illustrating steps in post-transcriptional regulation of gene expression (right) is shown highlighting representative RNA binding proteins that are altered in disease. Processing of the mRNA (red) begins co-transcriptionally with the addition of an mRNA cap (5' capping), splicing to remove introns (Pre-mRNA splicing), and 3' end cleavage/polyadenylation. Specific RNA binding proteins associate with the mRNA to form an export-competent mRNA ribonucleoprotein (mRNP) complex that is exported through the nuclear pore to the cytoplasm (mRNA export). In
the cytoplasm, the mRNP can undergo remodeling but the RNA binding proteins assembled into the mRNA within the nucleus can also dictate the cytoplasmic fate of mRNA. The mRNA can undergo specific localization (Assembly/localization), can be translated (Translation), or can undergo regulated decay ( $5^{\prime}$ cap turnover/RNA decay). Here, a small subset of diseases that result from altered function of post-transcriptional regulators of gene expression is illustrated (right): Muscleblind (MBNL) is one alternative splicing factor sequestered in Myotonic Dystrophy type 1 ; SF3B1 is one of several splicing factors that is mutated in myelodysplastic syndrome (MDS), a cancer syndrome of the blood; the nuclear poly(A) RNA binding protein PABPN1 is altered in oculopharyngeal muscular dystrophy (OPMD); the mRNA export factor, GLE1 is altered in lethal congenital contracture syndrome 1 (LCCS1) causing loss of motor neurons; the mRNA chaperone protein SMN1 is lost in spinal muscular atrophy (SMA); a key regulator of translation, the fragile X mental retardation protein (FMRP) is lost in fragile X syndrome (FXS); and components of mRNA decay and processing including: the DCPS protein, which mediates turnover of the $5^{\prime}$ cap linked to an inherited form of intellectual disability (ID); and the RNA exosome, which mediates both RNA decay and precise RNA processing, has been linked to multiple diseases including pontocerebellar hypoplasia (PCH).


Figure 1-2: Dendritic spines serve as major postsynaptic sites of local translation. A representative neuron (top left) is shown covered with dendritic spines. After mRNA (blue) is exported into the cytoplasm, active mRNA transport (blue arrows) moves the transcript away from the soma along a neurite. The transported mRNA may localize to a dendritic spine; postsynaptic sites that arise from the dendritic shaft and respond to excitatory synaptic activity from a paired axon terminal. Synaptic activity may activate local translation of mRNA, and produce proteins (red) that can locally contribute to synaptic plasticity and spine morphogenesis. This figure is adapted from Medioni et al. (2012) [279].


Figure 1-3: General schematic of different dendritic spine morphology classifications. A. A classic example of dendritic spine morphology, consisting of a distinct "head" atop a thin neck that connects to the dendritic shaft. B. A schematic of the range of morphologies available for dendritic spines due to structural plasticity. Single spines are morphologically categorized as stubby (purple), thin (blue), or mushroom (red) spines, typically based off of the length of the spine and the ratio between the width of the head and neck. This schematic does not represent real-life distribution of dendritic spine types, ratios, and differences in morphology occurring along a dendrite.


Figure 1-4: Schematic of the brain-wide phases that regulate dendritic spine density over the course of life in mammals. Distinct phases of spine density are characterized by the relative rate between spine formation/elimination. Spinogenesis starts in early postnatal development as a period of dendritic spine overproduction, creating a net abundance of dendritic spines that lasts until adolescence. Spine pruning increases spine elimination at adolescence into early adulthood, which results in an overall reduction in spine density. Spine maintenance reaches equilibrium between spine formation and elimination, thereby maintaining spine density throughout adulthood. This figure is adapted from Chen et al. (2014) [148].


Figure 1-5: The role of CaMKII in cytoskeletal stabilization within dendritic spines. The cytoskeletal structure of dendritic spines is enriched for filamentous actin (F-actin). CaMKII is bound to bundled F-actin in the dendritic spine's basal state. Upon induction of long-term potentiation (LTP), CaMKII is activated and unbinds F-actin, allowing for unbundling and polymerization of globular actin (G-actin) to produce addition F-actin. During this period, the dendritic spine can expand and incorporate proteins into the postsynaptic membrane, such as the AMPA receptor (AMPAR), strengthening the synapse. The structural and proteomic changes in the dendritic spine are stabilized once inactive CaMKII binds/bundles F-actin again. This figure is adapted from Okamoto et al. (2009) [157].

Neuronal Development


Figure 1-6: Changes in dendritic spine density, morphology, and proportion of spine types associated with various neurological disorders over the course of neuronal development. Dendritic spine density naturally changes over the course of spinogenesis, pruning, and spine maintenance phases of neuronal development. Dendritic spine density exhibited by various neurological disorders (Fragile X Syndrome (purple), Tuberous Sclerosis (green), Rett Syndrome (blue), Down Syndrome (red), and Angelman Syndrome (yellow)) can differ from typical (grey) spine density (arrows) or exhibit similar spine density during specific neuronal development phases (horizontal line) (left). White boxes indicate lack of data for a disorder during a specific phase of neuronal development. Changes in spine morphology, such as spine length, head size, and prevalence of spine type, are also unique to specific neurological disorders (right). This figure is adapted from Phillips \& Pozzo-Miller (2015) [235].


Figure 1-7: Evolutionarily conserved domain structure of ZC3H14 protein and its orthologues. Comparisons of evolutionarily conserved ZC3H14 orthologues, which contain an N-terminal Proline-Tryptophan-Isoleucine (PWI)-like domain (green), nuclear targeting signal (an arginine-glycine-glycine (RGG) motif or a classical nuclear localization signal (cNLS)) (brown), and the RNA binding domain composed of five to seven zinc fingers (ZF, pink). Mammalian ZC3H14 orthologues result from alternative splicing that produces at least four protein isoforms, with an alternative exon 1 (purple) in isoform 4 likely generated through an
alternative transcriptional stat site. Numbers above each protein indicate amino acid number. The spacing between domains is not drawn to scale. The clustered spacing of ZFs within the RNA binding domain reflects the actual spacing.


Figure 1-8: ZC3H14 domain structure and isoform alternative splicing. ZC 3 H 14 in mice and humans is expressed from a single gene as at least four distinct isoforms generated by alternative splicing. All isoforms contain the C-terminal RNA binding domain, encoded by exons 13-16. Isoforms 1 (a), 2 (b), and 3 (c) contain the N-terminal PWI-like domain encoded by exons 1-5 and the cNLS predicted to be encoded in exon 7 or 11 , with alternative splicing occurring between exons 10-12. Isoform 4 (d) lacks the PWI-like domain and cNLS and encodes an alternative first exon.


Figure 1-9: Pedigree of Family-1 and Family-2 of independent ZC3H14 mutation inheritance. Family pedigrees of Family 1 (left) carrying a ZC3H14 nonsense mutation (R156X) in exon 6, and Family 2 (right) carrying a 25 nt deletion in ZC3H14 exon 17. ZC3H14 homozygous recessive affected individuals are shown in black. This figure is adapted from Pak et al. (2013) [247].

## Chapter 2

The RNA-binding protein, ZC 3 H 14 , is required for proper polyadenylation, expression of synaptic proteins, and brain function in mice
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### 2.1 Introduction

Post-transcriptional processing of mRNA, which is critical to ensure proper gene expression, is mediated by numerous RNA-binding proteins that associate with RNA from the start of transcription in the nucleus to degradation in the cytoplasm [280, 281]. There are a growing number of examples where mutations in genes that encode ubiquitously expressed RNA-binding proteins required for post-transcriptional processing cause tissue-specific human disease [282]. Many of these mutations cause diseases of the nervous system such as fragile X syndrome [283] and spinal muscular atrophy [284]. Understanding the functions of these RNAbinding proteins within the nervous system is an important step towards defining the molecular mechanism underlying these tissue-specific diseases.

Fine-tuning of the size and number of synaptic connections in the brain is critical for cognition and underlies fundamental processes such as learning and memory [285]. One key mechanism by which neurons finely tune synapses is through spatio-temporal regulation of gene expression at the site of the synapse [286, 287]. Much of this regulation is mediated by RNAbinding proteins that modulate steps in post-transcriptional processing of mRNAs to achieve local protein synthesis in neurites [286]. A number of mRNA binding proteins, such as Fragile X Mental Retardation Protein (FMRP) and Zipcode Binding Protein 1 (ZBP1), regulate local protein synthesis [287] in neurons. FMRP binds to target mRNAs and represses their local translation, allowing for finely-tuned expression of key synaptic plasticity proteins [29]. ZBP1 guides target mRNAs to the growth cone and synchronizes their translation in response to external stimuli [287]. Such specific functions that may be most essential in neurons could explain why mutations in genes encoding ubiquitously expressed RNA-binding proteins commonly cause neurological defects.

Recently, mutations in the gene encoding the evolutionarily conserved polyadenosine
 cause of a form of nonsyndromic, autosomal recessive intellectual disability [247]. ZC3H14 is evolutionarily-conserved [247-249, 264, 277], and orthologues are essential in budding yeast [251] and flies [247]. The critical functionally conserved domains present in ZC3H14 (Fig. 1A) include an N-terminal Proline-Tryptophan-Isoleucine (PWI)-like domain that mediates interactions with the nuclear pore [256], predicted nuclear targeting signals, and a C-terminal tandem CysCysCysHis (CCCH) Zinc Finger (ZF) domain that mediates high affinity binding to polyadenosine RNA [252]. As shown in Figure 1A, alternative splicing in mammals generates several isoforms of ZC 3 H 14 (isoforms a-d in mice) including one, isoform d, that lacks the exons that encode the N -terminal PWI domain and nuclear targeting signals.

Patients that suffer from intellectual disability caused by mutation of ZC 3 H 14 are homozygous for a ZC3H14 allele with a premature stop codon in exon 6 (R154X) that eliminates expression of the protein isoforms that most resemble the essential orthologues found in yeast [251] and flies [247]. Isoform d of ZC3H14, which lacks exon 6, is unaffected by the mutation [249]. Although this form of the protein and is localized to the cytoplasm and appears to be expressed primarily in testes [249], possibly this short ZC3H14 isoform could fulfill an essential function in these patients [288]. While there could be a functional orthologue of ZC3H14 that does not share extensive amino acid similarity in key domains, the human genome does not encode any other CCCH zinc finger proteins that contain a PWI-like domain or key conserved residues within the zinc finger domain that are critical for RNA binding in ZC3H14 orthologues [273] raising the possibility that ZC3H14 function may not be essential in mammals. Prior to the current study there was no way to assess the requirement for mammalian ZC3H14.

ZC3H14 binds with high-affinity binding to polyadenosine RNA [247, 248]. Studies in cultured human cell lines show that ZC3H14 is localized primarily to nuclear speckles [249, 276] suggesting functions within the nucleus. In fact, characterization of ZC3H14 orthologues in model organisms reveals a number of nuclear functions for this zinc finger polyadenosine RNAbinding protein including reported roles in transcription [289], control of poly(A) tail length [263, 264], splicing [290] and RNA export from the nucleus [253]. These functions are consistent with the steady-state localization of the protein to the nucleus and the confirmed nucleocytoplasmic shuttling of the S. cerevisiae orthologue [255, 291, 292]. However, such functions alone cannot readily explain why loss of ZC 3 H 14 in patients leads to brain-specific deficits. The specific cellular requirement for ZC 3 H 14 has been addressed by studies exploiting loss-of-function models of the Drosophila orthologue, dNab2. Flies lacking both zygotic and maternally-deposited dNab2 are not viable [247] while zygotic mutants show reduced viability as well as defects in brain morphology [277]. Neuron-specific knockdown of dNab2 impairs shortterm memory as determined in a courtship conditioning assay [277]. Furthermore, neuronspecific re-expression of dNab2 or expression of human ZC3H14 is sufficient to rescue behavioral defects in $d N a b 2$ zygotic mutant flies [247, 264]. These studies establish a critical, functionally conserved requirement for Drosophila ZC3H14 (dNab2) in neurons.

To examine the function of ZC 3 H 14 in a mammalian brain and provide insight into why a loss-of-function mutation in ZC 3 H 14 causes brain-specific defects in humans, we generated mice that lack Zc3h14 exon 13, an exon common to all Zc3h14 splice variants (denoted as Zc3h14 $\left.{ }^{\text {4ex13/Lexl3 }}\right)$. Here, we report an evolutionarily conserved function of ZC 3 H 14 in poly(A) tail length control in the mammalian brain. Furthermore, Zc3h14 $4^{4 e x 13 / \Delta e x l 3}$ mice show morphological changes in ventricles with the brain as well as a deficit in working memory.

Quantitative label-free proteomic analysis reveals key pathways with roles in synaptic function affected upon the loss of ZC 3 H 14 . The $\mathrm{Zc} 3 h 14^{\operatorname{dex} 13 / \Delta e x 13}$ mouse and these findings reveal the importance of ZC 3 H 14 within the mammalian brain and provide an important tool to further define the role of ZC 3 H 14 in the brain.

### 2.2 Results

### 2.2.1 Generation and confirmation of $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice

As with humans [249], mice express multiple splice variants of the Zc3h14 gene, which encode four protein isoforms termed ZC3H14 isoforms a-d (Fig. 1A). These isoforms share 90\% amino acid sequence identity with the human ZC 3 H 14 isoforms. Exon 13 is the first common exon among the Zc3h14 splice variants. This exon encodes the start of the zinc finger domain that mediates binding to RNA [247-249, 252, 273, 293] and is essential for the function of the budding yeast ZC3H14 orthologue, Nab2 [253]. As described in Materials and Methods, we obtained embryonic stem cells in which Zc3h14 exon 13 is flanked by loxP sites from the Knockout Mouse Project (Fig. 1B). These cells were utilized to generate a conditional knockout mouse line expressing a floxed allele for $Z c 3 h 14$ which was induced to create an out-of-frame deletion of Zc3h14 exon 13 ( $\Delta$ ex13) upon Cre-mediated recombination.

To examine the function of ZC 3 H 14 , we inactivated $\mathrm{Zc} 3 h 14$ by mating homozygous floxed Zc3h14 ${ }^{F / F}$ mice to EIIa-Cre transgenic mice, which express Cre-recombinase under the control of a strong adenovirus EIIa promoter in a wide range of tissues in the mouse embryo including germ cells [294, 295]. EIIa-Cre transgenic mice are commonly used to generate germline deletion of loxP-flanked genes [296-302]. Following several generations of breeding as described in Materials and Methods, the floxed Zc3h14 conditional allele was efficiently
recombined to yield EIIa-Zc3h14 4 exl3/Lex13 mice as determined by genomic PCR analysis (primers indicated in Fig. 1B) to detect the control, floxed, and recombined alleles. The recombination event was confirmed by the appearance of a lower molecular weight band at the predicted size (230 bp) upon Cre-mediated deletion of exon 13 (Fig. 1C, top panel). Additional PCR analyses confirmed the loss of exon 13 in the recombined mice (Fig. 1C, bottom panel). Mice with confirmed recombination were mated to wildtype mice to breed out the EIIa-Cre allele. EIIa-Cre-negative, $Z c 3 h 14^{\text {exx13/+ }}$ mice were mated to generate $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ homozygous mice for a minimum of four generations for subsequent analyses.

To validate the loss of ZC 3 H 14 protein in these mice, we immunoblotted tissue isolated from the hippocampus, cerebral cortex, cerebellum, and spinal cord, using an antibody that detects the N-terminal PWI-like domain of ZC3H14 [249]. As shown in Figure 1D, the Zc3h144ex13/4exl3 mice show no detectable expression of ZC 3 H 14 isoforms a-c, which are readily detectable in the Zc3h14+/+ control mice. Note that in the Zc3h144ex13/גexl3 homozygous mice, we did observe a small amount of a lower molecular weight band (asterisk in Figure 1D) that is specifically detected by the N-terminal ZC3H14 antibody. Using mass spectrometry, we determined that this lower molecular weight band corresponds to a truncated form of ZC3H14. Peptides of ZC3H14 from the Zc3h14 ${ }^{\text {Sex } 13 / \Delta e x l 3}$ mouse map only to the N -terminal region of the ZC3H14 protein within exons 5 and 6 (Supplementary Material, Fig. S1), suggesting low-level expression of a truncated protein that lacks the essential RNA-binding domain [253]. In contrast, peptides from the control mouse map to both the N - and C-terminal regions of the ZC3H14 protein (Supplementary Material, Fig. S1). Furthermore, the amount of ZC3H14 immunoprecipitated from $\mathrm{Zc} 3 h 14^{+/+}$mice is at least ten-fold more than the amount of truncated protein immunoprecipitated from $Z c 3 h 14^{\lfloor e x 13 / \Delta e x l 3}$ mice showing that the level of this truncated
protein is very low. Thus, $Z c 3 h 14^{\text {exx13/4exl3 }}$ mice do express a small amount of truncated ZC3H14, which is devoid of the functionally essential RNA-binding zinc finger domain [248, 253]. As no antibody is available to detect ZC 3 H 14 isoform d by immunoblotting, we performed real-time PCR analysis of mouse brain to confirm that this variant was also absent from the Zc3h14 ${ }^{\text {dex13/גexl3 }}$ mice. The Zc3h14 isoform $d$ transcript was not detectable above background in Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice, but was readily detected in $Z c 3 h 14^{+/+}$mice (Fig. 1E). Taken together, these analyses confirm that we have generated mice lacking any full-length ZC3H14 isoform.

### 2.2.2 ZC3H14 is not essential but is required for normal litter and testis size

To assess the requirement for ZC 3 H 14 in mice, we bred heterozygous $\mathrm{Zc} 3 h 14^{\Delta e x 13 /+}$ mice to one another, calculated ratios of the genotypes produced, and compared them to expected Mendelian ratios. While $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice are viable, there was a statistically significant difference between the expected (1:2:1) and observed (1.0:1.8:0.6, $\mathrm{p}<0.0205$ ) ratios of the genotypes produced (Fig. 2A). To assess differences in litter size, we bred homozygous Zc3h14 ${ }^{\text {dex13/4exl3 }}$ mice to one another. We detected a modest but statistically significant decrease in average litter size ( 4.14 pups/litter) generated from these $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ pairings when compared with Zc3h14+/+ pairings ( 6.10 pups/litter) (Fig. 2B). This decrease in litter size may at least partially be due to a trend toward a decrease in the number of male Zc3h14 4 exl3/4ex13 births as shown in Fig. 2C. Together, these data indicate that although Zc3hl4 is not essential for viability, but loss of ZC 3 H 14 may impair survival in utero.

As a general indication of overall health and development, we systematically measured the body weight of the mice starting at 3 weeks after birth and continuing until they were 5 months old (Supplementary Material, Fig. S2A). Analysis of mean values for body weight of
male and female $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice showed no statistically significant difference between the two genotypes. The sample size, standard error of the means (SEMs), and $p$ values are reported in Supplementary Material, Fig. S2B-D. We also observed no statistically significant difference between the mean values for whole brain weight (Fig. 2D) or hippocampal weight (Fig. 2E) when we compared male $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ adult mice.

As the testes express high levels of ZC3H14 [249], we compared testis weight in Zc3h14 ${ }^{++}$versus Zc3h14 ${ }^{\text {Lexl3/Lexl3 }}$ mice. Although no gross differences in body weight or brain weight were detected, $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice had testes that were half the size of $Z c 3 h 14^{+/+}$testes (Fig. 2F). ZC3H14 is thus required for normal litter size and is important for normal testis size.

### 2.2.3 Zc3h14 ${ }^{\text {4ex13/Dex13 }}$ mice show altered ventricles in the brain

Although the brain and hippocampi of $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice showed no detectable change in weight as compared to $\mathrm{Zc} 3 h 14^{+/+}$mice (Fig 2D,E), we examined overall brain morphology by histology. We analyzed coronal histological sections (as diagrammed in Fig. 3A) comparing Zc3h14 ${ }^{+/+}$and Zc3h14 $4^{\text {exx13/4ex13 }}$ mouse brains. Haematoxylin and eosin (H\&E) staining revealed that the anterior portion of the lateral ventricles is enlarged in $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice as compared to $\mathrm{Zc} 3 h 14^{+/+}$mice (Fig. 3B and 3C). In contrast, there was no detectable effect on the size of the lateral ventricles at a more caudal level at the hippocampus proper (Fig. 3D). To examine hippocampal morphology, we stained matched sections from $Z c 3 h 14^{+/+}$and Zc3h14 ${ }^{\text {Uex13/4ex13 }}$ mice with cresyl violet (Fig. 3E). At this level of analysis, no gross morphological differences were detected between the $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ hippocampi when sections from five independent mice were examined.

### 2.2.4 Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ mice have impaired working memory but intact learning

Loss of the ZC3H14 orthologue in Drosophila causes defects in short-term memory while learning remains intact [277]. To assess the consequences of loss of ZC 3 H 14 in mice, we performed a variety of behavioral assays including spontaneous alternation Y-maze, open field test, light-dark box, fear conditioning, novel cage activity, and water radial arm maze (Fig. 4 and Supplemental Material, Table S1). For all studies, we employed adult mice between 3 and 4 months of age. Cohorts of mice were carefully age and gender matched for all assays. In several of the assays including the novel cage, light-dark box, and fear conditioning, we did not detect statistically significant differences in the behaviors we examined when comparing the $\mathrm{Zc} 3 \mathrm{hl} 4^{+/+}$ and Zc3h144exl3/עexl3 mice (Table S1). A Y-maze paradigm was employed as an initial approach to assess working memory [303]. We did not detect a statistically significant difference in the percentage of correct alternation in arm entries when we compared Zc3h14++ and Zc3h14 ${ }^{\text {Lex13/Lexl3 }}$ mice (Fig. 4A); however, there was a trend toward a deficit in the sequence of arm entries for Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice. As shown in Figure 4B, we did detect a statistically significant difference ( $\mathrm{p}=0.004$ ) in the number of arm entries between the two groups The Zc3h14 $4^{\text {Eex13/Lexl3 }}$ mice had $40 \%$ more arm entries than the Zc3h14+/+ mice (Fig. 4B). These data suggest there are some differences in the behavior of $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice compared to control Zc3h14+/+ mice.

Based on the results obtained in the Y-maze, we employed a more sensitive assay to further explore aspects of learning and memory, the water radial arm maze (WRAM) [304-307]. As illustrated in Figure 4C, the WRAM is an eight-arm arena in which mice are evaluated on their ability to learn the location of submerged platforms in order to escape from having to swim, and remember the location of the hidden platforms. Learning is indicated, across nine days of
testing, by a decrease in the amount of time required to find all four platforms and a decrease in the number of errors made. Errors include mistakes in which a mouse enters an arm that: (a) does not contain a platform, (b) contains a platform but the mouse does not locate it, (c) contained a platform on a previous trial on the same day, or (d) has already been entered previously during the trial (i.e. deficit in working memory). Both $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta x x 13}$ adult mice were able to learn the locations of the hidden platforms, as evidenced by a decrease in the time required to locate the platforms (Fig. 4D, $p<0.0001$ ), a decrease in the number of overall total errors (Fig. 5E, $p<0.0001$ ), and a decrease in the number of working memory errors (Fig. 4F, $p<0.0001$ ), across the course of the nine-day testing period.

Though both Zc3h14+/+ and Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ mice show the ability to learn as assessed in the WRAM (Fig. 4D-F), data uniformly indicate a trend toward an impairment in efficient learning by the $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice, which require one to three additional days to perform at a similar level to $Z c 3 h 14^{+/+}$mice. Furthermore, analyzing the WRAM data to assess working memory function, Zc3h $14^{4 e x 13 / \Delta e x 13}$ mice showed a statistically significant deficit in working memory when compared with Zc3h14+/+ mice (Fig. 4F). Specifically, working memory errors are repeated entries into any arm on a given trial, indicating the subject's inability to remember which arm was explored within the previous two minutes (the length of a single trial). As illustrated in Fig. 4F, Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice exhibited a statistically significant ( $p=0.035$ ) persistence in the number of working memory errors that is not exhibited by control mice. Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice require two additional days of trials to perform as well as the control mice in locating all platforms. The WRAM results indicate that ZC 3 H 14 is required in adult mice for proper cognitive function, particularly spatio-temporal working memory, which is consistent
with the cognitive deficits seen in patients [247] and the behavioral defects observed in the $d N a b 2$ mutant flies [277].

### 2.2.5 $\mathrm{Zc} 3 \mathrm{~h} 14^{4 e x 13 / \Delta e x 13}$ mice have normal visual function and exhibit normal motor function and coordination

The WRAM test requires vision to locate environmental cues and motor coordination to swim efficiently. To rule out possible confounding variables that could lead to impaired performance of Zc3h14 ${ }^{\text {Lex13/4exl3 }}$ mice in the WRAM test, we conducted several tests to examine visual function (Supplementary Material, Fig. S3 A-C), and motor function and coordination (Supplementary Material, Fig. S3 D-G). These tests were performed on independent cohorts of mice so they would not confound results of the WRAM. $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice performed at least as well as the $Z c 3 h 14^{+/+}$mice on the visual and motor coordination assays. We measured visual acuity and contrast sensitivity by using an optokinetic test apparatus (depicted in Supplementary Material, Fig. S3A) for rodents, which elicits a head- and body-turning response to a rotating visual field [308]. Zc3h14 4ex13/Dexl3 mice showed no obvious deficit in their visual acuity represented by their ability to distinguish similar spatial frequencies of black and white gratings when compared to control mice (Supplementary Material, Fig. S3B). Furthermore, Zc3h14 ${ }^{\text {Uex } 13 / \Delta e x l 3}$ mice showed no evidence of impaired contrast sensitivity, as measured by their ability to distinguish between gradients of dark- and light-gray gratings (Supplementary Material, Fig. S3C), when compared to Zc3h14+/+ mice.

Next, we challenged mice using two assays to assess general motor function and coordination. Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice did not show a statistically significant difference in their ability to grip a wire mesh while up-side down (depicted in Supplementary Material, Fig. S3D)
when compared to Zc3h144/+ mice (Supplementary Material, Fig. S3E). Additionally, when challenged on a rotarod apparatus (depicted in Supplementary Material, Fig. S3F), $Z c 3 h 14^{\text {Uex } 13 / \Delta e x l 3}$ mice performed at least as well as the $Z c 3 h 14^{+/+}$mice (Supplementary Material, Fig. S3G). These data together indicate that, along with vision, general motor function, sensorimotor coordination, and motor learning are intact in $Z c 3 h 14^{\text {dex13/4exl3 }}$ mice, and thus would not contribute to differences in performance in the WRAM. Furthermore, consistent with normal baseline behavior, $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice were comparable in assays to assess exploratory behavior (novel cage), fear conditioning, and anxiety (light/dark box) (Supplementary Material, Table S1). Together, these results indicate that the working memory deficit detected in the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice is not likely to be confounded by these variables.

### 2.2.6 Zc3h14 is required for proper poly(A) tail length control

Our previous work demonstrates that one evolutionarily conserved molecular function of ZC3H14 is to restrict poly(A) tail length of bulk RNAs [247, 251, 263, 264]. However, no studies have been previously performed to assess the molecular function of vertebrate ZC3H14 in vivo. To assess the functional consequence of loss of ZC 3 H 14 , we compared poly(A) tail length of bulk RNA isolated from several different tissues of Zc3h14+/+ and Zc3h14 4ex13/Дex13 mice (Fig. 5). We examined RNA isolated from two different brain regions, cortex and hippocampus, as well as liver. ZC3H14 is highly expressed in all these tissues [249]. Poly(A) tail length of bulk RNA isolated from these tissues was assessed as described in Materials and Methods using an acrylamide gel to resolve end-labeled poly(A) tracts. A typical gel is shown in Figure 5A and results depicted as scans of the lanes in each gel are shown in Figure 5B. The Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice show an increase in bulk poly(A) tail length compared to $\mathrm{Zc} 3 h 14^{+/+}$mice
in all tissues examined but the effect is very modest in the cortex and liver. The increase in bulk poly(A) tail length is far more striking in the samples isolated from the hippocampus. This result provides molecular and in vivo evidence that ZC 3 H 14 plays a role in poly $(\mathrm{A})$ tail length control in a region of the mouse brain that is important for learning and memory.

### 2.2.7 Increased expression of synaptic proteins in $\mathrm{Zc} 3 \mathrm{~h} 14^{4 \operatorname{ex13/\Delta ex13}}$ mice

Patients with loss of function alleles of ZC 3 H 14 have intellectual disability [247] and our mice show some changes in the lateral ventricle of the brain and poly(A) tail length control in the hippocampus. To begin to explore mechanisms that could underlie these functional changes, we performed a quantitative proteomic analysis to compare the hippocampal proteomes of Zc3h14 ${ }^{+/+}$and Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice ( $n=4$ each group). We focused on hippocampi for this analysis as this is the tissue that shows the most profound change in bulk poly(A) tail length. Following tissue homogenization and trypsin digestion, peptides from each sample were analyzed by LC-MS/MS on an Orbitrap Fusion mass spectrometer. Relative protein abundance was determined by peptide ion-intensity measurements across LC-MS runs using the label-free quantification (LFQ) algorithm in the MaxQuant computational platform [309]. In total, 56,423 peptides mapping to 4,450 protein groups were identified in $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mouse hippocampi. The stochastic nature of LC-MS/MS based peptide sequencing required us to limit the number of missing protein measurements to no more than two per condition, resulting in the final quantification of 4,161 protein groups (henceforth referred to as proteins) mapping to 4,052 unique gene symbols (Table S2).

Figure 6A shows a volcano plot where each protein that has any change in steady state expression level between $\mathrm{Zc} 3 h 14^{+/+}$and $\mathrm{Zc} 3 h 14^{\operatorname{Sex} 13 / \Delta e x 13}$ hippocampi is represented by a colored
dot. In total 113 ( 62 increased, 51 decreased) proteins with at least a $\pm 1.25$ fold change (i.e., $\left.\left|\log _{2}\left(Z c 3 h 14^{+/+} / Z c 3 h 14^{\text {exx } 13 / \Delta e x 13}\right)\right| \geq 0.32\right)$ and a $p$ value $<0.05$ are highlighted as green (decreased) or red (increased) dots. Proteins that did not meet these criteria (shown as blue dots) fall within the shaded nonsignificant boundaries of the plot and were omitted from further analysis. The identities of the 10 most decreased and 10 most increased proteins are listed, and their corresponding positions are labeled (with Roman or Arabic numerals, respectively) on the plot. Note that the top protein with decreased expression is ZC 3 H 14 , which further validates the absence of the ZC3H14 protein from $\mathrm{Zc} 3 h 14^{4 e x 13 / \Delta e x 13}$ mice and highlights the reliability of our proteomics approach. We further analyzed the proteins which met our significance criteria by creating a heatmap with hierarchical clustering of both samples and proteins (Supplemental Data, Fig S4). This analysis shows that the $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ samples segregate based on proteins levels, thus confirming by an independent method the distinctive proteomic profiles.

To analyze enrichment of proteins that participate in the same cellular components, biological processes, or molecular functions, we performed a GO (gene ontology) analysis of the decreased ( 50 proteins when ZC 3 H 14 is omitted from the list) and increased ( 62 proteins) sets of only those proteins significantly changed in $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice compared to $Z c 3 h 14^{+/+}$mice. The criteria used to cluster proteins into a GO term were Z -score $\geq 1.96, p$ value $<0.05$, and $\geq 3$ gene symbols per GO term. As shown in Fig. 6B, only two GO terms were identified using the decreased protein set $(n=50)$, as most of these proteins do not cluster into GO terms. These GO terms are nuclear-specific and suggest these pathways are most affected in the nucleus at the protein level as a result of loss of ZC 3 H 14 . The small number of proteins that do cluster into common GO terms are depicted in Fig. 6C. Thus, the majority of proteins with decreased expression do not cluster into common pathways recognized by GO terms.

We then analyzed the set of increased proteins ( $n=62$ ) for GO enrichment. In striking contrast to the decreased protein set, many of the increased proteins cluster into several biologically meaningful GO terms. In fact, this result holds true even after more stringent inclusion criteria ( Z -score $\geq 2.58, p$ value $<0.01$, and $\geq 5$ gene symbols per GO term) than that used for analyzing the decreased gene set (Fig. 6D) are applied. Many of the GO terms, such as "synapse," "signal transduction," and "behavior," have neuronal or brain-specific functions. For example, the top GO term categorized under cellular component is "synapse" (large green asterisk in Fig. 6E), which contains the following genes that increase in expression in Zc3h14 ${ }^{\text {Sex13/4ex13 }}$ hippocampus when compared to Zc3h14+/+ hippocampus: Atp1a2, CaMK2 $\alpha$, Nrgn, Psd3, Slc1a2, Slc1a3, Sparcl1, Sv2a (small green asterisks). Furthermore, the majority of the top 10 increased proteins cluster into the GO terms "signal transduction" and/or "membrane." In contrast, none of the top 10 decreased proteins cluster into common GO terms. This global GO term analysis of the increased protein set suggests that mutation of $Z c 3 h 14$ causes increased steady state levels of proteins in cellular components or processes important for brain function such as the synapse and signal transduction.

To validate the proteomic results, we selected several candidate proteins that showed a statistically significant change in the mass spectrometry data and compared expression in hippocampal lysates prepared from $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice to hippocampal lysates prepared from Zc3h14 ${ }^{+/+}$mice (Fig. 7). We validated the decrease in the level of the ZC3H14 protein and also examined two proteins that were increase in $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice compared to $Z c 3 h 14^{+/+}$mice, Calcium/Calmodulin Dependent Protein Kinase II Alpha (CaMK2 $\alpha /$ CaMKII $\alpha$ ) and WW domain-containing oxidoreductase (Wwox). The CaMK2 $\alpha$ protein plays a key role in signaling within the hippocampus including a role in learning and memory [310]. While most extensively
characterized as a tumor suppressor, the Wwox protein has been implicated in neural development and in the pathogenesis of Alzheimer's disease [311]. As a control, we also examined the expression of the Synaptic Vesicle Glycoprotein 2c (SV2c), which showed no statistically significant difference between the mice. Results of a representative immunoblot are shown in Figure 7A. We quantitated the results of the immunoblotting using hippocampal lysates prepared from three $Z c 3 h 14^{+/+}$or $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice (Figure 7B). As predicted by the
 Zc3h14 ${ }^{+/+}$with no change in Sv2a.

To provide an initial test of whether proteins that show altered expression in Zc3h $14^{4 e x 13 / \Delta e x 13}$ mice compared to $\mathrm{Zc} 3 h 14^{+/+}$mice could be directly regulated by ZC 3 H 14 , we performed an RNA immunoprecipitation experiment (Fig. 7C). For this experiment, we immunoprecipitated endogenous ZC3H14 from mouse hippocampi and used qRT-PCR to detect bound transcripts. We focused on the CaMK2a transcript for these initial experiments both because it is an important regulator of neuronal activity [310] and our studies in Drosophila reveal that fly ZC3H14/dNab2 can regulate the expression of a CaMK2 $\alpha$ translational reporter and bind to the CaMK2a transcript in a comparable RNA immunoprecipitation assay [312]. As shown in Figure 7C, the CaMK2a transcript is highly enriched (>15-fold) when ZC3H14 is immunoprecipitated from $Z c 3 h 14^{+/+}$hippocampus as compared to $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ hippocampus, which lacks ZC3H14. A previously validated target of ZC3H14 in cultured cells, Atp5gl [313], is also enriched in the ZC3H14 immunoprecipitation while the Zc3h14 transcript is not. These results suggest that ZC 3 H 14 could modulate the steady-state levels of hippocampal proteins through directly binding and regulating the corresponding transcripts.

### 2.3 Discussion

We have generated a $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mouse to study the function of the evolutionarily conserved, ubiquitously expressed polyadenosine RNA-binding protein, ZC3H14. The mutation eliminates exon 13, the first common exon of all four isoforms of ZC 3 H 14 , which encodes the start of the critical zinc finger RNA-binding domain essential for the function of the $S$. cerevisiae orthologue of ZC3H14, Nab2 [253]. We have performed an initial characterization of the homozygous Zc3h14 $4^{\operatorname{4ex} 13 / \Delta e x 13}$ mice, which revealed that they show an increase in the size of the lateral brain ventricles with no gross change in hippocampal morphology, and modest deficits in some behavioral paradigms including the WRAM. Interestingly, bulk RNA isolated from hippocampi of Zc3h14 ${ }^{4 e x 13 / \operatorname{Lex} 13}$ mice has extended poly(A) tails, and parallel quantitative proteomic analysis comparing the hippocampi of Zc3h14 4 exl3/ปex13 mice to $\mathrm{Zc} 3 \mathrm{hl} 4^{+/+}$mice revealed an increase in the steady-state level of proteins important for synaptic plasticity and function including CaMK2 $\alpha$. Taken together, this work provides a model in which to study the function of ZC 3 H 14 in the mammalian brain.

ZC3H14 orthologues in S. cerevisiae [251] and Drosophila [247] are essential for viability. However, patients who lack expression of ZC 3 H 14 isoforms (isoforms 1-3), which most closely resemble the evolutionarily conserved gene product shared by the yeast and flies [288], are alive [247]. Furthermore, these patients suffer from nonsyndromic intellectual disability showing that, despite ubiquitous expression of ZC 3 H 14 isoforms 1-3, functional consequences of loss of these protein isoforms is limited to the brain [249]. Unlike the patients, which retain at least one ZC 3 H 14 isoform, the mice were engineered to remove an exon common to all splice variants and thus eliminate all protein isoforms. Although no full length ZC3H14 protein is present in these mice, we detect a very small amount of a truncated protein (Fig. 1D
and S 1 ). These results suggest that ZC 3 H 14 is not essential for viability with the caveat that the small amount of ZC3H14 that lacks the C-terminal RNA binding domain could confer some as yet undetermined function. The $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice are fertile and appear to show normal growth as evidenced by analysis of overall body weight as well as brain and hippocampal weights. We did detect a decrease in litter size at weaning, which could reveal developmental consequences of loss of ZC 3 H 14 or altered maternal care. Adult $Z c 3 h 14^{\text {exx13/4exl3 }}$ mice exhibited normal visual acuity and contrast sensitivity as well as general motor function and coordination. Taken together, these results suggest that ZC 3 H 14 function is not critical for viability in mammals.

Two tissues that are highly dependent on spatial and temporal control of gene expression are the brain $[284,314,315]$ and the testes $[316,317]$. Consequently, changes in testis size are commonly associated with disorders of intellectual disability [318-322]. A striking phenotype we observe in the $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice is the decreased size of the testes, which suggests a requirement for ZC 3 H 14 in proper testes development or maintenance. In fact, the testes have high expression of all ZC 3 H 14 isoforms including the testes-enriched isoform d [249]. The testes themselves are rich in RNA-binding proteins [316, 317], many of which are expressed as testesspecific isoforms [323, 324]. Furthermore, spermatogenesis is highly dependent on posttranscriptional processing [325]. Additional studies are necessary to understand the requirement for ZC 3 H 14 in the testes and the role ZC 3 H 14 , in particular the mammalian-specific isoform 4, plays in the testes.

Previous studies of the Drosophila orthologue of ZC3H14, dNab2, identified a requirement for dNab 2 in supporting normal brain function and structure [277]. In $d N a b 2$ mutant flies, the lobes of the mushroom bodies, neuropil which are essential for learning in flies [278],
are malformed and show crossing-over defects of axons across the midline [277]. Interestingly, such defects have also been reported in the fragile $X$ syndrome fly model [326]. Our analysis of the brain morphology of $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice thus far reveals an increase in the size of the lateral ventricles with no gross change in the hippocampus. Enlargement of lateral ventricles in mouse models has been observed in a variety of brain disorders with cognitive impairment, including fragile X syndrome [327], down syndrome [328], and the autism spectrum disorder, Smith-Lemli-Opitz syndrome [329]. Furthermore, enlargement of lateral ventricles is a hallmark of developmental disability [330] and age-related cognitive decline [331, 332] in humans. Many potential mechanisms could underlie the increase in the size of the lateral ventricles observed in Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ mice including cerebrospinal fluid (CSF) overproduction, decreased resorption, or obstruction of outflow [328]. Alternatively, enlarged ventricles could arise from degeneration, impaired proliferation, or delayed maturation of ependymal cells that line the ventricles [328]. More detailed analyses will be required to define the nature of this defect in mice lacking ZC3H14.

With respect to the key function of ZC 3 H 14 , previous studies established that ZC 3 H 14 and its orthologues play an evolutionarily conserved role in regulating poly(A) tail length of RNAs in budding yeast [263], Drosophila [247], and a murine neuroblastoma cell line [264]. Utilizing the $Z c 3 h 14^{\operatorname{Lex} 13 / \Delta e x 13}$ mice, we present the first functional characterization of the mammalian ZC3H14 protein in vivo. Our results reveal that ZC 3 H 14 is required for proper control of poly(A) tail length in the hippocampus. Control of poly(A) tail length is crucial for proper post-transcriptional regulation [333], especially in neurons that require precise temporal and spatial control of gene expression [334] [41, 42, 335, 336]. An elongated poly(A) tail could increase the half-life [333] of specific target RNAs and/or increase translation through a
cytoplasmic polyadenylation element binding protein (CPEB)-dependent mechanism [269, 337]. Either mechanism could lead to an increase in the steady state level of the encoded protein. In fact, GO-term analysis of our mass spectrometry results revealed a unilateral increase in the expression of proteins (e.g. CaMK2 $\alpha$ ) important for processes such as signal transduction and synaptic function. Such changes could be mediated by direct binding of ZC3H14 to target transcripts as ZC3H14 enriches the CaMK2a transcript in RNA immunoprecipitation.

Results of the behavioral analyses reveal that the $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice apparently have intact spatio-temporal learning but a detectable deficit in working memory revealed in the WRAM. These data are remarkably consistent with studies in a Drosophila model, in which flies depleted of dNab 2 specifically in neurons, show defects in short-term memory but preserved learning ability [277]. Working memory is closely related to attention [338], and measures of working memory capacity predict higher performance on executive function tasks [339]. Not only is working memory critical to brain development [340], but it is also a marker for age-related declines in cognitive function [341]. Taken together, it is possible that the human phenotype is, at least in part, recapitulated by the behavioral results in our rodent model.

This initial characterization of $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice reveal some parallel results to mice lacking the RNA binding protein Fmr1, which serve as a model of fragile X syndrome [342]. Studies in Drosophila support a close functional link as well as genetic interactions between $d N a b 2$ and $d F m r 1$ [312]. Many years of analysis of the Fmrl knockout mice have identified changes at both the molecular and behavioral levels [342] some of which can be compared to this initial characterization of Zc3h144ex13/4exl3 mice. While Fmrl knockout mice have not been analyzed in the WRAM, some studies report deficits in either the Morris water maze or in maze learning while others found no difference [342]. Studies also revealed no statistically significant
difference in a novel object recognition paradigm for Fmrl knockout mice compared to control [342] as we report here for $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice. The extensive behavioral studies performed with Fmrl mice provide direction for future analyses of the mice lacking ZC3H14.

Another point of comparison for the $Z c 3 h 14^{\Delta e x l 3 / \Delta e x 13}$ mice and the Fmrl knockout mice is proteomic changes that occur in the absence of these key regulatory RNA binding proteins. While an analysis of the hippocampal proteome directly comparable to the one reported here for Zc3h14 ${ }^{\text {dex13/4exl3 }}$ has not been carried out for Fmrl knockout mice, there are proteomic studies that analyzed primary cortical neurons [343] or synaptic membranes [344] [345]. The only study that employed samples derived from the hippocampus used iTRAQ analysis [344] and detected low fold changes with the largest difference 1.24 -fold. That study identified 23 proteins that met the criteria set forth to define statistically significant changes. We detected all 23 of these proteins in our analysis of the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ hippocampal proteome, and of these 23 , we detected changes in 18 with the overlap primarily among proteins that show an increase in steady state levels in in the mutant compared to the wildtype control animals. Some of these changes did not meet our strict criteria for statistical significance so are not reported in the Supplemental Data. While the previous study detected an increase in CaMK2 $\alpha$ levels in the Fmrl proteomic analysis, they were unable to validate a statistically significant change by immunoblotting. However, other studies have identified $C a M K 2 a$ as an RNA regulated by FMRP/Fmr1 in multiple experimental systems [346] [312]. These results are consistent with our finding that CaMK2 $\alpha$ protein levels increase in the hippocampus of $Z c 3 h 14^{4 e x l 3 / \Delta e x 13}$ mice compared to control and that CaMK2a mRNA is enriched in an RNA immunoprecipitation of ZC3H14 from hippocampus. These results support the possibility that ZC 3 H 14 could regulate some of the same target RNAs as FMRP that are critical for proper neuronal function.

In conclusion, we have generated a $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mouse as a tool to study the role ZC3H14 plays in the mammalian brain. We establish here that ZC 3 H 14 is required for proper brain function in mice and also demonstrate the ZC 3 H 14 plays a conserved role in poly(A) tail length control within the hippocampus. Based on our proteomic analysis, we suggest a model where ZC 3 H 14 regulates the expression of proteins critical for brain function. Utilizing this mouse model, future work will focus on characterizing specific target mRNAs, such as CaMK2a, which ZC 3 H 14 could regulate to ensure proper brain function.
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Figure 2-1: Generation of Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mice. (A) Schematic of four protein isoforms of murine Zc3h14 gene (Isoforms a-d). All isoforms generated contain the C-terminal RNA-binding domain, composed of five CCCH (Cys-Cys-Cys-His) zinc fingers (labelled as ZF1-5). Isoforms a-c contain the N-terminal PWI-like fold, important for poly(A) RNA export from nucleus in budding yeast [293] and predicted classical nuclear localization signal (NLS) motifs. Isoform d contains an alternative first exon (gray) that splices directly to exon 10 encoding a smaller
protein isoform. Note that exon 13 is the first common exon among all Zc3h14 splice variants and encodes the beginning of the critical RNA-binding domain [248, 252]. (B) A map illustrating the location of the loxP and $F R T$ sites adjacent to $Z c 3 h 14$ exon 13 in the floxed allele. The recombined allele illustrates the removal of Zc3h14 exon 13 following Cre-mediated recombination. The position of the forward (Fwd) and reverse (RevI, RevII) primers used for genotyping are indicated. FRT, Flippase Recognition Target; +, control allele; F, floxed allele; $\Delta \mathrm{ex} 13$, recombined allele lacking exon 13. (C) Genotyping of the Zc3h14 allele by PCR using primers illustrated in (B). Representative agarose gels are shown for PCR (top gel) using the primers flanking Zc3h14 exon 13, including LoxP sites (Fwd and RevI, black arrows), or (bottom gel) using the Fwd primer and reverse primer located in exon 13 (RevII, grey reverse arrow). Results are shown for no genomic DNA control (Con); a $+/+$ control mouse; a $\Delta$ ex13/ $\operatorname{ex} 13$ $(\Delta / \Delta)$ homozygous recombined mouse; and a heterozygously floxed/+ (F/+) mouse. The size of the products generated is indicated to the right, and markers in bp are shown on the left. (D) ZC3H14 protein was analyzed in tissue samples collected from $Z c 3 h 14^{+/+}$or $Z c 3 h 14^{\text {4ex } 13 / \Delta e x 13}$ mouse hippocampus (Hipp), cerebral cortex (CCx), cerebellum (Crbl), and spinal cord (SpC). The top panel shows an immunoblot for ZC 3 H 14 using an N -terminal antibody that recognizes the PWI-like fold [249]. The band corresponding to isoform a is located at $\sim 100 \mathrm{kDa}$; and the shorter isoforms, b and c , are detected as a single band at $\sim 70 \mathrm{kDa}$. The bottom panel shows an immunoblot for EIF5, eukaryotic Initiation Factor 5, as a loading control [347]. (*) denotes a truncated N-terminal fragment of ZC3H14 (see Supplementary Material, Fig. S1). (E) Quantitative PCR analysis of Zc3h14 splice variant d (which lacks the PWI-like Fold recognized by the antibody), normalized to 18 S rRNA as an internal control, isolated from $\mathrm{Zc} 3 h 14^{+/+}$or Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mouse brain. Error bars indicate SEM. $P<0.0001$.


Figure 2-2: Zc3h14 ${ }^{\text {dex13/Lex13 }}$ mice are viable. (A) Zc3hl4 genotype percentages produced by heterozygous $\mathrm{Zc} 3 h 14^{U_{+}}$breeding pairs. The total numbers of mice obtained for each genotype are indicated in parentheses. $P=0.0 .0204$. (B) The average number of pups per litter generated from Zc3h14 ${ }^{+/+}$pairings or Zc3h14 $4^{\operatorname{sex} 13 / \Delta e x 13}$ parings are indicated in the bar graph. $P<0.0001$. (C) The percent of males and females of Zc3h14+/+ and Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ mice born from Zc3h14 ${ }^{+/+}$ pairings or $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ parings is presented by genotype. Means of (D) whole brain weight and (E) hippocampus weight for Zc3h14 ${ }^{+/+}$and Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ adult male mice. $\mathrm{Zc} 3 h 14^{+/+}$, $\mathrm{n}=3 ; Z c 3 h 14^{\text {【ex } 13 / \Delta e x 13}, \mathrm{n}=3$. ( F ) Testis weight (mg) comparison between $Z c 3 h 14^{+/+}$and
 indicate SEM for (B), (D), (E), (F).


Figure 2-3: Analysis of brain and hippocampal morphology in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ mice. (A) Diagram of lateral view of mouse brain and location of coronal sections shown in the following histological images. LV, lateral ventricle. Representative H\&E stains of lateral ventricles of Zc3h14 ${ }^{+/+}(+/+)$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13)$ adult mice at the following level of slices: (B) anterior horns of ventricles ( $\boldsymbol{a} / \boldsymbol{b}$ in diagram), (C) anterior hippocampus ( $\boldsymbol{c} / \boldsymbol{d}$ in diagram), and (D) hippocampus proper (e/f in diagram). Magnification x2. Scale bars, $1 \mathrm{~mm} .{ }^{*}$, lateral ventricle. H , hippocampus. Shown to the right are the corresponding quantifications of the area $\left(\mathrm{mm}^{2}\right)$ of the lateral ventricles at the indicated levels for $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\text {Lex } 13 / \Delta e x l 3}$ mice. Error bars indicate SEM. For quantification of anterior horns of lateral ventricles; Zc3hl4+/+, $\mathrm{n}=3$; Zc3h $14^{\text {Uex } 13 / \Delta e x 13}, \mathrm{n}=5$. For quantification of lateral ventricles at anterior hippocampus; $Z c 3 h 14^{+/+}, \mathrm{n}=3 ; Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}, \mathrm{n}=3$. For quantification of lateral ventricles at hippocampus proper; $Z c 3 h 14^{+/+}, \mathrm{n}=6 ; Z c 3 h 14^{4 e x 13 / \Delta e x 13}, \mathrm{n}=6$. (E) Comparable brain sections from $Z c 3 h 14^{+/+}$ $(+/+)$ and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}(\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13)$ adult mice were stained with cresyl violet. Scale bars equal $100 \mu \mathrm{M}$.


Figure 2-4: Analysis of Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ mice in behavioral paradigms. Mice were first tested in a Y-maze paradigm to analyze (A) \%Correct Alternation between arms and (B) number of Arm Entries. We compared $Z c 3 h 14^{+/+}(+/+)$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}(\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13)$ adult mice in 20 independent trials as described in Materials and Methods. (A) There was no statistically significant difference detected in the \%Correct Alternation between arms of the maze. (B) There was a statistically significant increase $(\mathrm{p}=0.004)$ in the number of arm entries $(\sim 40 \%$ increase $)$ for Zc3h14 ${ }^{\text {Sex13/Lex13 }}(\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13)$ compared to $Z c 3 h 14^{+/+}(+/+)$. (C) Schematic of the WRAM
apparatus and 9-day testing procedure [306]. Mice are given two minutes to locate a hidden platform positioned at the far ends of four of eight arms. If a mouse is unable to locate a platform within two minutes of beginning the trial, it is gently guided to the nearest platform. Upon successful escape from water onto platform, mice are rewarded with 15 sec of rest on platform, followed by 30 sec of rest in a heated, dry cage. At the start of trial 2, the previously located platform is taken away and mice proceed to find one of the remaining hidden platforms. This process is repeated until all platforms are found, one in each trial. These four trials are repeated daily for a total of 9 consecutive days. Circled numbers indicate sequence of events in trials. The experiment compares $Z c 3 h 14^{+/+}\left(+/+\right.$, closed squares) to $Z c 3 h 14^{4 \operatorname{sex} 3 / \Delta x x l 3}$ ( $\Delta / \Delta$, open circles) mice. (D) Total latency is the average time (seconds) required per subject to complete all four trials for a specified day of testing. Comparing by test day, $p<0.0001$; comparing by genotype, $p=0.11$, indicating no difference. (E) Overall total errors is the average number of errors made per subject for all four trials for a specified day. Comparing by test day, $p<0.0001$; comparing by genotype, $p=0.20$, indicating no difference. (F) The average number of working memory errors, represented by reentry into any maze arm during a given trial, per subject for a specified day, is shown. Dashed line at 1 working memory error represents sufficient performance on WRAM. Comparing by test day, $p<0.0001$; comparing by genotype, $p=0.035$, revealing a statistically significant difference. Open circles indicate $Z c 3 h 14^{\Delta \Delta}$. Closed squares indicate $Z c 3 h 14^{+/+}$. Behavioral tests were performed on independent cohorts of 3-4 month old mice. All tested mice were male. $Z c 3 h 14^{+/+}, \mathrm{n}=10 ; Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}, \mathrm{n}=9$. Error bars indicate SEM for (B), (C), (D).


Figure 2-5: ZC3H14 is required for proper poly(A) tail length control in mice. Bulk poly(A) tail length was analyzed from brain (cortex and hippocampus) and liver tissue. (A) A representative gel of the resolved bulk poly(A) sample isolated from cortex is shown for Zc3h14 ${ }^{\text {exx13/ } \Delta e x l 3 ~}(\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13)$ and $Z c 3 h 14^{+/+}(+/+)$hippocampal samples isolated from three independent mice. Approximate positions of nucleotide size markers (nt) are indicated. (B-D) To provide a quantitative measure of poly(A) tail length across samples, the Relative Intensity of the signal is plotted along the length of the poly(A) tail as determined by the size markers. The positions of the scan corresponding to 200, 300, 400, and 600 nucleotides (nt) are indicated. Results are presented for (B) Cortex, (C) Hippocampus and (D) Liver.


Figure 2-6: Proteomic analysis of $Z_{c} 3 h 14^{+/+}$versus $\mathbf{Z c} 3 h 14^{\text {4ex13/4ex13 }}$ hippocampi. (A) Volcano plot of all proteins with changed expression levels between $\mathrm{Zc} 3 \mathrm{~h} 14^{+/+}$and Zc3h14 ${ }^{4 e x 13 / \Delta e x l 3}$ hippocampi, represented as colored dots. Statistically significantly changed proteins are highlighted as green dots and red dots. Among these, 51 proteins (including ZC3H14) have decreased expression (green dots) in Zc3h144ex13/4ex13 hippocampi when compared to Zc3h14+/+ hippocampi, and 63 proteins have increased expression (red dots). Inclusion criteria for statistically significance are 1.25 fold change and $p<0.05$. The top 10 hits for decreased and increased proteins are listed, along with their relative positions (Roman or Arabic numerals, respectively) on the volcano plot. The remaining proteins that did not meet statistical significance are represented as teal dots and fall within the shaded region of the plot, the boundaries of which are set by the aforementioned inclusion criteria. (B) For the decreased gene set, the two GO terms along with their Z-scores are listed. Inclusion criteria for this analysis are Z -score $\geq 1.96, p$ value $<0.05$, and $\geq 3$ genes per GO term. (C) The nine decreased genes that cluster and their corresponding GO terms are shown by a connecting line. (D) For the increased gene set, the list of GO terms along with their Z-scores are listed. Inclusion criteria for this analysis are Z-score $\geq 2.58, p$ value $<0.01$, and $\geq 5$ genes per GO term. (E) The increased genes that cluster into the listed GO terms in (D) are depicted. The corresponding GO terms are shown by a connecting line. For example, the large green asterisk indicates a GO term (synapse) and small green asterisks indicates the genes (Atp1a2, CaMK2 $\alpha$, Nrgn, Psd3, Slc1a2, Slc1a3, Sparcl1, Sv2a) that cluster to the GO term, also shown by connecting lines.


Figure 2-7: Validation of proteomic changes in Zc3h14 ${ }^{+/+}$compared to $\mathrm{Zc} 3 \mathrm{~h} 14^{4 e x[13 / 4 e x 13}$ hippocampi. Total lysate was prepared from hippocampi of three Zc3h14+/+ and three Zc3h14 ${ }^{\text {dexl } 3 / \text { ext } 3}$ hippocampi. Samples were probed with antibodies to ZC3H14, Wwox, Cank2a, and a control protein Hsp90. A representative immunobot is shown in (A) and the results from three independent samples are quantitated as a fold increase in (B). (C) To test whether ZC3H14 can bind to the CaMK2a transcript, we performed RNA immunoprecipitation from hippocampal lysates. Results are presented as fold enrichment compared to input for CaMK2a, a known target Atp $5 g 1$, and a control Zc3h14.


Figure 2-S1: Mass spectrometry analysis of Zc3h14 4 dex13/4ex13 truncation products. A schematic of ZC 3 H 14 with individual exons denoted is shown. The functional domains are indicated on the bottom of the schematic. The top shows peptide spectrum matches (PSM) for immunoprecipitation using an N-terminal ZC3H14 antibody of ZC3H14 isolated from Zc3h14 ${ }^{+/+}$ (green) or Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ (red) mouse whole brain lysate. The total number of identified PSMs for ZC 3 H 14 is indicated. The location of the peptides identified is indicated by the position on the schematic. A scale bar to the left indicates the number of times fragment was identified. ZF , zinc finger.
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| N values for Body Weight |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Week | 3 | 4 | 5 | 6 | 11 | 16 | 22 |
| Male $+/+$ | 7 | 7 | 8 | 5 | 7 | 8 | 6 |
| Male $\Delta / \Delta$ | 3 | 9 | 8 | 4 | 5 | 10 | 6 |
| Female $+/+$ | 6 | 6 | 8 | 7 | 6 | 9 | 5 |
| Female $\Delta / \Delta$ | 4 | 13 | 9 | 7 | 8 | 13 | 9 |

C SEM for Body Weight

| Week | 3 | 4 | 5 | 6 | 11 | 16 | 22 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Male $+/+$ | 0.46 | 0.96 | 0.93 | 0.32 | 1.07 | 0.40 | 0.60 |
| Male $\Delta / \Delta$ | 1.63 | 0.94 | 0.81 | 1.23 | 1.66 | 0.91 | 1.84 |
| Female $+/+$ | 0.33 | 0.43 | 0.33 | 0.32 | 0.44 | 0.44 | 0.73 |
| Female $\Delta / \Delta$ | 0.98 | 0.63 | 0.65 | 0.61 | 0.73 | 0.49 | 0.56 |

D | $P$ values for Body Weight |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Week | 3 | 4 | 5 | 6 | 11 | 16 | 22 |
| Male | 0.49 | 0.26 | 0.41 | 0.16 | 0.87 | 0.97 | 0.82 |
| Female | 0.73 | 0.94 | 0.75 | 0.26 | 0.67 | 0.7 | 0.63 |

Figure 2-S2: Statistical values for body weight. (A) Mean weight (grams) of animals measured from juvenile to adult age is shown. M, male. F, female. For individual data points on mouse body weight reported, the following tables show (B) $n$ values, (C) standard error of the means (SEMs), and (D) $p$ values. +/+, wildtype. $\Delta / \Delta, Z c 3 h 14^{4 e x 13 / \Delta e x 13}$.


Figure 2-S3: Visual function and motor coordination assessments. To rule out possible visual or motor coordination deficits that could interfere with performance during water radial arm maze, we tested the visual and motor capabilities of the mice. When compared to controls (+/+), mutant $\left(\Delta / \Delta, Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}\right)$ mice performed at least as well on all visual and motor coordination assays. (A) Illustration of Optokinetic apparatus and visual cues. Visual acuity was measured by the ability of the mice to discern small spatial frequencies of white and black bars [348-350]. Contrast sensitivity was measured by the ability of the mice to discern alternating bars of similar shades of gray [348-350]. (B) Average of lowest spatial frequencies able to be
detected by mice by genotype is shown. (C) Average of lowest percent contrast able to be detected by mice by genotype is shown. For (B) and (C) $Z c 3 h 14^{+/+}, \mathrm{n}=4 ; Z c 3 h 14^{4 e x 13 / \Delta e x l 3}, \mathrm{n}=4$. (D) Illustration of wire-hang assay setup. (E) Latency to fall is the average time in seconds for mice, by genotype, to fall from a wire mesh when placed upside down against gravity. Zc3h14+/+, $\mathrm{n}=9$; Zc3h14 ${ }^{\text {Sex13/4exl3 }}, \mathrm{n}=14$. Comparing by genotype, $p=0.1828$. (F) Illustration of rotarod apparatus, which measures the ability of mice to balance on a rotating rod, tested across three days. (G) Latency to fall is the average time for mice to fall from the rotating rod, grouped by genotype. $Z c 3 h 14^{+/+}, \mathrm{n}=9 ; Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}, \mathrm{n}=10$. Differences between $Z c 3 h 14^{+/+}$and Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ on a given test day were not statistically significant after applying the Bonferroni correction for repeated measures. Error bars indicate SEM for all panels in figure.


Figure 2-S4: Heatmap with hierarchical clustering of significantly different proteins. Proteins identified as significantly different between $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ are presented in a heatmap with hierarchical clustering. It should be noted that the clustering discriminates between $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$. Blue represents low protein levels and red represents high proteins levels.

| Test | Measurement | Genotype | Average | SEM | P |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Open Field | Time in center (sec) | +/+ | 35.10 | 5.18 | 0.03 |
|  |  | $\Delta 13 / \Delta 13$ | 77.00 | 17.54 |  |
|  | Number of entries into the center | +/+ | 18.20 | 9.38 | 0.05 |
|  |  | $\Delta 13 / \Delta 13$ | 27.70 | 12.37 |  |
|  | Total distance traveled (cm) | +/+ | 36.60 | 2.67 | 0.62 |
|  |  | $\Delta 13 / \Delta 13$ | 34.50 | 3.28 |  |
|  | Average speed (cm/sec) | +/+ | 0.10 | 0.00 | 0.61 |
|  |  | $\Delta 13 / \Delta 13$ | 0.10 | 0.01 |  |
| Novel Cage | Time spent rearing (sec) | +/+ | 133.00 | 14.05 | 0.38 |
|  |  | $\Delta 13 / \Delta 13$ | 117.40 | 10.27 |  |
|  | Time spent digging (sec) | +/+ | 44.50 | 10.96 | 0.45 |
|  |  | $\Delta 13 / \Delta 13$ | 34.30 | 7.38 |  |
|  | Time spent grooming (sec) | +/+ | 13.80 | 1.81 | 0.81 |
|  |  | $\Delta 13 / \Delta 13$ | 13.00 | 2.48 |  |
| Light-DarkBox | Latency to first dark entry (sec) | +/+ | 15.70 | 4.28 | 0.56 |
|  |  | $\Delta 13 / \Delta 13$ | 21.20 | 8.34 |  |
|  | Number of transitions between light/dark | +/+ | 23.80 | 1.79 | 0.22 |
|  |  | $\Delta 13 / \Delta 13$ | 26.80 | 1.63 |  |
|  | Time in dark (sec) | +/+ | 393.60 | 19.63 | 0.86 |
|  |  | $\Delta 13 / \Delta 13$ | 386.60 | 33.20 |  |
|  | Time in light (sec) | +/+ | 206.30 | 19.62 | 0.86 |
|  |  | $\Delta 13 / \Delta 13$ | 386.60 | 33.20 |  |
| Fear Conditioning | Percent Freezing (\%) | +/+ | 67.76 | 67.76 | 0.32 |
|  |  | $\Delta 13 / \Delta 13$ | 61.14 | 61.14 |  |

Table 2-S1: General behavioral tests. Twelve male Zc3h14+/+ (+/+) and twelve $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}(\Delta / \Delta)$ mice were evaluated using several paradigms as described in Materials and Methods to assess general activity in open field, exploratory behavior in novel cage, and anxiety in light-dark box.

## Chapter 3

The Polyadenosine RNA Binding Protein ZC3H14 is Required in Mice for Proper Dendritic Spine Density
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### 3.1 Introduction

Brain development requires the formation of complex neural circuits where individual neurons communicate with one another at sites of connections termed synapses [351, 352]. The majority of excitatory synapses are positioned at dendritic spines, small protrusions found on the dendritic branches of neurons [353, 354]. These spines function as discrete biochemical signaling centers and are one of the primary sites of information processing in the brain [355-357]. During development, spines are generally thought to transition from thin filopodia through a maturation process that involves interim spine types into mature mushroom-shaped spines [139]. These spines remain dynamic even in mature neurons to support synaptic plasticity [358]. The size of the spine head positively correlates with the number of glutamate receptors at the postsynaptic surface [160, 359, 360]. Thus, the morphology of dendritic spines is tightly linked to synaptic strength. Consequently, defects in dendrite spine morphology are associated with numerous neurological disorders, including fragile X syndrome, autism, and epilepsy [235, 361-363].

Because dendrites and axons extend far away from the neuronal cell body, tight regulation of gene expression is essential for normal neuronal development and synaptic plasticity. Once exported from the nucleus, mRNAs are transported to local sites for translation, allowing new proteins to be rapidly synthesized at or near individual synapses in response to stimuli such as synaptic activity [364, 365]. This translation in dendrites provides a mechanism for maintaining and modifying the local proteome that is more rapid and efficient than synthesizing proteins in the cell body and transporting them to a specific site [366]. Numerous studies have directly linked synaptic plasticity to local translation and have identified specific subsets of mRNAs that localize preferentially to dendrites and dendritic spines [102, 113, 367, 368]. A large number of RNA binding proteins mediate the many events that comprise post-transcriptional gene
regulation, including events that occur in the nucleus prior to export to the cytoplasm [369], such as splicing, editing, and polyadenylation and the cytoplasmic events that contribute to local translation [366]. Numerous studies have linked RNA binding proteins to synaptic plasticity, learning and memory, and neurological disease [19, 370-374].

Many of the RNA binding proteins linked to neurological disease play multiple roles in post-transcriptional regulation of gene expression [375]. ZC3H14 (Zinc Finger CCCH-Type Containing 14) is an evolutionarily conserved, ubiquitously expressed polyadenosine RNAbinding protein [249]. Mutations in the ZC 3 H 14 gene cause an autosomal-recessive, nonsyndromic form of intellectual disability [247, 288, 376]. Studies examining the essential budding yeast orthologue, Nab2, have identified roles in regulating poly(A) tail length, RNA splicing, and mRNA decay [251, 253, 263, 290, 377]. The Drosophila orthologue of ZC3H14, Nab2, also plays a role in poly(A) tail length control [247, 264, 277]. Studies in mammalian cells show that regulation of poly(A) tail length is a conserved function of ZC3H14 [264]. Loss of Nab2 function in yeast or flies is lethal $[247,251]$ and mutant flies exhibit defects in locomotor behavior as well as abnormal brain morphology [247, 277]. Work exploiting the Drosophila system showed that Nab2 function is essential in neurons as phenotypes observed in flies lacking Nab2 can be rescued by neuronal-specific expression of Nab2 [247]. These studies provide insight into why mutations in the ubiquitously expressed ZC3H14 gene cause neurological deficits.

Multiple isoforms of ZC3H14 are produced in mammals through alternative splicing (See Fig. 3C) [249]. All four ZC3H14 isoforms include the essential zinc finger RNA-binding domain [252]; however, isoforms 1-3 contain an N-terminal Proline-Tryptophan-Isoleucine (PWI)-like domain as well as a predicted nuclear localization signal, while isoform 4 contains an alternative
first exon. ZC 3 H 14 isoforms 1-3 are ubiquitously expressed, whereas isoform 4 is expressed primarily in testis [249]. While ZC3H14 isoforms 1-3 are primarily localized to nuclear speckles [249, 276], analysis of cultured primary rat hippocampal neurons shows that ZC 3 H 14 is found in both the nucleus and in neuronal processes [312]. Studies of cultured primary Drosophila neurons reveal that Nab2 is present within puncta in neurites, associated with both ribonucleoprotein complexes and polyribosomes [312]. In addition, cell fractionation assays from whole mouse brain reveal a cytoplasmic pool of ZC 3 H 14 , although the majority of the protein is found in the nucleus [378]. These observations regarding the localization of ZC3H14 are consistent with studies of the budding yeast Nab 2 protein, which show that Nab 2 is a shuttling RNA binding protein that can exit the nucleus in an poly(A) RNA-dependent manner [255]. This dynamic localization of Nab2/ZC3H14, means that ZC3H14 could regulate target RNAs in the nucleus and/or the cytoplasm.

To explore the function of ZC 3 H 14 in mammals, a Zc3h14 mutant mouse was generated [379]. This mouse model removes exon 13 of Zc3h14, which is the first common exon present in all Zc3h14 splice variants. This exon encodes part of the essential zinc finger RNA binding domain and thus no functional ZC 3 H 14 protein is produced in homozygous $\mathrm{Zc} 3 \mathrm{~h} 14^{4 \operatorname{ex} 13 / \Delta e x l 3}$ mice $[253,379]$. These studies revealed that the ZC 3 H 14 protein is not essential in mice; however Zc3h14 $4^{\text {Lexl3/4exl3 }}$ mice show defects in working memory, further supporting a role for ZC3H14 in normal brain function [379]. Proteomic analysis comparing hippocampi from Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ mice to control $Z c 3 h 14^{+/+}$mice identified a number of proteomic changes that occur upon the loss of ZC 3 H 14 , including many changes in proteins with key synaptic functions. Mice lacking ZC3H14 show an increase in the steady-state levels of CaMKII $\alpha$, a protein kinase that plays a key role in learning and memory [379-383]. Furthermore, the ZC3H14 protein binds
to CaMKII $\alpha$ mRNA [379]. Complementary work in Drosophila shows that Nab2 associates with CaMKII mRNA and represses a CaMKII translational reporter [312]. Taken together, these studies suggest a role for ZC 3 H 14 in regulating expression of CaMKII. As CaMKII $\alpha$ plays key roles in regulating dendritic spine morphology [384], these results suggest that the loss of ZC3H14 could alter dendritic spine development; however, whether ZC3H14 is required for proper dendritic spine density or morphology has not yet been examined.

In this study, we analyze the Zc3h14 $4^{\operatorname{sex} 13 / \Delta e x 13}$ mouse model and find that loss of ZC3H14 decreases dendritic spine density both in situ and in vitro. This decrease in spine density corresponds to a reduction in the number of mushroom-shaped spines. Conversely, overexpression of ZC 3 H 14 increases the density of spines, in a ZC 3 H 14 isoform-specific manner. Finally, ZC3H14 is present in synaptosomes and the loss of ZC3H14 leads to an increase in the steady-state level of CaMKII $\alpha$ in synaptosomes. Together, our results demonstrate that ZC 3 H 14 is required for proper dendritic spine density and suggest a role for ZC3H14 in regulating dendritic spine morphogenesis.

### 3.2 Results

### 3.2.1 Spine density in the dentate gyrus is decreased in adult mice upon loss of ZC3H14

To assess whether the loss of ZC3H14 alters dendritic spine density, we performed Golgi staining $[385,386]$ on $Z c 3 h 14^{+/+}(+/+)$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13)$ whole male mouse brains at postnatal day 7 (P7) and 5 months (Fig. 1). Samples were prepared as described in Materials and Methods and dentate gyrus granule neurons were imaged by brightfield microscopy (Fig. 1A). We did not observe any obvious qualitative difference in dendritic spine density comparing granule cells from $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice at P7. Quantification
of dendritic spine density (Fig. 1B) reveals no statistically significant difference in spine density upon the loss of ZC 3 H 14 as assessed at this time point ( $p>0.05 ;+/+\mathrm{n}=43$ neurons, 6 mice; $\Delta 13 / \Delta 13 \mathrm{n}=35$ neurons, 5 mice). However, dentate gyrus granule cells at 5 months (Fig. 1C) show reduced spine density in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice as compared to $\mathrm{Zc} 3 h 14^{+/+}$mice. Indeed, quantification of the samples from 5 months (Fig. 1D) confirms that spine density is significantly decreased in Zc3h14 $4^{\Delta e x 13 / \Delta e x l 3}$ mice at 5 months ( $p<.0005 ;+/+\mathrm{n}=33$ neurons, 3 mice; $\Delta 13 / \Delta 13$ $\mathrm{n}=33$ neurons, 3 mice). Together, these data demonstrate that loss of ZC 3 H 14 in mice results in reduced dendritic spine density in the dentate gyrus at 5 months, with no statistically significant difference detected in this brain region at P7.

### 3.2.2 Loss of $\mathbf{Z C} 3 H 14$ does not alter dendritic arbor development in cultured primary hippocampal neurons

We previously showed that ZC3H14 is found in neurites of cultured neurons [312]. To determine whether ZC 3 H 14 is required for normal dendritic development, we cultured primary hippocampal neurons from $Z c 3 h 14^{+/+}(+/+)$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13)$ E17.5 mouse brains as described in Materials and Methods. Neurons were transfected with GFP, to visualize neuronal morphology, and then fixed at DIV12. We did not detect any qualitative differences between the dendritic arbors of Zc3h14+/+ and Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ hippocampal neurons (Fig. 2A). To analyze the morphology of these cultured neurons $(+/+\mathrm{n}=54$ neurons, $\Delta 13 / \Delta 13 \mathrm{n}=54$ neurons), we measured both the total dendritic length (Fig. 2B) and the number of dendritic tips (Fig. 2C). To assess dendritic arbor complexity, we performed Sholl analysis [387], which counts the number of dendritic branches crossing concentric circles at regular radial distances away from the soma ( $+/+\mathrm{n}=51$ neurons, $\Delta 13 / \Delta 13 \mathrm{n}=51$ neurons) (Fig. 2D). In all these analyses,
no statistically significant differences were identified between $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ neurons ( $p>0.05$ ), suggesting that ZC 3 H 14 is not required for proper dendritic arbor development in vitro.

### 3.2.3 Loss of ZC 3 H 14 causes a decrease in dendritic spine density in cultured primary hippocampal neurons

As Zc3h $14^{\Delta e x 13 / \Delta e x 13}$ neurons show reduced spine density in brain tissue compared to control Zc3h14 ${ }^{+/+}$neurons (Fig. 1B,D), we employed an in vitro culture system to further analyze dendritic spine density and morphology. DIV11 primary hippocampal neurons were cotransfected with GFP and mRuby-tagged Lifeact (Lifeact-mRuby), a small actin-binding peptide that labels dendritic spines [388], to visualize dendritic spines. Neurons were then fixed and imaged at DIV19. We first compared neurons from control $Z c 3 h 14^{+/+}$mice to neurons from Zc3h14 $4^{\text {dex } 13 / \Delta e x 13}$ mice (Fig. 3A). Semi-automated quantification reveals a statistically significant decrease ( $p<0.03$ ) in dendritic spine density in neurons lacking ZC3H14 (Fig. 3B).

To confirm that the decrease in spine density observed in neurons cultured from Zc3h14 ${ }^{\text {dex13/Dex13 }}$ mice results from the loss of ZC3H14 specifically, we performed a rescue experiment. Exogenous ZC3H14 was co-transfected into DIV11 hippocampal neurons along with Lifeact-mRuby, and cells were then fixed and imaged at DIV19. For this experiment, we included two different isoforms of ZC3H14 (Fig. 3A,C) generated by alternative splicing [249]. Both ZC3H14 Isoform 1 (Iso 1) and Isoform 3 (Iso 3) include the functionally important domains of ZC3H14, namely the zinc finger RNA binding domain [252, 389] and the N-terminal PWI-like domain [389, 390], as well as a predicted nuclear localization signal (Fig. 3C). These ZC3H14 isoforms are primarily localized to the nucleus but can be detected in the cytoplasm of
neurons [263, 276, 312, 378]. As shown in Figure 3A ( $\Delta 13 / \Delta 13+$ Iso1 and $\Delta 13 / \Delta 13+\mathrm{Iso} 3)$, exogenous expression of either ZC3H14 Iso1 or ZC3H14 Iso3 appears to rescue dendritic spine density, which is confirmed through a semi-automated quantitative analysis of dendritic spine density $[\Delta 13 / \Delta 13$ (+Iso1) $p<0.01 ; \Delta 13 / \Delta 13$ (+Iso3) $p<0.02]$ (Fig. 3B). These data indicate that the loss of ZC 3 H 14 reduces dendritic spine density in mature primary hippocampal neurons in vitro.

The morphology of dendritic spines is heterogeneous, often representing differences in their stability and function [353, 391]. To determine if the loss of ZC3H14 affects spine morphology in DIV19 hippocampal neurons, we classified each spine as "Stubby", "Thin", or "Mushroom" [144, 392-394] according to both length and the head width to neck width ratio (Fig. 4A). For this analysis, 3D reconstructions of dendritic branches were generated, and individual spines from control $Z c 3 h 14^{+/+}(+/+), Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13), Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}+$ ZC3H14 Isoform $1\left(\Delta 13 / \Delta 13\right.$ (+Isol)) and Zc3h14 $4^{\Delta e x l 3 / \Delta e x 13}+Z C 3 H 14$ Isoform 3 ( $\Delta 13 / \Delta 13$ $(+I s o 3))$ neurons were classified as stubby- (purple), thin- (light blue), or mushroom- (dark red) type (Fig. 4B). Semi-automated quantitation revealed no statistically significant changes in the density of either stubby- or thin-type spines for any of the samples examined (Fig. 4C). In contrast, we detected a statistically significant decrease in the density of mushroom-type spines present in $\Delta 13 / \Delta 13$ neurons as compared to control +/+ neurons ( $p=0.0002 ;+/+\mathrm{n}=18$ neurons, $\Delta 13 / \Delta 13 \mathrm{n}=18$ neurons). This decrease in mushroom-type spines is rescued by exogenous expression of either ZC3H14 Isoform 1 [compare $\Delta 13 / \Delta 13$ ( + Isol) neurons to $\Delta 13 / \Delta 13$ neurons $(p<0.0001 ; \Delta 13 / \Delta 13$ (+Isol) $\mathrm{n}=23$ neurons)] or ZC3H14 Isoform 3 [compare $\Delta 13 / \Delta 13$ (+Iso3) neurons to $\Delta 13 / \Delta 13$ neurons $(p<0.002 ; \Delta 13 / \Delta 13$ (+Iso3) $\mathrm{n}=19$ neurons $)]$. Taken together, these
results demonstrate that loss of ZC 3 H 14 leads to an overall decrease in the number of mushroom-shaped spines in cultured hippocampal neurons at DIV19.

### 3.2.4 Overexpression of ZC 3 H 14 increases dendritic spine density, specifically by increasing the number of thin spines

Loss of ZC3H14 causes a decrease in dendritic spine density (Fig. 3,4). To further test a role for ZC 3 H 14 in modulating dendritic spine morphology, we examined whether an increase in the level of ZC3H14 impacts dendritic spine density. For this analysis, primary hippocampal neurons from control $\mathrm{Zc} 3 \mathrm{~h} 14^{+/+}$mice were co-transfected at DIV11 with Lifeact-mRuby and GFP (+/+), GFP-ZC3H14-Isoform1 (+/+ (+Iso1)), or GFP-ZC3H14-Isofom3 (+/+ (+Iso3)), and then fixed and imaged at DIV19 (Fig. 5A). Semi-automated quantification of spine density shows a statistically significant increase in spine density in $+/+(+$ Isol $)$ neurons as compared to control +/+ [(p<0.0005; +/+ n=21 neurons, +/+ (+Isol) $\mathrm{n}=14$ neurons)], but no significant difference in spine density in $+/+(+I s o 3)$ neurons as compared to control $+/+[(p>0.05 ;+/+$ (+Iso3) $\mathrm{n}=19$ neurons)] (Fig. 5B). This analysis reveals that overexpression of ZC3H14 Isoform 1, but not ZC 3 H 14 isoform 3, causes a statistically significant increase in dendritic spine density in vitro.

To assess whether overexpression of ZC3H14 alters the density of specific dendritic spine subtypes, individual spines were 3D reconstructed to measure their morphology and classify each spine as stubby- (purple), thin- (light blue), or mushroom-type (dark red). Representative reconstructions for +/+, +/+ (+Isol), and +/+ (+Iso3) DIV19 primary hippocampal neurons are shown in Figure 6A. Semi-automated analysis revealed a significant increase in thin-type spines in neurons overexpressing ZC3H14 Isoform 1 [(compare +/+ and
$+/+(+$ Isol $)$ neurons $(p<0.0001)]$ with no statistically significant differences in stubby- or mushroom-type (Fig 6B).There were no significant changes in any of the dendritic spine classifications in neurons overexpressing ZC3H14 Isoform 3 compared to +/+. The increase specifically in thin-type spines, with no difference in stubby- or mushroom-type spines, in $+/+$ (+Isol) DIV19 hippocampal neurons is consistent with a model where levels of ZC3H14 must be tightly regulated to ensure proper dendritic spine morphology.

### 3.2.5 ZC3H14 is present in synaptosomes and loss of ZC3H14 results in increased steady state levels of CaMKII $\alpha$ in synaptosomes

Previous work has demonstrated that there is a pool of ZC3H14 present in the cytoplasm of neurons $[312,378]$. To determine whether ZC 3 H 14 is present in synaptosomes, which contain postsynaptic dendritic spines and presynaptic terminals [395], fractionation was performed as illustrated in Figure 7A. We isolated three fractions from postnatal day 0 ( P 0 ) whole brains: the homogenate (Hom), cytosol (Cyt), and synaptosomes (Syn). Synaptophysin, a protein localized specifically to synaptic vesicle membranes [396], is enriched in the synaptosome (Syn) fraction from this preparation (Fig. 7B), providing evidence for successful enrichment of synaptosomal proteins. Immunoblotting performed on Hom, Cyt, and Syn fractions collected from Zc3h14+/+ $(+/+)$ and $Z c 3 h 14^{\Delta x x 13 / \Delta e x 13}(\Delta 13 / \Delta 13) \mathrm{P} 0$ whole brains show that ZC 3 H 14 is detected in all three fractions, including synaptosomes (Fig. 7C). As a control, no full length ZC3H14 protein is detected in the samples from the $\Delta 13 / \Delta 13$ brains. This demonstrates that ZC 3 H 14 is present in synaptosomes.

As previous studies have implicated ZC 3 H 14 in regulating the expression of CaMKII [312, 379], immunoblotting was performed to assess levels of CaMKII and PSD-95, a protein critical
for maintaining the post synaptic density in dendritic spines [397], specifically in synaptosomes (Fig. 7D). Results of this analysis show an increase in the level of CaMKII $\alpha$ detected in the $\Delta 13 / \Delta 13$ synaptosomes compared to control, which is statistically significant ( $p<0.04 ;+/+\mathrm{n}=3$, $\Delta 13 / \Delta 13 \mathrm{n}=3$ ) (Fig. 7E). In contrast, no statistically significant difference ( $p>0.05$ ) was detected in the level of PSD-95 present in these synaptosomal fractions (Fig. 7D,E). Taken together, these data support a model where ZC 3 H 14 is required for proper steady-state levels of CaMKII $\alpha$ protein in synaptosomes.

### 3.3 Discussion

This study employs a previously generated mouse model, Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ [379], to explore the requirement for ZC3H14 in dendritic spine density and morphology. Results of this analysis demonstrate that ZC 3 H 14 is essential for proper dendritic spine density based on both in situ analysis of mouse brain and studies of cultured primary hippocampal neurons. In both cases, loss of ZC3H14 causes a decrease in overall dendritic spine density. Studies in the cultured primary hippocampal neurons reveal that this decrease in spine density is primarily due to loss of mushroom-type spines. Overexpression of ZC3H14 in cultured hippocampal neurons increases overall dendritic spine density, primarily driven by an increase in the number of thin-type spines. As ZC 3 H 14 is present in synaptosomes, these changes in dendritic spine morphology could result from altered local translation. Finally, loss of ZC3H14 causes an increase in levels of CaMKII $\alpha$ in synaptosomes, which could be linked to changes in dendritic spine morphology.

Either loss of ZC3H14 or an increase in levels achieved through transfection of cultured primary hippocampal neurons alters overall dendritic spine density. While the loss of ZC3H14 causes a decrease in dendritic spine density, overexpression of ZC3H14, causes an increase. The
subtypes of dendritic spines affected in these two cases are distinct from one another. Loss of ZC3H14 affects mushroom-type spines, while overexpression of ZC 3 H 14 increases the number of thin-type spines. The decrease in mushroom-type spines observed in neurons cultured from Zc3h14 ${ }^{\text {dex13/גexl3 }}$ mouse hippocampi compared to control (Fig. 4) is rescued by restoring levels of ZC3H14 via transfection, providing evidence that the changes are due to loss of ZC 3 H 14 . The overexpression studies are more challenging to interpret because levels of overexpression of ZC3H14 likely vary among the neurons transfected. The neuronal cultures were co-stained to detect ZC 3 H 14 , but endogenous ZC 3 H 14 is already abundant in nuclear speckles [249, 276], making identification of neurons with overexpression of ZC3H14 difficult to identify. However, transfection of ZC 3 H 14 into $+/+$ neurons did cause a statistically significant increase specifically in thin-type spines, providing some evidence that ZC 3 H 14 can regulate different types of spines. Future studies could employ variants of ZC3H14 with decreased RNA binding, which would first need to be generated and characterized, to assess whether this function is required both for the rescue and the effects observed upon overexpression of ZC3H14.

Dendritic spines are highly heterogeneous in both function and morphology [398]. Here, we detected different effects with regard to stubby, thin, and mushroom-type spines in response to loss or gain of ZC3H14. Stubby spines are characterized by their lack of a definable head or neck, as well as their short squat appearance. While they contain large excitatory synapses, stubby spines are considered to be immature, and hence are not found as readily in adult brains [399]. Thin spines are fairly dynamic with long thin necks and small bulbous heads, which contain small excitatory synapses. Mushroom spines are more static with thin necks and broad heads that contain the largest excitatory synapses. Previous studies have linked spine head volume with the size of the postsynaptic density (PSD), a dense and dynamic meshwork of
proteins that mediate postsynaptic signaling [393, 399]. Moreover, spine head volume correlates with AMPA receptor density and NMDA receptor-dependent calcium signaling, thus connecting spine morphology with synaptic strength [132, 359, 400]. Loss of ZC3H14 leads to a reduction in dendritic spine density, both in situ and in vitro. This reduction in vitro is the result of a decrease specifically in the number of mushroom-shaped spines. Importantly, we were able to rescue both the overall and mushroom-specific reductions in spine density, by exogenously expressing ZC3H14 in individual hippocampal neurons from Zc3h14 $4^{\Delta e x l 3 / \Delta e x l 3}$ mice. Together, this suggests that ZC 3 H 14 could be required for the development of mature mushroom-shaped spines. Alternatively or in addition, ZC 3 H 14 could play a role in the maintenance or stability of mushroom spines. Future experiments capable of monitoring spine dynamics would be required to distinguish between these possible roles for ZC 3 H 14 in modulating mushroom-type spines.

Our in situ studies examined the dentate gyrus. The dentate gyrus is a region of the hippocampus highly associated with learning and memory, particularly spatially-based tasks [401-403]. Likely due to the tight level of control required at excitatory synapses for proper neuronal function, a number of neurological disorders show alterations in spine density in various regions of the brain, including the dentate gyrus [235, 242, 404, 405]. Of particular note, altered spine density in the dentate gyrus has been observed in a knockout mouse model of Fragile X Syndrome [242] , the most common form of inherited intellectual disability [406]. The Fragile X Mental Retardation (FMRP) RNA binding protein, which is lost in Fragile X Syndrome, is implicated in proper regulation of local translation in neurons [407, 408], providing an example of a ubiquitously expressed RNA-binding proteins required to regulate dendritic spine properties [409]. Our studies show a significant decrease in spine density in the dentate granule neurons of adult $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice in situ, which is consistent with prior studies of
these mice where a defect in working memory was detected in adult $Z c 3 h 14^{\Delta e x l 3 \Delta e x l 3}$ mice in a spatially-based learning/memory behavioral assay [379]. These results suggest that the ZC3H14 RNA binding protein could play a similar role to FMRP in regulating transcripts critical for proper dendritic spine function. Consistent with this idea, studies in Drosophila identified functional and physical interactions between fly FMRP and the ZC3H14 orthologue Nab2 [312].

Interestingly, altered spine density of dentate granule neurons in $Z c 3 h 14^{\text {exx } 3 / \Delta e x l 3}$ mice was detected at five months, but not at postnatal day 7 (P7). Regulation of dendritic spines in the brain is a highly spatiotemporally dynamic process and is dependent on both the stage of brain development and the brain region [148, 410]. This age-specific phenotype could suggest a role for ZC3H14 in dendritic spine maintenance, which is an age-dependent stage of neuronal development that initiates in mice during early adulthood. By contrast, mice at P7 are in the spinogenesis phase of neuronal development. Often neurological disorders show altered dendritic spine density at specific stages of neuronal development rather than as a constant phenotype across developmental stages [235, 363]. Performing Golgi staining of Zc3h14 $4^{\Delta x x 13 \Delta e x l 3}$ mouse brain tissue during the spine pruning stage of neuronal development, which occurs between the spinogenesis and spine maintenance phases, could help to more precisely define the role of ZC3H14. These investigations could be important to understand how loss of ZC3H14 in humans leads to intellectual disability.

The finding that loss of ZC3H14 leads to a reduction in mushroom-shaped spines raises the question of what consequences this change could have for neuronal function in Zc3h14dexl3/Dexl3 mice. First, it is important to note that individual spines undergo changes in shape during development and in response to stimuli $[139,411]$. The turnover of dendritic spines, as well as changes in their growth and retraction, is tied to alterations in brain circuitry that underlie
learning and memory [351, 363]. For example, early longitudinal studies of the mouse barrel cortex demonstrated how spine and synapse formation/stabilization, as well as destabilization, occur in response to novel sensory experiences [412, 413]. Similarly, the size of individual spines and synapses from cultured neurons in vitro, can be increased or decreased in response to specific patterns of activity [391, 414]. For this reason, thin spines, which are more dynamic and structurally flexible, are thought to represent "learning spines" [144]. Conversely, stable mature mushroom-shaped spines likely represent "memory spines" $[144,160]$. Thus, our data showing that Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ mice have a reduction in mushroom-shaped spines are consistent with earlier findings that $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice exhibit defects in working memory, but display intact learning [312]. These findings are also remarkably consistent with results from Drosophila where pan-neuronal depletion of the fly ZC3H14 orthologue, Nab2, caused short-term memory defects while learning remained intact [277]. Thus, changes in the dendritic spine morphology upon loss of ZC 3 H 14 are consistent with behavioral consequences that have been documented in multiple model organisms lacking ZC3H14.

Zc3h14 $4^{\Delta x \mid 3 / \Delta e x 13}$ mice display an approximately $140 \%$ increase in CaMKII $\alpha$ levels in synaptosomes as compared to control $Z c 3 h 14^{+/+}$mice. CaMKII $\alpha$ is a well-known regulator of synaptic plasticity and dendritic spine morphology [380-383]. Thus, regulation of CaMKII $\alpha$ levels could provide a possible mechanism by which the loss of ZC3H14 induces changes in spine density and morphology. Interestingly, we also identified ZC3H14 itself as a component of synaptosomes. This raises the intriguing possibility that ZC 3 H 14 could regulate the local translation of target transcripts, including the CaMKII $\alpha$ RNA. In a previous study characterizing the $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice, we provided evidence that ZC 3 H 14 may regulate CaMKII $\alpha$ expression [379]. Specifically, ZC3H14 binds to the CaMKII $\alpha$ transcript and loss of ZC3H14
increases steady state levels of CaMKII $\alpha$ in the brain [379]. These findings are bolstered by a study in Drosophila in which Nab2 not only interacts with the CaMKII transcript but also represses a CaMKII translational reporter in neurons [312]. Previous studies have shown that CaMKII $\alpha$ mRNA is localized to dendrites, and that CaMKII $\alpha$ expression in dendrites is dynamically regulated by local translation [80, 415-417]. Consequently, inhibiting CaMKII $\alpha$ synthesis specifically in dendrites, but not in the soma, negatively affects synaptic plasticity and long-term memory but not learning [110, 418-420]. Our current results providing evidence that ZC3H14 is present in synaptosomes raises the possibility that ZC 3 H 14 directly regulates the levels of CaMKII $\alpha$, potentially via modulating local translation. Further studies will be required to test this model.

Taken together, the results presented here provide the first evidence that ZC3H14 is important for proper dendritic spine density and specifically for dendrites to maintain normal numbers of mushroom-type spines. These findings are consistent with behavioral results showing that mice lacking ZC3H14 show defects in spatially-based memory tasks [379]. Growing evidence places the RNA binding protein ZC 3 H 14 in a group with other RNA binding proteins such as FMRP and others that are implicated in regulating local translation at the synapse [375]. While further work is required to define the molecular mechanism by which ZC 3 H 14 contributes to proper dendritic spine morphology, this work adds to our understanding of how loss of ZC3H14 could contribute to neuronal dysfunction.

## Figures:



Figure 3.1: Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ mice show decreased neuronal dendritic spines compared to control. A) Representative dentate gyrus granule neurons from postnatal day 7 (P7) Zc3h14+/+ $(+/+)$ and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13)$ mice visualized as Golgi-stained brain tissue are shown.
B) Quantification of the number of dendritic spines per $10 \mu \mathrm{~m}$, comparing $+/+$ and $\Delta 13 / \Delta 13$
mice at P7 from (A). The total number of dendrites sampled is shown in the boxplots, with significance calculated by an unpaired $t$ test (NS: $p>0.05$ ). C) Representative dentate gyrus granule neuron of 5 month $+/+$ and $\Delta 13 / \Delta 13$ Golgi-stained brain tissue are shown. D) Quantification of the number of protrusions per $10 \mu \mathrm{~m}$, comparing $+/+$ and $\Delta 13 / \Delta 13$ mice at 5 months from (C). The number of dendrites sampled is shown in the boxplots, with statistical significance calculated by an unpaired $t$ test $\left(*^{* *} p<0.005\right)$.


Figure 3-2: Primary hippocampal neurons from Zc3h14 ${ }^{\triangle e x 13 / \Delta e x 13}$ mice exhibit no significant difference in dendritic arborization at DIV12. A) Representative inverted immunofluorescence images of $Z c 3 h 14^{+/+}(+/+)$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13)$ primary
hippocampal cells grown 12 days in vitro (DIV12). B-C) Quantification of total dendritic length and number of dendritic tips, respectively, comparing $+/+(n=54)$ and $\Delta 13 / \Delta 13(n=54)$. Statistical significance was calculated by an unpaired $t$ test (NS: $p>0.05$ ). D) Sholl analysis quantification between $+/+(\mathrm{n}=51)$ and $\Delta 13 / \Delta 13(\mathrm{n}=51)$ DIV12 primary hippocampal neurons, by number of dendritic intersections made with concentric sholl rings in $10 \mu \mathrm{~m}$ increments, starting from the soma. Statistical significance was calculated by two-way ANOVA (NS: $p>0.05$ ).


Figure 3-3: Primary hippocampal neurons from $\operatorname{Zc} 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice cultured in vitro (DIV19) shows a statistically significant decrease in total dendritic spine density. A) Representative inverted fluorescence images of $Z c 3 h 14^{+/+}(+/+), Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13)$, Zc3h14 $4^{\text {बex13/Dexl3 }}$ transfected with ZC3H14 isoform $1\left(\Delta 13 / \Delta 13\right.$ (+Isol)), and Zc3hl4 $4^{\Delta e x 13 / \Delta e x 13}$ transfected with ZC 3 H 14 isoform $3(\Delta 13 / \Delta 13(+I s o 3))$ primary hippocampal neurons cultured for 19 days in vitro (DIV19). Cultured neurons were fluorescently labeled by LifeAct-mRuby transfection. Insets, 2.6X magnification. B) Quantification of the number of dendritic spines per $10 \mu \mathrm{~m}$, comparing $+/+(\mathrm{n}=18$ neurons), $\Delta 13 / \Delta 13$ ( $\mathrm{n}=18$ neurons), $\Delta 13 / \Delta 13$ ( + Isol) $(\mathrm{n}=23$ neurons); and $\Delta 13 / \Delta 13$ ( $+I$ so3 $)$ ( $\mathrm{n}=19$ neurons) at DIV19. Statistical significance was calculated by an unpaired $t$ test $\left({ }^{*} p<0.05\right)$. C) A schematic of ZC3H14 protein isoforms 1-4 (Iso1-4) with labeled domains [249] is shown: Proline-Tryptophan-Isoleucine (PWI)-like fold domain, Alternative N-terminus, predicted Nuclear Localization Sequence (NLS), and CysCysCysHis ( CCCH ) zinc finger $(\mathrm{ZnF})$ RNA-binding domain.
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Figure 3-4: Primary hippocampal neurons from $\operatorname{Zc} 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice cultured in vitro (DIV19) show a statistically significant decrease in mushroom-shaped dendritic spines that can be rescued by expressing ZC3H14 Isoform 1 or 3. A) A schematic illustrating the measurements used to classify "Stubby" (purple), "Thin" (light blue), and "Mushroom" (dark red) type dendritic spines, in terms of spine length, head width ( H , green), and neck width ( N , red). B) Representative Imaris software reconstructions of dendritic spines from $\mathrm{Zc} 3 h 14^{+/+}$ $(+/+), Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}(\Delta 13 / \Delta 13), Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ transfected with ZC3H14 isoform 1 $\left(\Delta 13 / \Delta 13\right.$ (+Isol)), and Zc3h14 $4^{\Delta e x 13 / \Delta e x l 3}$ transfected with ZC3H14 isoform 3 ( $\Delta 13 / \Delta 13$ ( + Iso3) $)$, were constructed from fluorescent images of 19 days in vitro (DIV19) cultured primary hippocampal neurons. C) Quantification of the number of each spine type per $10 \mu \mathrm{~m}$, comparing +/+ ( $\mathrm{n}=18$ neurons), $\Delta 13 / \Delta 13$ ( $\mathrm{n}=18$ neurons), $\Delta 13 / \Delta 13+(+I$ sol $)(\mathrm{n}=23$ neurons); and $\Delta 13 / \Delta 13$ $(+I s o 3)$ ( $\mathrm{n}=19$ neurons). The color intensity for each box plot is used as a general comparative indicator for the level of functional ZC3H14 protein present. Statistical significance was calculated by an unpaired $t$ test (NS: $p>0.05 ; * * \mathrm{p}<0.01 ; * * * \mathrm{p}<0.001$ ).


Figure 3-5: Overexpression of ZC3H14 Isoform 1 in cultured primary hippocampal neurons (DIV19) increases dendritic spine density. A) Representative inverted fluorescence images of control primary $Z c 3 h 14^{+/+}(+/+)$hippocampal neurons are shown together with Zc3h14+/+ primary hippocampal neurons transfected with ZC3H14 Isoform 1 (+/+ (+Isol)) or ZC3H14 Isoform 3 (+/+ (+Iso3)). The primary hippocampal neurons were cultured for 19 days in vitro (DIV19). Cultured neurons were fluorescently labeled by LifeAct-mRuby transfection. Insets, 2.4X magnification. B) Quantification of the number of dendritic spines per $10 \mu \mathrm{~m}$, comparing $+/+(\mathrm{n}=21$ neurons $),+/+(+$ Isol $)(\mathrm{n}=14$ neurons $)$, and $+/+(+I s o 3)(\mathrm{n}=19$ neurons $)$ at DIV19 is shown. Statistical significance was calculated by an unpaired $t$ test (NS>0.05; ***p<0.0005).
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Figure 3-6: The increase in spine density detected in DIV19 primary hippocampal neurons that overexpress ZC3H14 Isoform 1 is due to an increase in the number of thin-type dendritic spines. A) Representative Imaris software reconstructions of dendritic spines from Zc3h14+/+ (+/+) primary hippocampal neurons (control), Zc3h14+/+ neurons transfected with ZC3H14 Isoform $1(+/+(+$ Isol $)$ ), and Zc3h14+/+ neurons transfected with ZC3H14 Isoform 3 (+/+ (+Iso3)), were constructed from fluorescent images of 19 days in vitro (DIV19) cultured primary hippocampal neurons. B) Quantification of the number of each spine type per $10 \mu \mathrm{~m}$, comparing +/+ ( $\mathrm{n}=21$ neurons $),+/+(+$ Isol $)(\mathrm{n}=14$ neurons $)$, and $+/+(+I s o 3)(\mathrm{n}=19$ neurons $)$ samples. Statistical significance was calculated by an unpaired $t$ test ( $\mathrm{NS}>0.05 ; * * * \mathrm{p}<0.001$ ).


Figure 3-7: ZC3H14 is present in synaptosomes and CaMKII $\alpha$ levels are increased in synaptosomal fractions from $\operatorname{Zc} 3 h 14^{\lfloor e x 13 / \Delta e x 13}$ mice compared to control. A) A schematic illustrates the synaptosomal fractionation procedure, which produces fractions corresponding to total homogenate (Hom), cytosol (Cyt) and synaptosome (Syn) derived from a single postnatal
day 0 (P0) whole mouse brain. B) Immunoblotting for synaptophysin (SYP, $\sim 38 \mathrm{kDa}$ ), in the Hom, Cyt, and Syn fractions from a $\mathrm{Zc} 3 h 14^{+/+}(+/+)$male whole mouse brain demonstrates the enrichment for this synaptic protein in the Syn fraction. C) An immunoblot analysis of Hom, Cyt, and Syn fractions comparing $+/+$ and $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}(\Delta 13 / \Delta 13)$ P0 whole mouse brain samples is shown. The top panel shows an immunoblot to detect ZC 3 H 14 , using an N -terminal antibody that detects Zc3H14 Isoforms $1(\sim 100 \mathrm{kDa})$ and $2 / 3(\sim 70 \mathrm{kDa})$ [249]. The position of a truncated, nonfunctional ZC 3 H 14 protein that is detected in the $\mathrm{Zc} 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mouse [379] is indicated by the *. D) Immunoblots shown compare the Syn fractions from $+/+$ and $\Delta 13 / \Delta 13 \mathrm{P} 0$ whole mouse brain samples. Panels show immunoblots for ZC3H14, CaMKII $\alpha(\sim 50 \mathrm{kDa}$ ), and postsynaptic density protein 95 (PSD-95, $\sim 95 \mathrm{kDa}$ ). The bottom panel shows total protein detected by Ponceau, which serves as a loading control. E) Quantification of CaMKII $\alpha$ and PSD95 levels in the Syn fraction comparing $+/+(n=3)$ and $\Delta 13 / \Delta 13(n=3)$ where $n=i n d e p e n d e n t$ male mice. For each protein, the level of protein detected was set to 1.0 for the $+/+$ control and results are plotted as Relative to this control sample. Statistical significance was calculated by an unpaired $t$ test ( $\mathrm{NS}>0.05{ }^{*}{ }^{*} p=0.04$ ).

## Chapter 4

Discussion:

Conclusions, implications and future directions

### 4.1 Introduction

A large number of RNA binding proteins are linked to tissue-specific disorders despite ubiquitous expression. ZC 3 H 14 is a ubiquitous polyadenosine RNA binding protein that is lost in an autosomal recessive form of nonsyndromic intellectual disability. While the cellular and functional roles of ZC 3 H 14 orthologues have been characterized in model systems such as $S$. cerevisiae, D. melanogaster, and C. elegans, far less research had been performed in a mammalian context where the process of RNA regulation is more complex and the effects on higher order brain function could be analyzed. This dissertation covers the generation and subsequent characterization of the first ZC 3 H 14 ubiquitous loss of function mouse model $\left(Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}\right)$. Our findings show that, similar to humans, ZC 3 H 14 is not essential in mice. Upon generation of this ZC 3 H 14 mutant mouse strain, early experimentation was performed to determine whether Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ mice could serve as an appropriate model to assess the role of ZC3H14 in brain function. Behavioral analysis revealed loss of ZC3H14 specifically impairs working memory, providing evidence that $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice show a phenotype linked to higher order brain dysfunction. Results from Drosophila defined a key role for Nab2/ZC3H14 in neurons [264], and neuronal enrichment of ZC3H14 in mouse hippocampus [247]. Using the novel Zc3h14 $4^{\operatorname{Sex} 13 / \Delta e x 13}$ mouse model, the primary hypothesis tested was that ZC3H14 is necessary for higher order brain function by regulating critical RNA targets that maintain proper neuronal function. This hypothesis was tested in this thesis by the generation and characterization of the first Zc3h14 mouse model as well as a more in depth analysis of dendritic spine morphology in hippocampal neurons from these mice. The following chapter will discuss several overarching questions related to this main hypothesis, which have been raised and
addressed over the course of this thesis, as separate sections. Each section will also address unanswered questions, as well as open areas of study and potential future directions.

### 4.2 Discussion of Questions and Answers to the Main Thesis Hypothesis

### 4.2.1 Which step(s) in RNA regulation is ZC3H14 involved in in mice?

RNA binding proteins play numerous roles in regulating gene expression. Like other RNA binding proteins, $\mathrm{ZC} 3 \mathrm{H} 14 / \mathrm{Nab} 2$ has been implicated in several key regulatory steps. ZC3H14 plays an evolutionarily conserved role in regulating poly(A) tail length [247, 263, 264], which we also observed in mouse hippocampus [379]. Loss of ZC3H14 leads to increased bulk poly(A) tail length in various mouse tissues, but it is surprising that there is a very noticeable difference in the magnitude of the change observed between tissues [379] given that restriction of poly(A) tail length is considered a key ZC3H14 molecular function [247, 263]. The hippocampus exhibits the clearest increase in bulk poly(A) tail length as compared to cerebral cortex or liver [379], even though the levels of ZC 3 H 14 protein are similar between these tissues (as presented by the Human Protein Atlas). This potentially indicates a differential requirement of poly(A) tail length regulation by ZC 3 H 14 depending on tissue type, or even different regions of the same tissue. Whether ZC3H14 modulates poly(A) tail length through limiting polyadenylation, or promoting trimming of extended poly(A) tails to a shorter length is not yet known [265]. Regardless, altered poly(A) tail length can affect various steps of RNA processing/regulation, including translation, nuclear export, and RNA stability [266-271]. For example, elongated poly $(\mathrm{A})$ tails are associated with promoting translation [267-269], due to the increased polysome formation and translation initiation via poly(A) tail-bound PABP recruiting the 40 S ribosomal subunit to the $5^{\prime}$ mRNA end [364]. Therefore, loss of ZC3H14 may produce a
more robust change in RNA regulation within the hippocampus than other brain regions, not only in altering poly(A) tail length but in subsequent downstream steps of RNA regulation such as translation.

Currently, there are multiple pieces of evidence that implicate ZC 3 H 14 in regulating translation. ZC3H14 associates with polysomes in mouse brain tissue [312] and loss of Nab2 in flies leads to increased expression of a CaMKII translational reporter [312]. Furthermore, Nab2 genetically and physically interact in neurites with FMRP [312], an RNA-binding protein that mediates translational repression [36, 37]. Together, these data suggest a role of ZC 3 H 14 as a negative regulator of translation. This becomes especially relevant in evaluating tissue-specific roles of ZC 3 H 14 , in which impaired regulation of local translation may provide rationale for neuron-specific dysfunction. Loss of ZC3H14 in mice results in altered steady-state protein levels as determined through mass spectrometry analysis of P0 whole mouse brain tissue [379]. While there are a comparable number of significantly increased and decreased proteins identified, there is a distinct trend in increased steady-state targets grouping into GO terms relevant to neuronal function, particularly relating to synapses and cellular membrane. In comparison, the GO terms for those proteins that show a decrease in steady-state levels appear largely unrelated with regard to cellular function. Consistent with a potential role for ZC 3 H 14 in regulating translation, ZC 3 H 14 is present in synaptosomes [421], which are a major compartment for local translation. However, while these findings are consistent with a role in local translation, further studies are required to define the mechanism by which ZC 3 H 14 could regulate translation. One possible model is that the poly(A) binding protein ZC3H14 blocks interaction of mRNA with PABP which is known to stimulate translation [262, 422]. Future experiments that could further address the role of ZC 3 H 14 in translation and even local
translation may include real-time tracking of mRNAs/nascent protein translation comparing Zc3h14+/+ and Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ neurons [423-425].

In addition to a suggested role in regulating translation, ZC 3 H 14 is also implicated in other nuclear RNA processing steps, such as splicing and quality control of RNA export from the nucleus. ZC3H14 interacts with numerous components of the spliceosome [290]. In both budding yeast [290]and flies (unpublished) loss of Nab2 increases levels of unspliced introncontaining pre-mRNAs. In cultured cells, ZC 3 H 14 is required to prevent nuclear export of intron-containing ATP5G1 pre-mRNA [313]. This suggests an evolutionarily conserved role for ZC3H14 in processes that ensure proper pre-mRNA splicing, maturation, and quality control of mRNA export. Nab2 also physically interacts with the nuclear pore complex [256] and the THO mRNA processing complex in mouse brain [378]. The THO complex is an evolutionarily conserved complex with suggested roles in transcription elongation, mRNA splicing, and nuclear mRNA export [426-429]. ZC3H14 associate with components of the THO complex in an RNAindependent manner (unpublished) to regulate shared RNA targets Atp5gl and Psd95 in N2a cells [378]. However, there is also evidence that these partners do not regulate the exact same set of mRNAs. For example, depletion of ZC3H14 but not THO complex components significantly reduces steady-state levels of Mapt mRNA [378]. This implies additional independent ZC3H14 function beyond association with the THO complex. Neurons depend on numerous tightly regulated alternative splicing events [84, 85], which can make the brain susceptible to deleterious consequences from impaired splicing, including such neurological diseases as spinal muscular dystrophy (SMA), amyotrophic lateral sclerosis (ALS), and autism spectrum disorder (ASD) [430]. To further investigate the role of ZC3H14 in neuronal RNA splicing, it would be of interest to perform fractionation on mouse brains and either perform RNA-seq to identify all
transcripts with splicing errors present in cytoplasm, or analyze specific transcripts of interest for splicing errors, such as CaMKII $\alpha$. Continuing to characterize the role of ZC 3 H 14 in regulating splicing and export may create a more comprehensive view of how loss of ZC 3 H 14 results in higher order brain dysfunction.

In summary, ZC 3 H 14 is required to restrict poly(A) tail length, especially in the hippocampus, but the precise mechanism for how this regulation is achieved is still not known. This function is evolutionarily conserved [247, 263, 264, 379], but ZC3H14-mediated poly(A) tail restriction may be differentially required depending on tissue type. The function of ZC3H14 in restricting poly(A) tail length may have consequences for downstream steps in gene expression. Multiple lines of evidence support the idea that ZC3H14 could function as a translational repressor. A role in regulating translation, particularly local translation, may help to explain why loss of ZC3H14 causes detectable defects only in higher order brain function in humans. ZC3H14 is also implicated in additional steps of RNA regulation, including a conserved role in quality control of splicing and nuclear RNA export, which may be mediated through interactions with the spliceosome and THO complex, so these additional roles could also contribute to brain dysfunction. Indeed, like ZC 3 H 14 , genes encoding components of the THO complex are linked to neurological disorders[431-434], so these additional roles could also contribute to brain dysfunction.

### 4.2.2 Does ZC3H14 regulate all polyadenylated RNA?

ZC3H14/Nab2 binds with high affinity to polyadenosine RNA [248, 252]. This RNA binding profile means that $\mathrm{ZC} 3 \mathrm{H} 14 / \mathrm{Nab} 2$ could bind to and regulate every polyadenylated RNA. Multiple pieces of evidence suggest ZC3H14 demonstrates RNA target specificity. Although

ZC3H14 could bind and regulate all poly(A) RNAs, multiple experiments show that loss of ZC3H14/Nab2 alters only a subset of steady-state transcripts [313] and proteins [379]. For instance, ATP synthase $\mathrm{F}_{0}$ subunit C is a protein required for the majority of ATP production in eukaryotic cells [435]. Identical mature proteins are produced from multiple independent genes, ATP5G1, ATP5G2, and ATP5G3, although each gene encodes a unique mature mRNA transcript. Remarkably, RNA-IP of ZC3H14 in MCF-7 cells shows differential ZC3H14 enrichment between these three transcripts, with highly significant enrichment specifically for ATP5G1 and ATP5G3 despite all three transcripts encoding the same mature protein [313]. This result strongly implies ZC3H14 can preferentially bind to specific RNA targets. The finding that ZC3H14 can bind to and potentially regulate specific RNA transcripts rather than the entire polyadenylated RNA pool may provide additional insight as to why ubiquitous loss of ZC3H14 in humans results in a brain tissue-specific disorder, especially if some ZC 3 H 14 -specific RNA targets are expressed specifically in neurons. Consistent with this hypothesis, both ZC3H14 and Nab2 associate with CaMKII $\alpha$ mRNA in mice [379] and flies [312], but not with several other abundant polyadenylated mRNA transcripts such as rp49 [312]. This enriched association specifically with CaMKII $\alpha$ mRNA in conjunction with increased steady-state levels of CaMKII $\alpha$ protein in mouse hippocampus and the requirement of Nab2 to specifically repress a CaMKII3'UTR translational reporter (but not a SV40-3 'UTR translational reporter) in flies [312] strongly suggests CaMKII $\alpha$ mRNA is an evolutionarily conserved functional target of ZC3H14.

The mechanism that confers specificity of ZC3H14 for a subset of poly(A) RNAs is not known. While ZC3H14 binds with high affinity to polyadenosine RNA [248, 252], specificity may be conferred through binding A-rich sites outside of the poly(A) tail, as Nab2 binding can be observed throughout the body of mRNAs [275]. In support of this model, RNAs associated
with Nab2 have a consensus $\mathrm{A}_{11} \mathrm{G}$ sequence [274], and Nab2 binds to $\mathrm{A}_{11} \mathrm{G}$ RNA with higher affinity than $\mathrm{A}_{12}$ RNA [436]. The crystal structure of Nab2 ZnF5-7 associated with a polyadenosine RNA tract shows specific adenine binding only in select regions of the binding motif (XXXAAAXXXAAX) [436]. This potential sequence flexibility may underlie the capacity for ZC 3 H 14 to target specific transcripts through binding A-rich RNA sequences beyond a simple tract of As such as that found in the poly(A) tail. Recent Nab2 structural data may provide critical additional insight into how Nab2 could exhibit specificity. Binding of A-rich RNA by Nab2 induces Nab2 dimerization, consisting of two RNAs and two Nab2 proteins [436]. Each RNA is bound to $\mathrm{ZnF} 5 / 7$ by one Nab2 protein and the ZnF 6 of the other Nab2 [436]. This may provide additional parameters to convey transcript specificity of Nab2/ZC3H14 binding; not only through the requirement for two independent A-rich sites, but also the unexplored possibility of requiring specific spatial configurations between these binding regions that would optimize ZC3H14 binding. The possibility for additional ZC3H14 protein-protein interactions may also contribute to defining transcript binding specificity.

To address a model where ZC3H14 demonstrates transcript specificity, cross-linking immunoprecipitation sequencing (CLIP-seq) of the mouse brain could in theory identify: 1) the potential range of flexibility in ZC 3 H 14 -bound RNA target sites and 2) specific transcripts bound by ZC3H14 as each bound RNA read is typically ~35-50nt [437]. However, such an experiment could be complicated by a predicted enrichment for A-rich sequences by an overwhelming volume of A-only sequences due to poly(A) tail binding. Still, results of such an approach could address a fundamental question about ZC 3 H 14 and help define how loss of a ubiquitous poly(A) RNA binding protein results in tissue-specific disease.

In summary, although ZC 3 H 14 has the capacity to bind to all polyadenylated RNA, evidence suggests that ZC3H14 functions in a transcript-specific manner, with CaMKII $\alpha$ mRNA as a noteworthy example. Transcript specificity could result from sequence specificity and/or interaction with partner proteins that confer specificity.

### 4.2.3 What functional impact does loss of $\mathbf{Z C} 3 H 14$ have on higher order brain function?

The hallmark phenotype identified in individuals with loss of ZC3H14 is nonsyndromic intellectual disability. This is consistent even with a newly identified individual with a novel homozygous ZC3H14 mutation (N309fs) [438]. However, while this cognitive diagnosis is relatively consistent, some degree of phenotypic variability may be linked to the differing natures of the specific inherited mutation, possibly in relation to intellectual disability severity. Additional characterization of the N309fs individual also shows a potential link with global developmental delay, as demonstrated through delayed ability to walk, grasp, and talk. Among the small number of individuals identified with homozygous loss of function ZC 3 H 14 mutations, this is the first individual that was identified as a young child. This supports the link between ZC3H14 and intellectual disability as opposed to adult-onset, and subsequently may imply a requirement for ZC 3 H 14 during early brain development. However, no additional functional or behavioral studies have been performed with ZC3H14 homozygous recessive individuals since the initial IQ test administered in 2011 [250]. Interestingly, all seven identified individuals thus far are male. However, this observation could very likely just be coincidence, as there is no evidence of significant sex skewing in the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice [379] and there are only two females out of the 13 siblings within the three affected families. The small number of individuals with ZC 3 H 14 mutations that have been identified thus far poses a major limiting factor in
understanding ZC 3 H 14 function in the human brain, and will require the identification and characterization of additional patients to better understand the potential cellular, developmental, and functional consequences of ZC 3 H 14 loss in humans.

In place of investigating loss of ZC 3 H 14 in the human brain, behavioral assays were performed with the $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice. This approach served to identify and characterize whether loss of ZC 3 H 14 in mice would cause higher order brain dysfunction to model the human disease. The visuospatially-based water radial arm maze (WRAM) paradigm allows for analysis of specific subtypes of memory deficits defined by the type of navigational errors made as the mice explore the WRAM. Zc3h $14^{\Delta e x 13 / \Delta e x l 3}$ mice exhibited memory impairment and made significantly more errors in entering the same arm more than once during the same trial, specifically indicating a working memory deficit [379]. However, while working memory is impaired, learning remains intact, as $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice committed fewer errors each day over the course of nine days [379]. This is strikingly consistent with independent findings from Nab2mutant flies which exhibit impairment in short term memory but retain learning capacity [277]. This was determined using a courtship conditioning assay, a non-spatial behavioral task that tracks attempted fly courtship behavior. This correlation between mice and flies strongly suggests a conserved functional role for ZC 3 H 14 in memory.

Working memory refers to "the ability to hold information in mind while manipulating and integrating information to perform some cognitive goal" [439]. In the human brain, learning and memory are largely attributed to the medial temporal lobe, including the hippocampus, as the center for learning and memory. In addition, while elongation of bulk poly(A) tails upon loss of ZC3H14 is present in different tissues, this phenotype is far more robust in the hippocampus than in the cerebral cortex [379], indicating the hippocampus may be more sensitive to loss of

ZC3H14 than other brain regions. Therefore, most of our brain region-specific investigations of Zc3h14 $4^{\text {बex13/Dexl3 }}$ mice have focused on the hippocampus. However, while the hippocampus is a highly interconnected structure, general associations have been made between hippocampal subregions (DG, CA1, and CA3) and varying roles in learning and memory [440]. Working memory is associated with each of these subregions, but each contributes to different facets of working memory [441-444]. Therefore, if the deficit in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ working memory is attributed to loss of ZC 3 H 14 within the hippocampus, it is possible that working memory impairment could occur in either a pan-hippocampal or sub-hippocampal manner. To address this, one interesting option for future experimentation would be to cross the $Z c 3 h 14^{F / F}$ mice with different Cre recombinase drivers to selectively remove ZC3H14 protein from specific regions of the hippocampus [445-447].

While the hippocampus plays a foundational role in learning and memory, other brain regions such as the amygdala [448, 449], striatum [450, 451], medial prefrontal cortex (mPFC) [452, 453], and cerebellum [454, 455] support different types of memory and learning. In fact, growing evidence has led to the idea that working memory is produced from synchronous activity between the hippocampus and mPFC [453, 456, 457]. ZC3H14 could play critical roles in multiple brain regions rather than just a single region, and the combined impairment may trigger the working memory deficit. Therefore future functional, morphological, and molecular experimentation should consider investigating additional brain regions beyond the hippocampus, especially the mPFC.

In summary, loss of ZC3H14 in mice results in working memory impairment with intact learning, which is remarkably consistent with loss of Nab2 in flies [277]. Impairment of a specific type of memory may imply loss of ZC3H14 differentially affects certain brain regions.

While the focus of investigation has been based on whole hippocampus, disruption of working memory in $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice may be due in part to differentially affected subregions within the hippocampus. Furthermore, brain regions besides the hippocampus may contribute to the working memory deficit, with the mPFC as a prime candidate given the implication for synchronous signaling with the hippocampus to elicit working memory.

### 4.2.4 Is loss of $\mathbf{Z C} 3 H 14$ accompanied by structural changes in the brain?

No data has yet been collected regarding potential structural/morphological changes in the brains of humans lacking ZC3H14. Structural changes in the brain are not an uncommon phenotype in patients with neurological disorders, so $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mouse brains were analyzed at six months old to identify any noticeable gross morphological defects. Whole brain and hippocampal weight are unchanged; the only large-scale morphological change noted in Zc3h14 ${ }^{\text {dex13/Dexl3 }}$ mice is an increase in anterior lateral ventricle size [379]. Enlarged lateral ventricles are associated with various abnormalities, such as developmental defects, weakening or increased degeneration of surrounding tissue, increased cerebrospinal fluid (CSF) volume, altered circulation/obstructed interventricular connections, and/or decreased resorption [458461]. Interestingly, increased lateral ventricle size is a phenotype shared in ASD [462], schizophrenia [463], bipolar disorder [464], and of particular interest, Alzheimer's disease (AD) [465]. This commonality with AD is a particularly noteworthy parallel as analysis of postmortem tissue from Alzheimer's disease cases show reduced expression of ZC3H14 (MSUT2) in brain regions affected by tau pathology, including the temporal lobe, and little change in regions lacking tau pathology [276]. One hypothesis is that loss of ZC3H14 leads to increased neurodegeneration around the lateral ventricles through regulation of RNAs involved in
suppression of tau pathology. While possible, the lack of obvious structural changes detected in additional regions of the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ brain is generally inconsistent with a role for loss of ZC3H14 causing a neurodegenerative disorder such as Alzheimer's disease. In addition, studies in C. elegans identified the worm ZC3H14 orthologue SUT-2 to suppress tauopathy phenotypes [254, 276], suggesting loss of SUT-2 may protect from tauopathy-related neurodegeneration. Furthermore, while ZC3H14 binds and regulates Mapt mRNA, depletion of ZC3H14 results in significantly reduced steady-state levels of Mapt [378], which seems counterintuitive when compared to tauopathy models [466]. To further investigate this possibility, Zc3h14 ${ }^{\text {dex13/Dex13 }}$ brain sections could be histologically stained with antibodies directed against tau and/or neurodegenerative markers to determine whether there is an increase in neurodegeneration and/or insoluble tau present in the brain upon loss of $\mathrm{ZC} 3 \mathrm{H} 14 . \mathrm{Zc} 3 h 14^{\Delta e x l 3 / \Delta e x 13}$ lateral ventricle size has also only been quantified at one time point (six months), so there is no insight yet as to when enlargement of lateral ventricles emerges and whether or not this phenotype is progressive in $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice. It would be straightforward to quantify $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ lateral ventricle size at additional time points, and these results could provide crucial insight as to whether enlarged lateral ventricles represent a stable or progressive phenotype upon loss of ZC3H14.

Another hypothesis for the presence of enlarged lateral ventricles in Zc3h14 ${ }^{\text {Sex13/ } \Delta e x 13}$ mice is related to a potential role of ZC 3 H 14 in regulating planar cell polarity (PCP). PCP is "the polarization of a field of cells within the plane of a cell sheet" [467]. PCP plays a central role in various cellular functions, including ciliogenesis and cilia-mediated fluid flow [468]. Within the brain, cilia are present only in two specific cell types, both of which are involved in ventricular function: choroid plexus cells which protrude into the ventricles and produce CSF [469], and
ependymal cells which line the ventricle walls and control ventricular CSF flow through coordinated ciliary beating [470, 471]. Disruption of cilia and associated PCP regulators can result in abnormal CSF accumulation and hydrocephalus, potentially leading to enlarged ventricular space [469, 472-475]. One such core PCP regulator, Van Gogh-like 2 (Vang12), is required for ependymal cilia orientation [476] and contributes to both single-cell polarity as well as polarity across the ependymal [473]. Interestingly, Vangl2 protein is significantly increased (1.31-fold) in Zc3h14 ${ }^{\text {dex13/Dex13 }}$ mice at P0 [379]. While overexpression of Vangl2 has not been directly investigated in ventricular cells, Vangl2 overexpression yields asymmetric basal body positioning in zebrafish embryos [477], which may affect cilia-mediated fluid flow [478]. In summary, loss of ZC 3 H 14 in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice may dysregulate PCP components, especially Vangl2, in ependymal and/or choroid plexus cells, thereby potentially impairing CSF volume and/or flow and result in enlarged lateral ventricles. Consistent with a role in regulating PCP, Zc3h14 $4^{\text {Dex } 13 / \Delta e x 13}$ mice also exhibit disorganization of sensory hair cells in the organ of Corti (unpublished data), which is an auditory sensory organ classically used to study PCP defects [467, 479]. Additionally, multiple pieces of evidence in flies associate Nab2 with PCP regulation [480], strongly suggesting an evolutionarily conserved role for ZC3H14 in PCP.

With this degree of evidence suggesting a role for ZC 3 H 14 involvement in PCP, it would be extremely relevant to examine whether the enlarged lateral ventricle phenotype in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ mice is linked to PCP impairment. One interesting experiment would be to dissect, fix, and stain the lateral ventricle walls of $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice to analyze the epithelial cells for such PCP defects as altered cilia organization or orientation [473]. Analysis of fluid flow would also help address whether enlarged lateral ventricles in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice may be associated with impaired CSF flow [473]. Beyond solely the presence of enlarged lateral
ventricles, linking this structural phenotype to PCP impairment upon loss of ZC 3 H 14 would raise the question of whether additional PCP component-associated aberrations in the brain of these mice could be present. Of particular interest, dysregulation of Vangl2 is associated with impairment of various neuronal processes, including neuronal migration [481, 482], axon guidance and outgrowth [483-485], neuronal maturation [486, 487], and synapse formation [488490]. Overall, this may open a completely new area of future study in understanding the molecular and functional consequences of ZC 3 H 14 loss, as well as exploring Vangl2 as a potential ZC3H14 target.

Finally, given the obvious and highly penetrant morphological differences observed in the mushroom bodies in Nab2-null flies [277], it is fairly surprising that we did not detect any gross morphological differences in the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ hippocampus [379]. However, this may be at least partially due to the increased regulatory complexity of the mouse brain in which some functions of ZC 3 H 14 in the hippocampus may be redundantly covered by other proteins. This suggestion is consistent with the fact that Nab2 is essential in flies while ZC3H14 is not essential in mammals, despite Nab2 and ZC3H14 sharing sufficient functional overlap for viability of Nab2-null flies [264]. While gross differences in hippocampal morphology are not evident in the Zc3h14 $4^{\text {बex } 13 / \Delta e x 13}$ mice, more subtle morphological changes may exist, which would require more detailed analysis. For example, morphological defects in Nab2-null fly mushroom bodies could result from either defects in axon projection, or altered trimming [277]. Given that ZC3H14 is detected in axonal projections [312], loss of ZC3H14 may affect axon projection, which could be assessed within the hippocampus through calbindin immunohistochemistry to visualize altered projection length of infrapyramidal mossy fibers from the DG to the CA3 region [491]. Such studies would help to more clearly define the role of ZC 3 H 14 in the brain.

In summary, further analysis of mechanisms that cause enlarged lateral ventricles in Zc3h14 $4^{\text {dex13/גexl3 }}$ mice will be critical to define the pathway(s) affected, such as tauopathy or PCP dysfunction. Disorganization of sensory hair cells and increased steady-state levels of Vang12 protein further suggest dysregulation of PCP upon loss of ZC3H14. Further investigation of the regions of the brain to detect any subtle morphological differences, especially in the hippocampus would also be important. These studies could contribute to further defining what neuronal pathways are affected by loss of ZC 3 H 14 and how these defects relate to functional consequences for higher order brain function.

### 4.2.5 Is ZC3H14 required for proper neuronal morphology?

While the vast majority of ZC 3 H 14 is localized in the nucleus, a fraction can be detected in the cytoplasm, particularly in neurons or brain tissue [249]. ZC3H14 can be detected in neurites of cultured neurons [312], suggesting ZC3H14 may play a specific role within neurites. One possibility is loss of ZC3H14 may affect neurite morphology, such as dendritic length or arborization, as these phenotypes are not uncommon in neurological disorders [492]. Proper dendrite morphology is critical for neuronal function, as this enables neurons to receive and integrate input from other cells [493]. DIV12 primary hippocampal neurons cultured from Zc3h14 ${ }^{\text {exx13/Dex13 }}$ mice did not show a difference in dendritic length or arborization [421] compared to control mice, suggesting ZC3H14 is not required for dendrite development in vitro. However, whether ZC3H14 could be important for proper dendrite morphology in vivo needs to be addressed in the future. Regardless, while dendrite development may not be affected by loss of ZC3H14, other structures such as dendritic spines were affected in vitro and thus may also show defects in vivo.

The increase observed in steady-state levels of several synaptic proteins in the hippocampus of Zc3h14 ${ }^{\text {dex13/Dex13 }}$ mice [379] prompted us to analyze the effect of ZC3H14 loss on hippocampal synapses. One common parameter assayed in neuronal disorders is dendritic spine density, where an increase or decrease in density is often associated with neurological impairment [235-237, 240, 405]. Furthermore, neurological disorders often exhibit distinct spatiotemporal dendritic spine landscape, in which spine density may be altered or unchanged with respect to brain region and age [235, 240, 405]. Due to this potential for spatiotemporal hit-or-miss detection of altered spine density in $Z c 3 h 14^{\Delta e x l 3 / \Delta e x l 3}$ mice, we first investigated spine density in a single hippocampal subregion at two different time points: during early brain development at postnatal day 7 (P7), and in mature adult brain at 5 months. Spatially, while there is potential for any hippocampal subregion to exhibit dendritic spine changes upon loss of ZC3H14, the DG was examined due to its association with spatial navigation [494-496] and the suggested role of the DG to act as the predominant point of entry for synaptic input to the rest of the hippocampus [224]. Temporally, changes in the relative rates between dendritic spine formation/elimination forms three distinct stages over the course of life: spinogenesis (early life), spine pruning (adolescence), and spine maintenance (adult) [148].

In situ, Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mice show no dendritic spine density difference in the DG at P7, but decreased spine density is detected at 5 months [421]. Unaltered spine density during spinogenesis suggests loss of ZC 3 H 14 generally does not affect spine formation, but the decrease in density during spine maintenance suggests loss of ZC 3 H 14 could contribute to spine elimination during the spine pruning and/or spine maintenance phase. However, ZC3H14 may in fact also modulate spine formation, as altered spine density during spinogenesis may occur in brain regions other than the DG. A major gap in this set of experiments is the lack of

Zc3h14 $4^{\text {dex13/גexl3 }}$ spine density measurements during spine pruning. Spine pruning is characterized by the widespread removal of preexisting spines formed during spinogenesis. Incorporating the analysis of spine density during the pruning stage would help to further understand how loss of ZC 3 H 14 generally affects spine formation and/or elimination, as well as potentially reveal ZC3H14 involvement in pathways required for specific spine regulation phases [497-499].

Unlike the DG, CA1 spine density is unchanged at 5 months in $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice (unpublished). This finding could indicate a spatially-based model for differential spine density impairment upon loss of ZC 3 H 14 , where spine density is specifically reduced in the DG but not CA1 region. Such region-specific differences have been documented for a number of neurological disorders. For example, Fragile X syndrome demonstrates heterogeneous dendritic spine phenotypes dependent on brain region, including between hippocampal subregions [240, 244]. If decreased adult spine density is unique to the DG in the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ brain, one major characteristic that distinguishes the DG from the rest of the hippocampus, as well as most of the rest of the brain [500], is the presence of adult neurogenesis. Adult hippocampal neurogenesis is proposed to be important in learning and memory [501-503], which could include working memory [504-506]. Impaired adult neurogenesis in the DG may also influence spine dynamics and density [447, 507]. One follow up approach to determine whether reduced DG spine density in adult $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice is associated with altered neurogenesis would be to compare $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ DG for the presence of neurogenesis-indicative molecular biomarkers, such as PCNA, PH3, NeuroD,Pax6, and/or DCX [508]. These experiments would begin to refine the requirement for ZC 3 H 14 in distinct brain regions and development stages.

With respect to CA1, making decisive conclusions about whether spine density is altered or not is complex. Detecting differences in CA1 spine density upon loss of ZC3H14 may depend upon analyzing apical versus basal dendrites [509-511], distance from the soma [511], or dorsal/ventral positioning along the hippocampus [512]. Even if after accounting for these variables, if CA1 adult spine density is unchanged, CA1 dendritic spines could still be affected by loss of ZC3H14. Other characteristics such as spine morphology can be impacted without affecting overall spine density [513]. Defining the complete spectrum of changes to spine density and/or morphology as well as any accompanying spatiotemporal parameters will help further contextualize neuronal ZC 3 H 14 function. Overall, further analysis in brain regions (both within and outside the hippocampus) and developmental time points will need to be performed to comprehensively define the effect loss of ZC 3 H 14 has on these essential and neuron-specific postsynaptic dendritic spines, as well as neuronal function and higher order brain function.

Beyond these in situ data, we also performed an analysis in cultured primary hippocampal neurons. This analysis revealed a significant decrease in spine density in Zc3h14 ${ }^{\text {dex13/גexl3 }}$ primary hippocampal neurons grown for 19 days in vitro (DIV19). Importantly, this decrease in spine density was rescued upon expression of ZC 3 H 14 isoform 1 or 3 [421]. This consistent phenotype even outside the context of developmentally distinct brain regions strengthens a model where ZC 3 H 14 is required to maintain proper dendritic spine density in hippocampal neurons. In contrast, in vivo brain development may set spatiotemporal parameters that help determine the presence or absence of spine density alterations upon loss of ZC3H14. This in vitro decrease in spine density occurs specifically in mushroom "memory" spines, while the density of thin and stubby spines is unchanged [421]. This specific loss of mushroom spines is remarkably consistent with our WRAM behavioral data demonstrating impairment specifically
in working memory [379]. The reason why loss of ZC3H14 results specifically in reduced mushroom spines is not yet clear, but could be related to different dendritic spine properties such as spine maturation [514-516], stability [517-519], or degree of synaptic input [131].

In tandem with the rescue of dendritic spine density and mushroom spines by expression of ZC 3 H 14 isoforms 1 or 3 in $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ neurons, overexpression of isoform 1 in Zc3h14+/+ neurons results in an opposite trend in dendritic spine density, causing an increase in spine density [421]. Interestingly, this specifically increases thin "learning" spines as opposed to modulating mushroom spines [421]. This result is the first experimental indication of isoformspecific ZC 3 H 14 function, as overexpression of ZC 3 H 14 isoform 3 did not recapitulate the increased thin spine density phenotype [421]. Of the three nuclear ZC3H14 isoforms (1, 2, and 3), isoform 1 includes all exons while alternative splicing to generate isoform 3 excludes exons 10-12 [249]. The ZC3H14 isoform 1 protein possesses a unique phosphorylation site present in exon 12 (unpublished). This phosphorylation site introduces the possibility of isoform-specific regulation of ZC 3 H 14 as well as phosphorylation-dependent regulation of ZC 3 H 14 . These data together provide evidence that ZC 3 H 14 is required to regulate both dendritic spine density and morphology, which may be at least partially dependent upon isoform-specific functions of ZC3H14.

Dendritic spines are categorized as stubby, thin, and mushroom spines on the basis of measurements of the spine length and ratio between head and neck width, thereby generating a range of values that constitute each spine category. Interestingly, analyzing the average morphology within each spine type revealed mushroom spines in DIV19 Zc3h14 ${ }^{\text {dex13/Dex13 }}$ neurons have on average significantly larger head volume than those from control neurons (unpublished). This implies that while there are reduced mushroom spines in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$
neurons, the existing mushroom spines are larger on average than those in $Z c 3 h 14^{+/+}$neurons in vitro. This finding suggests two possible models for the effect of loss of ZC3H14 on mushroom spines: 1) loss of ZC 3 H 14 promotes enlargement of all existing mushroom spine heads, or 2) loss of ZC3H14 promotes specific loss of mushroom spines with smaller heads. The first model would possibly indicate ZC 3 H 14 normally acts to inhibit the size and/or stability of mushroom spines, while the latter might indicate ZC3H14 normally inhibits mushroom spine turnover. The first model is consistent with increased steady-state levels of CaMKII $\alpha$ protein upon loss of ZC3H14, which is associated with dendritic spine enlargement [193, 195, 196]. The second model is consistent with small-headed mushroom spines being more susceptible to turnover than large-headed mushroom spines due to the inherent difference in maturity/stability [148, 154]. Regardless, either model cannot be directly addressed with single snapshots of dendritic spines. Defining what mechanism(s) drive specific reduction of mushroom spines upon loss of ZC3H14 may be accomplished through live-cell imaging of spine dynamics comparing Zc3h14+/+ and Zc3h14 ${ }^{\text {dex13/4exl3 }}$ hippocampal neurons $[141,520-522]$. This would ideally be tested with additional ZC 3 H 14 conditions, including rescue and overexpression of ZC 3 H 14 isoforms in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ and Zc3h14+/+ neurons, respectively. This approach would help to test for a direct role of ZC 3 H 14 in regulating dendritic spines in vivo and further assess isoform-specific functionality. Of particular interest would be to perform this analysis after mice undergo a learning/memory task, to evaluate potential impairment in learning/memory-induced dendritic spine dynamics [140, 143, 523-525]. Ultimately, analyzing dynamic processes such as rates of dendritic spine formation and turnover, maturity, and stability will provide crucial insight as to how ZC3H14 regulation impacts dendritic spine density and morphology, as well as narrow the range of potential pathways and targets for require ZC 3 H 14 -mediated regulation.

In summary, in situ analyses of Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ DG reveal spine density at P7 is unchanged, but spine density at 5 months is significantly reduced, indicating ZC3H14 may normally inhibit dendritic spine elimination. Spine density was unaltered in the $Z c 3 h 14^{4 e x l 3 \Delta e x l 3}$ CA1 region at 5 months, potentially indicating a spatial distinction in the presence or absence of spine density changes within the hippocampus. DIV19 Zc3h14 ${ }^{4 e x l 3 \Delta A e x 13}$ primary hippocampal neurons also exhibit reduced spine density, specifically with fewer mushroom spines but larger mushroom spine heads. Transgenic expression of ZC3H14 isoform 1 or 3 is sufficient to rescue mushroom spine density in Zc3h14 $4^{\Delta e x 13 \Delta e x l 3}$ neurons. However, overexpression only of isoform 1in Zc3h14+/+ neurons caused increased spine density, specifically an increase in thin spines, indicating isoform-specific ZC3H14 function. Overall, these results suggest ZC3H14 regulates both dendritic spine density and morphology, but any spatiotemporal parameters will need to be further defined to characterize the requirement for ZC 3 H 14 specifically in neurons.

### 4.2.6 Does ZC3H14 affect the proteomic composition of dendritic spines?

A subset of hippocampal proteins show significant altered steady-state levels upon loss of ZC3H14, including many with functions related to the synapse [379]. Of particular interest, total CaMKII $\alpha$ protein is significantly increased [379], which is consistent with significantly increased CaMKII $\alpha$ detected in synaptosomes prepared from Zc3h14 $4^{\text {dexl3/3exl3 }}$ mice [421]. CaMKII $\alpha$, which is one of the most highly enriched proteins in dendritic spines, plays a central role in synaptic plasticity, which underlies memory formation [526]. Numerous CaMKII mutant models exhibit impaired LTP and/or learning and memory [174-178], and dysregulated CaMKII is associated with a wide range of neurological disorders [179-184, 527]. Interestingly, ZC3H14 shows enriched association for CaMKII $\alpha$ mRNA in the hippocampus [379] and ZC3H14 is
present in synaptosomes [421]. Together with the evidence that CaMKII $\alpha$ is increased in hippocampal synaptosomes upon loss of ZC 3 H 14 [421] and Nab 2 is required in flies to repress a CaMKII translational reporter [312], suggest CaMKII $\alpha$ as an RNA target of ZC3H14. Additional data implicating ZC3H14 as a negative regulator of translation [312, 379] suggests a model where ZC3H14 negatively represses local CaMKII $\alpha$ translation. This may be mediated through ZC3H14 limiting poly(A) tail length [379], as altered poly(A) tail length is associated with translational defects [267-269]. Consistent with this model, induced extension of CaMKIIa poly(A) tail length following visual experience in rats is accompanied by an increase in CaMKII $\alpha$ protein in synaptosomes [272]. One future approach that may address whether loss of ZC3H14 affects local translation of CaMKII $\alpha$ would be to test polysomal association of CaMKII $\alpha$ mRNA between $Z c 3 h 14^{+/+}$and Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ synaptosomes [528], both in a stimulated and unstimulated context.

Dysregulated CaMKII $\alpha$ is associated with learning/memory impairment [174-178], including working memory [194], as well as altered dendritic spine density [529, 530]. In addition, CaMKII $\alpha$ is implicated in modulating dendritic spine volume, where loss of CaMKII $\alpha$ activity is associated with impaired dendritic spine enlargement [193] and accumulation of postsynaptic CaMKII $\alpha$ is associated with increased spine volume [195, 196]. This indicates CaMKII $\alpha$ may be required in regulating both dendritic spine density and morphology. Loss of ZC3H14 results in decreased dendritic spine density in situ and in vitro [421] and altered dendritic spine morphology (unpublished). Therefore, CaMKII $\alpha$ as a functional target of ZC3H14 serves as a particularly attractive molecular link between loss of ZC3H14, dysregulated dendritic spine density and morphology, and memory deficits.

Given the requirement for $\mathrm{CaMKII} \alpha$ to stabilize developed spines [531], it is interesting to consider how increased CaMKII $\alpha$ upon loss of ZC 3 H 14 might cause a reduction in mushroom spines rather than an increase, especially considering the remaining mushroom spines exhibit larger spine heads, which is a phenotype typically associated with increased synaptic strength/stability [159]. Increased CaMKII $\alpha$ in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ neurons may impair maturation of thin spines into mushroom spines, but this seems improbable as this would likely be accompanied by an increase in thin spines upon loss of ZC3H14. Another model is that increased CaMKII $\alpha$ may in fact inhibit mushroom spine stability in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ neurons and therefore increase spine turnover. Spine stability is established through the joint activity of CaMKII $\alpha$ and CaMKII $\beta$, with CaMKII $\beta$ facilitating high binding affinity to F -actin [157, 199, 200]. Therefore, spine stability may be inhibited due to a reduction in the ratio of CaMKII $\beta$ :CaMKII $\alpha$ contained in heteromeric CaMKII holoenzymes, meaning each holoenzyme could have reduced F-actin binding [532]. However, reduced F-actin binding seems to be an inconsistent mechanism when accounting for the larger spine head phenotype exhibited by the remaining mushroom spines. One future experiment that could address this model would be to compare the ratio of insoluble to soluble CaMKII $\alpha$ in $\mathrm{Zc} 3 h 14^{+/+}$and Zc3h14 ${ }^{\text {Aex13/Dexl3 }}$ synaptosomes, to gauge whether amount of F-actin-bound CaMKII $\alpha$ is dependent on the presence of ZC 3 H 14 . A third and rather intriguing model is that while increased CaMKII $\alpha$ results in larger mushroom spine heads, additional CaMKII $\alpha$ activity may be impaired or dysregulated in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice and in fact promote spine turnover. Spine size is a general indicator of synaptic strength, but cannot be considered completely equivalent parameters. Correlation between spine size and synaptic strength depends heavily on multiple CaMKII phosphorylation sites, in which certain configurations can increase dendritic spine size while decreasing in synaptic strength [533]. For
example, autonomous CaMKII (T286) increases spine size regardless of synaptic strength, but an increase or decrease in synaptic strength is determined by the phosphorylation state of a separate site (T305/T306) [533]. Synaptic strength is tied to spine stability, so a decrease in synaptic strength may promote spine turnover and potentially result in decreased spine density. This mechanism may explain how an increase in CaMKII $\alpha$ can result in both decreased dendritic spine density and increased mushroom head volume in $Z c 3 h 14^{\Delta e x l 3 / \Delta e x l 3}$ neurons. Therefore, it would be extremely informative to compare the activation status of different CaMKII $\alpha$ phosphorylation sites between the $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ synaptosomes, to investigate whether the CaMKII $\alpha$ phosphorylation profile changes upon loss of ZC3H14. Overall, while CaMKII $\alpha$ is increased in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ synaptosomes, there are still many open questions regarding how this may lead to altered dendritic spine characteristics such as decreased spine density or morphological changes upon loss of ZC3H14.

In addition to accounting for the effects that increased CaMKII $\alpha$ has on individual dendritic spines, increased CaMKII $\alpha$ may also differentially affect certain brain regions. While CaMKII $\alpha$ is abundantly detected throughout the brain, the highest levels are detected in the hippocampus [189]. CaMKII $\alpha$ distribution in a transgenic CaMKII $\alpha$-GFP mouse line yields similar results, with strongest CaMKII $\alpha$-GFP expression occurring in the hippocampus, specifically the DG [534]. This may imply that while CaMKII $\alpha$ is expressed throughout the brain [189, 535], the DG may be of particular interest to examine upon CaMKII $\alpha$ dysregulation. Interestingly, CaMKII $\alpha$ deficiency impairs neuronal development in the DG, causing DG immaturity [194]. Immature DG is shared in patients/mouse models of neurological disorders such as schizophrenia, epilepsy, and major depressive disorder [536-539], in which CaMKII $\alpha$ can be dysregulated [182, 540-542]. In addition, immature DG is associated with behavioral
abnormalities such as working memory deficit and hyperlocomotor activity [194, 543, 544], which is strikingly similar to defects observed in the $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice [379]. Finally, a link has recently been found between disrupted Vangl2, a core PCP component which is increased in Zc3h14 ${ }^{\text {dex13/גex13 }}$ hippocampi [379], impaired CaMKII $\alpha$ phosphorylation, impaired DG granule cell maturation, and defects in pattern completion behavior [486]. This provides a very interesting potential link between increased CaMKII $\alpha$ and Vangl2 upon loss of ZC3H14 and altered dendritic spine density and/or morphology in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ neurons. In addition, the potential link between dysregulated CaMKII $\alpha$ and DG-specific impairment may further suggest the existence of differential brain region dysfunction upon loss of ZC3H14. Overall, increased synaptosomal CaMKII $\alpha$ in $Z c 3 h 14^{\Delta e x l 3 / \Delta e x 13}$ mice has the potential to dysregulate neuronal function in the dendritic spines, but the mechanism by which this may be accomplished is a subject of intense future investigation, as the roles of CaMKII $\alpha$ are multifaceted and subject to a high degree of regulation. However, the potential for CaMKII $\alpha$ as a specific mRNA target of ZC3H14 regulation could be fundamental in understanding how loss of ZC 3 H 14 results in neuronal dysfunction, as well as why loss of ZC 3 H 14 as a ubiquitous RNA binding protein results in a tissue-specific disorder.

In summary, CaMKII $\alpha$ is increased in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ synaptosomes [421]. The presence of ZC3H14 in synaptosomes along with enriched association with CaMKII $\alpha$ mRNA [421] suggests CaMKII $\alpha$ as an RNA target of ZC3H14. Association of ZC3H14 with polysomes and the requirement of Nab2 in flies to repress a CaMKII translational reporter [312] further suggest ZC3H14 may act to repress CaMKII $\alpha$ local translation in neurites. Increased synaptosomal CaMKII $\alpha$ may be responsible for the decreased mushroom spine density and/or increased mushroom head volume phenotypes observed in $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ hippocampal neurons
[421], but the method in which this may occur through CaMKII $\alpha$ is unknown, and may rely on such factors as CaMKII $\alpha$ phosphorylation or altered binding to F-actin. In addition, a potential link between dysregulated CaMKII $\alpha$ and DG impairment may provide additional context as to how loss of ZC3H14 results specifically in higher order brain dysfunction, but further characterization of both the brain and CaMKII $\alpha$ in $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ mice is necessary.

### 4.3 Concluding remarks

ZC3H14 is a ubiquitously expressed polyadenosine RNA binding protein that is associated with autosomal recessive nonsyndromic intellectual disability. Prior to this thesis, no studies had been performed to characterize the role of ZC 3 H 14 in vertebrates, let alone in the mammalian brain, which depends on a complex regulatory system of RNA processing. We created a novel $\mathrm{Zc} 3 h 14^{\triangle e x 13 / \Delta e x 13}$ mutant mouse model to characterize the role of ZC 3 H 14 in the mammalian brain and gain insight as to how ZC3H14 contributes to maintaining higher order brain function. This was investigated across multiple levels of function, including changes in behavior, brain structure, neuron morphology, proteomic composition, and altered RNA regulation, upon loss of ZC 3 H 14 .

We hypothesized that ZC 3 H 14 is necessary for higher order brain function by regulating critical RNA targets that maintain proper neuronal function. Critically, we identified loss of ZC3H14 results in working memory defects and altered steady-state levels of a subset of proteins in the hippocampus, including a number of proteins with roles related to the synaptic function. Among these, CaMKII $\alpha$ is significantly increased in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ hippocampi, including in synaptosomes. This provides a critical link between ZC3H14 regulation of RNAs and higher order brain function, as CaMKII $\alpha$ is a known modulator of synaptic plasticity and
learning/memory, and ZC3H14 shows enriched association for CaMKII $\alpha$ mRNA, suggesting CaMKII $\alpha$ as an RNA target of ZC3H14. Analyzing dendritic spines, where CaMKII $\alpha$ is enriched, Zc3h14 ${ }^{\Delta e x 13 / \Delta e x 13}$ hippocampal neurons show altered dendritic spine density, which is rescued upon exogenous ZC 3 H 14 expression. This finding provides a model by which dysregulated CaMKII $\alpha$ upon loss of ZC3H14 may alter the dendritic spine landscape in Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mice and ultimately impair processes critical for higher order brain function, such as working memory.

Together, these findings support a model, illustrated in Figure 4-1, where ZC3H14 plays a critical role in higher order brain function by regulating specific RNAs, such as CaMKII $\alpha$. Loss of ZC 3 H 14 results in increased CaMKII $\alpha$ in synaptosomes and impaired neuronal function, including altered dendritic spine density. More investigation will be required to understand precisely how ZC 3 H 14 regulates specific RNA targets in the brain to produce these specific morphological and functional impairments in neurons. A puzzling question remains as to why an RNA binding protein with high affinity for polyadenosine RNAs does not regulate a larger set of RNAs. However, this thesis provides the first characterization of ZC 3 H 14 function in the mammalian brain and provides some initial insight as to how loss of a ubiquitous RNA binding protein could result in a disorder that manifests primarily as a defect in higher order brain function.
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Figure 4-1: Model of RNA Regulation by ZC3H14 in Neurons. This speculative model presents a way in which loss of ZC 3 H 14 (blue) results in impaired higher order brain function in Zc3h14 ${ }^{\Delta e x 13 / \Delta e x l 3}$ mice, based on evidence gathered over the course of this thesis. 1) Bulk RNA poly(A) tails are elongated upon loss of ZC 3 H 14 . It is predicted that ZC 3 H 14 preferentially binds to specific RNAs, including CaMKII $\alpha$, and may thus elongate CaMKII $\alpha$ poly(A) tail length as well. 2) Elongated poly(A) tail length can result in various downstream regulatory effects, including increased translation. This is predicted to occur for CaMKII $\alpha$ mRNA, which is subject to local translation in neurons. 3) ZC 3 H 14 is suggested to act as a negative regulator of translation, thereby increasing CaMKII $\alpha$ levels (pink and orange), which is detected in synaptosomes and is known to be enriched in dendritic spines. 4) Loss of ZC3H14 decreases
hippocampal dendritic spine density both in situ and in vitro, with morphological analyses in vitro indicating specific reduction in mushroom spines and enlarged mushroom spine heads. CaMKII $\alpha$ is critical in synaptic plasticity and has been implicated to regulate both dendritic spine density and morphology, therefore increased CaMKII $\alpha$.may result in these altered dendritic spine characteristics. 5) Alterations in dendritic spines may contribute to impairment of brain regions, including the hippocampus, which serves as a major center for learning/memory. 6) Loss of ZC3H14 in the hippocampus may impair higher order brain function, including a deficit in working memory in Zc3h14 $4^{\Delta e x 13 / \Delta e x 13}$ mice.

## Chapter 5

Materials and Methods

### 5.1 Materials and Methods: Chapter 2

Generation of Zc3h14 ${ }^{\text {4ex13/4ex13 }}$ mouse Mouse embryonic stem cells (clone EPD0366_5_F01, ES cell strain C57BL/6N, Parental Cell Line JM8A3.N1) were obtained from Knockout Mouse Project Repository (UC Davis, Davis, CA). This clone flanks with loxP sites exon 13, the first common exon among all four Zc3h14 isoforms (a, b, c, d) (see Fig. 1 A and B). In vitro Flp-FRT recombination to eliminate the LacZ/neomycin cassette and subsequent blastocyst injections were performed by the Emory Mouse Transgenic and Gene Targeting Core. We generated heterozygously floxed $Z c 3 h 14$ exon 13 mice ( $Z c 3 h 14^{F /+}$ ) by mating adult male chimeras to C57BL/6N wildtype female mice (The Jackson Laboratory). Offspring generated from this mating were then mated to generate homozygously floxed mutant mice (Zc3h14F/F). EIIa-Cre mice (purchased from The Jackson Laboratory, Stock \#003724, mixed C57BL/6J and C57BL/6N genetic background) which express Cre-recombinase active at the zygotic stage [294], were mated to homozygously floxed $Z c 3 h 14$ exon $13\left(Z c 3 h 14^{F / F}\right)$ mice for 3-4 generations to generate a germline-transmissible $Z c 3 h 14$ allele lacking exon $13\left(Z c 3 h 14^{4 e x 13 / \Delta e x 13}\right)$. These mice with confirmed proper recombination were mated to wildtype C57BL/6 mice (purchased from The Jackson Laboratory) to breed out the EIIa-Cre allele. EIIa-Cre-negative, Zc3h14 ${ }^{\text {dex } 13 /+}$ were mated to generate Zc3h14 ${ }^{\text {Lex13/Lexl3 }}$ mutant homozygous mice for at least four generations.

Control $\mathrm{Zc} 3 h 14^{+/+}$were maintained in the colony as control counterparts from the heterozygous Zc3h144ex13/+ breeders. Generations F4-F8 of Zc3h14+/+ (and Zc3h14 ${ }^{\text {Lex13/4ex13 }}$ ) homozygous pairings were used for experiments, and homozygous off-spring were routinely cross-bred to minimize genetic drift between $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\text {exx13/Lexl3 }}$ mice.

All procedures involving mice were done in accordance with the NIH guidelines for use and care of live animals and were approved by the Emory University Institutional Animal Care and Use Committee.

Genotyping Mice were screened for the conditional floxed allele, Cre-mediated recombination, and the Cre-recombinase gene by PCR of genomic DNA isolated from toe clippings using a standard DNA isolation protocol [545]. Tissue from toe clippings was lysed in $50 \mu \mathrm{l}$ of standard lysis buffer supplemented with Proteinase K overnight at $55^{\circ} \mathrm{C}$. Samples were centrifuged for 5 min at full speed to sediment cellular debris. Genomic DNA was precipitated using ice-cold $100 \%$ ethanol, washed two times in $75 \%$ ethanol, and allowed to air dry before being resuspended in $30 \mu 1$ of water. Template DNA was amplified by standard PCR per the Qiagen Taq DNA Polymerase PCR kit manufacturing protocol (Qiagen 201205). The following primers were used to genotype mice at the $Z c 3 h 14$ locus (as illustrated in Fig. 1 B and C): Fwd (5'-GTTGGCTCATCTTCTGTAAAGC-3') and RevI (5'-GGTAAGGAAAACTAATCCACATCTAG-3') for the conditional floxed allele (generating a product of either 885 bp for control, 994 bp for floxed, or 230 bp for recombined alleles) or RevII (5'-GCCACACTCAGGTCAGTCATCTCG-3') for the direct detection of exon 13 (generating a product of either 469 bp for control or 625 bp for floxed, or no product for the recombined allele which excises exon 13). For detection of the Cre-recombinase gene, generic Cre-recombinase primers were used: Fwd-Cre (5'-GCGGTCTGGCAGTAAAAACTATC-3') and Rev-Cre (5'-GTGAAACAGCATTGCTGTCACTT-3').

Immunoblotting Mouse brain tissue samples were lysed in RIPA-2 buffer ( 50 mM Tris- HCl , $\mathrm{pH} 8.0,150 \mathrm{mM} \mathrm{NaCl}, 1 \%$ IGEPAL or NP-40, $0.5 \%$ deoxycholic acid, $0.1 \%$ SDS) containing protease inhibitors (Complete Mini; Roche) and centrifuged at $9,200 \mathrm{xg}$ for 10 min at $4^{\circ} \mathrm{C}$. The pellet was discarded, and the supernatant was subjected to SDS-PAGE and immunoblotting. An equal amount of protein from each sample was loaded onto $10 \%$ SDS-polyacrylamide gels and transferred to a $0.2 \mu \mathrm{~m}$ nitrocellulose membrane (Bio-Rad Laboratories) [546]. After blocking non-specific binding, the membranes were incubated with the primary antibodies. Primary antibodies used were as follows: anti-ZC3H14 (rabbit polyclonal antibody generated against the N-terminal PWI-like domain) [249], EIF5 (Santa Cruz sc-282), $\alpha$-Tubulin (Sigma T9026), Histone H3 (Abcam ab1791), THOC1 (kind gift from Dr. Robin Reed, Harvard University, Boston, MA), S6 Ribosomal Protein (5G10) (Cell Signaling 2217), followed by incubation with the appropriate horseradish peroxidase (HRP)-conjugated secondary IgG antibody (Jackson ImmunoResearch).

Real-time PCR analysis of Zc3h14 splice variant d mRNA To obtain RNA from mouse tissue, brain was lysed using QIAzol, according to the guidelines of the manufacturer (Qiagen). cDNA was synthesized from RNA isolated from mouse whole brain using M-MLV Reverse Transcriptase kit (Invitrogen 28025), GoTaq DNA Polymerase (Promega M3001), and Recombinant RNasin Ribonuclease Inhibitor (Promega N2511). Briefly, 5 ng of cDNA was subjected to PCR amplification using SYBR Green PCR Master Mix (Applied Biosystems) and Zc3h14 splice variant d-specific primers: Fwd (5'GGTTGAGAAAGGAACTCAACAGAGGC3') (junction of alternative exon 1 and exon 10) and Rev (5'-TCATCTCGGCTTGACTCATCTCCA-3') (junction of exons 10 and 13). PCR amplification
was performed with an Applied Biosystems, StepOnePlus Real-Time PCR System. The 18S rRNA was used to normalize mRNA. Relative quantitation of mRNA expression level was determined using the relative standard curve method as previously described [547] and according to the instructions of the manufacturer (Applied Biosystems).

ZC3H14 immunoprecipitation for mass spectrometry analysis Brain tissue was homogenized in IP buffer ( 50 mM Tris- $\mathrm{HCl}, \mathrm{pH} 7.4,100 \mathrm{mM} \mathrm{NaCl}, 32 \mathrm{mM} \mathrm{NaF}, 0.5 \% \mathrm{NP}-40$ in DEPCtreated water) containing protease inhibitors (Complete Mini; Roche; 1 tablet/10 mL of IP buffer). Cells were sonicated on ice 5 times at $0.5 \%$ output for 10 sec , passed through a 27 -gauge syringe 5 times, and placed back on ice for 20 minutes with occasional vortexing. Lysates were spun at $15,600 \mathrm{x} \mathrm{g}$ for 10 minutes at $4^{\circ} \mathrm{C}$ and protein concentrations were determined with a standard BCA assay. Protein G magnetic beads (DYNA beads, Invitrogen) were rinsed and resuspended in IP buffer and incubated with pre-immune rabbit serum or an equal volume of N terminal ZC3H14 antibody for 1 hour at room temperature. Bead/antibody and bead/pre-immune samples were rinsed in IP buffer and added to clarified cell lysates. Ten percent of the sample was then removed and reserved for input analysis, and the remainder of the sample was incubated overnight at $4^{\circ} \mathrm{C}$ while tumbling end over end. Beads were then magnetized to collect bound and unbound species separately. The beads were washed 5 times with ice-cold IP buffer. ZC3H14 protein complexes were eluted with reducing sample buffer (RSB): 250 mM Tris HCL, 500 mM DTT, $10 \%$ SDS, $0.5 \%$ bromophenol blue, $50 \%$ glycerol. Upon submission to the Emory Proteomics Core for mass spectrometry analysis, the samples were further reduced with DTT and alkylated with Iodoacetamide (IAA), and then subjected to sequential in-solution digestion with LysC (1:100 enzyme-to-protein ratio) for 4 hrs and with trypsin (1:100 enzyme-to-protein ratio)
overnight. After desalting and sample cleanup with Water's Sep-Pak, the samples were submitted for analysis on the Orbitrap Fusion Mass Spectrometer (Thermo Scientific).

Determination of bulk poly(A) tail length Bulk poly(A) tails were analyzed using a standard poly(A) tail length assay [548] as described previously [549]. Total RNA was isolated from hippocampi of P0 Zc3h14 ${ }^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ mice using a RNeasy mini kit (Qiagen 74104). Total RNA was 3 'end labeled with $\left[{ }^{32} \mathrm{P}\right] p \mathrm{P} p$ using T4 RNA ligase and digested with a cocktail of RNAse A/T1. The resulting tracts of poly(A) RNA were resolved by gel electrophoresis and imaged by film or PhosphorImager. Three biological replicates were performed for each mouse genotype analyzed. Using ImageJ software, densitometry analysis of each experiment was performed in order to obtain profile curves for each sample that was analyzed, as described previously [264]. Profiles of the relative signal intensity at a given location on the gel were plotted in Microsoft Excel and a moving average (period = 25) calculated.

Immunohistochemical analysis of brain morphology Whole brains were fixed overnight in $4 \%$ PFA, processed for routine embedding in paraffin, and cut $9 \mu \mathrm{~m}$ in thickness onto glass slides. Slides were dewaxed in xylene and rehydrated through graded ethanol washes. Haematoxylin and eosin staining was performed using standard procedures. Alternatively, slices were stained with cresyl violet to assess hippocampal morphology.

Images were visualized on an Olympus BX51 microscope using a 2 X magnification objective and captured using DP Controller (Olympus) software. Genotype of all brain images was blinded for the analyses, and the quantification of ventricular area was performed using ImageJ.

Y maze The Y-maze is made of three centrally-joined arms (8 in-tall x 15.5 in-long x 4 in-wide) made of opaque Plexiglas with an arm angle of $120^{\circ}$. Using 10 homozygous wildtype and 10 homozygous mutant male mice, mice were individually placed in the central intersection and allowed to explore the maze for 8 minutes. Arm entries were automatically recorded using TopScan software by CleverSys. The mouse's midpoint needed to be inside the arm to count as an entry. Correct alternation is defined as entry into an arm different from the last two arm entries (e.g. $\mathrm{ABC}, \mathrm{CAB}, \mathrm{BCA}, \mathrm{CBA}, \mathrm{BAC}$, or ACB , but not $\mathrm{ABA}, \mathrm{CAC}$, etc.). The maze was cleaned with Virkon between each test to remove olfactory cues. \% correct alternation was calculated as: \% Correct Alternation= [(Number of Correct Alternations)/(Total arm entries)] x 100. The Y-maze assay was performed by Jason Schroeder with the Emory University Rodent Behavioral Core.

Fear Conditioning Fear conditioning was performed using an established Coulbourn system (7 x $7 \times 12 \mathrm{in}$ ), utilizing a metal shock grid floor. On the training day, mice were allowed to acclimate to the chamber for three minutes followed by three trials of tone ( 85 dB )-shock ( mA ?) pairings. Each tone-shock session lasted 20 s , with the shock occurring within the last 0.5 s of the tone. Each trial was separated by one minute. To assay contextual freezing, mice were returned to the same chamber the following day for eight minutes with no tone or shocks administered and measured for percent freezing. To assay cued fear, mice were placed in a new chamber the next day for three minutes, followed by the 85 dB tone for six minutes and measured for percent freezing. Percent freezing (defined as a lack of any movement/total time x 100) was measured
each day in one minute intervals (FreezeFrame software; Actimetrics). The Fear Conditioning assay was performed by Jason Schroeder with the Emory University Rodent Behavioral Core.

Water radial arm maze (WRAM) The WRAM apparatus was used as previously described [306]. A radial maze, 2 m in diameter with 8 arms of equal width and length ( 10 cm wide and 60 cm long) at 45-degree angles surrounding an open center section, was filled with water at approximately $21^{\circ} \mathrm{C}$ (see Fig. 5A). The water was made opaque by mixing in water-soluble, nontoxic paint of the same color (black) as the maze and the platforms. The water was filled to a level $0.5-1.0 \mathrm{~cm}$ above the top of all four total submerged platforms, placed one each at the far end of half of the arms. A specific orientation of platforms, constant for each mouse throughout the testing period, was placed in the arena with the following criteria: the "start" arm always contained no platform and no more than 2 adjacent arms contained platforms.

Ten Zc3h14 ${ }^{+/+}$and nine Zc3h144ex13/4exl3 male adult ( 5 month old) mice were tested. At the start of each trial, a mouse was placed inside a clean, dry, empty cage heated with a lamp to approximately $40^{\circ} \mathrm{C}$. Once the platforms were placed in the correct orientation, the mouse was gently placed in the water at the far end of the "start" arm, and the timer was started. A blinded researcher monitored the progress of the mouse by recording both the sequence of arms the mouse entered and the time in seconds the mouse took to locate a platform, with a maximum trial length of 120 seconds before the trial was aborted and the mouse was gently guided to the nearest platform. When a mouse reached a platform, it was allowed to remain there for 15 seconds, allowing time for it to identify any visual cues placed on the walls to aid in spatial memory. The mouse was then returned to the heated and dry cage for a period of 30 seconds as a reward for successfully completing the trial. The platform on which the mouse was seated was
removed, and the next trial commenced in the same manner. Four trials were performed per mouse, per day, until each mouse had located all 4 platforms. Testing was conducted for 9 consecutive days.

We used the following criteria to analyze WRAM data. To plot total latency, time required to reach the platforms were recorded for each mouse and summed across the four trials per day. After groups were unblinded, these latencies were calculated across the 9-day testing period. To plot overall total errors, each entry into an arm that did not result in locating a platform was summed across the four trials for each mouse per day. These errors were then sorted into 3 types: I) errors in which the first time on a given trial a mouse enters any arm that contained a platform on a previous trial on the same day (shows good working and spatial memory but poor procedural memory); II) errors in which the first time on a given trial a mouse enters any arm that never contained a platform or else enters an arm with a platform but does not successfully locate the platform (shows poor spatial memory); III) errors in which a mouse makes a repeated entry into any arm for which it has previously registered a type I or type II error on the same trial (shows poor working memory). To plot working memory errors, groups were then unblinded, and type III errors were summed for the four trials per day across the 9-day testing period, at which point a steady-state minimum was achieved, indicating sufficient performance. Sufficient performance on the WRAM requires that a group make an average of no more than approximately 1.0 type III error per subject per day by the conclusion of testing in order to demonstrate learning.

Open field Open field was performed as previously described [550]. Briefly, the mice were acclimated to the testing room for two hours prior to initiating the task. Twelve $\mathrm{Zc} 3 \mathrm{~h} 14^{+/+}$and
twelve $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ male adult mice (3-4 months) were examined. Each mouse was placed into the center of an opaque Plexiglas box ( $60 \times 60 \times 60 \mathrm{~cm}$ ) and given 10 minutes to explore the apparatus. The center zone was defined as the region 15 cm from each side of the box. The time spent in the center, number of entries into the center, total distance traveled, and average speed were recorded and scored with AnyMaze video tracking software (Stoelting Co. IL) by a user blinded to genotype.

Novel cage Twelve $Z c 3 h 14^{+/+}$and twelve $Z c 3 h 14^{4 e x 13 / \Delta e x l 3}$ male adult mice (3-4 months) were examined. Each mouse was placed into an uncovered cage with corncob bedding for 10 minutes. General mobility and exploratory actions such as rearing, digging, and grooming were scored.

Light-dark box Twelve Zc3h14+/+ and twelve Zc3h144ex13/Dexl3 male adult mice (3-4 months) were examined. The apparatus comprised a Plexiglas box ( $30 \times 14 \times 14.5 \mathrm{~cm}$ ) was divided into a light ( $20 \times 14 \times 14.5 \mathrm{~cm}$ ) and dark side ( $10 \times 14 \times 14.5 \mathrm{~cm}$ ). The walls of the dark side were blackened to reduce external illumination. A hole in the divider between the two sides enabled movement of the mouse between the two sections. Each mouse was placed into the light side and given 10 minutes to explore freely. Latencies to first enter the dark side, the number of transitions between each side, and total time spent in each side was recorded for each mouse.

Optokinetic tracking (OKT) To assess visual function, we measured visual acuity and contrast sensitivity using optokinetic tracking behavior (OptoMotry, Cerebral Mechanics, Inc., Lethbridge, Alberta, Canada) [348-350]. Both mice employed for the WRAM analyses and independent cohorts were assessed in these assays. Four $\mathrm{Zc} 3 h 14^{+/+}$and four $\mathrm{Zc} 3 h 14^{4 e x 13 / \Delta e x 13}$
mice were placed on a platform in the center of a virtual optomotor drum consisting of four computer monitors. Spatial frequency thresholds were determined by varying the spatial frequency at $100 \%$ contrast. Contrast sensitivity thresholds were determined by varying contrast at peak contrast sensitivity ( 0.064 cycles/degree). Positive responses were noted as reflexive head-tracking in the direction of the moving gratings. Both eyes were tested by using clockwise and counter-clockwise rotations [308]. The values from the left and right eyes were averaged for analysis of differences between groups at 6 weeks of age using a two-way repeated ANOVA with Holm-Sidak post-hoc.

Wire-hang assay Testing was performed with $1-\mathrm{x} 1-\mathrm{cm}$ mesh hardware fixed to a $19-\mathrm{x} 19-\mathrm{cm}$ frame. Nine Zc3h14+/+ and $14 \mathrm{Zc} 3 h 14^{4 e x 13 / \Delta e x 13}$ male adult mice were placed on the wire mesh, which was slowly inverted 27.5 cm over a soft, thick heating pad (unheated), lined with paper towels. Latency to fall was recorded in seconds as previously described [551]. The test was performed three trials a day for three days for each mouse. The maximum latency to fall for each day was averaged together for the three days for each mouse.

Rotarod A four-lane motorized rotarod (Rotamex-5 Controller, Columbus Instruments, Columbus, OH ) was used according to manufacturer's instructions and as previously described [551]. Each rod was 3.0 cm in diameter and 9.5 cm long. The fall height from rod center was 44.5 cm to the base. Scanning infrared beam sensors monitored animals' absence from rod to detect time to fall. The acceleration interval ( 1.0 sec ), acceleration step ( 0.1 RPM ), and maximum speed (50.0 RPM) was the same for each mouse and for all testing days. Prior to
testing, mice were trained on a rotarod (AccuRotor Rota Rod RR4/M, AccuScan Instruments, Columbus, OH ) that had a constant speed of 4.2 RPM.

Nine $Z c 3 h 14^{+/+}$and $10 Z c 3 h 14^{\text {Sex13/Lexl3 }}$ male adult mice were allowed to acclimate to the room for 15 min . All mice were oriented on the rod to walk forward to maintain balance. To avoid falling, mice were required to move forward in a coordinated manner. Training occurred over 3 days. Four mice at a time were trained for 10 min on the rotarod at constant speed, replacing mice back on the rod when subjects had fallen from the rotarod. After training on the third day, the mice started the 3-day testing phase. Each day of testing consisted of 3 trials, with at least 15 min of rest in between trials, for a total of 9 trials. Latency to fall was averaged for the three trials within a particular day and analyzed using the two-tailed Student's $t$-test with the Bonferroni correction for repeated measures. $P$ values of 0.05 or less were taken as statistically significant. The genotype of the mice were blinded until all latency times were recorded.

## Mass spectrometry analysis of $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta e x 13 / \Delta e x 13}$ hippocampi Samples

 submitted for mass spectrometry analysis consisted of eight hippocampi from four Zc3h14+/+ and eight hippocampi from four $Z c 3 h 14^{\Delta e x 13 / \Delta e x l 3}$ mice at P0. Each tissue piece was uniformly homogenized in $300 \mu \mathrm{~L}$ of urea lysis buffer ( 8 M urea, $100 \mathrm{mM} \mathrm{NaHPO} 4, \mathrm{pH} 8.5$ ), including 3 $\mu \mathrm{L}$ (100x stock) HALT protease and phosphatase inhibitor cocktail (Pierce). All homogenization was performed using a Bullet Blender (Next Advance) according to manufacturer protocols. Briefly, each tissue piece was added to Urea lysis buffer in a 1.5 mL Rino tube (Next Advance) harboring 750 mg stainless steel beads ( $0.9-2 \mathrm{~mm}$ in diameter) and blended twice for 5 minute intervals in the cold room $\left(4^{\circ} \mathrm{C}\right)$. Protein supernatants were transferred to 1.5 mL Eppendorf tubes and sonicated (Sonic Dismembrator, Fisher Scientific) 3 times for 5 s with 15 s intervals ofrest at $30 \%$ amplitude to disrupt nucleic acids and subsequently vortexed. Protein concentration was determined by the bicinchoninic acid (BCA) method, and samples were frozen in aliquots at $-80^{\circ} \mathrm{C}$. Protein homogenates $(100 \mu \mathrm{~g})$ were diluted with $50 \mathrm{mM} \mathrm{NH} 4 \mathrm{HCO}_{3}$ to a final concentration of less than 2 M urea and then treated with 1 mM dithiothreitol (DTT) at $25^{\circ} \mathrm{C}$ for 30 minutes, followed by 5 mM iodoacetimide (IAA) at $25^{\circ} \mathrm{C}$ for 30 minutes in the dark. Protein was digested with 1:100 (w/w) lysyl endopeptidase (Wako) at $25^{\circ} \mathrm{C}$ for 2 hours and further digested overnight with 1:50 (w/w) trypsin (Promega) at $25^{\circ} \mathrm{C}$. Resulting peptides were desalted with a Sep-Pak C18 column (Waters) and dried under vacuum.

For LC-MS/MS analysis, hippocampal derived peptides were resuspended in peptide 100 $\mu \mathrm{L}$ of loading buffer ( $0.1 \%$ formic acid, $0.03 \%$ trifluoroacetic acid, $1 \%$ acetonitrile). Peptide mixtures ( $2 \mu \mathrm{~L}$ ) were separated on a self-packed C18 (1.9 $\mu \mathrm{m}$ Dr. Maisch, Germany) fused silica column ( $25 \mathrm{~cm} \times 75 \mu \mathrm{M}$ internal diameter (ID); New Objective, Woburn, MA) by a Dionex Ultimate 3000 RSLCNano and monitored on a Fusion mass spectrometer (ThermoFisher Scientific, San Jose, CA). Elution was performed over a 120 minute gradient at a rate of 400 $\mathrm{nL} / \mathrm{min}$ with buffer B ranging from $3 \%$ to $80 \%$ (buffer A: $0.1 \%$ formic acid in water, buffer B: $0.1 \%$ formic in acetonitrile). The mass spectrometer cycle was programmed to collect at the top speed for 3 second cycles. The MS scans (400-1600 m/z range, 200,000 AGC, 50 ms maximum ion time) were collected at a resolution of 120,000 at $\mathrm{m} / \mathrm{z} 200$ in profile mode and the HCD MS/MS spectra ( $0.7 \mathrm{~m} / \mathrm{z}$ isolation width, $30 \%$ collision energy, 10,000 AGC target, 35 ms maximum ion time) were detected in the ion trap. Dynamic exclusion was set to exclude previous sequenced precursor ions for 20 seconds within a 10 ppm window. Precursor ions with +1 , and +8 or higher charge states were excluded from sequencing.

MaxQuant for label-free quantification Raw data files were analyzed using MaxQuant v1.5.2.8 with Thermo Foundation 2.0 for RAW file reading capability. The search engine Andromeda was used to build and search a concatenated target-decoy IPI/Uniprot mouse reference (downloaded at Aug 14, 2015) supplement with eGFP protein sequence. Protein Methionine oxidation (+15.9949 Da) and protein N-terminal acetylation (+42.0106 Da) were variable modifications (up to 5 allowed per peptide); cysteine was assigned a fixed carbamidomethyl modification (+57.0215 Da). Only fully tryptic peptides were considered with up to 2 miscleavages in the database search. A precursor mass tolerance of $\pm 10 \mathrm{ppm}$ was applied prior to mass accuracy calibration and $\pm 4.5 \mathrm{ppm}$ after internal MaxQuant calibration. Other search settings included a maximum peptide mass of $6,000 \mathrm{Da}$, a minimum peptide length of 6 residues, 0.6 Da Tolerance for iron trap HCD MS/MS scans. The false discovery rate (FDR) for peptide spectral matches, proteins, and site decoy fraction were all set to $1 \%$. The label free quantitation (LFQ) algorithm in MaxQuant [309, 552] was used for protein quantitation. LFQ intensity of each protein for each mouse was averaged from two hippocampi (left and right). No more than two missing values were considered per group ( $Z c 3 h 14^{4 e x l 3 / \Delta e x 13}$ or $\mathrm{Zc} 3 h 14^{+/+}$). Differentially expressed proteins were found by calculating Student's t-test p values and fold difference $\left|\log 2\left(Z c 3 h 14^{4 e x 13 / \Delta e x l 3} / Z c 3 h 14^{+/+}\right)\right| \geq 0.32(\geq \pm 1.25$ fold change $)$. Volcano plots were plotted with ggplot2 packages in R.

GO enrichment, network, and heatmap Functional enrichment of the modules was determined using the GO-Elite (v1.2.5) package [553]. The set of total proteins identified and quantified ( $n=$ 4,161 ) was used as the background. Input lists included proteins either significantly decreased ( $n$ $=50)$ or increased $(n=63)$ in Zc3h14 $4^{\text {4exl3/4ex13 }}$ mice. Z-score determines overrepresentation of
ontologies in a module and permutation P -value was used to assess the significance of the Zscore. For these down regulated proteins in $Z c 3 h 14^{\text {4exl3/Lexl3 }}$ mice, Z-score cut off of $1.96, p$ value cut off of 0.05 with a minimum of 3 proteins per category were used as filters in pruning the ontologies. For these up regulated proteins in $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice, Z-score cut off of 2.58, P value cut off of 0.01 with a minimum of 5 proteins per category were used as filters in pruning the ontologies. Horizontal bar graph was plotted in R. The networks were constructed using the igraph package in R [554]. The heatmap and hierarchical clustering were generated using the default parameters in Perseus [555].

Statistical analysis Data were analyzed using R, GraphPad Prism 6.0, or Microsoft Excel. R, Prism, or Microsoft Excel was also used to generate graphs, column and row means and standard error of the means (SEMs), and statistical analyses (two-way ANOVA, $t$-tests, and post-hoc analysis) to compare between genotypes. $P$ values are $>0.05$, unless otherwise noted. $P$ values < 0.05 were considered statistically significant. Error bars indicate SEM unless otherwise noted.

### 5.2 Materials and Methods: Chapter 3

Mice Mouse lines $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13}$ were bred and maintained as previously described [379]. We previously generated heterozygously floxed Zc3h14 exon 13 mice $\left(Z c 3 h 14^{F /+}\right)$ by mating adult male chimeras to C57BL/6N wild-type female mice (The Jackson Laboratory). Offspring generated from this mating were then mated to generate homozygously floxed mutant mice (Zc3h14 ${ }^{F / F}$ ). EIIa-Cre mice (purchased from The Jackson Laboratory, Stock \#003724, mixed C57BL/6J and C57BL/6N genetic background) which express Cre-recombinase active at the zygotic stage [294], were mated to homozygously floxed Zc3h14 exon 13
(Zc3h14 ${ }^{F / F}$ ) mice for 3-4 generations to generate a germline-transmissible $Z c 3 h 14$ allele lacking exon $13\left(Z c 3 h 14^{4 e x 13 / \Delta e x l 3}\right)$. These mice with confirmed proper recombination were mated to wild-type C57BL/6 mice (purchased from The Jackson Laboratory) to breed out the EIIa-Cre allele. EIIa-Cre-negative, Zc3h14 ${ }^{4 e x 13 /+}$ were mated to generate $Z c 3 h 14^{\text {dex13/4exl3 }}$ mutant homozygous mice for at least four generations.

Control Zc3h14+/+ were maintained in the colony as control counterparts from the heterozygous Zc3h144ex13/+ breeders. Zc3h14+/+ (and Zc3h14 ${ }^{4 e x 13 / \Delta e x 13}$ ) homozygous pairings were used for experiments, and homozygous off-spring were routinely cross-bred to minimize genetic drift between $Z c 3 h 14^{+/+}$and $Z c 3 h 14^{4 e x 13 / \Delta e x 13}$ mice.

All procedures involving mice were performed in accordance with the NIH guidelines for use and care of live animals and were approved by the Emory University Institutional Animal Care and Use Committee.

Golgi Staining Male mice were sacrificed and whole brains isolated at either postnatal day 7 (P7) (six (6) $Z c 3 h 14^{+/+}$, five (5) $Z c 3 h 14^{\Delta \mathrm{ex} 13 / \Delta \mathrm{ex} 13}$ ) or 5 months old (three (3) $Z c 3 h 14^{+/+}$, three (3) Zc3h14 $4^{\text {exx13/4ex13 }}$. Whole brains were subsequently processed using the FD Rapid GolgiStain ${ }^{\circledR}$ Kit protocol [385, 386, 556]. After complete penetration of the Golgi stain solutions, brains were dip frozen in a block of optimal cutting temperature (OCT) compound and sliced coronally on a Leica CM1850 cryostat at a slice thickness of $240 \mu \mathrm{~m}$ onto gelatin-coated slides. Slides were stained and counterstained with cresyl violet, cleared, and mounted with Permount as according to the FD Rapid Golgi stain Kit protocol.

Images of dendrites from dentate gyrus granule cells were captured using an Olympus BX51 brightfield microscope at 100x. Cells were required to have at least one unbroken dendrite at least $75 \mu \mathrm{~m}$ long and originating from the soma to be considered for imaging. The fine focus was manually adjusted every $\sim 0.5 \mu \mathrm{~m}$ to capture the whole image area, with stacking and compositing performed in Adobe Photoshop CS5. Dendritic spines were manually called and counted. Experimenters were blinded to genotype while both imaging and counting. Significance was calculated using an unpaired $t$ test.

Primary hippocampal neuronal culture Dissociated hippocampal neurons were cultured from embryonic day 17.5 (E17.5) mouse embryos of both sexes from a single litter. Briefly, brains were removed from embryos, and then hippocampi were dissected in ice cold Hank's Balanced Salt Solution (HBSS). Hippocampi were pooled together and dissociated using trypsin for 12 minutes, then triturated and plated on 25 mm coverslips coated overnight with $100 \mu \mathrm{~g} / \mathrm{ml}$ poly-Llysine (Sigma). Neurons were plated at a density of approximately 350,000 cells per 35 mm dish. Cells were maintained in Neurobasal medium (ThermoFisher) supplemented with B-27 (ThermoFisher), penicillin/streptomycin, and GlutaMax (Invitrogen). Cells were fed once a week by replacing half of the medium with fresh growth medium.

Transfection of hippocampal neurons Hippocampal neurons were transfected at 11 days in vitro (DIV 11) using Calphos calcium phosphate transfection reagent (Takara) according to manufacturer's protocol. The following DNA plasmids were used: GFP-ZC3H14-Isoform 1 and GFP-ZC3H14-Isoform 3 [249], LifeAct-mRuby [388] (provided by Dr. Gary Bassell, Emory

University), and eGFP-N1 (GFP). All DNA constructs were prepared using Endotoxin-free Maxi Prep kits (Qiagen).

Immunofluorescence microscopy Hippocampal neurons were fixed at either DIV 12 or DIV 19 using freshly prepared 4\% paraformaldehyde (PFA) and 4\% sucrose in phosphate-buffered saline (PBS) for 15 minutes at room temperature. Neurons were washed in PBS, then blocked and permeabilized in PBS supplemented with 5\% normal goat serum, and $0.2 \%$ Triton X-100 for 1 hour at room temperature. Cells were incubated with primary antibodies (rabbit anti-RFP (600-401-279; Rockland; 1:1000) and mouse anti-GFP (A-11120; Invitrogen; 1;2000) for 1 hour, then with Alexa Fluor (Alexa-488 or Alexa-546; 1:750; ThermoFisher Scientific) secondary antibodies for 1 hour, and finally mounted with Fluoromount-G (Southern Biotech). All samples were blinded prior to image acquisition and their identities revealed after image analysis was completed. Dendritic arbors were imaged using an epifluorescent Nikon Eclipse Ti inverted microscope with a 20x objective (Plan Fluor, 0.5 NA). Analysis, including tracing and Sholl analysis, was carried out using the ImageJ Simple Neurite Tracer plugin [557]. Dendritic spines were imaged as Z-stacks comprised of 21 optical sections ( $0.2 \mu \mathrm{~m}$ step-size) using a Nikon C2 laser-scanning confocal system with an inverted Nikon Ti2 microscope (60x Plan Apo objective, 1.4 NA). For display purposes, 2D images were generated from maximum intensity projections of Z-stacks. For image analysis, dendrite and spine volumes were reconstructed from Z-stacks using the Filament Tracer module in Imaris (Bitplane). Spine heads were manually seeded prior to spine volume reconstruction. Density and classification of dendritic spines were determined using automated measurements produced from the Filament Tracer module. For each neuron imaged, spines were analyzed from four separate secondary or tertiary dendritic branches (a
minimum of $25 \mu \mathrm{~m}$ long) at least $50 \mu \mathrm{~m}$ away from the soma. Spines were classified as either stubby, mushroom, or thin, following parameters previously described [392]. Briefly, stubby spines are defined as having a length $<1 \mu \mathrm{~m}$ and a head/neck width ratio $<1.5$; thin spines are defined as having a length $1-5 \mu \mathrm{~m}$ and a head/neck width ratio <1.5; mushroom spines are defined as having a length $<5 \mu \mathrm{~m}$ and a head/neck width ratio $>1.5$.

Synaptosomal Fractionation Mice were sacrificed and whole brains isolated at postnatal day 0 (P0). Brains were immediately frozen on dry ice, and stored at $-80^{\circ} \mathrm{C}$. We employed validated PCR primers to confirm the genotype of these P0 brains [379]. These whole brains were homogenized in Thermo Scientific Syn-PER Synaptic Protein Extraction Reagent with EDTAfree protease inhibitor, using a Dounce tissue grinder [three (3) $Z c 3 h 14^{+/+}$, three (3) Zc3h14 $\left.4^{\text {ex } 13 / \Delta \mathrm{ex} 13}\right]$. Fractionation to obtain the homogenate (Hom), cytosol (Cyt), and synaptosome (Syn) fractions was performed as described in the Thermo Scientific Syn-PER Synaptic Protein Extraction Reagent protocol.

Immunoblotting Samples from the synaptosomal fractionation were resolved by SDS-PAGE and transferred to a $0.2 \mu \mathrm{~m}$ nitrocellulose membrane (Bio-Rad Laboratories). After blocking non-specific binding with 5\% nonfat milk in 1X TBST (Tris-Buffered Saline, 0.1\% Tween 20) solution, the membranes were incubated with primary antibody [anti-ZC3H14 [249], CaMKII $\alpha$ (Thermo Fisher 13-7300), PSD-95 (Sigma-Aldrich MAB1598), Synaptophysin (Sigma-Aldrich MAB5258)], followed by incubation with the appropriate horseradish peroxidase (HRP)conjugated secondary IgG antibody (Jackson ImmunoResearch). Total protein was visualized by

Ponceau staining. Quantification of chemiluminescence and Ponceau staining was carried out in ImageJ, with significance calculated with an unpaired $t$ test.

## Chapter 6
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