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#### Abstract

The ability to interpret and evaluate machine learning models is of great importance, particularly when such models will be used as the foundation for decision making systems. Practitioners must have a high degree of certainty about the level of performance that their models will achieve and be able to explain decisions rendered by them. This work aims to improve capabilities in both of these areas.

In the first chapter, we address the problem of model evaluation in binary classification settings. There, the Area Under the Precision Recall Curve (AUPRC) is often of interest in settings with extreme class imbalance. Estimation of metrics like AUPRC is often paired with cross-validation. We formally define the Cross-Validated AUPRC (CVAUPRC), a data-adaptive target parameter, and provide closed-form inference for its non-parametric maximum likelihood estimator. Additionally, we propose a more efficient estimation strategy based on nested cross-validation that offers dramatic improvement in situations with extreme class imbalance.

In the second chapter, we introduce a method for building an interpretable representation of the Highly Adaptive Lasso (HAL). HAL is a machine learning method that has been shown to have predictive performance on par with state-of-the art algorithms and can be represented as a non-recursive partitioning of the feature space. We propose a method for mapping this partitioning implied by HAL to a recursive partitioning, which then allows for the representation of HAL as a decision tree. We refer to this post-hoc method for interpretability as Highly Adaptive Regression Trees.

In the third chapter, we address the problem of interpretable Conditional Average Treatment Effect (CATE) and, by extension, Optimal Treatment Policy (OTP) estimation. Many machine learning-based frameworks for CATE estimation have been proposed. However, few of these methods are interpretable, and those that are often suffer in terms of performance. We extend HART's capabilities and build on existing Meta-Learning algorithms to produce CATE and OTP estimates which can be represented as trees. We introduce this method for settings with an arbitrary number of treatment arms. We provide regret rates for the proposed methods and show that they outperform popular methods, both interpretable and not.
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## Chapter 1

## Estimation and inference for

## cross-validated area under the

## precision recall curve

### 1.1 Introduction

Suppose we are given a function $\psi$ that maps from a covariate space $\mathcal{X}$ to the unit interval. For example, $\psi$ could be a clinical risk score, where $X \in \mathcal{X}$ represents a vector of underlying demographic and clinical information and $\psi(X)$ represents predicted probability of disease. Let $Y$ denote the binary outcome of interest, where we use case to refer to observations with $Y=1$ and non-case to refer to those with $Y=0$. A binary classifier could be formed from $\psi$, for example by classifying individuals with covariate values $x$ as a case if $\psi(x)>z$ and all others as non-cases. Many metrics are available for evaluating the performance of $\psi$, either as a predicted probability that $Y=1$ or as the basis for a binary classifier. For example, the Accuracy of a classifier based on $\psi$ is $P(\psi(X)>z, Y=1)+P(\psi(X) \leq z, Y=0)$, which describes the proportion of "correct" predictions that the classifier makes. Alternatively, Area Under the Receiver

Operating Characteristic Curve (AUC) $=P\left(\psi\left(X_{1}\right)>\psi\left(X_{2}\right) \mid Y_{1}=1, Y_{2}=0\right)$ for two independent observations $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right)$, which describes the probability that a randomly-selected case has a higher predicted risk than a randomly-selected control. AUC can also be represented as the area under a parametric curve, plotting the Recall $P(\psi(X)>z \mid Y=1)$ and the False Positive Rate $P(\psi(X)>z \mid Y=0)$ as a function of $z$. The AUC may provide a more reasonable account of model performance than Accuracy in cases with class imbalance [16]. This is because, with large class imbalance, high Accuracy can be achieved by simply predicting the majority class with high probability. While the AUC does offer some improvement in this case, its dependence on the true negative observations through the False Positive Rate may still yield overly optimistic model assessments in cases where $P(Y=0) \gg P(Y=1)$ [34]. In these settings, many researchers prefer an alternative metric, the Area Under the Precision Recall Curve (AUPRC). AUPRC is similar to AUC in that it can be represented as the area under a parametric curve of Precision $P(Y=1 \mid \psi(X)>z)$ and Recall as a function of $z$. However, the AUC parameter does not depend on the marginal distribution of $Y$, and thus may be overly optimistic about model performance in settings with case imbalance. In these settings, AUPRC may provide a more balanced view of tradeoffs of using $\psi$ as a classifier.

In many settings, we need to develop $\psi$ and evaluate its performance using a single data set. For this task we use cross-validation. For example, $K$-fold cross-validation involves splitting the data into $K$ folds, each comprised of a training sample and a validation sample. For each $k=1, \ldots, K$, we develop a function $\psi_{n, k}$ using the $k$-th training sample, and we evaluate $\psi_{n, k}$ by calculating our chosen metric using the $k$-th validation sample. We then average the $K$ estimates of performance of the $K$ models. A statistical framework for evaluating such estimators is presented in [52]. In this paper, we apply this framework to the Cross-Validated AUPRC (CVAUPRC) parameter. We formally define this parameter, derive the influence function of its nonparametric
maximum likelihood estimator (NPMLE), and establish weak convergence of the NPMLE. Together these results yield closed-form, asymptotically justified inference for CV-AUPRC, including confidence intervals about the performance of a given model and hypothesis tests comparing the performance of two or more models. While these approaches are justified in large samples, we argue that they may perform poorly in settings with small samples and/or high case imbalance. Because this latter situation specifically motivates the use of AUPRC as an evaluation metric, we are motivated to explore alternative estimation strategies.

We then note that, while use of the AUPRC is most advantageous in situations where the negative class has a large majority, estimation of the CVAUPRC could be extremely difficult in that exact situation. The reliance of the CV estimator on $K$ validation samples of approximate size $n / K$ to estimate the the Recall could prove problematic if the data already contain few cases. This issue could be especially prominent in small samples.

To address this issue, we also propose an estimation strategy based on nested cross-validation wherein we use the full training data within a fold both to build the classification model and evaluate it by calculating the AUPRC. Without correction, this strategy will yield biased estimates of model performance. Thus we examine the form of this bias and use it to construct a correction term using the data in the validation samples. We call this final estimate incorporating the correction term the CV One-Step (CV-OS) estimator.

We evaluate and compare the performances of both the CV and CV-OS estimators through simulation in scenarios with varying degrees of class imbalance and several sample sizes. These simulations verify the asymptotic results of both estimators, and demonstrate that the CV-OS can offer dramatic improvement in scenarios with class imbalance and/or small samples. We also apply both methods to the analysis of real data, which corroborates the results of the simulations.

### 1.2 Notation and definition of target parameters

### 1.2.1 AUPRC as a target parameter

Suppose we observe $n$ independent realizations of the random variable $O=(X, Y) \sim P_{0}$ where $P_{0}$ is an element of nonparametric model $\mathcal{M}, X \in \mathcal{X}$ is a vector of predictors and $Y \in\{0,1\}$ is the outcome of interest. Suppose we have access to a prediction function $x \mapsto \psi(x)$ for $x \in \mathcal{X}$. Our goal is to evaluate the performance of a given function $\psi$ as a risk score by calculating the AUPRC. We can represent the AUPRC of $\psi$ as a functional $\Phi: \mathcal{M} \rightarrow[0,1]$ of the data generating distribution. Under sampling from a given distribution $P \in \mathcal{M}$, the AUPRC of $\psi$ is

$$
\begin{equation*}
\Phi_{\psi}(P)=\int P(Y=1 \mid \psi(X)>z) d F_{\psi(X) \mid Y=1}(z) \tag{1.1}
\end{equation*}
$$

From equation (1.1), we see that AUPRC depends on two functionals of the distribution $P$ : the precision $P(Y=1 \mid \psi(X)>z)$ and the complement of the recall $F_{\psi(X) \mid Y=1}(z):=P(\psi(X) \leq z \mid Y=1)$. We use the zero subscript to denote the value of these functionals under $P_{0}$ and define $\phi_{\psi, 0}:=\Phi_{\psi}\left(P_{0}\right)$ as the true AUPRC of $\psi$ under sampling from the true distribution of the data $P_{0}$.

### 1.2.2 Cross-validated AUPRC as a target parameter

Rather than always having access to a pre-trained $\psi$ developed on external data, it is common to have a single data set that must be used to build and evaluate $\psi$. We denote by $\Psi: \mathcal{M} \rightarrow \boldsymbol{\psi}$ a method for training a prediction algorithm where $\boldsymbol{\psi}$ is the space of functions mapping $\mathcal{X}$ to $[0,1]$. Thus, for example, if $P_{n}$ denotes the empirical distribution of $\left(O_{1}, \ldots O_{n}\right)$ then $\Psi\left(P_{n}\right)$ denotes the prediction algorithm trained using $\left(O_{1}, \ldots O_{n}\right)$. A naive strategy would be to obtain $\Psi\left(P_{n}\right)$ using data $\left(O_{1}, \ldots O_{n}\right)$ and then evaluate $\Psi\left(P_{n}\right)$ by estimating the AUPRC using the same data. Such an estimate
of $\Phi_{\Psi\left(P_{n}\right)}\left(P_{0}\right)$ would likely be biased and may give an overly optimistic sense of $\Psi\left(P_{n}\right)$ 's performance.

This motivates the use of cross-validation. Cross-validation allows us to estimate performance in a way that is generalizable to new data from the same distribution. We focus on a $K$-fold cross-validation procedure [23], though our framework also applies to other forms of cross-validation such as leave-one-out [46, 3, 23] and leave-p-out [45]. Consider a procedure in which we partition the data into $K$ mutually exclusive blocks of approximately equal size. We then define $K$ folds, where each fold consists of a training set that includes $K-1$ blocks of data and a validation set that includes the remaining block of data. For $k=1, \ldots K$, we denote by $P_{n, k}^{0}$ the empirical distribution of observations in $k$-th training set and define $\psi_{n, k}:=\hat{\Psi}\left(P_{n, k}^{0}\right)$ as the prediction algorithm trained using the training set. The cross-validated AUPRC (CV-AUPRC) at a distribution $P \in \mathcal{M}$ is defined as:

$$
\begin{equation*}
\phi_{\mathrm{cv}}:=\frac{1}{K} \sum_{k=1}^{K} \Phi_{\psi_{n, k}}(P) . \tag{1.2}
\end{equation*}
$$

This new target parameter is the average of $K$ different parameters $\Phi_{\psi_{n, k}}(P)$, each of which describes the performance of a different prediction function $\psi_{n, k}$. Each of these prediction functions in turn depends on the training data used to develop it. Thus $\phi_{\mathrm{cv}}$ depends on the random splitting of the data and can therefore be called a data-adaptive target parameter [52]. We can interpret this strategy as targeting the performance of a method $\Psi$ for developing prediction functions rather than targeting the performance of a single, externally developed function $\psi$ as in subsection 1.2.1.

### 1.3 Estimation and inference

### 1.3.1 Estimation and inference for AUPRC

A natural estimator for the AUPRC defined in (1.1) is the plug-in estimator

$$
\begin{equation*}
\Phi_{\psi}\left(P_{n}\right)=\int P_{n}(Y=1 \mid \psi(X)>z) d F_{n, \psi(X) \mid Y=1}(z) \tag{1.3}
\end{equation*}
$$

where $P_{n}$ denotes the empirical measure of $O_{1}, \ldots, O_{n}, P_{n}(Y=1 \mid \psi(X)>z)$ denotes the sample proportion of cases with $\psi\left(X_{i}\right)>z$ and $F_{n, \psi(X) \mid Y=1}$ denotes the empirical cumulative distribution function of $\psi(X)$ amongst the cases.

The large-sample behavior of $\phi_{n}:=\Phi_{\psi}\left(P_{n}\right)$ can be characterized by its influence function. We recall that an estimator $\theta_{n}$ of a parameter $\theta_{0}$ is said to be asymptotically linear if

$$
\theta_{n}-\theta_{0}=\frac{1}{n} \sum_{i=1}^{n} D\left(O_{i}\right)+o_{p}\left(n^{-1 / 2}\right)
$$

for some function $D$ such that $\int D(o) d P(o)=0$ and $\int D(o)^{2} d P(o)<\infty$. The object $D$ is referred to as the influence function of $\theta_{n}$. Asymptotic linearity is a convenient property of estimators in that study of the estimator is facilitated via classical results pertaining to the large sample behavior of sample means, such as the weak law of large numbers and the central limit theorem. Additionally, for so-called regular estimators, influence functions are intimately connected to asymptotic efficiency.

Theorem 1.3.1. If $\int \frac{d P_{0}(\psi(X) \leq z \mid Y=1)}{\left[P_{0}(\psi(X) \geq z \mid Y=1)\right]^{4}}<\infty$, then $\phi_{n}$ is asymptotically linear with influence function

$$
\begin{align*}
& D_{\Phi_{\psi}}\left(P_{0}\right)\left(O_{i}\right):= \\
& \quad \int_{z<\psi\left(X_{i}\right)}\left[Y_{i}-\frac{P_{0}(\psi(X)>z, Y=1)}{P_{0}(\psi(X)>z)}\right]\left(\frac{1}{P_{0}(\psi(X)>z)}\right) d F_{0, \psi(X) \mid Y=1}(z)  \tag{1.4}\\
& \quad+\frac{Y_{i}}{P_{0}(Y=1)}\left[\frac{P_{0}\left(\psi(X)>\psi\left(X_{i}\right), Y=1\right)}{P_{0}\left(\psi(X)>\psi\left(X_{i}\right)\right)}-\Phi_{\psi}\left(P_{0}\right)\right] .
\end{align*}
$$

The proof of Theorem 1.3.1 is included in the appendix. An immediate corollary of Theorem 1.3 .1 is that $D_{\Phi_{\psi}}$ is the efficient influence function in a nonparametric model. Thus, the plug-in estimator $\phi_{n}$ has the smallest asymptotic variance amongst all regular, asymptotically linear estimators of $\phi_{0}$. A second corollary of the theorem is that the Central Limit Theorem implies $n^{1 / 2}\left(\phi_{n}-\phi_{0}\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{0}^{2}\right)$, where $\sigma_{0}^{2}:=\int D_{\Phi_{\psi}}\left(P_{0}\right)(o)^{2} d P_{0}(o)$. We can consistently estimate $\sigma_{0}^{2}$ with $\sigma_{n}^{2}:=$ $\frac{1}{n} \sum_{i=1}^{n} D_{\Phi_{\psi}}\left(P_{n}\right)\left(O_{i}\right)^{2}$. Thus, if $z_{r}$ is the $r$ th quantile of the standard normal distribution, a $(1-\alpha) \times 100 \%$ confidence interval for $\phi_{n}$ is

$$
\begin{equation*}
\left(\phi_{n}-z_{1-\alpha / 2} \frac{\sigma_{n}}{n^{1 / 2}}, \phi_{n}+z_{1-\alpha / 2} \frac{\sigma_{n}}{n^{1 / 2}}\right) . \tag{1.5}
\end{equation*}
$$

The condition in Theorem 1.3.1 is likely to be violated in degenerate scenarios where the machine learning model is fully uninformative for predicting the outcome. For example, if the model generates a score between 0 and 1 uniformly at random and independent of $Y$, the condition will not hold. However, we note that this condition is sufficient but likely not necessary. We demonstrate this in the appendix by showing that we still obtain valid inference even when $\psi(X) \sim \operatorname{Unif}(0,1)$. We leave the identification of a less stringent condition for future work.

### 1.3.2 Estimation and inference for cross-validated AUPRC

In order to estimate the CV-AUPRC, we first propose a natural extension to the estimator presented in the previous section, hereafter referred to as the CV estimator. For $k=1, \ldots, K$, we denote by $P_{n, k}^{1}$ the empirical distribution of observations in the $k$-th validation set. The CV estimator is

$$
\begin{equation*}
\phi_{n, \mathrm{cv}}:=\frac{1}{K} \sum_{k=1}^{K} \Phi_{\psi_{n, k}}\left(P_{n, k}^{1}\right) \tag{1.6}
\end{equation*}
$$

The $k$-th parameter in the sum in (1.2) is estimated by calculating the AUPRC of $\psi_{n, k}$ using the data in the $k$-th validation set.

Theorem 1.3.2. Assume that for a given $k \in\{1, \ldots, K\}$,

$$
\int\left\{D_{\Phi_{\psi_{n, k}}}\left(P_{0}\right)(o)-D_{\Phi_{\psi_{k}}}\left(P_{0}\right)(o)\right\}^{2} d P_{0}(o) \xrightarrow{p} 0
$$

where $D_{\Phi_{\psi_{k}}}\left(P_{0}\right)(o)$ is a limiting influence curve indexed by $k$. Then, we can write the asymptotic distribution of the CV estimator as $n^{1 / 2}\left(\phi_{n, \mathrm{cv}}-\phi_{0, \mathrm{cv}}\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{\mathrm{cv}}^{2}\right)$ where $\sigma_{\mathrm{cv}}^{2}:=\frac{1}{k} \sum_{k=1}^{K} \int D_{\Phi_{\psi_{k}}}\left(P_{0}\right)(o)^{2} d P_{0}(o)$. Letting $n_{k}^{1}$ be the number of observations in the $k$ th validation fold, we can consistently estimate $\sigma_{\mathrm{cv}}^{2}$ with $\sigma_{n, \mathrm{cv}}^{2}:=$ $\frac{1}{k} \sum_{k=1}^{K} \frac{1}{n_{k}^{1}} \sum_{i=1}^{n_{k}^{1}} D_{\Phi_{\psi_{n, k}}}\left(P_{n, k}^{1}\right)\left(O_{i}\right)$.

The proof for Theorem 1.3.2 can be found in the Appendix. It follows from Theorem 1.3.2 that, if $z_{r}$ is the $r$ th quantile of the standard normal distribution, a $(1-\alpha) \times 100 \%$ confidence interval for $\phi_{n, \mathrm{cv}}$ is

$$
\begin{equation*}
\left(\phi_{n, \mathrm{cv}}-z_{1-\alpha / 2} \frac{\sigma_{n, \mathrm{cv}}}{n^{1 / 2}}, \phi_{n, \mathrm{cv}}+z_{1-\alpha / 2} \frac{\sigma_{n, \mathrm{cv}}}{n^{1 / 2}}\right) . \tag{1.7}
\end{equation*}
$$

### 1.3.3 Improved estimation and inference for cross-validated AUPRC

Here we explore an alternative estimation strategy for the CV-AUPRC. As discussed, one of the desirable qualities of the AUPRC as an evaluation metric is that it overcomes the over-optimism sometimes implied by other metrics when there is class imbalance in the data. However, the proposed estimator (1.6) depends on $P_{n, k}^{1}\left(\psi_{n, k}(X) \leq z \mid Y=1\right)$, the empirical probability of classifying an observation as a control amongst cases in the $k$-th validation set. If there are very few cases in the data as a whole, splitting the data into $K$ folds might result in $P_{n, k}^{1}\left(\psi_{n, k}(X) \leq z \mid Y=1\right)$ being an unstable estimate of $P_{0}\left(\psi_{n, k}(X) \leq z \mid Y=1\right)$ and therefore reducing the quality of $\phi_{n, \mathrm{cv}}$.

Ideally we would be able to utilize more data when estimating each $\Phi_{\psi_{n, k}}$ rather than relying solely on the $k$-th validation fold. To this end, we propose to use a strategy first described by [9]. This strategy involves training and evaluating $\psi_{n, k}$ using $k$-th training sample. Training and evaluating using the same data will result in a biased estimate. Therefore, a correction term based on the EIF is built using the $k$-th validation sample and is added to the initial estimate.

Specifically, [9] propose an estimator based on nested cross-validation which involves splitting the $k$-th training sample into $V$ additional folds. Let $P_{n, k, v}^{0}$ and $P_{n, k, v}^{1}$ represent the empirical distributions of the $v$-th training and validation samples, respectively, nested within the $k$-th outer training sample. We then estimate the $k$-th parameter in the sum in (1.2) in the following way. For each $v \in\{1, \ldots, V\}$, we train the prediction algorithm on the $v$-th nested training fold to obtain $\psi_{n, k, v}:=\hat{\Psi}\left(P_{n, k, v}^{0}\right)$. We then estimate the necessary components of the distribution of $\psi_{n, k}$ using

$$
\begin{equation*}
\frac{1}{V} \sum_{v=1}^{V} P_{n, k, v}^{1}\left(Y=1 \mid \psi_{n, k, v}(X)>z\right) \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{V} \sum_{v=1}^{V} P_{n, k, v}^{1}\left(\psi_{n, k, v}(X) \leq z \mid Y=1\right) \tag{1.9}
\end{equation*}
$$

Then, letting $\hat{P}_{n, k}^{0}$ be any distribution compatible with (1.8) and (1.9), we construct a plug-in estimate of the $k$-th parameter, $\Phi_{\psi_{n, k}}\left(\hat{P}_{n, k}^{0}\right)$. The one-step bias correction term constructed using the $k$-th validation fold takes the form $P_{n, k}^{1} D_{\Phi_{\psi_{n, k}}}\left(\hat{P}_{n, k}^{0}\right)(o)$. Thus, the final, bias corrected estimate which we will refer to as the CV-OS can be written as

$$
\begin{equation*}
\phi_{n, \mathrm{cv-os}}:=\frac{1}{K} \sum_{k=1}^{K}\left[\Phi_{\psi_{n, k}}\left(\hat{P}_{n, k}^{0}\right)+\int D_{\Phi_{\psi_{n, k}}}\left(\hat{P}_{n, k}^{0}\right)(o) d P_{n, k}^{1}(o)\right], \tag{1.10}
\end{equation*}
$$

and we have that $n^{1 / 2}\left(\phi_{n, \mathrm{cv}-\mathrm{os}}-\phi_{0, \mathrm{cv}-\mathrm{os}}\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma_{\mathrm{cv}}^{2}\right)$ where

$$
\sigma_{\mathrm{cv}}^{2}:=\frac{1}{K} \sum_{k=1}^{K} \int D_{\psi_{k}}\left(P_{0}\right)(o)^{2} d P_{0}(o) .
$$

Letting $n_{k}^{1}$ be the number of observations in the $k$ th validation fold, a consistent variance estimator is

$$
\sigma_{n, \mathrm{cv}-\mathrm{os}}^{2}:=\frac{1}{k} \sum_{k=1}^{K} \frac{1}{n_{k}^{1}} \sum_{i=1}^{n_{k}^{1}} D_{\Phi_{\psi_{n, k}}}\left(\hat{P}_{n, k}^{0}\right)\left(O_{i}\right)
$$

Thus, if $z_{r}$ is the $r$ th quantile of the standard normal distribution, a $(1-\alpha) \times 100 \%$ confidence interval for $\phi_{n, \text { cv-os }}$ is

$$
\left(\phi_{n, \mathrm{cv}-\mathrm{os}}-z_{1-\alpha / 2} \frac{\sigma_{n, \mathrm{cv}-\mathrm{os}}}{n^{1 / 2}}, \phi_{n, \mathrm{cv}-\mathrm{os}}+z_{1-\alpha / 2} \frac{\sigma_{n, \mathrm{cv}-\mathrm{os}}}{n^{1 / 2}}\right) .
$$

### 1.4 Results

### 1.4.1 Simulations

Simulations were performed to examine the performance of each of the proposed estimation and inference strategies using the R Language [41] (version 4.0.2). Three data generating processes were used resulting in data sets with cases comprising approximately $50 \%, 20 \%$, and $10 \%$ of observations. We will refer to these as the balance, imbalance, and large imbalance processes respectively. At each of six sample sizes, 1000 datasets were simulated using each imbalance scheme. For each dataset, we evaluated the performance of Logistic Regression and Random Forest [12] (as implemented in the $R$ package ranger [58]) by calculating point estimates and confidence intervals of CV-AUPRC using the CV and CV-OS strategies. This process was repeated using $K=5$ and 10 (outer) cross-validation folds. For the CV-OS estimator, the number of
inner folds was set to $V=5$ in each case.
Finally, true CVAUPRC values were generated for each $K$, learner $\ell$, data generating process $d$, and sample size $n$ combination in order to evaluate estimates and $95 \%$ confidence interval coverage. That was achieved for a given combination as follows. A dataset of size $N=500000$ was generated under process $d$. The $K$ model fits of learner $\ell$ saved from doing cross-validation on the corresponding dataset of size $n$ were used to predict on the $N$ observations of the large dataset. These $K$ prediction sets were then used to calculate the $K$ AUPRC values found in the sum in (1.2).

We found that, at smaller sample sizes, the CV-OS estimator shows better performance in terms of bias and MSE with the discrepancy once again growing as imbalance increases (Figures 1.1 and 1.2). It should also be noted that the variance of the CV-OS estimator is consistently larger than that of the CV estimator regardless of imbalance. In the interest of space, we only include results for Random Forest under the no imbalance and large imbalance schemes. However, these results are consistent for both learners and all imbalance schemes. Figures displaying the remaining results as well as zoomed in plots for results at the larger sample sizes can be found in the Appendix (A.5). While we found that coverage probability converges to the nominal level in all cases, it is clear that the CV-OS estimator performs better at smaller sample sizes than the CV estimator (Figure 1.3). Furthermore, performance of the CV-OS estimator is nearly identical when using $K=5$ and $K=10$ outer folds. By contrast, choosing $K=10$ noticeably reduces performance of the CV estimator with the issue becoming more pronounced as imbalance in the data increases.

### 1.4.2 Data analysis

Performance of the CV and CV-OS estimators was evaluated on the Adult and Bank datasets from the publicly available UCI repository [19]. Characteristics of each dataset are summarized in Table 1.1. 1000 datasets of size $n=250$ and 1000 datasets of size


Figure 1.1: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with no imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure 1.2: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with large imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure 1.3: Coverage probabilities for $95 \%$ confidence intervals. LR and RF stand for Logistic Regression and Random Forest respectively. Probabilities represent the proportion of $95 \%$ confidence intervals covering the true value out of 1000 estimation procedures.
$n=1000$ were sampled from each of Adult and Bank. CV and CV-OS estimators were built along with $95 \%$ confidence intervals. Similar to the simulations conducted in Section 1.4.1, model fits were saved during cross-validation and were applied to the remaining $N-n$ observations in order to calculate true CVAUPRC values. Tables 1.2 and 1.3 compare results of the estimation strategies using Random Forest, Lasso [47, 22], and the Highly Adaptive Lasso (HAL) [8, 25] for sample sizes $n=250$ and $n=1000$ respectively. True CVAUPRC values and estimates were averaged over the 1000 iterations of the procedure.

| Dataset | $N$ | $p$ | $P_{N}(Y=1)$ |
| :--- | :---: | :---: | :---: |
| Adult | 32561 | 86 | 0.241 |
| Bank | 41188 | 55 | 0.113 |

Table 1.1: UCI dataset characteristics. N is sample size, p is number of features.

The findings of these analyses are similar to those of the simulations. The average CV-OS estimator is closer to the average true CVAUPRC for each dataset, sample size $n$, learner, and choice of $K$. The CV estimator tends to underestimate the truth, and that discrepancy is exacerbated by spreading the cases thinner. Bank has much larger class imbalance than Adult, and the CV estimator performance drops correspondingly when applied to Bank. Once again, choosing $K=10$ also decreased CV performance. The CV-OS estimator does show drops in performance with increased $K$ and larger class imbalance, but the drops are much smaller than those of the CV estimator and are nearly non-existent when $n=1000$.
$95 \%$ confidence interval coverage is uniformly better for the CV-OS estimator, with coverage often coming very close to the nominal level and never dropping below 0.855. Coverage for the CV estimator never surpasses 0.875 and drops as low as 0.157 in the case of using Ranger with data Bank and $K=10$ folds.

| Data | Model | K | Truth | CV |  |  | CV-OS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adult | Ranger |  |  | Est. | Width | Cov. | Est. | Width | Cov. |
|  |  | 5 | 0.712 | 0.627 | 0.212 | 0.654 | 0.712 | 0.282 | 0.939 |
|  |  | 10 | 0.717 | 0.559 | 0.204 | 0.198 | 0.715 | 0.279 | 0.949 |
|  | Lasso | 5 | 0.682 | 0.604 | 0.213 | 0.687 | 0.668 | 0.286 | 0.934 |
|  |  | 10 | 0.687 | 0.541 | 0.202 | 0.245 | 0.674 | 0.285 | 0.924 |
|  | HAL | 5 | 0.660 | 0.585 | 0.213 | 0.699 | 0.661 | 0.296 | 0.940 |
|  |  | 10 | 0.671 | 0.528 | 0.201 | 0.274 | 0.669 | 0.295 | 0.939 |
| Bank | Ranger | 5 | 0.506 | 0.392 | 0.260 | 0.581 | 0.497 | 0.410 | 0.902 |
|  |  | 10 | 0.514 | 0.301 | 0.227 | 0.157 | 0.505 | 0.407 | 0.898 |
|  | Lasso | 5 | 0.520 | 0.411 | 0.265 | 0.590 | 0.513 | 0.405 | 0.899 |
|  |  | 10 | 0.527 | 0.314 | 0.233 | 0.174 | 0.518 | 0.403 | 0.855 |
|  | HAL | 5 | 0.491 | 0.381 | 0.257 | 0.566 | 0.480 | 0.402 | 0.892 |
|  |  | 10 | 0.500 | 0.293 | 0.222 | 0.172 | 0.491 | 0.404 | 0.867 |

Table 1.2: Analysis results using $n=250$ samples to train and evaluate learners. Remaining observations were used to calculate the true CVAUPRC values. Est. is the average parameter estimate, Width is the average $95 \%$ confidence interval width, and Cov. is the proportion of $95 \%$ confidence intervals covering the truth. Each entry is a result averaged over 1000 iterations.

| Data | Model | K | Truth | CV |  |  | CV-OS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adult | Ranger |  |  | Est. | Width | Cov. | Est. | Width | Cov. |
|  |  | 5 | 0.759 | 0.737 | 0.212 | 0.862 | 0.761 | 0.116 | 0.938 |
|  |  | 10 | 0.763 | 0.719 | 0.204 | 0.629 | 0.765 | 0.114 | 0.945 |
|  | Lasso | 5 | 0.735 | 0.713 | 0.213 | 0.864 | 0.735 | 0.120 | 0.938 |
|  |  | 10 | 0.737 | 0.695 | 0.202 | 0.664 | 0.739 | 0.118 | 0.931 |
|  | HAL | 5 | 0.747 | 0.725 | 0.213 | 0.875 | 0.750 | 0.119 | 0.940 |
|  |  | 10 | 0.751 | 0.708 | 0.201 | 0.628 | 0.753 | 0.116 | 0.938 |
| Bank | Ranger | 5 | 0.569 | 0.534 | 0.260 | 0.804 | 0.567 | 0.210 | 0.895 |
|  |  | 10 | 0.574 | 0.507 | 0.227 | 0.580 | 0.572 | 0.205 | 0.898 |
|  | Lasso | 5 | 0.569 | 0.544 | 0.265 | 0.842 | 0.571 | 0.206 | 0.922 |
|  |  | 10 | 0.571 | 0.517 | 0.233 | 0.683 | 0.573 | 0.207 | 0.922 |
|  | HAL | 5 | 0.572 | 0.540 | 0.257 | 0.810 | 0.568 | 0.207 | 0.903 |
|  |  | 10 | 0.577 | 0.515 | 0.222 | 0.597 | 0.571 | 0.206 | 0.904 |

Table 1.3: Analysis results using $n=1000$ samples to train and evaluate learners. Remaining observations were used to calculate the true CVAUPRC values. Est. is the average parameter estimate, Width is the average $95 \%$ confidence interval width, and Cov. is the proportion of $95 \%$ confidence intervals covering the truth. Each entry is a result averaged over 1000 iterations.

### 1.5 Discussion

In this study, we found that both the CV and CV-OS estimators perform well in large samples in accordance with the asymptotic distributions shown in sections 1.3.2 and 1.3.3. However, the CV-OS estimator was shown to have superior performance in terms of point estimation and confidence interval coverage in situations with small samples and class imbalance. The results also suggest the CV-OS may be preferable when one wishes to use a larger number of folds $K$. CV-OS performance is not seriously impacted by the choice of $K$, even in smaller samples. This is a useful property for a number of reasons. First, in practice, this number is often chosen arbitrarily with popular choices being $K=3,5,10$. Thus it is valuable to have a method whose performance is invariant to that choice. The CV estimator results in Tables 1.2 and 1.3 suggest that its use will often lead to severe underestimation of model performance if $K$ is too large. Second, it may actually be preferable to select as large a $K$ as possible without spreading the data too thin. The reason for this is that, in choosing larger $K$, we may be more closely mimicking the non-data-adaptive target parameter that most practitioners likely think they are estimating when carrying out this procedure.

To elaborate on this, we stress the point that the target parameter itself depends not only the data and learning algorithm we are using, but also on $K$. Typically after using cross-validation to estimate a metric and compare models, the chosen algorithm will then be fit to the entire dataset to build the model that will be deployed. Thus, in practice, it is this model trained on the full data $\psi_{n}:=\hat{\Psi}\left(P_{n}^{0}\right)$ that people wish to evaluate rather than the average performance of $K$ different models. Evaluating $\psi_{n}$ is equivalent to estimating $\Phi_{\psi_{n}}\left(P_{0}\right)$. As $K$ increases, the CVAUPRC $\frac{1}{K} \sum_{k=1}^{K} \Phi_{\psi_{n}, k}\left(P_{0}\right)$ will approach $\Phi_{\psi_{n}}\left(P_{0}\right)$. In the future it would be worth investigating if the CV-OS procedure with large $K$ offers a good estimate and a high level of confidence interval coverage for $\Phi_{\psi_{n}}\left(P_{0}\right)$ despite targeting a different parameter.

## Chapter 2

## Highly Adaptive Regression Trees: A post-hoc method for interpreting the Highly Adaptive Lasso

### 2.1 Introduction

Recent advances in theoretical statistics and computer science have led to the development of machine learning algorithms that can improve professionals' abilities to accomplish tasks in a myriad of fields. For example, such algorithms have been used to assess risks of future adverse health outcomes [39, 15, 1, 43], estimate consumer demand [7], forecast currency exchange rates [4], predict student academic success [59], and improve communication systems [27]. Machine learning may be used by professionals in these fields to appropriately guide decision making. However, use of machine learning in these contexts often involves weighing the choice of accuracy versus interpretability of a prediction algorithm. Simple algorithms (e.g., based on logistic regression) are easy-to-interpret, but rely on relatively inflexible statistical models and so may not make accurate predictions. More complex algorithms (e.g., based on deep
learning) may predict more accurately, but are often difficult to interpret.
The need for accuracy in these settings is manifest. For example, before machine learning-based technology can be deployed in healthcare settings, providers and patients must have faith in the fidelity of the predictions. Interpretability is also crucial from an ethical standpoint [32]. Consider an algorithm to triage intensive care unit patients based on predicted risk of death. In this case, it is important to carefully scrutinize the triage decision making process to ensure that care is being delivered in an equitable manner.

Decision trees have long been a popular tool for creating interpretable prediction functions and are particularly popular in clinical research [40, 14, 55, 60]. However, traditional techniques for learning these trees generally fail to yield predictions that are as accurate as competitor algorithms [21]. The poor performance may be due to the greedy approach used to fit the trees, which can quickly spread data thin even in relatively data rich settings. This has led to the abandonment of regression trees in settings where accuracy is a primary consideration, in favor of other, more difficult-to-interpret algorithms.

Here we describe a method for constructing classification and regression trees that delivers predictive accuracy comparable to that of random forests and boosting. Our proposal centers around the highly adaptive lasso (HAL) algorithm [8], which has been previously established to have competitive predictive performance compared with state-of-the-art algorithms. Here, we show that HAL can be represented as a decision tree and provide an algorithm for building such a tree from a trained HAL model. We verify that HAL can indeed perform prediction tasks as well as state-of-the-art algorithms, and we demonstrate the interpretability of trees built using real data.

### 2.2 Highly adaptive lasso

We consider a prediction problem where the observed data consist of $n$ independent copies of the random variable $O=(X, Y) \sim P_{0}$, where $X \in \mathcal{X}$ is a vector of features, $Y \in \mathcal{Y}$ is the outcome of interest, and $P_{0}$ represents the probability distribution of the observed data. Here, $\mathcal{Y}$ could be $\{0,1\}$ (as in binary classification), $\left\{\mathbb{Y}_{1}, \ldots, \mathbb{Y}_{k}\right\}$ (multi-class classification), or $\mathbb{R}$ (regression). For simplicity, we take $\mathcal{Y}=\{0,1\}$.

For a given function $\psi \in \Psi$, the space of functions mapping from $\mathcal{X}$ to the unit interval, we define the negative $\log$-likelihood loss function, $L(\psi, o)=-\log \left[\psi(x)^{y}\{1-\right.$ $\left.\psi(x)\}^{1-y}\right]$. The risk of $\psi$ is the expected value of $L(\psi, O), R_{0}(\psi)=\int L(\psi, o) d P_{0}(o)$. It is straightforward to show that the minimizer of this risk over $\Psi$ is $\psi_{0}$, the conditional probability that $Y=1$ given $X$. The theory of HAL is built around two key assumptions about $\psi_{0}$ : (i) $\psi_{0}$ is right-continuous with left-hand limits (i.e., is a cadlag function) and (ii) $\psi_{0}$ has finite variation norm. To precisely define variation norm, we note that any cadlag function $\psi$ generates a signed measure, which allows us to write integrals with respect to $\psi$. The variation norm of $\psi$ is $\|\psi\|_{v}=\int|d \psi(u)|$.

Previous works $[8,49]$ demonstrated how to find the minimum loss-based estimator (MLE) in the class of functions with variation norm smaller than a fixed number $M$. This MLE estimates $\psi_{0, M}=\operatorname{argmin}_{\psi:\|\psi\|_{v}<M} R_{0}(\psi)$ and may be computed using the fact that any cadlag function with finite variation norm can be arbitrarily wellapproximated by a tensor product of indicator basis functions. In the univariate case, we observe $X_{1}, \ldots, X_{n}$, independent copies of a scalar-valued variable $X$. The linear combination of basis functions is of the form $\psi_{n, \beta}(x)=\beta_{0}+\beta_{X}^{\top} b(x)$, where $b(x)$ is an $n$-length vector with $i$-th entry equal to $\mathbb{1}_{\left[X_{i}, \infty\right)}(x)$. Here, we use the indicator notation: for $(c, d) \in \mathbb{R}^{2}, \mathbb{1}_{[c, d)}(x)=1$ if $x \in[c, d)$ and equals 0 otherwise. As the dimension of $X$ increases, we include tensor product basis functions. For example, if we observe $\left(X_{1 i}, X_{2 i}\right), i=1, \ldots, n$, independent copies of $X=\left(X_{1}, X_{2}\right)$, where $X_{1}, X_{2} \in \mathbb{R}^{2}$, then $\psi_{n, \beta}(x)=\beta_{0}+\beta_{X_{1}}^{\top} b_{1}(x)+\beta_{X_{2}}^{\top} b_{2}(x)+\beta_{X_{1}, X_{2}}^{\top} b_{1}(x) b_{2}(x)$, where for $j=1,2$, the $i$-th
entry of $b_{i}(x)$ is equal to $\mathbb{1}_{\left[X_{j i}, \infty\right)}\left(x_{j}\right)$. The idea generalizes to arbitrary $p$ with at most $n\left(2^{p}-1\right)$ basis functions included.

Because the $L_{1}$-norm of $\beta$ equals the variation norm of $\psi_{n, \beta}$, the MLE in the class of functions with variation norm smaller than $M$ may be computed by regressing $Y$ onto this set of basis functions, and ensuring that the $\sum_{i=1}^{n}\left|\beta_{i}\right|<M$. This can be achieved by making use of software for the popular lasso algorithm [47]. We note that with a univariate feature, this approach is well established in the signal de-noising literature under the name of (zero-order) trend filtering. Benkeser and van der Laan (2016) [8] generalized to multiple dimensions and proved that HAL converges to $\psi_{0}$ in terms of regret at a fast rate, $R_{0}\left(\psi_{n, M}\right)-R_{0}\left(\psi_{0, M}\right)=o_{\mathrm{p}}\left(n^{-[1 / 4+1 /\{8 p+1\}]}\right)$. This theory establishes HAL as a strong candidate for accurate machine learning. In Section 2.4, we establish that HAL is also a good candidate for performing interpretable machine learning.

### 2.3 Notation

The remainder of the paper includes a large set of notation that is necessary for describing the process of building tree representations of HAL models. For this reason, we include Table 2.1 which contains descriptions of all new notation and vocabulary introduced. Each piece of notation is defined in the text, but readers my find it convenient to refer to all definitions in one place.

### 2.4 From HAL to HART

Classification and Regression Tree (CART) [13] is a prediction algorithm that has long been employed across many diverse fields [40]. Decision trees built using this approach typically start with a fully un-partitioned feature space and, through a greedy algorithm, recursively partition the (sub)space into smaller units until a

| Term | Description |
| :--- | ---: |
| $\mathbb{X}$ | Candidate split data structure to be recursively pruned |
| $\mathcal{R}$ | A feature space region |
| $b_{j i}\left(x_{j}\right)$ | Indicator basis function set to 1 if $X_{j} \geq x_{j i}$ |
| subscript $G$ | A label applied to indicate right-hand sub-region |
| subscript $L$ | A label applied to indicate left-hand sub-region |
| $\Phi_{j i}$ | Set of basis expansion terms involving value $X_{j i}$ |
| $\Phi$ | Set of all $\Phi_{j i}$ (represents the whole HAL model fit) |
| $\pi$ | Policy for choosing tree split |
| Tree | A HART tree object |
| Tree.label | Text displayed in the rood node of Tree |
| Tree.preds | Set of predictions given by terminal nodes in Tree |
| Node(label) | Indicates creation of a non-terminal node displaying label |
| TerminalNode | Indicates creation of a terminal node displaying label |
| Tree.left-child | Left child node of the root node of Tree |
| Tree.right-child | Right child node of the root node of Tree |
| subtree.parent $=$ node | Indicates assignment of node as parent of object subtree |

Table 2.1: Notation used throughout the paper to describe aspects of feature space partitioning and tree creation.
specified stopping criterion is met. By nature of the partitioning process, CART yields a histogram approximation of $\psi_{0}$. Furthermore, because of the recursive process employed in training, decision trees are naturally created. However, CARTs rarely achieve high predictive performance and can be prone to overfitting [21].

HAL provides an alternative approach to learning a histogram approximation of a function, though its training process is in stark contrast to CART. HAL starts with a dense partitioning of the feature space (implied by the tensor product basis expansion), that is subsequently shrunk to achieve the best global fit to the data. Because HAL is optimizing a global smoothness criteria, it is able to partition the feature space more efficiently than CART and generally provides a much more accurate representation of $\psi_{0}$. However, the histogram approximation created by HAL partitions will not in general represent a recursive partitioning of the feature space and thus will not be immediately amenable to representation as a decision tree. The goal of this paper is to present an algorithm that maps a trained HAL model into a decision tree. We call


Figure 2.1: Left: Illustration of partitioning of the feature space according to the HAL basis expansion. The sets of $\hat{\beta}$ (excluding the intercept) correspond to those in equation (2.1) that fall in each region. Right: An illustrative HAL partitioning, when $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{21}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{12}, X_{22}}=0$, which results in a non-recursive partitioning of the feature space. To represent this partitioning as a decision tree, we must determine a parsimonious recursive structure for the L-shaped left-most region.
the resulting trees Highly Adaptive Regression Trees (HART).
To illustrate the significant challenges associated with this goal, we consider an immensely simplified example in which we observe $\left(X_{1 i}, X_{2 i}\right), i=1,2, n=2$ observations of the two-dimensional feature-vector $X=\left(X_{1}, X_{2}\right)$. Further assume that $X_{1 i}<X_{2 i}$ for $i=1,2$. Define $b_{j i}(x)=\mathbb{1}_{\left[X_{j i}, \infty\right)}\left(x_{j}\right)$. The HAL basis expansion is

$$
\begin{align*}
\psi_{n, \beta}(x)= & \beta_{0}+\beta_{X_{11}} b_{11}\left(x_{1}\right)+\beta_{X_{12}} b_{12}\left(x_{1}\right)+\beta_{X_{21}} b_{21}\left(x_{2}\right)+\beta_{X_{22}} b_{22}\left(x_{2}\right)  \tag{2.1}\\
& +\beta_{X_{11}, X_{21}} b_{11}\left(x_{1}\right) b_{12}\left(x_{2}\right)+\beta_{X_{12}, X_{22}} b_{12}\left(x_{1}\right) b_{22}\left(x_{2}\right)
\end{align*}
$$

The left panel of Figure 2.1 illustrates the partitioning of the feature space implied by this basis expansion. For example, given $\hat{\beta} \in \mathbb{R}^{7}$, the HAL prediction for observations falling in the lowest left portion of the feature space is $\hat{\beta}_{0}$, for the upper left portion the prediction is $\hat{\beta}_{0}+\hat{\beta}_{X_{21}}+\hat{\beta}_{X_{22}}$, and so on. Note that the full partitioning implied by the basis expansion (equivalent to the partitioning implied if all coefficient estimates are nonzero) is naturally recursive and thus can immediately be represented


Figure 2.2: Decision tree representation of the full feature space partitioning implied by the HAL basis expansion.
by the decision tree in Figure 2.2. In this and subsequent trees, each node contains an observed value; moving to the left (right) of the node implies a value less (equal to or greater) than the node value.

Because HAL uses $L_{1}$-penalization of the coefficient vector, many coefficients are shrunk to zero when the model is trained; this causes some partitions of the feature space to collapse. For example, suppose we find that $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{21}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{12}, X_{22}}=$ 0. In this case, the partitioning collapses (right panel, Figure 2.1) and does not have a recursive structure. In this case, any decision tree representing this partitioned space will have at least some redundancy in the terminal nodes. Figure 2.3 illustrates two possible recursive partitions that could be used to approximate the non-recursive partitioning implied by HAL. Note that these are both valid representations in that they would yield predictions identical to those generated by the HAL model. However, each has one redundant partition. This can be observed by noting that each has separate regions with identical predictions.

In higher dimensions, the partitions cannot be visualized, and some recursive partitions may have a large amount of redundancy. In the next sections we motivate


Figure 2.3: Two possible recursive partitions to represent the non-recursive partition implied by the HAL model when $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{21}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{12}, X_{22}}=0$.
and describe our algorithm for mapping an arbitrary set of non-zero basis functions into a recursive partitioning of the feature space.

Throughout this work, we consider the set $\mathbb{X}=\left\{X_{j i}: j=1, \ldots, p i=1, \ldots, n\right\}$ which contains the values of our data. The elements of $\mathbb{X}$ act as candidates for describing partitions implied by HAL. At each stage in the proposed process, a single value is chosen from $\mathbb{X}$ to describe a partition, and other values are pruned if they are not needed to describe the remaining partitions implied by HAL. The crux of our problem is then identifying which values from our data should be candidates for describing partitions and the order in which we should choose them. As we will see, both of these factors impact the amount of redundancy contained in our final recursive partitioning.

### 2.5 Examples

To motivate our approach for reducing redundancy in the HAL tree growing process, we consider three scenarios: (i) a set of basis functions that naturally yields a recursive structure; (ii) a set of basis functions that yields a non-recursive structure for which


Figure 2.4: Left: The feature space partitioned according to the HAL fit with all $\hat{\beta} \neq 0$. These partitions will be described by values from $X$. Right: Feature space with $X_{11}$ describing the first partition.
there are many minimally redundant recursive approximations; (iii) a set of basis functions that yields a non-recursive partitioning for which there are both minimally redundant and highly redundant recursive representations. With each increase in complexity, we will highlight necessary algorithmic changes to the tree growing process.

### 2.5.1 Scenario (i): naturally recursive partitioning

Consider a situation where estimates of the coefficients in the basis expansion in equation (2.1) are all nonzero. The partitioning implied by that model is the full partitioning of the feature space (left panel of Figure 2.1). The data structure in our recursive process is $\mathbb{X}=\left\{X_{11}, X_{12}, X_{21}, X_{22}\right\}$, the elements of which represent potential splits in our feature space and potential nodes in our tree. We can select values from $\mathbb{X}$ to describe feature space partitions in any order. Suppose we begin with value $X_{11}$. A line is then drawn dividing the feature space a region $\mathcal{R}_{L}$ where $x_{1}<X_{11}$ and a region $\mathcal{R}_{G}$ where $x_{1} \geq X_{11}$ (Figure 2.4).

In each of the two new sub-regions of the feature space, we can begin the process
again, now with a reduced data structure. In both sub-regions, we set $\mathbb{X}=\mathbb{X} \backslash\left\{X_{11}\right\}$ since $X_{11}$ has just been partitioned on. Recall now that we specified $X_{11}<X_{12}$. In sub-region $\mathcal{R}_{\mathrm{L}}$ where $x_{1}<X_{11}$, it must be true that $x_{1}<X_{12}$. Thus, it is clearly not necessary to further partition $\mathcal{R}_{L}$ using the value $X_{22}$, and we can set $\mathbb{X}_{\mathrm{L}}=\mathbb{X} \backslash\left\{X_{12}\right\}=\left\{X_{21}, X_{22}\right\}$. By contrast, in $\mathcal{R}_{\mathrm{G}}, x_{1} \geq X_{11}$, but it may or may not be true that $x_{1} \geq X_{12}$. Thus, we set $\mathbb{X}_{\mathrm{G}}=\left\{X_{12}, X_{21}, X_{22}\right\}$.

Suppose we carry out this recursive process until $\mathbb{X}$ is empty in every sub-region. Predictions are then constructed by summing the appropriate coefficient estimates for that region. The resulting partitioned feature space and the corresponding decision tree perfectly represent the fully partitioned feature space in the left panel of Figure 2.1 and its decision tree in Figure 2.2 respectively.

### 2.5.2 Scenario (ii): non-recursive partitioning, minimal redundancy

Suppose we estimate $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{21}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{12}, X_{22}}=0$ and the remaining parameters in 2.1 to be nonzero. The partitioning implied by this model is pictured in the right panel of Figure 2.1. It is worth noting that the full partitioning in the left panel of Figure 2.1 is a valid representation of this non-recursive partitioning. However, the associated decision tree would have considerable redundancy. Consider two examples of redundancy in that partition under this HAL fit.

First we can see that, $X_{22}$ is not needed to describe any of the partitions implied by the HAL fit. This suggests that our initial data structure $\mathbb{X}$ need not contain $X_{22}$; we could set $\mathbb{X}=\left\{X_{11}, X_{12}, X_{21}\right\}$. Suppose again that we choose $X_{11}$ to describe the first partition. Two sub-regions $\mathcal{R}_{\mathrm{L}}$ and $\mathcal{R}_{\mathrm{G}}$ are created where $x_{1}<X_{11}$ and $x_{1} \geq X_{11}$ respectively. As in Scenario (i), in $\mathcal{R}_{\mathrm{G}}$ we can simply prune $X_{11}$ and set $\mathbb{X}=\mathbb{X} \backslash\left\{X_{11}\right\}$. However, in $\mathcal{R}_{\mathrm{L}}$, there are no remaining partitions suggesting that in this region $X_{11}, X_{12}$, and, $X_{21}$ should be pruned from $\mathbb{X}$. This example highlights the
necessity for a more comprehensive rule for pruning values from $\mathbb{X}$ in a certain region, given a HAL model fit.

In particular, a value $X_{j i}$ is unnecessary for describing partitions in a given region $\mathcal{R}$ if it meets one of two criteria. First, $X_{j i}$ is unnecessary if all coefficient estimate-basis function product terms involving $X_{j i}$ in the HAL basis expansion evaluate to zero. For example, consider the region where $x_{1}<X_{11}$. There, $X_{21}$ is unnecessary because $\hat{\beta}_{X_{21}} b_{21}\left(x_{2}\right)=0$ and $\hat{\beta}_{X_{11}, X_{21}} b_{11}\left(x_{1}\right) b_{21}\left(x_{2}\right)=0$. The second criterion is that $b_{j i}\left(x_{j}\right)=1$ for all $x_{j}$. For example, $X_{11}$ is unnecessary in the region where $x_{1} \geq X_{11}$ because it is known that $b_{11}\left(x_{1}\right)=1$. Following these criteria, and assuming we select values for partitioning in the order that they appear in $\mathbb{X}$, we obtain the partitioning shown in the left panel of Figure 2.3. As we showed in Section 2.4, this is just one possible minimally redundant recursive approximation of the non-recursive partitioning implied by the HAL model. In fact, after initially pruning $X_{22}$, we could order the elements of $\mathbb{X}$ in six different ways and therefore obtain six different, minimally redundant trees.

### 2.5.3 Scenario (iii): non-recursive partitioning, minimal and non-minimal redundancy

Now assume that we estimate $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{12}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{11}, X_{21}}=0$ and the remaining coefficients as nonzero. The feature space partitioning implied by this model is shown in Figure 2.5. According to our criteria from Section 2.5.2, we begin by pruning $X_{11}$ from $\mathbb{X}$. The left and right panels of Figure 2.6 show partitionings resulting from proceeding with orderings $\left\{X_{12}, X_{21}, X_{22}\right\}$ and $\left\{X_{21}, X_{22}, X_{12}\right\}$ respectively. Choosing the first ordering results in an unnecessary partition.

This motivates the introduction of some policy $\pi$ that dictates which value should be chosen to describe the next partition given the data $\mathbb{X}$, the current region $\mathcal{R}$, and the model fit information. The problem of finding the most parsimonious recursive partitioning then reduces to finding an optimal policy $\pi^{*}$. Potential policies are


Figure 2.5: An illustrative HAL partitioning, when $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{12}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{11}, X_{21}}=0$, which results in a non-recursive partitioning of the feature space.
discussed in Section 2.6.2.

### 2.6 Highly adaptive regression trees

### 2.6.1 Growing trees

Algorithm 1 presents a formal algorithm for finding parsimonious recursive representations of feature space partitionings implied by HAL models. The algorithm is presented for a design matrix involving $n$ observations of $p$ elements, $\mathbb{X}=\left\{X_{j i}\right.$ : $j=1, \ldots, p, i=1, \ldots, n\}$. Let $\Phi_{j i}$ be the set of all coefficient estimate-basis function product terms involving the value $X_{j i}$ in the HAL basis expansion, and define $\Phi=\left\{\Phi_{j i}: j=1, \ldots, p, i=1, \ldots, n\right\}$, a set of sets that represents the whole HAL model fit. A given region of the feature space can be represented by the tuple $\mathcal{R}=(\Delta, \Gamma)$ where $\Delta(x)=\left\{X_{j i}: x_{j}<X_{j i}\right\}$ and $\Gamma(x)=\left\{X_{j i}: x_{j} \geq X_{j i}\right\}$. At the beginning of the process, we initialize $\Delta=\Gamma=\{\emptyset\}$ and let $\mathcal{R}=(\{\emptyset\},\{\emptyset\})$ represent the entire feature space.

Once a partition is described using a value $X_{j i}$, it naturally implies two new regions


Figure 2.6: Two recursive partitionings to represent the non-recursive partitioning implied by HAL when $\hat{\beta}_{X_{11}}=\hat{\beta}_{X_{12}}=\hat{\beta}_{X_{22}}=\hat{\beta}_{X_{11}, X_{21}}=0$. The left partitioning is not minimally redundant. The right partitioning is minimally redundant.

```
Algorithm 1: HART
    \(\mathbb{X}=\left\{X_{j i}: j=1, \ldots, p, i=1, \ldots, n\right\}\)
    \(\Phi=\left\{\Phi_{j i}: j=1, \ldots, p, i=1, \ldots, n\right\}\)
    \(\Delta=\Gamma=\{\emptyset\}\)
    \(\mathcal{R}=(\Delta, \Gamma)\)
    \(\mathbb{X}=\mathbb{X} \backslash\left\{X_{j i}: \Phi_{j i}=\{0, \ldots, 0\} \mid \mathcal{R}\right\}\)
    def \(\operatorname{Grow}(\mathbb{X}, \Phi, \mathcal{R})\)
    if \(\mathbb{X}=\{\emptyset\}\) then
        \(\hat{\psi}=\sum_{s \subset \Gamma} \hat{\beta}_{s}\)
        return TerminalNode \((\hat{\psi})\)
    else
        \(X_{j^{*} i^{*}}=\pi(\mathbb{X}, \Phi, \mathcal{R})\)
        node \(=\operatorname{Node}\left(X_{j^{*} i^{*}}\right)\)
        \(\Delta_{\mathrm{L}}=\Delta \cup\left\{X_{j^{*} i}: X_{j^{*} i} \geq X_{j^{*} i^{*}}\right\}\)
        \(\mathcal{R}_{\mathrm{L}}=\left(\Delta_{\mathrm{L}}, \Gamma\right)\)
        \(\mathbb{X}_{\mathrm{L}}=\mathbb{X} \backslash\left\{X_{j i}: \Phi_{j i}=\{0, \ldots, 0\} \mid \mathcal{R}_{\mathrm{L}}\right\}\)
        node.child \(=\operatorname{Grow}\left(\mathbb{X}_{\mathrm{L}}, \Phi, \mathcal{R}_{\mathrm{L}}\right)\)
        \(\Gamma_{\mathrm{G}}=\Gamma \cup\left\{X_{j^{*} i}: X_{j^{*} i} \leq X_{j^{*} i^{*}}\right\}\)
        \(\mathcal{R}_{\mathrm{G}}=\left(\Delta, \Gamma_{\mathrm{G}}\right)\)
        \(\mathbb{X}_{\mathrm{G}}=\mathbb{X} \backslash\left\{X_{j i}: b_{j i}=1 \mid \mathcal{R}_{\mathrm{G}}\right\}\)
        node.child \(=\operatorname{Grow}\left(\mathbb{X}_{\mathrm{G}}, \Phi, \mathcal{R}_{\mathrm{G}}\right)\)
        return node
    end if
    call \(\operatorname{Grow}(\mathbb{X}, \Phi, \mathcal{R})\)
```

within the feature space. $\mathcal{R}_{\mathrm{L}}$ describes the region in which $x_{j}<X_{j i}$ and $\mathcal{R}_{\mathrm{G}}$ describes the region in which $x_{j} \geq X_{j i}$. These new regions can be formalized by updating the components of the tuple $\Delta$ and $\Gamma$ to include relevant values. As values are added to these sets, basis functions from the HAL basis expansion take on realizations of one or zero thus changing values in $\Phi$. We use the notation $\Phi_{j i} \mid \mathcal{R}$ to refer to the specific realization of a set of product terms $\Phi_{j i}$ within a specific region $\mathcal{R}$. Together, the information in the HAL fit and the current region inform which values should be pruned from $\mathbb{X}$ before further partitions are described. We use $\pi$ to denote a general policy that dictates which value in $\mathbb{X}$ should be chosen to describe the next partition. $\pi$ is a mapping from the current state of the partitioning, described by $(\mathbb{X}, \Phi, \mathcal{R})$, to the value that will describe the next partition $X_{j^{*} i^{*}}$.

Finally, in Algorithm 1 we make the connection between feature space partitions and nodes in a decision tree. Each time we describe a partition using a value $X_{j i}$, we indicate the creation of a tree node with $\operatorname{Node}\left(X_{j i}\right)$. The two children of that node will correspond to the partitions in the resulting sub-regions where $x_{j}<X_{j i}$ and $x_{j} \geq X_{j i}$ respectively.

### 2.6.2 Policies

As stated in Section 2.4, the two sources of redundancy in our tree representations are the identification of candidates for partitioning and the order in which we should choose them. Algorithm 1 fully accounts for the former and ensures that no unnecessary feature values are identified as candidates in a given stage of the growing process. The ordering of those candidates and the resulting redundancy is dictated solely by the policy $\pi$. Ideally we would choose $\pi$ to achieve an optimally parsimonious representation of $\hat{\psi}$. However, ordering binary variables to achieve optimally parsimonious representations of functions is known to be an NP-complete problem [10]. We instead rely on heuristics to reduce redundancy.

We propose a heuristic that orders split candidates $X_{j i}$ based on the number of non-zero coefficient estimate-basis function product terms involving $X_{j i}$. Intuitively, this is the number of times $X_{j i}$ appears in the basis expansion for a given region and can be thought of as a measure of importance. Formally, for split candidates $\mathbb{X}$ and HAL fit $\Phi$ in region $\mathcal{R}$ of the feature space, the next split is chosen as

$$
\begin{equation*}
\pi_{\mathrm{h}}(\mathbb{X}, \Phi, \mathcal{R}):=X_{j^{*} i^{*}} \text { where }\left(j^{*}, i^{*}\right)=\operatorname{argmax}_{j, i}\left|\nu \in \phi_{j i}\right| \mathcal{R}: \nu \neq 0 \mid \tag{2.2}
\end{equation*}
$$

As an alternative, we propose to take advantage of popular existing decision tree algorithms and define $\pi$ based on their splitting criteria. This strategy has the benefit of imbuing HART splits with the same interpretation as those of the chosen algorithm as well as acting as a heuristic way of achieving parsimony. For example, in the classification setting, CART chooses splits to minimize Gini Impurity. Heuristically, minimizing Gini Impurity is akin to achieving the 'best separation' of the classes in that region. We can build a HART carrying this same interpretation by employing Algorithm 1 and letting $\pi$ choose the the minimizer of the Gini Impurity. Formally, if we let $P_{n, \mathcal{R}}$ represent the empirical measure based on data falling in region $\mathcal{R}$, then a Gini Impurity based policy can be defined in the following way. For split candidates $\mathbb{X}$ and HAL fit $\Phi$ in region $\mathcal{R}$ of the feature space, the next split is chosen as

$$
\begin{aligned}
\pi_{\text {gini }}(\mathbb{X}, \Phi, \mathcal{R}):=\underset{x_{j i} \in \mathbb{X}}{\operatorname{argmin}}\{ & \left\{P_{n, \mathcal{R}}\left(X_{j}<x_{j i}\right) P_{n, \mathcal{R}_{L}}(Y=1) P_{n, \mathcal{R}_{L}}(Y=0)\right. \\
& \left.+2 P_{n, \mathcal{R}}\left(X_{j} \geq x_{j i}\right) P_{n, \mathcal{R}_{G}}(Y=1) P_{n, \mathcal{R}_{G}}(Y=0)\right\}
\end{aligned}
$$

We could similarly define $\pi$ based on the splitting criteria of C4.5 [44], CHAID [29], Minimum Message Length based Decision Graphs [38], or any other algorithm. We can also adapt any of these policies to the needs of the problem setting. Say we are
predicting some disease outcome based on treatment status and other features. We could enforce that treatment status is always the final split in the tree and otherwise use $\pi_{\text {gini }}$. This would allow us to examine how the predicted outcome differs by treatment status for any given subgroup.

### 2.6.3 Sub-HARTs and Prediction Smoothing

Even with a well chosen policy, the full HART may be large and difficult to interpret globally. We can use two simple strategies to mitigate the resultant complexity. First, we can restrict the region of the feature space in which to visualize the model. In Equation 2.1, if we restrict $X_{1}<X_{11}$, then $b_{X_{11}}=0$, and we have a simplified function. This simplified function still follows the structure of a HAL model. Therefore Algorithm 1 can be applied to build a Sub-HART that represents the model only in the region where $X_{1}<X_{11}$. The Sub-HART will necessarily be smaller and easier to interpret. The choice of how to restrict the feature space can be motivated by the specific problem setting. For example, consider fitting HAL to predict the recurrence of breast cancer based on demographic features and features related to the original tumors. If we are mainly interested in how the estimated function classifies older subjects, we could restrict Age $\geq 65$. If we are interested in how the function differs between older and younger subjects, we could compare Sub-HARTs restricting Age $<20$ and Age $\geq 65$ respectively.

A second strategy is to smooth the predicted outcomes so that there are fewer unique predictions to display. We can then collapse regions of the tree that no longer show any heterogeneity. HART may display many adjacent terminal nodes with predictions that differ by small, clinically insignificant amounts. This level of granularity might unnecessarily add to the size of the tree. One method for smoothing predictions is to break the prediction space into a set number of intervals and only display the correct interval in each terminal node (Algorithm 2). For example, in the

```
Algorithm 2: Bin Predictions
    def \(\operatorname{Bin}(\) Tree, Q):
    intervals \(=\left\{\left[0, \frac{1}{Q}\right),\left[\frac{1}{Q}, \frac{2}{Q}\right), \ldots,\left[\frac{Q-1}{Q}, 1\right]\right\}\)
    if Tree is TerminalNode then
        \(\max =\frac{1}{Q} \cdot \operatorname{ceiling}\left(\frac{\text { Tree.pred }}{Q}\right)\)
        \(\min =\max -\frac{1}{Q}\)
        returnTerminalNode([min, max))
    else if All Tree.preds in i for i in intervals then
        return TerminalNode(i)
    else
        node \(=\operatorname{Node(Tree.label)~}\)
        left-subtree \(=\operatorname{Bin}(\) Tree.left-child, Q\()\)
        right-subtree \(=\operatorname{Bin}(\) Tree.right-child, Q\()\)
        left-subtree.parent \(=\) node
        right-subtree.parent \(=\) node
        return(node)
    end if
```

```
Algorithm 3: Aggregate Predictions
    def \(\operatorname{Agg}\) (Tree, K):
    if Tree is TerminalNode then
        return TerminalNode(Tree.pred)
    else if \(\max\) (Tree.preds) \(-\min\) (Tree.preds) \(\leq K\) then
        interval \(=[\min (\) Tree.preds \(), \max (\) Tree.preds \()]\)
        return TerminalNode(interval)
    else
        node \(=\operatorname{Node(Tree.label)~}\)
        left-subtree \(=\mathbf{A g g}\) (Tree.left-child, K )
        right-subtree \(=\mathbf{A g g}\) (Tree.right-child, K)
        left-subtree.parent \(=\) node
        right-subtree.parent \(=\) node
        return(node)
    end if
```

binary classification setting, we may bin the predictions into low $([0, .333)$ ), medium $([0.333,0.667))$, and high $([0.667,1.0))$ probability of success. A second method is to choose some minimum amount of prediction heterogeneity required to introduce new splits (Algorithm 3). In the binary classification setting, we may enforce that splits only occur if they separate predicted probabilities having a difference higher than, say, 0.20. If a region of the tree has many terminal nodes and yet the predicted probabilities range only from .05 to 0.25 , we can group that region into a single terminal node and display the prediction range. Even if one is still interested in viewing the predictions at the most granular level, a HART with smoothed predictions could be a convenient first step to identify interesting sub-regions to investigate further.

### 2.7 Algorithm Complexity

Here we examine the theoretical time complexities of Algorithms 1, 2, and 3.

### 2.7.1 HART Complexity

The exact time complexity of Algorithm 1 is difficult to specify as it depends on the proportion of candidate splits pruned after each node creation in the tree. That number is entirely dependent on the chosen splitting policy $\pi$ and the fitted HAL model. Our analysis here is therefore limited to a range of worst-case and more optimistic scenarios.

We begin by considering the per-node computation in terms of the number of initial split candidates, which we will refer to as $c$. Given a split value, a node is created first by updating the set $\mathcal{R}$ to pinpoint the feature space region being considered. That involves comparing the split value to a set of values on the order of $O(n)$ within the same feature as the split value. Once the region is updated we shrink the candidate set which, involves looking at all candidates. This is a computation on the order of
$O(c)$. We then take the remaining list of candidates, and compute a score for each based on the model fit information. In the case of $\pi_{\text {gini }}$ that score is the gini impurity induced by splitting the data on that candidate. In the case of $\pi_{h}$ that is the number of times the given candidate appears in the HAL basis expansion. Since we must examine each candidate once, this computation is on the order of $O(c)$. Once the best candidate is identified, we create a new node in the tree which is done in constant time, $O(1)$. We perform this set of operations for each non-terminal node in tree. In the absolute worse case in which only the chosen split is pruned at each stage, we have $2^{c-1}$ non-terminal nodes. In the case of a balanced, binary tree in which half of the candidates are pruned after each split, there are $2^{\log _{2}(c)-1}=c$ non-terminal nodes. Depending on the splitting policy $\pi$ and the fitted model, there may be cases in which more or fewer than half of the candidates are pruned after each split. Thus, we estimate that the overall time complexity of Algorithm 1 is between the worst case of $O\left(n c^{2} \cdot 2^{c-1}\right)$ and a more optimistic case of $O\left(n c^{3}\right)$.

### 2.7.2 Bin and Aggregate Predictions Complexity

Next we discuss the complexity of Algorithms 3 and 2. In both of these algorithms, a constant amount of work is done for each non-terminal node examined. In the worst case scenario, all non-terminal nodes in the tree are examined, although in practice it will be fewer if there is any binning or aggregation to be done. Therefore, the worst case time complexity is $O(t)$ where t is the total number of non-terminal nodes.

### 2.8 Data Analysis

We examined the predictive performance of HAL, CART, Random Forest (Breiman, 2001), and XGBoost (Chen and Guestrin, 2016) using four publicly available data sets from the UCI Machine Learning Repository (Table 2.2) all of which have binary
outcomes. Next, we focus on one data set and compare the decision tree produced by CART to those produced by HART using the heuristic policy shown in equation (2.2).

| Name | Citation | $N$ | $p$ | $P_{N}(Y=1)$ |
| :--- | :---: | :---: | :---: | :---: |
| Breast Cancer | Zwitter et al. (1988) [61] | 285 | 9 | 0.298 |
| Cardio | Ayres-de Campos et al. (2000) [6] | 2126 | 21 | 0.139 |
| Drugs | Fehrman et al. (2017) [20] | 1885 | 12 | 0.186 |
| Wine | Aeberhard et al. (1992) [2] | 6497 | 12 | 0.197 |

Table 2.2: UCI dataset characteristics. N is sample size, p is number of features.

### 2.8.1 Performance

For each dataset in Table 2.2, HAL, CART, Random Forest, and XGBoost were evaluated by calculating several 10 -fold cross-validated performance metrics. For each of CART, Random Forest, and XGBoost, models were built under a grid of 10 possible tuning parameter settings. We only report the results corresponding to models built with the parameter settings that resulted in the highest CV-AUCs for each learner. We found that HAL, Random Forest, and XGBoost typically provided large improvement over CART in all metrics (Table 2.3). Moreover, we found that the performance of HAL is comparable to Random Forest and XGBoost, which are considered state-of-the-art. For a more extensive examination of HAL's performance, see Benkeser and van der Laan (2016) [8].

### 2.8.2 Trees

Here we focus on the Breast Cancer dataset to demonstrate the interpretability of HART. We aim to predict the recurrence of breast cancer with nine features, descriptions for which can be found in Table 2.4. The left panel of Figure 2.7 shows the tree built using CART with tuning parameters selected using 10-fold cross-validation. Here, the fitted CART model implies that, of the 9 available features, only the

| Data | Learner | AUC | Accuracy | Precision | Recall | Time |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Breast | HAL | 0.710 | 0.751 | 0.709 | 0.307 | 13.415 sec |
|  | CART | 0.669 | 0.702 | 0.500 | 0.366 | 0.297 sec |
|  | XGboost | 0.712 | 0.737 | 0.593 | 0.376 | 13.43 min |
|  | Random Forest | 0.696 | 0.722 | 0.588 | 0.235 | 32.882 sec |
| Cardio | HAL | 0.973 | 0.953 | 0.886 | 0.763 | 1.73 min |
|  | CART | 0.933 | 0.935 | 0.798 | 0.712 | 0.611 sec |
|  | XGboost | 0.981 | 0.961 | 0.898 | 0.810 | 46.89 min |
|  | Random Forest | 0.979 | 0.950 | 0.879 | 0.739 | 3.594 min |
| Drugs | HAL | 0.748 | 0.814 | 0.604 | 0.057 | 28.58 min |
|  | CART | 0.662 | 0.762 | 0.306 | 0.220 | 0.635 sec |
|  | XGboost | 0.746 | 0.814 | 0.486 | 0.051 | 39.453 min |
|  | Random Forest | 0.741 | 0.816 | 0.615 | 0.023 | 3.472 mins |
| Wine | HAL | 0.973 | 0.953 | 0.886 | 0.763 | 1.76 hour |
|  | CART | 0.813 | 0.817 | 0.537 | 0.482 | 0.380 sec |
|  | XGboost | 0.904 | 0.874 | 0.741 | 0.554 | 30.380 min |
|  | Random Forest | 0.921 | 0.888 | 0.862 | 0.510 | 3.563 min |

Table 2.3: 10 -fold cross-validated metrics are reported for Breast Cancer, Cardio, and Drugs. 3-fold cross validated metrics are reported for Wine. For CART, Random Forest, and XGBoost, we carried out grid searches over 10 tuning parameter settings. Results correspond to models with the highest performing tuning parameters. Computations were carried out on a High Performance Computing cluster.

Table 2.4: Breast Cancer dataset feature names and descriptions.

| Feature | Description |
| :--- | :--- |
| age | Discretized subject age in years |
| early meno | Whether the subject reach menopause early |
| pre-meno | Whether the subject is pre-menopausal |
| tumor size | Size of breast cancer tumor in mm |
| aux-nodes | \# auxiliary lymph nodes containing metastatic cancer |
| in node cap | Whether metastatic tumors are encased in lymph node capsule |
| deg-malig | Histological degree of the tumor malignancy (range 1-3) |
| breast | Which breast cancer resides in |
| breast quadrant | Quadrant of breast cancer resides in |
| rad therapy | Whether the subject received radiation therapy |



Figure 2.7: Left: CART fit to Breast Cancer dataset. Right: HART built from HAL fit to Breast Cancer dataset. Feature space is restricted to subjects aged 20-29 having tumors greater than 5 mm in diameter. Algorithm 2 was applied with $Q=3$.
degree of malignancy and the number of auxiliary lymph nodes containing metastatic breast cancer are needed to make a prediction about risk for breast cancer recurrence. However, the HART built using the same data shows a much more complex function and has much higher performance. The right panel of Figure 2.7 shows a Sub-HART visualized for subjects aged $20-29$ having tumors greater than 5 mm in diameter. We have binned the predicted probabilities into three intervals: $[0,0.333),[0.333, .667)$, and $[0.667,1]$. This model implies a higher degree of heterogeneity in the predicted probability that relies on more features and values. We could investigate any of the terminal regions in Figure 2.7 further without binning the predictions. Alternatively, we could restrict to subjects older than 29 to see how the function changes with age.

If we are interested in using HART to make binary decisions based on a probability threshold, we can simplify the overall tree and visualize it without restricting the feature space. Figure 2.8 visualizes the full HART with 1 displayed in regions where predicted probabilities are above 0.5 and 0 displayed otherwise. Again, we see that increased performance is associated with a much more complex function. However, we can gain insights into HART's structure that could motivate different visualizations or even further study. Consider the role of menopause status in the prediction. Figure 2.8 suggests that having reached menopause before age 40 is associated with lower risk for breast cancer recurrence versus having reached it after 40 or being pre-menopause.


Figure 2.8: HART representing HAL fit to Breast Cancer data. Algorithm 2 has been applied with $Q=2$ bins, equivalent to thresholding the predicted probability of recurrence at 0.5 .

This association is consistent with breast cancer research [33].

### 2.8.3 Complexity

We examined the time it took to apply Algorithms 1, 2, and 3 to both the Breast Cancer and Drugs datasets. After fitting HAL to the Breast Cancer data, there were 15 split candidates. The full HART constructed from the model fit was constructed in 0.752 seconds. Binning and Aggregating the predictions in the resulting tree took 0.015 seconds each. Applying the algorithms to the Cardio dataset took significantly longer. After fitting HAL to the Cardio data, there were 104 candidate splits. Constructing the full HART took 20.210 minutes. Binning and Aggregating the predictions in the resulting tree took 1.103 and 1.215 minutes respectively. All computations were carried out on an Apple Macbook Air containing an ARM processor with 8GB of RAM.

### 2.9 Discussion

In this paper we have presented a tool for post-hoc interpretation of the Highly Adaptive Lasso. HAL has the potential to learn more complex functions than CART without overfitting the data. HART, via Algorithms 1, 2, and 3, provides methodology for understanding these complex functions. An additional advantage of HART is that it allows one to tailor visualizations to the needs of the problem via the splitting policy $\pi$ and Algorithms 2. In general, we recommend that HART be used less as a static tool for visualizing simple decision making processes and more as a dynamic way to visualize and understand a complex decision making process. In the future, it would be of interest to apply HART to problems that require transparent decision making such as medical treatment assignment and fair social policy design.

## Chapter 3

## Highly Adaptive Treatment Trees: interpretable estimation of

 heterogeneous treatment effects and treatment policies
### 3.1 Introduction

Methods for the estimation of heterogeneous treatment effects have been widely studied in recent years $[28,26,42]$. The development of such methods is vital in fields like healthcare where treatments may have different effects when administered to people with different characteristics. Developing treatment policies based on populationaveraged effects could lead to unnecessary or even harmful treatment decisions for certain individuals. Ideally, we would like to derive optimal guidelines for practitioners in recommending the best treatment based on the clinical presentation of the patient.

A common estimand for addressing this question is the Conditional Average Treatment Effect (CATE), which measures the difference in counterfactual outcomes
under two treatments conditional on a set of covariates. A natural extension of the CATE is the Optimal Treatment Policy (OTP) which gives the treatment that will maximize the counterfactual outcome given a set of covariates. The OTP can be easily estimated given an estimate of the CATE.

One popular set of methods for estimating the CATE that has emerged is called Meta-Learning. Meta-Learning encompasses methods that repurpose off-the-shelf machine-learning algorithms for the estimation of the CATE. These include the $\mathrm{S}, \mathrm{T}$, X, R, and DR learners [31, 36, 30]. Athey and Imbens [5] introduced Causal Trees, a method for CATE estimation that involve recursive partitioning of the covariate space. That partitioning can then be represented as an interpretable decision tree. They extended this method to Causal Forest [56], which improves performance but loses interpretablity.

With the exception of Causal Trees, there are limited nonparametric methods for CATE estimation that emphasize interpretaibility. However, interpretability in such estimates is often of paramount importance, especially if they are to be used to guide treatment decisions. If an estimated policy suggests to a doctor that a patient should (not) be treated, the doctor should be able to discern why that decision was rendered. If the policy is a black box, it is impossible to tell what characteristics the decisions are based on and whether those decisions are fair and logical.

In this paper, we introduce methods for CATE and OTP estimation that are both interpretable and high performing. Our methods combine the $S$ and $D R$ learning Meta-Learning frameworks with the Highly Adaptive Lasso (HAL) algorithm. We are able to show that the resultant estimates achieve fast regret rates. Previous work has also showed that HAL regression fits can be represented as trees [37]. We adapt those representation algorithms for the cases of CATE and OTP estimation.

Our contributions can thus be summarized as new algorithms for developing flexible, yet interpretable estimates of heterogeneous treatment effects and OTP. An additional
strength of our proposed methods is that we allow for any number of treatment arms and estimation based on any subset of covariates.

### 3.2 Problem Setup and Estimation Frameworks

### 3.2.1 Setup

Assume we observe an independent and identically distributed sample of observations $O_{i}=\left(W_{i}, A_{i}, Y_{i}\right) \sim P_{0} \in \mathcal{M}$ where $P_{0}$ is an unknown distribution that lies in non-parametric model $\mathcal{M} . W \in \mathbb{R}^{p}$ are covariates, $A \in \mathcal{A}=\{0,1, \ldots, K\}$ is a treatment, and $Y \in \mathbb{R}$ is a real-valued outcome. Further, let $V \subseteq W$ be some subset of covariates with $V \in \mathbb{R}^{q}$ for $q \leq p$. For each $a \in \mathcal{A}$, we define a counterfactual data unit $X_{i}(a)=\left(W_{i}, Y_{i}(a)\right) \sim P_{0, a}$ corresponding to the data that would have been observed on unit $i$ if, possibly counter to fact, the unit had been assigned treatment a. The Conditional Average Treatment Effect (CATE) is defined as $\psi_{0, a}(v):=$ $E_{0, a}[Y(a) \mid V=v]-E_{0, a}[Y(0) \mid V=v]$, where for a $P_{0, a}$-measurable functions $f$, we write the expectation of $f(O)$ as $E_{0, a}[f(O)]=\int f d P_{0, a}$. We note that our notation for the CATE explicitly makes level 0 of the treatment a referent level against which all other treatments are compared and we define $\mathcal{A}_{0}:=\mathcal{A} \backslash\{0\}$.

The CATE quantifies the expected difference in counterfactual outcome under treatment $a \in \mathcal{A}_{0}$ versus treatment 0 for data units with $V=v$. Also of interest is the Optimal Treatment Policy (OTP), $d_{0, \cdot}(v):=\operatorname{argmax}_{a \in \mathcal{A}} E_{0, a}[Y(a) \mid V=v]$. Given an estimate $\hat{\psi}(a \mid v)$ of $\psi_{0}(a \mid v)$, we can construct an estimate of the OTP as

$$
\hat{d}(a \mid v):=\left\{\begin{array}{ll}
0 & \text { if } \hat{\psi}(a \mid v)<0 \forall a \in \mathcal{A}_{0} \\
\underset{a \in \mathcal{A}_{0}}{\arg \max } \hat{\psi}(a \mid v) & \text { else }
\end{array} .\right.
$$

Estimation of the CATE and OTP require a set of causal assumptions that allow
us to rewrite the parameter without unobservable counterfactuals. One set of such assumptions is as follows.

1. Positivity: $P_{0}\left\{0<P_{0}(A=a \mid W)<1\right\}=1 \forall a \in \mathcal{A}$
2. No confounding: $Y(a) \perp A \mid W \quad \forall a \in \mathcal{A}$
3. Consistency: $Y_{i}=\sum_{a \in \mathcal{A}} \mathbb{1}_{a}\left(A_{i}\right) Y_{i}(a)$
4. No interference: the counterfactual outcome of each individual under each treatment does not depend on treatments assigned to other individuals in the population

If these assumptions are satisfied the CATE is identified by a parameter of the distribution of the observed data $P_{0}$. We define $\mu_{0}(a, w):=E_{0}[Y \mid A=a, W=w]$, where $E_{0}$ denotes expectation under $P_{0}$. The CATE is identified by $\psi_{0}(a \mid v)=$ $E_{0}\left[\mu_{0}(a, W)-\mu_{0}(0, W) \mid V=v\right]$. The object $\mu_{0}$ is referred to as the outcome regression. Below, we also discuss the propensity score for treatment $a, \pi_{0}(a \mid w):=P_{0}(A=$ $a \mid W=w)$.

### 3.2.2 Meta-Learning With Two Treatment Arms

This CATE estimation problem is commonly presented in the case of two treatment arms, $\mathcal{A}=\{0,1\}$, in which case the target parameter for estimation is $\psi_{0}(1 \mid \cdot)$, a function only of covariates $V$. A common approach to estimation of $\psi_{0}(1 \mid \cdot)$ is the S-Learner [31], so called because it involves a single outcome regression estimator. The estimate $\hat{\mu}$ of $\mu_{0}$ can be obtained using any regression technique. For example, many such techniques estimate $\mu_{0}$ by minimizing an empirical risk criteria based on a loss $(\psi, o) \rightarrow L(\mu)(o)$. We focus throughout on results for squared-error loss with the understanding that other loss functions could be used. For the purpose of learning $\mu_{0}$, squared error loss may be written $L(\mu)(o):=\{y-\mu(a, v)\}^{2}$.

Regardless of the learning approach adopted to generate $\hat{\mu}$, the S-Learner CATE estimate can be obtained post-hoc. If $V=W$, then the estimate is $\hat{\psi}_{\mathrm{S}}(1 \mid w):=$ $\hat{\mu}(1, w)-\hat{\mu}(0, w)$. If instead, $V \subset W$, then a second-stage of learning is required. In particular, we define a pseudo-outcome $D_{\hat{\mu}}\left(O_{i}\right):=\hat{\mu}\left(1, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right)$ and regress this pseudo-outcome on covariates $V$ to obtain the CATE estimate $\hat{\psi}_{\mathrm{S}}(1 \mid v):=$ $\hat{E}\left[D_{\hat{\mu}}(O) \mid V=v\right]$. Again, the regression learning technique is interchangeable. For example, we could minimize empirical risk based on squared error loss $L_{\mathrm{S}}(\psi)(o)=$ $\left\{D_{\mu}(o)-\psi(1 \mid v)\right\}^{2}$.

An alternative strategy sometimes adopted is to split the data and regress $Y$ on $W$ separately for each treatment group to obtain estimates $\hat{\mu}(0, w)$ and $\hat{\mu}(1 \mid w)$ of $\mu_{0}(1, w)$ and $\mu(0, w)$ respectively. This method is referred to as the T-Learner [31]. Again, if $V=W$, we can estimate the CATE by subtracting the two regression estimates: $\hat{\psi}_{\mathrm{T}}(1 \mid w)=\hat{\mu}(1, w)-\hat{\mu}(0, w)$. If $V \subset W$, this difference constitutes a pseudo-outcome which we further regress $V$ to obtain our CATE estimate. The T-learner typically has lower performance due to the lack of information sharing across treatment arms when estimating the outcome regression [30]. Thus, it is not considered further here.
van der Laan [50] describes a Doubly Robust (DR)-Learner, which involves estimation not only of the outcome regression $\mu_{0}$, but also the propensity score $\pi_{0}$. The two nuisance parameter estimates $\hat{\mu}$ or $\hat{\pi}$ are both used to construct the pseudo-outcome:

$$
\begin{align*}
D_{\hat{\mu}, \hat{\pi}}\left(O_{i}\right)=\left[\frac{2 A_{i}-1}{\hat{\pi}\left(A_{i} \mid W_{i}\right)}\right] & \left\{Y_{i}-\hat{\mu}\left(A_{i}, W_{i}\right)\right\}  \tag{3.1}\\
& +\hat{\mu}\left(1, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right) .
\end{align*}
$$

$D_{\hat{\mu}, \hat{\pi}}(O)$ is then regressed on $V$ to obtain the CATE estimate $\hat{\psi}_{\mathrm{DR}}(1 \mid v):=\hat{E}\left[D_{\mu, \pi}(O) \mid V=v\right]$.
We can obtain this estimate, for example, via empirical risk minimization based on a loss $L_{\mathrm{DR}}(\psi)(o)$. We focus on squared-error loss, $L_{\mathrm{DR}}(\psi)(o)=\left\{D_{\mu, \pi}(o)-\psi(1 \mid v)\right\}^{2}$. This estimator is referred to as doubly robust because $E_{0}\left[D_{\mu, \pi}(O) \mid V=v\right]=\psi_{0}(1 \mid v)$
if either $\mu=\mu_{0}$ or $\pi=\pi_{0}$. Thus, we generally expect that $\hat{\psi}_{\text {DR }}$ will be consistent for $\psi_{0}$ if either $\hat{\mu}$ is consistent for $\mu_{0}$ or $\hat{\pi}$ is consistent for $\pi_{0}$.

### 3.2.3 Meta-Learning with Multiple Treatment Arms

These methods readily extend to the case when $|\mathcal{A}|>2$. We describe analogs of each of the Meta-Learners when there are multiple treatment arms. First, we must choose a reference treatment against which we will compare all others. This may be a control group or it may just be one arm chosen arbitrarily. Throughout this paper, we will let $A=0$ be the reference treatment.

In the case when $V=W$, the S-Learner procedure is largely unchanged. We regress $Y$ on $A$ and $W$ to obtain $\hat{\mu}(a, w)$, which can then be used to construct $\hat{\psi}_{\mathrm{S}}(a \mid w):=\hat{\mu}(a, w)-\hat{\mu}(0, w)$ for each $a \in \mathcal{A}_{0}$.

In the case when $V \subset W$, the $S$-Learner requires estimation of $\mu_{0}(a, w)$ and second stage regression as before. For a given $a$, we could learn $\hat{\psi}_{\mathrm{S}}(a \mid v)$ by empirical risk minimization, based on the loss $L_{\mathrm{S}, \mu}^{a}(\psi)(o)$, such as mean squared-error, $L_{\mathrm{S}, \mu}^{a}(\psi)(o)=$ $\left\{D_{\mu}^{a}(o)-\psi(a \mid v)\right\}^{2}$.

Alternatively, we could learn each $\hat{\psi}(a \mid v)$ simultaneously by considering a summed loss function $L_{\mathrm{S}, \mu}(\psi):=\sum_{a \in \mathcal{A}_{0}} \omega(a) L_{\mathrm{S} \mu}^{a}(\psi)$. Here, $\omega(a)$ is any positive weight. We index the loss by $\mu$ to enable distinction between the regression using the estimated nuisance parameters and the regression using the true nuisance parameters.

To minimize this summed loss, we create $|\mathcal{A}|-1$ pseudo-outcomes for each individual, with the form of the pseudo-outcome for the $i^{\text {th }}$ individual associated with $\psi(a \mid v)$ calculated as

$$
\begin{equation*}
D_{\hat{\mu}}^{a}\left(O_{i}\right)=\hat{\mu}\left(a, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right) \tag{3.2}
\end{equation*}
$$

This results in a modified dataset with $n \cdot(|\mathcal{A}|-1)$ rows. We then regress the stacked pseudo-outcome values on covariates plus one-hot-encoded $a$ values.

To construct the DR-Learner with multiple treatments, we similarly create $|\mathcal{A}|-1$ pseudo-outcomes for each individual. In this case, the pseudo-outcome for the $i^{\text {th }}$ individual associated with $\psi_{0}(a \mid v)$ is

$$
\begin{align*}
D_{\hat{\mu}, \hat{\pi}}^{a}\left(O_{i}\right)= & {\left[\frac{\mathbb{1}_{a}\left(A_{i}\right)}{\hat{\pi}\left(a \mid W_{i}\right)}-\frac{\mathbb{1}_{0}\left(A_{i}\right)}{\hat{\pi}\left(0 \mid W_{i}\right)}\right] }  \tag{3.3}\\
& \cdot\left\{Y_{i}-\hat{\mu}\left(A_{i}, W_{i}\right)\right\}+\hat{\mu}\left(a, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right)
\end{align*}
$$

Note that if an individual $i$ has $A_{i}=a \neq 0$, (3.3) reduces to

$$
D_{\hat{\mu}, \hat{\pi}}^{a}\left(O_{i}\right)=\frac{\left\{Y_{i}-\hat{\mu}\left(A_{i}, W_{i}\right)\right\}}{\hat{\pi}\left(a \mid W_{i}\right)}+\hat{\mu}\left(a, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right) .
$$

If instead $A_{i}=0$, then (3.3) reduces to

$$
D_{\hat{\mu}, \hat{\pi}}^{a}\left(O_{i}\right)=-\frac{\left\{Y_{i}-\hat{\mu}\left(A_{i}, W_{i}\right)\right\}}{\hat{\pi}\left(0 \mid W_{i}\right)}+\hat{\mu}\left(a, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right) .
$$

Finally, if individual $i$ has $A_{i} \notin\{0, a\}$, (3.3) reduces to

$$
D_{\hat{\mu}, \hat{\pi}}^{a}\left(O_{i}\right)=\hat{\mu}\left(a, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right)
$$

This pseudo-outcome form is doubly robust as established below.

Theorem 3.2.1. For each $a \in \mathcal{A}_{0}, E_{0}\left[D_{\mu, \pi}^{a}(O) \mid V=v\right]=\psi_{0}(a \mid v)$ if either $\mu=\mu_{0}$ or $\pi=\pi_{0}$.

The proof of Theorem 3.2.1 can be found in section B. 1 of the Appendix. As with the S-Learner, the CATE estimate of is obtained by regressing the stacked pseudo-outcomes $D_{\hat{\mu}, \hat{\pi}}^{a}(O)$ against the covariates $V$ and one-hot-encoded $a$ values.

### 3.2.4 Causal Trees and Forests

Athey and Imbens [5] developed Causal Trees for estimating the CATE in a way that
can be represented as a decision tree. The method involves recursively partitioning the feature space into regions that have constant treatment effect. They employ what they call "honest estimation" of the CATE by using separate sets of data to partition the feature space and estimate the treatment effects within the resulting partitions. Partitioning is done in a greedy way to minimize an estimate of the expected mean square error of the treatment effect. The optimal depth of the tree is selected via cross-validation, and the tree is then pruned to the selected depth. Finally, treatment effects are estimated within each region of the partition using a held out dataset. An extension of this method, Causal Forests, applies bootstrap aggregation to Causal Trees in order to obtain smoother estimates of the CATE [56]. We compare the performance of both Causal Trees and Causal Forests to our method in section 3.5.

### 3.3 The Highly Adaptive Lasso

### 3.3.1 Background

Our method centers on use of the Highly Adaptive Lasso (HAL) for regression in the final stage of the chosen Meta-Learning algorithm. We briefly introduce HAL and its properties in the context of a general supervised learning task. Later, we extend these properties to estimation of the CATE.

HAL is a general approach for estimation of functional parameters using regularized empirical risk minimization. The theory of HAL is built around two assumptions about the underlying functional paramter: (i) that it is right-continuous with left-hand limits and (ii) that it has finite variation norm. The assumption of smoothness defined by a function's variation norm has been long studied in the statistical learning literature [17].

Benkeser and Van Der Laan [8] and van der Laan [49] discuss an approach for finding the minimum loss-based estimator (MLE) in the class of functions with
variation norm smaller than a finite constant. The MLE is computed absed on the fact that any cadlag function with finite variation norm can be arbitrarily wellapproximated by a tensor product of indicator basis functions. If learning, for example, the mean of a random variable $Z$ conditional on a set of variables $C$, the functional form of the estimate is $\hat{\beta}_{0}+\hat{\beta}_{C}^{\top} b(c)$, where $b(c)$ is an $n$-length vector with $i$-th entry equal to $\mathbb{1}_{\geq C_{i}}(c)$. As the dimension of $X$ increases, we include tensor product basis functions. For example, in the bivariate case $C=\left(C_{1}, C_{2}\right)$ the functional form is $\hat{\beta}_{0}+\hat{\beta}_{C_{1}}^{\top} c_{1}(x)+\hat{\beta}_{C_{2}}^{\top} b_{2}(c)+\hat{\beta}_{C_{1}, C_{2}}^{\top} b_{1}(c) b_{2}(c)$, where for $j=1,2$, the $i$-th entry of $b_{j}$ is equal to $\mathbb{1}_{\geq C_{j, i}}$. The idea generalizes to arbitrary $p$ with at most $n\left(2^{p}-1\right)$ basis functions included.

Due to the construction of the basis functions, the $L_{1}$-norm of the $\hat{\beta}$ coefficients equals the variation norm of the estimate. Thus, HAL estimates can be achieved by making use of regularized risk minimization algorithms that have been made popular by the lasso algorithm [47]. Benkeser and Van Der Laan [8] showed that HAL estimates converge in terms of regret at a rate of $o_{\mathrm{p}}\left(n^{-[1 / 4+1 /\{8 p+1\}]}\right)$, where $p$ is the dimension of the feature vector. The authors also demonstrated competitive performance of HAL with other commonly used machine learning frameworks across a variety of empirical experiments.

### 3.3.2 Highly Adaptive Regression Trees

Previous work has shown that regression fits generated by the Highly Adaptive Lasso algorithm can be represented as trees [37] referred to as Highly Adaptive Regression Trees (HART). HAL itself results in a non-recursive partitioning of the feature space. The HART algorithm involves generating a set of candidate values implied by the HAL fit and using those values to recursively partition the feature space. In each sub-region of the feature space, the set of candidate values is appropriately pruned to minimize the amount of redundancy in the final tree representation.

These tree representations make HAL an ideal candidate for the estimation of CATEs and, by extension, treatment policies.

### 3.4 CATE Estimation with HAL

### 3.4.1 Theoretical Guarantees for S and DR learners

Let $\hat{\mu}$ and $\hat{\pi}$ be given estimates of $\mu_{0}$ and $\pi_{0}$. Further, let $\hat{R}_{p}^{*}:=o_{\mathrm{p}}\left(n^{-[1 / 4+1 /\{8 p+1\}]}\right)$, which is the regret rate of the HAL estimator when estimating a function of bounded variation. Finally, for general $P_{0}$-measurable function $f$ of $O$, we define the $L_{m}\left(P_{0}\right)$ norm of $f$ to be $\|f\|_{m, P_{0}}:=\left(\int f^{m} d P_{0}\right)^{1 / m}$.

Theorem 3.4.1. Let $\hat{\psi}_{S}(v)$ be an estimate of $\psi_{0}(v)$ constructed with the $S$-learner algorithm. If $V=W$ and $H A L$ is used to construct the estimator, then

$$
\int\left[L_{S}\left(\hat{\psi}_{S}\right)-L_{S}\left(\psi_{0}\right)\right] d P_{0}=\hat{R}_{p}^{* 2}
$$

If $V \subset W$, and $H A L$ is used to perform the second stage regression, then

$$
\begin{aligned}
& \int\left[L_{S, \mu_{0}}\left(\hat{\psi}_{S}\right)-L_{S, \mu_{0}}\left(\psi_{0}\right)\right] d P_{0} \\
& =\sum_{a \in \mathcal{A}_{0}} o_{p}\left(\left\|\hat{\mu}(a, \cdot)-\mu_{0}(a, \cdot)\right\|_{2, P_{0}}\right) \cdot \hat{R}_{q}^{*}+\hat{R}_{q}^{*}
\end{aligned}
$$

A proof of Theorem 3.4.1 can be found in Appendix section B.2. Recall that when $V=W$, the S-Learner only involves estimation of the outcome regression $\mu_{0}(a, v)$. Intuitively then, when HAL is used to estimate $\mu_{0}(a, v)$, the S-Learner CATE estimate converges in terms of regret to the true CATE at a rate of $R_{n, p}^{*}$. When $V \subset W$, the S-Learner requires estimation of $\mu_{0}$ as a nuisance parameter. We consider the rate at which the S-Learner CATE estimate constructed with the true outcome regression converges in terms of regret to the true CATE. We see that when HAL is used for
the second stage regression this rate depends both on the regret rate of the outcome regression estimator and that of the HAL pseudo-outcome regression estimator.

We have the following result for the DR learner.

Theorem 3.4.2. Let $\hat{\psi}_{D R}(v)$ be an estimate of $\psi_{0}(a \mid v)$ constructed with the $D R$ learner algorithm. If $H A L$ is used for the final stage regression, then

$$
\begin{aligned}
& \int\left[L_{D R, \mu_{0}, \pi_{0}}\left(\hat{\psi}_{D R}\right)-L_{D R, \mu_{0}, \pi_{0}}\left(\psi_{0}\right)\right] d P_{0} \\
& =\hat{R}_{q}^{*}+\sum_{a \in \mathcal{A}_{0}}\left[o_{p}\left(\left\|\hat{\pi}(a \mid \cdot)-\pi_{0}(a \mid \cdot)\right\|_{4, P_{0}}\right)\right. \\
& \\
& \left.\quad \cdot o_{p}\left(\left\|\hat{\mu}(a, \cdot)-\mu_{0}(a, \cdot)\right\|_{4, P_{0}}\right)\right] \cdot \hat{R}_{q}^{*} .
\end{aligned}
$$

Theorem 3.4.2 gives a similar result for the DR-Learner as with the $S$ learner, but where the rate now depends on the regret rates of the estimates of $\pi_{0}(a \mid w)$ and $\mu_{0}(a, w)$. A proof can be found in Appendix section B.3. The theorem indicates that the DR-Learner may enjoy advantages over the S-Learner. Consider a scenario in which the CATEs and propensity score are easier to learn than the outcome regression. When using the S-Learner, the overall regret rate may be slowed by poor estimation of the outcome regression. However, the rate of the DR-Learner involves the product of the regret rates of the propensity score and the outcome regression. Thus, the ability to quickly learn the propensity score may mitigate the impact of poor outcome regression estimation, thereby achieving an overall rate closer or equal to $\hat{R}_{q}^{*}$. This scenario is plausible in several settings including when the data are generated from randomized experiments.

Moreover, the pseudo-outcome regression may be easier to learn than the outcome regression itself simply because the contrast function $\mu_{0}(a, \cdot)-\mu_{0}(0, \cdot)$ may be simpler or smoother function than $\mu_{0}$ itself. In the case of HAL, the most relevant measure of smoothness is the variation norm of the respective functions. In the case when $V \subset W$, we may also expect that $\psi_{0}$ will have lower variation norm than $\mu_{0}(a, w)-\mu_{0}(0, w)$, as

```
Algorithm 4: CATE Tree Construction
    Input: CATE Estimate \(\hat{\psi}(a \mid v)\)
    if \(|\mathcal{A}|==2\) then
        Apply HART to \(\hat{\psi}(1 \mid v)\)
        Collapse regions with identical terminal nodes
    else
        Apply HART to \(\hat{\psi}(a \mid v)\) enforcing \(A\) appears first
        Collapse regions with identical terminal nodes
    end if
```

it conditions on a subset of variables, thereby averaging over covariates across which there may be substantial variation in $\mu_{0}$.

### 3.4.2 Tree Representations

When HAL is used as the final stage regression estimator for either the S or DR learning procedures, the resulting CATE and OTP estimates can be represented using trees. Both of those procedures rely on extensions of the original HART algorithm [37]. In the case when there are two treatments, we can simply apply the original HART algorithm to build a CATE representation and apply a threshold of 0 to the terminal nodes in that tree in order to obtain a OTP estimate representation. In the case when there are more than two treatments, we must account for the treatment indicator variables in the tree. The HART algorithm allows the user to select the order that variables appear in the tree. Typically, we aim to find an ordering that minimizes the size of the tree. However, in this case, it is convenient to enforce that the treatment indicator variables appear first in the tree so that the effects for each treatment arm relative to the reference treatment are represented by distinct regions of the tree. Full details for representing the CATE estimate as a tree are shown in algorithm 4.

When representing the OTP in the case of more than two treatments, we can enforce that the treatment indicator variables appear last in the tree, just before the

```
Algorithm 5: Treatment Policy Tree Construction
    Input: CATE Estimate \(\hat{\psi}(a \mid v)\)
    if \(|\mathcal{A}|==2\) then
        Apply HART to \(\hat{\psi}(1 \mid v)\)
        Set terminal node values to 1 if \(\hat{\psi}(1 \mid v)>0,0\) else
        Collapse regions with identical terminal nodes
    else
        Apply HART to \(\hat{\psi}(a \mid v)\) enforcing \(A\) appears last
        Replace treatment nodes and terminal nodes with \(\operatorname{argmax}_{a \in \mathcal{A}} \hat{\psi}(a \mid v)\) in each
    region
        Collapse regions with identical terminal nodes
    end if
```

terminal nodes in the regions where they are necessary to split on. We can then replace the treatment indicator variable nodes and the terminal nodes with terminal nodes displaying the treatment that has the highest expected counterfactual outcome. Full details for representing the OTP estimate can be found in algorithm 5.

### 3.5 Simulations

We performed simulations to evaluate the performances of both the S and DRLearner versions of HATT. We also compared their performances to those of Causal Trees, Causal Forests, and the S and DR-Learners built with other machine learning algorithms.

### 3.5.1 Data generating process

Simulations were conducted under three settings, linear, polynomial, and sinusoidal, so named for the chosen functional form of the true CATEs. In each setting we considered a continuous outcome $Y$ and a binary treatment $A \in\{0,1\}$. Additional simulations with $|\mathcal{A}|=3$ treatment arms are included in Appendix section ??. Counterfactual outcome values were calculated by adding standard normal random noise to the specified true outcome regression. Treatment values were assigned by simulating from
a Bernoulli distribution with probability of $A=1$ set by a chosen propensity score function. We simulated data at sample sizes $n=50,100,200,500$, and 1000. We generated data, fit models to estimate the CATE and OTP and evaluated performances using metrics described in 3.5.2. This process was replicated 1000 times at each sample size, and results were averaged. Below are descriptions of each setting.

## Linear setting

Here we considered $p=5$ covariates, and set the task of estimating the treatment effect conditional on all five. All covariates were simulated independently from standard normal distributions. The true outcome regression was $\mu_{0}(a, w)=4 a+5 a w_{1}+w_{2}-$ $3 w_{3}+5 w_{3} * w_{4}$. Consequently, the true CATE was $\psi_{0}(1 \mid w)=4+5 w_{1}$. We specified the true propensity score as

$$
\pi(a \mid w)=\frac{1}{1+\exp \left(-.5 * w_{1}+.2 w_{2}-.3 w_{3}+w_{5}\right)} .
$$

## Polynomial setting

Here we again considered $p=5$ covariates and aimed to estimate the CATE conditional on all 5 . This time we specified a polynomial function of covariates for the outcome regression: $\mu_{0}(a, w)=5 a+2 a w_{1}+w_{2}-3 a w_{3} w_{5}^{2}+2 a w_{4}^{3}$. This resulted in a CATE of $\psi_{0}(1 \mid w)=5+2 w_{1}-3 w_{3} w_{5}^{2}+2 w_{4}^{3}$. We set the propensity score to be the same as the logistic regression specified in the linear setting.

## Sinusoidal setting

Here we considered $p=1$ covariate, $W_{1}$ simulated from a standard normal distribution. We set the true outcome regression as $\mu_{0}(a, w)=\sin \left\{(2 a-1) c w_{1}\right\}$, for $c=1,10$. This resulted in CATEs of the form $\psi_{0}(1 \mid w)=\sin \left(c w_{1}\right)-\sin \left(-c w_{1}\right)$. The propensity score was set to be constant $\pi(a \mid w)=0.5$ for all $w$.

### 3.5.2 Evaluation

To evaluate each estimation method, we generated independent test datasets of size $N=1 e 5$. These data sets were first used to approximate the $L_{2}$ norm of each estimated CATE: $E\left[\left(\hat{\psi}(1 \mid w)-\psi_{0}(1 \mid w)\right)^{2}\right]$, a measure of global fit of $\hat{\psi}$ to $\psi_{0}$. Next, we used the test data to estimate the value of the learned policy. That is, we can simulate counterfactuals $Y(a)$ for all $a \in \mathcal{A}$ for observations in the test datasets. We then evaluate the learned policy recommendation for each test dataset observation. The value of the policy is the average value of the counterfactual treatment recommended by the learned policy.

### 3.5.3 Linear CATE Results

DR-Learning of the CATE with HAL as the second stage algorithm and S-Learning with a Super Learner [51,57, 11] ensemble performed best both in terms of policy value and $L_{2}$ norm (Figure 3.1). Both methods yielded high initial policy values, showed fast convergence to the optimal policy value, and yielded the smallest $L_{2}$ norms at all sample sizes. The performance of S-Learning with HAL is lower, which may be explained by the fact that the DR-Learner with HAL uses Super Learner, which may be providing a more accurate outcome regression estimate than HAL itself. Causal Tree, the only other interpretable method of estimation, showed significantly lower performance at all sample sizes than HAL-based methods.

### 3.5.4 Polynomial CATE Results

In this setting, DR-Learning with HAL and S-Learning with Super Learner still tended to have the highest performers, though the relative improvements over other methods was less marked than in the linear setting (Figure 3.2). As with the linear setting, the benefit of Doubly-Robust estimation is still evident, though less pronounced.


Figure 3.1: Simulation results under the Linear setting. The DR-Learner with HAL used Super Learning to construct nuisance parameter estimates. Results at each sample size are averaged over 1000 replications.


Figure 3.2: Simulation results under the Polynomial setting. The DR-Learner with HAL used Super Learning to construct nuisance parameter estimates. Results at each sample size are averaged over 1000 replications.



Figure 3.3: Simulation results under the Sinusoidal setting with lower variation norm. The DR-Learner with HAL used Super Learning to construct outcome regression estimates. All propensity score estimates were constructed with simple means. At $n=50$, Causal Forest showed abnormally low performance and is omitted from the plot to keep other learners distinguishable. Results at each sample size are averaged over 1000 replications.

### 3.5.5 Sinusoidal CATE Results

When $C=1$ (indicating a lower variation norm of the outcome regression), Causal Forest, and S-Learner with Super Learner were the highest performers, while the DR-Learner with HAL shows marginally lower performance (Figure 3.3). When $C$ is increased to 10 , DR-Learning with HAL and DR-Learning with XGBoost tended to perform best (Figure 3.4). At the lower sample sizes, S-learning with HAL shows poor performance. This drop is likely due to the increased variation norm of the true outcome regression. This reinforces the idea that, in cases when HAL is not powerful enough to estimate the the CATE in single stage regression, it can be paired with other learning techniques, such as Super Learner to achieve superior performance while preserving interpretability of the final CATE estimate.


Figure 3.4: Simulation results under the Sinusoidal setting with higher variation norm. The DR-Learner with HAL used Super Learning to construct outcome regression estimates. All propensity score estimates were constructed with simple means. Results at each sample size are averaged over 1000 replications.

### 3.6 Data Analysis

We analyzed experimental data to identify the conditional effect of sending mailers with messages addressing ballot secrecy concerns on voter turnout in the 2010 Connecticut congressional general election [24]. Researchers worked with the Connecticut Secretary of State to sent written messages to $n=3744$ registered voters who had not voted in the 2008 presidential election. There were two "treatment" arms. Some registrants received a letter containing information about voting and a message intending to assuage concerns about ballot secrecy. The other registrants received a letter containing only voting information. Several covariates were recorded for each subject including age, gender, political party (Republican or Democrat), number of members of household, and the town in which they resided. The reseachers then recorded whether each individual had cast a vote in the 2010 election.

We employed the DR-Learner with the estimated propensity score given by the sample proportion in each treatment condition and the estimated outcome regression produced using a Super Learner ensemble. HAL was used to carry out the second stage regression, and we employed Algorithm 4 to build a tree representation (Figure


Figure 3.5: Tree representing the effect of receiving a mailer with a message meant to assuage fears about ballot secrecy. M-dev age represent the number of years above the median study age. The terminal nodes represent differences in estimated counterfactual probability of voting under treatment versus control.
3.5). As we can see there is a small amount of heterogenity in the estimated effect of the treatment across different strata of the covariates. In general, the effect of a secrecy message seems lower for females than males. The effect also appears negatively correlated with age. Furthermore, there is an interaction between the subjects age and household size. Whether or not the subject was the sole member of their household only changed the treatment effect for subjects greater than 9.29 years above the median study age. All strata have positive estimated effects, and the resulting optimal treatment policy would be to send messages to assuage fears about ballot secrecy to everyone. However, such a tree could be useful in prioritizing segments of the population in a, resource-limited setting. For example, if an organization aiming to increase turnout could only send mailers to a fraction of potential voters, they could prioritize older registrants living in households with larger numbers of people.

### 3.7 Discussion

In this paper we have introduced a method for CATE and OTP estimation that empirically has strong performance and has desirable interpretability properties. The
empirical results seen in our experiments align with the regret rate theory that we establish. When paired with our adaptations of the tree representation algorithms in Nizam and Benkeser [37], the method provides an appealing framework for developing data-driven, interpretable decision making systems. Nevertheless, a potential downside of this work is that, while learned OTP may be interpretable, they may not satisfy fundamental notions of fairness. A concern is that the interpretability of an OTP may provide a false sense of security in terms of fairness. However, it is not clear that human observers will be adequate judges of the fairness of an OTP simply by studying the policy alone. This may be particularly true if the tree for the OTP is complex. In the future, we would like enhance our work by making use of the literature on algorithmic fairness, such as in Nabi et al. [35]. Unifying such work with our own could lead to the development of policies that are interpretable, optimal, and fair.

## Appendix A

## Chapter 1 Supplementary Material

## A. 1 Notation

Here we define new notation to be used throughout Appendix A.

- Let $P$ be a probability measure and $f$ be a measurable function. We define $P f:=\int f d P$. Further, for two measures $P_{1}$ and $P_{2}$, we can define $\left(P_{1}-P_{2}\right) f:=$ $\int f d\left(P_{1}-P_{2}\right):=\int f d P_{1}-\int f d P_{2}$. For two measurable functions $f_{1}$ and $f_{2}$, we define $P\left(f_{1}-f_{2}\right):=P f_{1}-P f_{2}$.
- In the proof of Theorem 1.3.1 we suppress the dependence of the AUPRC on the function $\psi$ and the data $X$ in notation by letting $Z:=\psi(X)$.
- In the proof of Theorem 1.3.1, we write the AUPRC in a new form. Let $Q_{P}(z, y):=\frac{y}{P(Y=1)} \cdot \frac{P(Z>z, Y=1)}{P(Z>z)}$. Then we can define the AUPRC as $\Phi(P):=$ $\iint Q_{P}(z, y) P(d z, d y):=P Q_{P}$.
- In the proof of Theorem 1.3.1, we let $F_{0, Z \mid Y=1}(z):=P(Z \leq z \mid Y=1)$.


## A. 2 Theorem 1.3.1 Proof

Under the new notation defined in which the dependence on $\psi$ is suppressed, we can refer to our NPML estimator using $\Phi\left(P_{n}\right)$ and the true value using $\Phi\left(P_{0}\right)$. We begin by decomposing the difference between the estimate and the truth into several terms:

$$
\begin{aligned}
\Phi\left(P_{n}\right)-\Phi\left(P_{0}\right) & =P_{n} Q_{P_{n}}-P_{0} Q_{P_{0}} \\
& =P_{n} Q_{P_{n}}-P_{0} Q_{P_{0}} \pm P_{n} Q_{p 0} \pm P_{0} Q_{P_{n}} \pm P_{0} Q_{P_{0}} \pm\left(P_{n}-P_{0}\right)\left(Q_{P_{n}}-Q_{P_{0}}\right) \\
& =\left(P_{n}-P_{0}\right) Q_{P_{0}}+P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right)+\left(P_{n}-P_{0}\right)\left(Q_{P_{n}}-Q_{P_{0}}\right) \\
& =\left(P_{n}-P_{0}\right) Q_{P_{0}}+P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right)+R_{n, 1}
\end{aligned}
$$

where $R_{n, 1}:=\left(P_{n}-P_{0}\right)\left(Q_{P_{n}}-Q_{P_{0}}\right)$. We break this proof into two parts. In part (i) we will show that $\left(P_{n}-P_{0}\right) Q_{P_{0}}+P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right)=\frac{1}{n} \sum_{i=1}^{n} D_{\Phi}\left(P_{0}\right)\left(O_{i}\right)+o_{p}\left(n^{-1 / 2}\right)$. In part (ii) we will show that $R_{n, 1}=o_{p}\left(n^{-1 / 2}\right)$, and the proof will be complete.
(i) Consider $Q_{P_{n}}-Q_{P_{0}}=Q_{P_{n}}(z, y)-Q_{P_{0}}(z, y)$. Plugging in the definitions of both terms, we have

$$
Q_{P_{n}}(z, y)-Q_{P_{0}}(z, y)=y\left[\frac{P_{n}(Z>z \mid Y=1)}{P_{n}(Z>z)}-\frac{P_{0}(Z>z \mid Y=1)}{P_{0}(Z>z)}\right] .
$$

We can rewrite this as

$$
\begin{align*}
& y\left[\frac{P_{n}(Z>z \mid Y=1)}{P_{n}(Z>z)}-\frac{P_{0}(Z>z \mid Y=1)}{P_{0}(Z>z)}\right. \\
& \quad \pm \frac{P_{n}(Z>z, Y=1)}{P_{0}(Y=1) P_{0}(Z>z)} \pm \frac{P_{0}(Z>z=1) P_{n}(Y=1)}{P_{0}(Y=1) P_{0}(Z>z)}  \tag{A.1}\\
& \left.\quad \pm \frac{P_{0}(Z>z \mid Y=1)}{P_{0}(Z>z)} \pm \frac{P_{0}(Z>z \mid Y=1) P_{n}(Z>z)}{P_{0}(Z>z)}\right],
\end{align*}
$$

which can be rearranged to

$$
\begin{align*}
Q_{P_{n}}(z, y)-Q_{P_{0}}(z, y) & =\frac{1}{n} \sum_{i=1}^{n} \frac{1}{P_{0}(Z>z)} \frac{Y_{i}}{P(Y=1)}\left[I\left(Z_{i}>z\right)-P_{0}(Z>z \mid Y=1)\right] \\
& -\frac{1}{n} \sum_{i=1}^{n} \frac{P_{0}(Z>z \mid Y=1)}{P_{0}(Z>z)^{2}}\left[I\left(Z_{i}>z\right)-P_{0}(Z>z)\right] \\
& +R_{n, 2} . \tag{A.2}
\end{align*}
$$

The first term above comes from combining the positive portion of the third term and the negative portion of the fourth term in [ref]. The second term above comes from combining the positive portion of the fifth term and the negative portion of the sixth term of $[\mathrm{ref}] . R_{n, 2}$ is comprised of the remaining terms and is defined below:

$$
\begin{aligned}
R_{n, 2} & =\frac{P_{n}(Y=1, Z>z)}{P_{n}(Y=1) P_{n}(Z>z)}-\frac{P_{0}(Y=1, Z>z)}{P_{0}(Y=1) P_{0}(Z>z)} \\
& -\frac{P_{n}(Y=1, Z>z)}{P_{0}(Y=1) P_{0}(Z>z)}+\frac{P_{n}(Z>z \mid Y=1) P_{n}(Y=1)}{P_{0}(Y=1) P_{0}(Z>z)} \\
& -\frac{P_{0}(Z>z \mid Y=1)}{P_{n}(Z>z)}+\frac{P_{0}(Z>z \mid Y=1) P_{n}(Z>z)}{P_{0}(Z>z)^{2}}
\end{aligned}
$$

We can show by repeatedly adding, subtracting, and rearranging terms that $R_{n, 2}=o_{p}\left(n^{-1 / 2}\right)$. Our goal is to produce terms of the form $\frac{A_{n} B_{n}}{C_{n}}$ where $A_{n}=o_{p}(1)$, $B_{n}=O_{p}\left(n^{-1 / 2}\right)$, and $C_{n} \xrightarrow{p} c$ for some constant $c$. Then, by the Continuous Mapping Theorem, $\frac{A_{n}}{C_{n}}=o_{p}(1)$, and we can conclude that $\frac{A_{n} B_{n}}{C_{n}}=o_{p}(1) O_{p}\left(n^{-1 / 2}\right)=o_{p}\left(n^{-1 / 2}\right)$. We begin by considering the first and third terms of $R_{n, 2}$ above:

$$
\begin{aligned}
& \frac{P_{n}(Y=1, Z>z)}{P_{n}(Y=1) P_{n}(Z>z)}-\frac{P_{n}(Y=1, Z>z)}{P_{0}(Y=1) P_{0}(Z>z)} \\
= & \frac{P_{n}(Y=1, Z>z)}{P_{n}(Y=1) P_{n}(Z>z)}-\frac{P_{n}(Y=1, Z>z)}{P_{0}(Y=1) P_{0}(Z>z)} \pm \frac{P_{n}(Y=1, Z>z)}{P_{0}(Y=1) P_{n}(Z>z)} \\
= & P_{n}(Y=1, Z>z)\left[\frac{P_{0}(Y=1)-P_{n}(Y=1)}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)}\right] \\
& +P_{n}(Y=1, Z>z)\left[\frac{P_{0}(Z>z)-P_{n}(Z>z)}{P_{0}(Y=1) P_{0}(Z>z) P_{n}(Z>z)}\right] \\
& \pm P_{0}(Y=1, Z>z)\left[\frac{P_{0}(Y=1)-P_{n}(Y=1)}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)}\right] \\
& \pm P_{0}(Y=1, Z>z)\left[\frac{P_{0}(Z>z)-P_{n}(Z>z)}{P_{0}(Y=1) P_{0}(Z>z) P_{n}(Z>z)}\right] \\
= & \frac{\left[P_{n}(Y=1, Z>z)-P_{0}(Y=1, Z>z)\right]\left[P_{0}(Y=1)-P_{n}(Y=1)\right]}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)} \\
& +\frac{\left[P_{n}(Y=1, Z>z)-P_{0}(Y=1, Z>z)\right]\left[P_{0}(Z>z)-P_{n}(Z>z)\right]}{P_{0}(Y=1) P_{0}(Z>z) P_{n}(Z>z)} \\
& +\frac{P_{0}(Y=1, Z>z)\left[P_{0}(Y=1)-P_{n}(Y=1)\right]}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)} \\
& +\frac{P_{0}(Y=1, Z>z)\left[P_{0}(Z>z)-P_{n}(Z>z)\right]}{P_{0}(Y=1) P_{0}(Z>z) P_{n}(Z>z)} \\
= & o_{p}\left(n^{-1 / 2}\right)+\frac{P_{0}(Y=1, Z>z)\left[P_{0}(Y=1)-P_{n}(Y=1)\right]}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)} \\
& +\frac{P_{0}(Y=1, Z>z)\left[P_{0}(Z>z)-P_{n}(Z>z)\right]}{P_{0}(Y=1) P_{0}(Z>z) P_{n}(Z>z)}
\end{aligned}
$$

Note that the first two terms after the third equality take the form $\frac{A_{n} B_{n}}{C_{n}}$ as discussed. Therefore the final equality follows. Next, consider the second, fourth, fifth, and sixth terms of $R_{n, 2}$. Letting $d_{0}:=\frac{P_{0}(Y=1, Z>z)}{P_{0}(Y=1) P_{0}(Z>z)}$, we can factor and rewrite those terms as

$$
d_{0}\left[\frac{P_{n}(Z>z)-P_{0}(Z>z)}{P_{0}(Z>z)}\right]+d_{0}\left[\frac{P_{n}(Y=1)-P_{0}(Y=1)}{P_{0}(Y=1)}\right]
$$

Putting all six terms of $R_{n, 2}$ back together, we can now write

$$
\begin{aligned}
R_{n, 2}= & d_{0}\left[\frac{P_{0}(Z>z)-P_{n}(Z>z)}{P_{n}(Z>z)}+\frac{P_{n}(Z>z)-P_{0}(Z>z)}{P_{0}(Z>z)}\right] \\
& \left.+\frac{P_{0}(Y=1, Z>z)\left[P_{0}(Y=1)-P_{n}(Y=1)\right]}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)}\right]+o_{p}\left(n^{-1 / 2}\right) \\
& +d_{0}\left[\frac{P_{n}(Y=1)-P_{0}(Y=1)}{P_{0}(Y=1)}\right] \\
= & d_{0}\left[\frac{\left\{P_{0}(Z>z)-P_{n}(Z>z)\right\}\left\{P_{n}(Z>z)-P_{0}(Z>z)\right\}}{P_{n}(Z>z) P_{0}(Z>z)}\right] \\
& +\frac{P_{0}(Y=1, Z>z)\left[P_{0}(Y=1)-P_{n}(Y=1)\right]}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)} \\
& +d_{0}\left[\frac{P_{n}(Y=1)-P_{0}(Y=1)}{P_{0}(Y=1)}\right]+o_{p}\left(n^{-1 / 2}\right) \\
= & \frac{P_{0}(Y=1, Z>z)\left[P_{0}(Y=1)-P_{n}(Y=1)\right]}{P_{0}(Y=1) P_{n}(Y=1) P_{n}(Z>z)} \\
& +d_{0}\left[\frac{P_{n}(Y=1)-P_{0}(Y=1)}{P_{0}(Y=1)}\right]+o_{p}\left(n^{-1 / 2}\right)
\end{aligned}
$$

where the second equality results from finding a common denominator for the two fractions in the first term of the first equality. We then note that this term also takes the form $\frac{A_{n} B_{n}}{C_{n}}$ and is therefore $o_{p}\left(n^{-1 / 2}\right)$. The final equality follows since $o_{p}\left(n^{-1 / 2}\right)+o_{p}\left(n^{-1 / 2}\right)=o_{p}\left(n^{-1 / 2}\right)$. The remaining two terms may be shown to be $o_{p}\left(n^{-1 / 2}\right)$ using similar techniques, beginning with adding and subtracting the term $d_{0} \frac{P_{0}(Y=1)-P_{n}(Y=1)}{P_{n}(Y=1)}$. We omit the details in the interest of space. Thus, having shown that $R_{n, 2}=o_{p}\left(n^{-1 / 2}\right)$, applying $P_{0}$ to A. 2 yields

$$
\begin{aligned}
& P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right) \\
& =\int_{z} P_{0}(Y=1) \frac{1}{n} \sum_{i=1}^{n}\left\{\frac{Y_{i}}{P_{0}(Z>z) P_{0}(Y=1)}\left[I\left(Z_{i}>z\right)-P_{0}(Z>z \mid Y=1)\right]\right\} d F_{0, Z \mid Y=1}(z) \\
& \quad-\int_{z} P_{0}(Y=1) \frac{1}{n} \sum_{i=1}^{n}\left\{\frac{P_{0}(Z>z \mid Y=1)}{P_{0}(Z>z)^{2}}\left[I\left(Z_{i}>z\right)-P_{0}(Z>z)\right]\right\} d F_{0, Z \mid Y=1}(z) \\
& \quad+o_{p}\left(n^{-1 / 2}\right) \\
& =\frac{1}{n} \sum_{i=1}^{n} Y_{i} \int_{z}\left\{\frac{I\left(Z_{i}>z\right)-P_{0}(Z>z \mid Y=1)}{P_{0}(Z>z)}\right. \\
& \left.\quad-\frac{P_{0}(Y=1, Z>z)}{P_{0}(Z>z)^{2}}\left[I\left(Z_{i}>z\right)-P_{0}(Z>z)\right]\right\} d F_{0, Z \mid Y=1}(z) \\
& = \\
& \quad \frac{1}{n} \sum_{i=1}^{n}\left\{Y^{-1 / 2}\right) \int_{z<Z_{i}} \frac{1}{P_{0}(Z>z)} d F_{0, Z \mid Y=1}(z)-\frac{Y_{i}}{P_{0}(Y=1)} \Phi\left(P_{0}\right) \\
& \left.\quad-\int_{z<Z_{i}} \frac{P_{0}(Z>z, Y=1)}{P_{0}(Z>z)^{2}} d F_{0, Z \mid Y=1}(z)+\Phi\left(P_{0}\right)\right\}+o_{p}\left(n^{-1 / 2}\right)
\end{aligned}
$$

Where the second and third equalities are the result of rearranging terms. Using this result, we may return to the difference between the NPMLE and the truth and write

$$
\begin{aligned}
\Phi\left(P_{n}\right)-\Phi\left(P_{0}\right)= & P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right)+\left(P_{n}-P_{0}\right) Q_{P_{0}}+R_{n, 1} \\
= & \frac{1}{n} \sum_{i=1}^{n}\left\{Y_{i} \int_{z<Z_{i}} \frac{1}{P_{0}(Z>z)} d F_{0, Z \mid Y=1}(z)-\frac{Y_{i}}{P_{0}(Y=1)} \Phi\left(P_{0}\right)\right. \\
& \left.\quad-\int_{z<Z_{i}} \frac{P_{0}(Z>z, Y=1)}{P_{0}(Z>z)^{2}} d F_{0, Z \mid Y=1}(z)+\Phi\left(P_{0}\right)\right\} \\
& +\frac{1}{n} \sum_{i=1}^{n}\left\{\frac{Y_{i}}{P_{0}(Y=1)} \cdot \frac{P_{0}\left(Z>Z_{i}, Y=1\right)}{P_{0}\left(Z>Z_{i}\right)}-\Phi\left(P_{0}\right)\right\}+o_{p}\left(n^{-1 / 2}\right)+R_{n, 1} .
\end{aligned}
$$

Bringing all but the remainder terms into the same sum and rearranging gives

$$
\begin{aligned}
\Phi\left(P_{n}\right)-\Phi\left(P_{0}\right)= & \frac{1}{n} \sum_{i=1}^{n}\left\{\int_{z<Z_{i}}\left[Y_{i}-\frac{P_{0}(Z>z, Y=1)}{P_{0}(Z>z)}\right]\left(\frac{1}{P_{0}(Z>z)}\right) d F_{0, Z \mid Y=1}(z)\right. \\
& \left.+\frac{Y_{i}}{P_{0}(Y=1)}\left[\frac{P_{0}\left(Z>Z_{i}, Y=1\right)}{P_{0}\left(Z>Z_{i}\right)}-\Phi_{\psi}\left(P_{0}\right)\right]\right\}+o_{p}\left(n^{-1 / 2}\right)+R_{n, 1} \\
= & \frac{1}{n} \sum_{i=1}^{n} D_{\Phi}\left(P_{0}\right)\left(Z_{i}, Y_{i}\right)+o_{p}\left(n^{-1 / 2}\right)+R_{n, 1} .
\end{aligned}
$$

Where $D_{\Phi}\left(P_{0}\right)\left(Z_{i}, Y_{i}\right)$ is exactly as defined in the statement of Theorem 1.3.1 using reduced notation. The only remaining task is to show that $R_{n}, 1=o_{p}\left(n^{-1 / 2}\right)$.
(ii) Recall that $R_{n, 1}=\left(P_{n}-P_{0}\right)\left(Q_{P_{n}}-Q_{P_{0}}\right)$. Using a key result from Empirical Process Theory [54], we can state that $\left(P_{n}-P_{0}\right)\left(Q_{P_{n}}-Q_{P_{0}}\right)=o_{p}\left(n^{-1 / 2}\right)$ if:

1. $P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right)^{2}=o_{p}(1)$
2. $Q_{P_{n}}-Q_{P_{0}}$ falls in a $P_{0}$-Donsker Class.

We introduce the following notation to prove that the two conditions above are met:

- $Q_{p}(z, y):=\frac{y}{P(Y=1)} \cdot \frac{P(Z>z, Y=1)}{P(Z>z)}$
- $P Q_{p}:=\int Q_{p}(z, y) d P(y, z)$
- $h_{0}:=P_{0}(Y=1)$
- $f_{z}(\tilde{o}):=I(\tilde{z}>z)$
- $f_{1, z}(\tilde{o}):=I(\tilde{y}=1, \tilde{z}>z)$
- $g_{n}(z):=P_{n}(Y=1 \mid Z>z)=\frac{P_{n} f_{z}}{P_{n} f_{1, z}}$
- $h_{n}:=P_{n}(Y=1)$
- Similarly for $g_{0}(z)$ and $h_{0}$

Beginning with condition 1, we can rewrite

$$
\begin{align*}
P_{0}\left(Q_{P_{n}}-Q_{P_{0}}\right)^{2}= & \int y\left(\frac{g_{n}(z)}{h_{n}}-\frac{g_{0}(z)}{h_{0}}\right)^{2} d P_{0}(y, z) \\
= & \int y\left(\frac{g_{n}(z)}{h_{n}} \pm \frac{g_{n}(z)}{h_{0}} \pm \frac{g_{0}(z)}{h_{n}} \pm \frac{g_{0}(z)}{h_{0}}-\frac{g_{0}(z)}{h_{0}}\right)^{2} \\
= & \frac{\left(h_{n}-h_{0}\right)^{2}}{h_{n}^{2} h_{0}^{2}} \int y g_{0}^{2}(z) d P_{0}(y, z)  \tag{A.3}\\
& +\frac{h_{n}^{2}+\left(h_{n}-h_{0}\right)^{2}}{h_{n}^{2} h_{0}^{2}} \int y\left(g_{n}(z)-g_{0}(z)\right)^{2} d P_{0}(y, z) \tag{A.4}
\end{align*}
$$

By the Continuous Mapping Theorem and Slutsky's Theorem, term A. 3 and the portion of A. 4 outside of the integral are both $o_{p}(1)$. Thus, to prove that condition 1 holds, we must only show that $\int y\left(g_{n}(z)-g_{0}(z)\right)^{2} d P_{0}(y, z)=o_{p}(1)$.

We can decompose that term and subsequently bound the resulting summands in the following way:

$$
\begin{aligned}
& \int y\left(g_{n}(z)-g_{0}(z)\right)^{2} d P_{0}(y, z) \\
& =\int y\left[\frac{\left(P_{n}-P_{0}\right) f_{z}}{P_{0} f_{1, z}}\right]^{2} d P_{0}(y, z) \\
& \quad+\int y P_{0}^{2} f_{z}\left[\frac{\left(P_{n}-P_{0}\right) f_{1, z}}{P_{n} f_{1, z} P_{0} f_{1, z}}\right]^{2} d P_{0}(y, z) \\
& \quad+\int y\left[\frac{\left\{\left(P_{n}-P_{0}\right) f_{z}\right\}\left\{\left(P_{n}=P_{0}\right) f_{1, z}\right\}}{P_{n} f_{1, z} P_{0} f_{1, z}}\right]^{2} d P_{0}(y, z) \\
& \quad<\int \frac{y}{P_{0}^{2} f_{1, z}}\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{z}\right|\right)^{2} d P_{0}(y, z) \\
& \quad+\int \frac{y P_{0}^{2} f_{z}}{P_{n}^{2} f_{1, z} P_{0}^{2} f_{1, z}}\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{1, z}\right|\right)^{2} d P_{0}(y, z) \\
& \quad \int \frac{y}{P_{n}^{2} f_{1, z} P_{0}^{2} f_{1, z}}\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{z}\right|\right)^{2}\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{1, z}\right|\right)^{2} d P_{0}(y, z) .
\end{aligned}
$$

We can then pull each of the Sup terms out of the integrals to obtain

$$
\begin{align*}
& \left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{z}\right|\right)^{2} \int \frac{y}{P_{0}^{2} f_{1, z}} d P_{0}(y, z)  \tag{A.5}\\
& \quad+\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{1, z}\right|\right)^{2} \int \frac{y P_{0}^{2} f_{z}}{P_{n}^{2} f_{1, z} P_{0}^{2} f_{1, z}} d P_{0}(y, z)  \tag{A.6}\\
& \quad+\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{z}\right|\right)^{2}\left(\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{1, z}\right|\right)^{2} \int \frac{y}{P_{n}^{2} f_{1, z} P_{0}^{2} f_{1, z}} d P_{0}(y, z) \tag{A.7}
\end{align*}
$$

$\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{z}\right|$ can be equivalently written as $\operatorname{Sup}_{f \in \mathcal{F}}\left|\left(P_{n}-P_{0}\right) f\right|$ where $\mathcal{F}=$ $\left\{f_{z}: 0 \leq z \leq 1\right\}$. Note that $\mathcal{F}$ is a Donsker class [18] and thus $\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{z}\right|=$ $\operatorname{Sup}_{f \in \mathcal{F}}\left|\left(P_{n}-P_{0}\right) f\right|=O_{p}\left(n^{-1 / 2}\right)$. Similarly, $\operatorname{Sup}_{\tilde{z} \in(0,1)}\left|\left(P_{n}-P_{0}\right) f_{1, z}\right|=O_{p}\left(n^{-1 / 2}\right)$. Thus, the terms outside of the integrals in A.5, A.6, A. 7 are $O_{p}\left(n^{-1}\right), O_{p}\left(n^{-1}\right)$, and $O_{p}\left(n^{-2}\right)$ respectively. Each of those terms is then certainly $O_{p}(1)$ allowing us to write

$$
\begin{align*}
& \int y\left(g_{n}(z)-g_{0}(z)\right)^{2} d P_{0}(y, z) \\
& =O_{p}(1) \int \frac{y}{P_{0}^{2} f_{1, z}} d P_{0}(y, z) \\
& \quad+O_{p}(1) \int \frac{y P_{0}^{2} f_{z}}{P_{n}^{2} f_{1, z} P_{0}^{2} f_{1, z}} d P_{0}(y, z) \\
& \quad+O_{p}(1) \int \frac{y}{P_{n}^{2} f_{1, z} P_{0}^{2} f_{1, z}} d P_{0}(y, z) . \tag{A.8}
\end{align*}
$$

The stochastic order of the sum above is dictated by A.8. Plugging in the definition of the $f_{1, z}$, we can rewrite that term as

$$
O_{p}(1) \int \frac{y}{P_{n}(Y=1, Z \geq)^{2} P_{0}(Y=1, Z \geq z)^{2}} P_{0}(d z \mid Y=1)
$$

By the Continuous Mapping Theorem and the assumption given in Theorem 1.3.1,

$$
\int \frac{y}{P_{n}(Y=1, Z \geq)^{2} P_{0}(Y=1, Z \geq z)^{2}} P_{0}(d z \mid Y=1)=O_{p}(1)
$$

Thus, we can conclude that $\int y\left(g_{n}(z)-g_{0}(z)\right)^{2} d P_{0}(y, z)=o_{p}(1) O_{p}(1) O_{p}(1)=o_{p}(1)$, and that condition 1 is met.

We next turn to condition 2. We will show that $Q_{P_{n}}-Q_{P_{0}}$ has bounded uniform sectional variation norm (USVN) with probability tending to 1 which is a sufficient condition to show that it falls in a $P_{0}$-Donsker Class. Throughout the remainder of the proof, we assume that $P_{0}(Y=1)>\delta$ for some $\delta>0$. The USVN of $Q_{P_{n}}-Q_{P_{0}}$ is

$$
\begin{align*}
&\left\|Q_{P_{n}}-Q_{P_{0}}\right\|_{V}^{*}=\max \left\{\operatorname{Sup}_{y, z}\left|Q_{P_{n}}(y, z)-Q_{P_{0}}(y, z)\right|,\right.  \tag{A.9}\\
& \operatorname{Sup}_{y} \int\left|Q_{P_{n}}(y, d z)-Q_{P_{0}}(y, d z)\right|,  \tag{A.10}\\
& \operatorname{Sup}_{z} \int\left|Q_{P_{n}}(d y, z)-Q_{P_{0}}(d y, z)\right|,  \tag{A.11}\\
&\left.\int\left|Q_{P_{n}}(d y, d z)-Q_{P_{0}}(d y, d z)\right|\right\} \tag{A.12}
\end{align*}
$$

Term A. 9 can be written

$$
\begin{aligned}
& \operatorname{Sup}_{z}\left|Q_{P_{n}}(1, z)-Q_{P_{0}}(1, z)\right| \\
& =\operatorname{Sup}_{z}\left|\frac{g_{n}(z)}{h_{n}}-\frac{g_{0}(z)}{h_{0}}\right| \leq \frac{2}{\delta}+o_{p}(1) .
\end{aligned}
$$

Term A. 10 can be written

$$
\begin{aligned}
& \int\left|Q_{P_{n}}(1, d z)-Q_{P_{0}}(1, d z)\right| \\
& =\int\left|\frac{g_{n}(d z)}{h_{n}}-\frac{g_{0}(d z)}{h_{0}}\right| \\
& =\int \frac{g_{n}(d z)-g_{0}(d z)}{h_{0}}+o_{p}(1) \\
& \leq \frac{\operatorname{Sup}_{z}\left|g_{n}(z)-g_{0}(z)\right|}{\delta} \leq \frac{2}{\delta}+o_{p}(1)
\end{aligned}
$$

Term A. 11 can be written

$$
\operatorname{Sup}_{z}\left|Q_{P_{n}}(1, z)-Q_{P_{0}}(1, z)\right| \leq \frac{2}{\delta}+o_{p}(1)
$$

Term A. 12 can be written the in the same way as term A.10:

$$
\int\left|Q_{P_{n}}(1, d z)-Q_{P_{0}}(1, d z)\right| \leq \frac{2}{\delta}+o_{p}(1) .
$$

Thus, $P_{0}\left(\left\|Q_{P_{n}}-Q_{P_{0}}\right\|_{V}^{*} \leq \frac{2}{\delta}\right) \rightarrow 1$ as $n \rightarrow \infty$ and so $Q_{P_{n}}-Q_{P_{0}}$ has bounded USVN, with probability tending to 1 . The class of functions with bounded USVN is a Donkser class [48]. Thus condition 2 is met and the proof is complete.

## A. 3 Theorem 1.3.1 Condition Examination

Here we present evidence that, the condition in Theorem 1.3.1 that $\int \frac{d P_{0}(Z \leq z \mid Y=1)}{P_{0}(Z \geq z \mid Y=1)^{4}}<\infty$ is likely too stringent and that there exists lighter conditions under which the parameter is asymptotically linear with the given influence function.

Consider the scenario in which $P_{0}(Y=1)=0.5$ and $Z \sim \operatorname{Unif}(0,1)$ independent of $Y$. In the context of a binary classification problem, this would indicate an uninformative machine learning model which generates a score at random. Here, the


Figure A.1: Coverage probabilities of $95 \%$ confidence intervals for the AUPRC. Probabilities are calculated as the proportion of times the interval covered the true parameter out of 5000 iterations.
true AUPRC is 0.5 . The term of interest is

$$
\int \frac{16}{\left[P_{0}(Z \geq z \mid Y=1) P(Y=1)\right]^{4}} d z=\int \frac{16}{(1-z)^{4}} d z>\infty
$$

Thus the condition is not satisfied. We conducted simulations under this data generating distribution at a variety of sample sizes. For each sample size, we generated data according to $P_{0}(Y=1)=0.5$ and $Z \sim \operatorname{Unif}(0,1)$ and calculated the NPMLE of the AUPRC and constructed confidence intervals using the variance of the influence function given in Theorem 1.3.1. This process was repeated 5000 times per sample size.

Coverage probabilities of $95 \%$ confidence intervals converge to $95 \%$ (A.1), and bias scaled by $\sqrt{n}$ shrinks to 0 as sample size increases. Thus, we can still do valid estimation and inference even while violating the condition.


Figure A.2: Scaled absolute bias of the NPMLE of the AUPRC at several sample sizes. Results at a given sample size are averaged over 5000 iterations.

## A. 4 Theorem 1.3.2 Proof

By Theorem 1.3.1, each AUPRC plug-in estimator $\Phi_{\psi_{n, k}}\left(P_{n, k}^{1}\right)$ of $\Phi_{\psi_{n, k}}\left(P_{0}\right)$ is asymptotically linear, and we can write

$$
\begin{aligned}
\phi_{n, \mathrm{cv}}-\phi_{0, \mathrm{cv}} & =\frac{1}{K} \sum_{k=1}^{K}\left[\Phi_{\psi_{n, k}}\left(P_{n, k}^{1}\right)\right]-\frac{1}{K} \sum_{k=1}^{K}\left[\Phi_{\psi_{n, k}}\left(P_{0}\right)\right] \\
& =\frac{1}{K} \sum_{k=1}^{K}\left(P_{n, k}^{1}-P_{0}\right) D_{\Phi_{\psi_{n, k}}}\left(P_{0}\right)+o_{p}\left(n^{-1 / 2}\right) .
\end{aligned}
$$

We can decompose the first term in the sum above into two pieces:

$$
\begin{aligned}
\frac{1}{K} \sum_{k=1}^{K}\left(P_{n, k}^{1}-P_{0}\right) D_{\Phi_{\psi_{n, k}}}\left(P_{0}\right) & =\frac{1}{K} \sum_{k=1}^{K}\left(P_{n, k}^{1}-P_{0}\right) D_{\Phi_{\psi_{k}}}\left(P_{0}\right) \\
& +\frac{1}{K} \sum_{k=1}^{K}\left(P_{n, k}^{1}-P_{0}\right)\left\{D_{\Phi_{\psi_{n, k}}}\left(P_{0}\right)-D_{\Phi_{\psi_{k}}}\left(P_{0}\right)\right\} .
\end{aligned}
$$

By the assumption that $P_{0}\left\{D_{\Phi_{\psi_{n, k}}}\left(P_{0}\right)-D_{\Phi_{\psi_{k}}}\left(P_{0}\right)\right\}^{2} \xrightarrow{p} 0$ and Theorem 2.14.1 in [53], we can write for the second piece that

$$
\frac{1}{K} \sum_{k=1}^{K}\left(P_{n, k}^{1}-P_{0}\right)\left\{D_{\Phi_{\psi_{n, k}}}\left(P_{0}\right)-D_{\Phi_{\psi_{k}}}\left(P_{0}\right)\right\}=o_{p}\left(n^{-1 / 2}\right)
$$

Finally, we note that the first piece can be rewritten

$$
\frac{1}{K} \sum_{k=1}^{K}\left(P_{n, k}^{1}-P_{0}\right) D_{\Phi_{\psi_{k}}}\left(P_{0}\right)=\left(P_{n}-P_{0}\right) D_{\Phi_{\psi_{k}}}\left(P_{0}\right)
$$

Thus, we have that

$$
\begin{aligned}
\phi_{n, \mathrm{cv}}-\phi_{0, \mathrm{cv}} & =\left(P_{n}-P_{0}\right) D_{\Phi_{\psi_{k}}}\left(P_{0}\right)+o_{p}\left(n^{-1 / 2}\right) \\
& =\frac{1}{n} \sum_{i=1}^{n} D_{\Phi_{\psi_{k}}}\left(P_{0}\right)\left(O_{i}\right)+o_{p}\left(n^{-1 / 2}\right) .
\end{aligned}
$$

The CV estimator is therefore asymptotically linear and has the follows the asymptotic distribution stated in the theorem.

## A. 5 Supplementary Figures



Figure A.3: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with no imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure A.4: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure A.5: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with large imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure A.6: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Logistic Regression on data with no imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure A.7: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Logistic Regression on data with imbalance. 5 and 10 on the x -axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure A.8: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Logistic Regression on data with large imbalance. 5 and 10 on the $x$-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations.


Figure A.9: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with no imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations. Restricted to $n=200,4000,6000$ for easier viewing.


Figure A.10: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with imbalance. 5 and 10 on the x -axis indicate number of outer folds $K$. In each case results are based on 1000 simulations. Restricted to $n=200,4000,6000$ for easier viewing.


Figure A.11: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Random Forest on data with large imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations. Restricted to $n=200,4000,6000$ for easier viewing.


Figure A.12: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Logistic Regression on data with no imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations. Restricted to $n=200,4000,6000$ for easier viewing.


Figure A.13: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Logistic Regression on data with imbalance. 5 and 10 on the x-axis indicate number of outer folds $K$. In each case results are based on 1000 simulations. Restricted to $n=200,4000,6000$ for easier viewing.


Figure A.14: Scaled absolute bias, variance, and mean squared error (MSE) for CV and CV-OS estimators of the performance of Logistic Regression on data with large imbalance. 5 and 10 on the x -axis indicate number of outer folds $K$. In each case results are based on 1000 simulations. Restricted to $n=200,4000,6000$ for easier viewing.

## Appendix B

## Chapter 3 Supplementary Material

## B. 1 Theorem 3.2.1 Proof

Throughout the appendix we adopt the notation that for a $P$-measurable function $f$, $P f:=\int f d P$.

Consider the pseudo-outcome for learning $\mu_{0}(a, W)-\mu_{0}(0, W)$ defined for an observation $O_{i}$ as

$$
D_{\mu, \pi}^{a}\left(O_{i}\right)=\left[\frac{\mathbb{1}_{a}\left(A_{i}\right)}{\pi\left(a \mid W_{i}\right)}-\frac{\mathbb{1}_{0}\left(A_{i}\right)}{\pi\left(0 \mid W_{i}\right)}\right]\left\{Y_{i}-\mu\left(A_{i}, W_{i}\right)\right\}+\mu\left(a, W_{i}\right)-\mu\left(0, W_{i}\right)
$$

Let $\mathcal{A}$ denote the set of possible treatments. Consider that

$$
\begin{aligned}
& E_{0}\left[D_{\mu, \pi}^{a}(O) \mid W\right]=E_{0}\left(\left.\left[\frac{\mathbb{1}_{a}(A)}{\pi(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\pi(0 \mid W)}\right]\{Y-\mu(A, W)\}+\mu(a, W)-\mu(0, W) \right\rvert\, W\right) \\
& =E_{0}\left(\left.\left[\frac{\mathbb{1}_{a}(A)}{\pi(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\pi(0 \mid W)}\right]\{Y-\mu(A, W)\} \right\rvert\, W\right)+\mu(a, W)-\mu(0, W) \\
& =E_{0}\left\{\left.E_{0}\left(\left.\left[\frac{\mathbb{1}_{a}(A)}{\pi(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\pi(0 \mid W)}\right]\{Y-\mu(A, W)\} \right\rvert\, A, W\right) \right\rvert\, W\right\}+\mu(a, W)-\mu(0, W) \\
& =E_{0}\left(\left[\frac{\mathbb{1}_{a}(A)}{\pi(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\pi(0 \mid W)}\right]\left\{\mu_{0}(A, W)-\mu(A, W) \mid W\right)+\mu(a, W)-\mu(0, W)\right. \\
& =\sum_{u \in \mathcal{A}}\left(\left[\frac{I(u=a)}{\pi(a \mid W)}-\frac{I(u=0)}{\pi(0 \mid W)}\right]\left\{\mu_{0}(u, W)-\mu(u, W)\right\}\right) \pi_{0}(u \mid W)+\mu(a, W)-\mu(0, W) \\
& =\frac{\pi_{0}(a \mid W)}{\pi(a \mid W)}\left\{\mu_{0}(a, W)-\mu(a, W)\right\}-\frac{\pi_{0}(0 \mid W)}{\pi(0 \mid W)}\left\{\mu_{0}(0, W)-\mu(0, W)\right\}+\mu(a, W)-\mu(0, W) .
\end{aligned}
$$

Thus, $E_{0}\left[D_{\mu, \pi}^{a}(O) \mid W\right]=\mu_{0}(a, W)-\mu_{0}(0, W)$ if either $\mu=\mu_{0}$ or $\pi=\pi_{0}$.

## B. 2 Theorem 3.4.1 Proof

Consider the oracle regret $P_{0}\left[L_{\mathrm{S}, \mu_{0}}^{a}\left(\hat{\psi}_{\mathrm{S}}\right)-L_{\mathrm{S}, \mu_{0}}^{a}\left(\psi_{0}\right)\right]$ for learning the effect of treatment $a$.
(i) When $V=W, \hat{\psi}_{\mathrm{S}}(a \mid v)=\hat{\mu}(a \mid v)-\hat{\mu}(0 \mid v)$. Thus,

$$
\begin{aligned}
P_{0}\left[L_{\mathrm{S}, \mu_{0}}^{a}\left(\hat{\psi}_{\mathrm{S}}\right)-L_{\mathrm{S}, \mu_{0}}^{a}\left(\psi_{0}\right)\right] & =P_{0}\left[\left(\hat{\mu}_{a}-\mu_{a, 0}+\mu_{0,0}-\hat{\mu}_{0}\right)^{2}\right] \\
& =\left\|\hat{\mu}_{a}-\mu_{a, 0}+\mu_{0,0}-\hat{\mu}_{0}\right\|_{2, P_{0}}^{2} \\
& \leq\left(\left\|\left(\hat{\mu}_{a}-\mu_{a, 0}\right)\right\|_{2, P_{0}}+\left\|\mu_{0,0}-\hat{\mu}_{0}\right\|_{2, P_{0}}\right)^{2} \\
& =\hat{R}_{p}^{* 2}
\end{aligned}
$$

where the third line follows from the Triangle Inequality, and the fourth line follows from two applications of the regret rate established for the Highly Adpative Lasso in Nizam and Benkeser [37].

We can also consider simultaneously learning $\psi_{0}(a \mid v)$ for multiple $a$ by considering
a summed loss function

$$
L_{\mathrm{S}, \mu}(\psi)=\sum_{a \in \mathcal{A}_{0}} \omega(a) L_{\mathrm{S}, \mu}^{a}(\psi)
$$

where $\omega(a)$ is any positive weight. Then the oracle regret is as follows:

$$
P_{0}\left[L_{\mathrm{S}, \mu_{0}}\left(\hat{\psi}_{\mathrm{S}}\right)-L_{\mathrm{S}, \mu_{0}}\left(\psi_{0}\right)\right]=\sum_{a \in \mathcal{A}_{0}} \omega(a) P_{0}\left[L_{\mathrm{S}, \mu_{0}}^{a}\left(\hat{\psi}_{\mathrm{S}}\right)-L_{\mathrm{S}, \mu_{0}}^{a}\left(\psi_{0}\right)\right]
$$

where $P_{0}\left[L_{\mathrm{S}, \mu_{0}}^{a}\left(\hat{\psi}_{\mathrm{S}}\right)-L_{\mathrm{S}, \mu_{0}}^{a}\left(\psi_{0}\right)\right]$ achieves the rate established above.
(ii) Again, begin by considering the effect of a single treatment $a$. When $V \subset W$, recall that we first estimate the outcome regression, then regress pseudo-outcome $D_{\hat{\mu}}^{a}(O)=\hat{\mu}(a, W)-\hat{\mu}(0, W)$ on covariates $V$. It is convenient to introduce the following shorthand: $\hat{\psi}(v):=\hat{\psi}_{\mathrm{S}}(a \mid v), \psi_{0}(v):=\psi_{0}(a \mid v), \mu_{0, a}:=\mu_{0}(a, \cdot), \hat{\mu}_{a}:=\hat{\mu}(a, \cdot)$, $L_{0, a}:=L_{\mathrm{S}, \mu_{0}, a}, \hat{L}_{a}:=\hat{L}_{a, \hat{\mu}}, \hat{D}_{a}:=D_{\hat{\mu}}^{a}, D_{0}:=D_{\mu_{0}}^{a}$.

The oracle regret can be written as

$$
\begin{gather*}
P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]=P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]+P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)-\left(\hat{L}_{a}(\hat{\psi})-\hat{L}_{a}\left(\psi_{0}\right)\right)\right] \\
=P_{0}\left[\hat{L}_{a}(\hat{\psi})-\hat{L}_{a}\left(\psi_{0}\right)\right]  \tag{B.1}\\
 \tag{B.2}\\
\quad+P_{0}\left[\hat{L}_{a}\left(\psi_{0}\right)-L_{0, a}\left(\psi_{0}\right)\right]  \tag{B.3}\\
\\
\quad-P_{0}\left[\hat{L}_{a}(\hat{\psi})-L_{0, a}(\hat{\psi})\right]
\end{gather*}
$$

We expect due to the theory of the HAL estimator [8], that (B.1) achieves rate $\hat{R}_{q}^{*}$. We can rewrite (B.2) as:

$$
\begin{aligned}
P_{0}\left[\hat{L}_{a}\left(\psi_{0}\right)-L_{0, a}\left(\psi_{0}\right)\right] & =P_{0}\left[\left(\psi_{0}-\hat{D}_{a}\right)^{2}-\left(\psi_{0}-D_{0, a}\right)\right] \\
& =P_{0}\left[2 \psi_{0}\left(D_{0, a}-\hat{D}_{a}\right)+\hat{D}_{a}^{2}-D_{0}^{a 2}\right]
\end{aligned}
$$

(B.3) can be rewritten similarly:

$$
\begin{aligned}
P_{0}\left[\hat{L}_{a}(\hat{\psi})-L_{0, a}(\hat{\psi})\right] & =P_{0}\left[\left(\hat{\psi}-\hat{D}_{a}\right)^{2}-\left(\hat{\psi}-D_{0, a}\right)^{2}\right] \\
& =P_{0}\left[2 \hat{\psi}\left(D_{0, a}-\hat{D}_{a}\right)+\hat{D}_{a}^{2}-D_{0}^{a 2}\right]
\end{aligned}
$$

Putting all three results together, we can write our oracle regret as

$$
\begin{aligned}
& P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right] \\
& =2 P_{0}\left[\left(\psi_{0}-\hat{\psi}\right)\left(D_{0, a}-\hat{D}_{a}\right)\right]+\hat{R}_{q}^{*} \\
& =2 P_{0}\left[\left\{\mu_{0, a}-\hat{\mu}_{0, a}+\hat{\mu}_{0}-\mu_{0,0}\right\}\left\{\psi_{0}-\hat{\psi}\right\}\right]+\hat{R}_{q}^{*} \\
& =2 P_{0}\left[\left\{\mu_{0, a}-\hat{\mu}_{0, a}\right\}\left\{\psi_{0}-\hat{\psi}\right\}\right]+2 P_{0}\left[\left\{\hat{\mu}_{0}-\mu_{0,0}\right\}\left\{\psi_{0}-\hat{\psi}\right\}\right]+\hat{R}_{q}^{*} \\
& \leq 2 P_{0}\left[\psi_{0}-\hat{\psi}\right]^{1 / 2}\left\{P_{0}\left[\left(\mu_{0, a}-\hat{\mu}_{a}\right)^{2}\right]^{1 / 2}+P_{0}\left[\left(\hat{\mu}_{0}-\mu_{0,0}\right)^{2}\right]^{1 / 2}\right\}+\hat{R}_{q}^{*} \\
& =2 \hat{R}_{q}^{*} o_{p}\left(\left\|\mu_{0, a}-\hat{\mu}_{a}\right\|_{2, P_{0}}+\left\|\hat{\mu}_{0}-\mu_{0,0}\right\|_{2, P_{0}}\right)+\hat{R}_{q}^{*}
\end{aligned}
$$

where the third line results from plugging in the definition of the pseudo-outcome, the fifth line is a result of the Cauchy-Schwartz Inequality, and the sixth line invokes the regret rate established for the Highly Adaptive Lasso in Nizam and Benkeser [37].

Again, we can then consider simultaneously learning $\psi_{0}(a \mid V)$ for multiple $a$ by
considering a summed loss function

$$
L(\psi)=\sum_{a \in \mathcal{A}_{0}} \omega(a) L^{a}(\psi),
$$

where $\omega(a)$ is any positive weight. Then the oracle regret is as follows:

$$
P_{0}\left[L_{0}(\hat{\psi})-L_{0}\left(\psi_{0}\right)\right]=\sum_{a \in \mathcal{A} \backslash\{0\}} \omega(a) P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]
$$

where $P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]$ achieves the rate established above.

## B. 3 Theorem 3.4.2 Proof

Again, we begin by simplifying notation with the following shorthand: $\hat{\psi}:=\hat{\psi}_{\mathrm{DR}}(a \mid v)$, $\psi_{0}:=\psi_{0}(a \mid v), \mu_{0, a}:=\mu_{0}(a, \cdot), \hat{\mu}_{a}:=\hat{\mu}(a, \cdot), L_{0, a}:=L_{\mathrm{DR}, \mu_{0}, \pi_{0}, a}, \hat{L}_{a}:=\hat{L}_{a, \hat{\mu}, \hat{\pi}}$, $\hat{D}_{a}:=D_{\hat{\mu}, \hat{\pi}}^{a}, D_{0}:=D_{\mu_{0}, \pi_{0}}^{a}$.

We start by considering the regret for learning the effect of a single treatment $a$. We use the work from the proof of Theorem 3.4.1, shown in B. 2 and immediately note that

$$
P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]=2 P_{0}\left[\left(D_{0, a}-\hat{D}_{a}\right)\left(\psi_{0}-\hat{\psi}\right)\right]+\hat{R}_{q}^{*}
$$

Applying the Law of Total Expectation, we can rewrite the expectation in that
expression as

$$
\begin{aligned}
P_{0}[ & \left.\left(D_{0}(O)-\hat{D}(O)\right)\left(\psi_{0}-\hat{\psi}\right)\right] \\
& =E_{0}\left[E_{0}\left[\left(D_{0}(O)-\hat{D}(O)\right)\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right) \mid A, W\right]\right] \\
& =E_{0}\left[E_{0}\left[D_{0}(O)-\hat{D}(O) \mid A, W\right]\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right)\right] \\
& =E_{0}\left[E_{0}\left[E_{0}\left[D_{0}(O)-D \hat{(O)} \mid A, W\right]\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right) \mid W\right]\right] \\
& =E_{0}\left[E_{0}\left[E_{0}\left[D_{0}(O)-\hat{D}(O) \mid A, W\right] \mid W\right]\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right)\right]
\end{aligned}
$$

Now consider the inner-most expectation in the term above.

$$
\begin{align*}
& E_{0}\left[D_{0}(O)-\hat{D}(O) \mid A, W\right] \\
& =\left[\frac{\mathbb{1}_{a}(A)}{\pi_{0}(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\pi_{0}(0 \mid W)}\right]\left\{\mu_{0}(A, W)-\mu_{0}(A, W)\right\}+\mu_{0}(a, W)-\mu_{0}(0, W) \\
& \quad-\left[\frac{I\left(A_{i}=a\right)}{\hat{\pi}(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\hat{\pi}(0 \mid W)}\right]\left\{\mu_{0}(A, W)-\hat{\mu}(A, W)\right\}+\hat{\mu}\left(a, W_{i}\right)-\hat{\mu}\left(0, W_{i}\right) \\
& =\left[\frac{\mathbb{1}_{a}(A)}{\hat{\pi}(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\hat{\pi}(0 \mid W)}\right]\left\{\hat{\mu}(A, W)-\mu_{0}(A, W)\right\}+\left\{\mu_{0}(a, W)-\hat{\mu}(a, W)+\hat{\mu}(0, W)-\mu_{0}(0, W\right. \tag{B.4}
\end{align*}
$$

Next, we write

$$
\begin{aligned}
E_{0}\left[E_{0}[ \right. & \left.\left.D_{0}(O)-\hat{D}(O) \mid A, W\right] \mid W\right] \\
= & E_{0}\left[\left.\left\{\frac{\mathbb{1}_{a}(A)}{\hat{\pi}(a \mid W)}-\frac{\mathbb{1}_{0}(A)}{\hat{\pi}(0 \mid W)}\right\}\left\{\hat{\mu}(A, W)-\mu_{0}(A, W)\right\} \right\rvert\, W\right] \\
& \quad+\left\{\mu_{0}(a, W)-\hat{\mu}(a, W)+\hat{\mu}(0, W)-\mu_{0}(0, W)\right\} \\
= & \frac{\pi_{0}(a \mid W)}{\hat{\pi}(a \mid W)}\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}-\frac{\pi_{0}(0 \mid W)}{\hat{\pi}(0 \mid W)}\left\{\hat{\mu}(0, W)-\mu_{0}(0, W)\right\} \\
& \quad+\left\{\mu_{0}(a, W)-\hat{\mu}(a, W)\right)+\left(\hat{\mu}(0, W)-\mu_{0}(0, W)\right\} \\
= & \frac{\pi_{0}(a \mid W)\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}-\hat{\pi}(a \mid W)\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}}{\hat{\pi}(a \mid W)} \\
& \quad+\frac{\hat{\pi}(0 \mid W)\left\{\hat{\mu}(0, W)-\mu_{0}(0, W)\right\}-\pi_{0}(0 \mid W)\left\{\hat{\mu}(0, W)-\mu_{0}(0, W)\right\}}{\hat{\pi}(0 \mid W)} \\
= & \frac{\left\{\pi_{0}(a \mid W)-\hat{\pi}(a \mid W)\right\}\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}}{\hat{\pi}(a \mid W)} \\
& \quad-\frac{\left\{\pi_{0}(0 \mid W)-\hat{\pi}(0 \mid W)\right\}\left\{\hat{\mu}(0, W)-\mu_{0}(0, W)\right\}}{\hat{\pi}(0 \mid W)} .
\end{aligned}
$$

Thus, returning to the original regret rate, we can say that

$$
\begin{aligned}
& P_{0}\left[L_{0}(\hat{\psi})-L_{0}\left(\psi_{0}\right)\right] \\
& \quad=2 E_{0}\left[\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right)\left(D_{0}(O)-\hat{D}(O)\right)\right]+\hat{R}_{q}^{*} \\
& =2 E_{0}\left[\left(\frac{\left\{\pi_{0}(a \mid W)-\hat{\pi}(a \mid W)\right\}\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}}{\hat{\pi}(a \mid W)}\right)\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right)\right] \\
& \quad-2 E_{0}\left[\left(\frac{\left\{\pi_{0}(0 \mid W)-\hat{\pi}(0 \mid W)\right\}\left\{\hat{\mu}(0, W)-\mu_{0}(0, W)\right\}}{\hat{\pi}(0 \mid W)}\right)\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right)\right] .
\end{aligned}
$$

We can then apply the Cauchy-Schwartz inequality two times:

$$
\begin{aligned}
& E_{0}\left[\left(\frac{\left\{\pi_{0}(a \mid W)-\hat{\pi}(a \mid W)\right\}\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}}{\hat{\pi}(a \mid W)}\right)\left(\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right)\right] \\
& \quad \leq E_{0}\left[\frac{\left\{\pi_{0}(a \mid W)-\hat{\pi}(a \mid W)\right\}^{4}}{\hat{\pi}(a \mid W)^{4}}\right]^{1 / 4} E_{0}\left[\left\{\hat{\mu}(a, W)-\mu_{0}(a, W)\right\}^{4}\right]^{1 / 4} \\
& \quad \cdot E_{0}\left[\left\{\psi_{0}(a \mid V)-\hat{\psi}(a \mid V)\right\}^{2}\right]^{1 / 2}
\end{aligned}
$$

We can apply the regret rate established for HAL in Nizam and Benkeser [37] to the third term in the product above. Assuming that $\hat{\pi}(a \mid w)$ is bounded away from 0 and 1, we can establish the following rate:

$$
\begin{aligned}
& P_{0}\left[L_{\hat{\mu}, \hat{\pi}}\left(\psi_{n}\right)-L_{\hat{\mu}, \hat{\pi}}\left(\psi_{0}\right)\right] \\
& =o_{p}\left(\left\|\pi_{a, 0}-\hat{\pi}_{a}\right\|_{4, P_{0}} \cdot\left\|\hat{\mu}_{a}-\mu_{a, 0}\right\|_{4, P_{0}}\right) \hat{R}_{q}^{*} \\
& \quad+o_{p}\left(\left\|\pi_{0,0}-\hat{\pi}_{0}\right\|_{4, P_{0}} \cdot\left\|\hat{\mu}_{0}-\mu_{0,0}\right\|_{4, P_{0}}\right) \hat{R}_{q}^{*} \\
& \quad \quad+\hat{R}_{q}^{*} .
\end{aligned}
$$

We can also consider simultaneously learning $\psi_{0}(a \mid V)$ for multiple $a$ by considering a summed loss function

$$
L(\psi)=\sum_{a \in \mathcal{A}_{0}} \omega(a) L^{a}(\psi),
$$

where $\omega(a)$ is any positive weight. Then the oracle regret is as follows:

$$
P_{0}\left[L_{0}(\hat{\psi})-L_{0}\left(\psi_{0}\right)\right]=\sum_{a \in \mathcal{A}_{0}} \omega(a) P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]
$$

where $P_{0}\left[L_{0, a}(\hat{\psi})-L_{0, a}\left(\psi_{0}\right)\right]$ achieves the rate established above.

## B. 4 Further 2-Arm Simulation Results

Additional evaluation metrics for the simulation study discussed in the main body of the paper area included below (Figures B.1, B.2, and B.3). Treating assignment of the treatment rule as a binary classification problem, we calculated the Accuracy, Sensitivity, and Specificity of each estimation method. Again we see that DoublyRobust estimation with HAL is at or among the top performers in each setting.


Figure B.1: Accuracy, Sensitivity, and Specificity results for learning the learning the binary optimal treatment rule in the Linear CATE setting.

## B. 5 Multi-Arm Simulation Results

We conducted additional simulations to test our methodology in a scenario with three treatment arms. Simulations were conducted under two settings, linear and polynomial so named for the chosen functional form of the true CATEs. In each setting we considered a continuous outcome $Y$ and treatment with three arms, $A \in\{0,1,2\}$. Counterfactual outcome values were calculated by adding standard normal random


Figure B.2: Accuracy, Sensitivity, and Specificity results for learning the learning the binary optimal treatment rule in the Polynomial CATE setting.
noise to the specified true outcome regression. Treatment values were assigned by randomly sampling from $\{0,1,2\}$. In each setting, we specified that each treatment have equal probability $(P(A=a)=1 / 3$ for $a=1,2,3)$.

We simulated data at sample sizes $n=50,100,200$, and 500 . We generated data, fit models to estimate the CATEs and OTP and evaluated performances using CATE estimate $L_{2}$ norms, estimated policy values, and accurracy of treatment assignment. This process was replicated 1000 times at each sample size, and results were averaged. Below are descriptions of each setting.

## Linear setting

Here we considered $p=5$ covariates, and set the task of estimating the treatment effect conditional on all five. All covariates were simulated independently from standard normal distributions. The true outcome regression was $\mu_{0}(a, w)=\mathbb{1}_{1}(a)\left(4+5 * w_{1}\right)+$ $\mathbb{1}_{2}(a)\left(3+4 * w_{2}\right)+w_{2}-3 * w_{3}+5 * w_{3} w_{4}$.

Polynomial setting


Figure B.3: Accuracy, Sensitivity, and Specificity results for learning the learning the binary optimal treatment rule in the Sinusoidal CATE setting with $C=1$. At $n=50$, Causal Forest showed abnormally low performance and is omitted from the plot to keep other learners distinguishable.

Here we again considered $p=5$ covariates and aimed to estimate the CATEs conditional on all 5 . This time we specified a polynomial function of covariates for the outcome regression: $\mu_{0}(a, w)=\mathbb{1}_{1}(a)\left(5+2 w_{1}-3 w_{3} w_{5}^{2}+2 w_{4}^{3}\right)+\mathbb{1}_{2}(a)\left(w_{1}+2 w_{3} w_{4}^{2}\right)+w_{2}$.

## Interpretation

Results in these simulations were consistent with the two treatment arm settings. Both S and DR-Learners with HAL consistently show performance superior to Causal Forest (Figure B. 5 and Figure B.6). In some cases, the S-Learner with Super Learner shows some marginal improvement over HAL based methods.


Figure B.4: Accuracy, Sensitivity, and Specificity results for learning the learning the binary optimal treatment rule in the Sinusoidal CATE setting with $C=10$.


Figure B.5: Multi-arm simulation results in the Linear setting. A simple mean estimator was used to estimate the propensity score for the DR-Learner with HAL. The bottom left and bottom right panels show $L_{2}$ norms for $\hat{\psi}(1 \mid v)$ and $\hat{\psi}(2 \mid v)$ respectively.


Figure B.6: Multi-arm simulation results in the polynomial setting. A simple mean estimator was used to estimate the propensity score for the DR-Learner with HAL. The bottom left and bottom right panels show $L_{2}$ norms for $\hat{\psi}(1 \mid v)$ and $\hat{\psi}(2 \mid v)$ respectively.
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