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Abstract

STATISTICAL METHODS FOR ANALYZING COMPOSITIONAL HUMAN

MICROBIOME DATA

By

Yingtian Hu

With recent development in high-throughput sequencing technologies, human microbiome
data are becoming more readily available, which drives people’s interest in studying rela-
tionships between human microbiome and host diseases. Despite the fact that research in
this field is booming, due to complex features of microbiome data, namely, compositionality,
high dimensionality, sparsity, overdispersion, and experimental bias, researchers face many
statistical challenges when analyzing the data. In particular, compositionality of microbiome
data refers to the fact that the sequencing depth (library size) of each sample is noninforma-
tive, and converting the read counts into relative abundances yields compositional data. In
this dissertation, we propose novel statistical methods for analyzing compositional human
microbiome data. The dissertation is composed of three topics.

In the first topic, we address the problem of detecting differentially abundant bacterial
taxa, i.e., taxa whose abundances are associated with the trait (condition) of interest. Our
goal is to detect the taxa that initially respond to the condition change, not the taxa that
show changes in relative abundance because of the compositional constraint. In this case,
the null hypothesis that is tested at a taxon is that the ratio of the relative abundances at
the taxon against some null taxon is unchanged. Existing methods tend to produce excessive
false positive findings because they may improperly handle the sparsity of data, incorrectly
identify the reference taxon, and fail to account for the experimental bias. To address these
issues, we develop a novel method for compositional analysis of differential abundance, based
on a robust version of logistic regression that we call LOCOM (LOgistic COMpositional
analysis). Our method circumvents the use of pseudocount, does not require the reference
taxon to be null, and does not require normalization of the data. Further, it is applicable to a
variety of microbiome studies with binary or continuous traits of interest and can account for
potentially confounding covariates. We present simulation results to explicitly demonstrate
the advantages of our proposed methods in terms of higher sensitivity and well-controlled
false discovery rate (FDR) compared with other methods. We apply our method to two
real microbiome datasets and compare with existing methods. LOCOM identifies more
biologically meaningful differential abundant taxa.

In the second topic, we evaluate the impact of interactive bias on compositional analysis
methods in testing differential abundance of taxa. Microbiome data are subject to exper-
imental bias. However, this important feature has often been ignored in the development
of statistical methods for analyzing microbiome data. McLaren, Willis and Callahan (2019)
proposed a model (which we call the MWCmodel) for how such bias affects the measured tax-
onomic profiles, which assumes no taxon-taxon interactions. Our newly developed method,
LOCOM, is robust to the experimental bias that follows the MWC model. However, there



is evidence for taxon-taxon interactions, so it is of interest to re-evaluate LOCOM and other
compositional analysis methods in the presence of the interactive bias. We propose a model
to describe the experimental bias in the measurement of a taxon that allows the contributions
from the other taxa. Using this model, we conduct simulation studies to evaluate the impact
of such experimental bias on the performance of LOCOM, as well as other compositional
analysis methods. Our simulation results indicate that LOCOM is robust to any main bias
and a reasonable range of interactive bias. The other methods tend to have inflated FDR
even when there is only main bias. LOCOM maintains the highest sensitivity among all
methods even when the other methods cannot control the FDR.

In the third topic, we study the association between microbiome composition and survival
outcomes. Existing methods for survival outcomes are restricted to testing associations at
the community level and do not provide results at the individual taxon level. An ad hoc
approach testing taxon-level association using the Cox proportional hazard model may not
perform well in the microbiome setting with sparse count data and small sample sizes. Here
we develop a unified approach, an extension of the linear decomposition model (LDM) that
allows testing both community-level and taxon-level association, to test survival outcomes.
We propose to use the Martingale residuals or the deviance residuals obtained from the
Cox model as continuous covariates in the LDM. We further construct tests that combine
the results of analyzing each set of residuals separately. We also extend PERMANOVA,
the most commonly used distance-based method for testing community-level hypotheses,
to handle survival outcomes in a similar manner. Simulation results demonstrate that the
LDM-based tests preserve the FDR for testing individual taxa and have good sensitivity.
The LDM-based community-level tests and PERMANOVA-based tests have comparable or
better power than competing methods. An analysis of data on the association of the gut
microbiome and the time to acute graft-versus-host disease reveals several dozen associated
taxa and improved community-level tests.



Acknowledgement

First and foremost, I would like to express my deepest gratitude to my advisors, Drs.

Yijuan Hu and Glen A. Satten for their guidance, patience, inspiration, encouragement and

tremendous support over the past years. It has been a great honor to work with them.

They taught me how to think logically, communicate efficiently, be more organized, and pay

attention to detail. They were always very patient and supportive when I had difficulties

during my research. I will never forget their advice in my future endeavors.

I would like to thank my dissertation committee members, Drs. Zhaohui Qin and Hao

Wu, for their precious time, thoughtful comments, and creative ideas. Their comments and

suggestions have led to significantly improvement in this dissertation.

I would like to thank Dr. Jeanie Park for providing me the great opportunity to work

as a biostatistician in her lab. The opportunity provides me with invaluable exposures to

practical research and experience in analyzing real clinical data.

I would like to extend my appreciation to all faculty and staff members in the Department

of Biostatistics and Bioinformatics at Emory, and to all my friends for great memories we

have shared during the past six years.

Finally, I would like to thank my family for their unconditional love and support through-

out my whole life.



Contents

1 Introduction 1

1.1 Overview of human microbiome data . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Association analysis of compositional human microbiome data . . . . . . . . 4

1.2.1 Two biological models . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.2 Community-level tests . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.3 Taxon-level association tests . . . . . . . . . . . . . . . . . . . . . . . 8

1.2.4 Unified approach to testing associations at both the community and

taxon levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3 Experimental bias in microbiome data . . . . . . . . . . . . . . . . . . . . . 11

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 LOCOM: A logistic regression model for testing differential abundance in

compositional microbiome data with false discovery rate control 15

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.2 Multivariate logistic regression model . . . . . . . . . . . . . . . . . . 22

2.2.3 Testing hypotheses at individual taxa . . . . . . . . . . . . . . . . . . 23

2.2.4 Testing the global hypothesis . . . . . . . . . . . . . . . . . . . . . . 25

2.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

i



2.3.1 Simulation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.4 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.1 URT microbiome Data . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.2 PPI microbiome data . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3 Impact of experimental bias on compositional analysis of microbiome data 49

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2.1 MWC model for experimental bias . . . . . . . . . . . . . . . . . . . 53

3.2.2 A general model for experimental bias . . . . . . . . . . . . . . . . . 54

3.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.1 Simulation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.2 Simulations results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4 Testing microbiome associations with survival times at both the commu-

nity and individual taxon levels 67

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3.1 Simulation designs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.4 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4.1 Analysis of the aGVHD data . . . . . . . . . . . . . . . . . . . . . . . 79

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

A Appendix for Chapter 2 87

ii



B Appendix for Chapter 4 101

C Appendix for Chapter 3 112

Bibliography 123

iii



List of Figures

2.1 Simulation results for data (n = 100) with a binary trait (and no confounder).

The power at exp(β) = 1 corresponds to the type I error. The gray dotted

line indicates the nominal type I error 0.05 in the first row and the nominal

FDR 20% in the last row. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2 Simulation results for data (n = 100) with a binary trait and a binary con-

founder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.3 Simulation results for data (n = 100) with a continuous trait (and no con-

founder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.4 Simulation results for data (n = 100) with a continuous trait and a binary

confounder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.5 Simulation results for data (n = 100) with differential experimental bias in

the binary-trait setting (no confounder). . . . . . . . . . . . . . . . . . . . . 45

2.6 Simulation results for data (n = 100) generated from the differential relative

abundance model and the PLNM model in the binary-trait setting (no con-

founder). Here β∗ corresponds to the effect size β used in the LDM paper

(Hu and Satten, 2020); S1-500 and S2 correspond to scenarios S1 and S2 in

the LDM paper, except that in S1-500 there are 500 causal taxa. . . . . . . . 46

2.7 Taxa detected to be differentially abundant in the URT data. . . . . . . . . . 47

iv



2.8 Distributions of relative abundances for taxa in the URT data. The red dots

represent the means. The six taxa in rows 1-3 were detected by LOCOM;

among these, URT-1 was also detected by ANCOM-BC and URT-5 was also

detected by ANCOM. In the last row, “A null taxon” corresponds to the

taxon (Shigella) with the median β̂j,1 value. “A group of null taxa” include

the taxon with the median β̂j,1 value and 20 taxa with β̂j,1 values closest to

(10 less than and 10 greater than) the median; their relative abundances were

averaged. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1 Empirical FDR results for data generated under M1. The rows correspond to

fold change exp(β) = 1, exp(β) = 3 and exp(β) = 5, respectively. . . . . . . 63

3.2 Sensitivity results for data generated under M1. The rows correspond to fold

change exp(β) = 1, exp(β) = 3 and exp(β) = 5, respectively. . . . . . . . . . 64

3.3 Empirical FDR results for data generated under M2. The rows correspond to

fold change exp(β) = 1, exp(β) = 2 and exp(β) = 3, respectively. . . . . . . 65

3.4 Sensitivity results for data generated under M2. The rows correspond to fold

change exp(β) = 1, exp(β) = 2 and exp(β) = 3, respectively. . . . . . . . . . 66

4.1 Sensitivity and empirical FDR of the taxon-specific tests in analysis of simu-

lated data with a confounder Xi (βXZ = 0.8), 50% censoring, and n = 100.

“Cox-f” is the Firth-corrected Cox model. The gray dotted line represents the

nominal FDR level 20% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.2 Power of the global tests in the presence of a covariate βXZ = 0 and a con-

founder βXZ = 0.8. The data were simulated with 50% censoring and n =

100. The gray dotted line represents the nominal type I error level 0.05. . . . 85

4.3 See caption to Figure 4.2. The MiRKAT-S results are the same as those in

Figure 4.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

v



A.1 Simulation results for data (n = 100) with a binary trait and a continuous

confounder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

A.2 Simulation results for data (n = 100) with a continuous trait and a continuous

confounder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

A.3 Simulation results for data (n = 50) with a binary trait (and no confounder). 93

A.4 Simulation results for data (n = 50) with a binary trait and a binary confounder. 94

A.5 Simulation results for data (n = 200) with a binary trait (and no confounder). 95

A.6 Simulation results for data (n = 200) with a binary trait and a binary con-

founder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

A.7 Simulation results for data (n = 100) with a binary trait (and no confounder),

and for the nominal FDR level of 10%. . . . . . . . . . . . . . . . . . . . . . 97

A.8 Simulation results for data (n = 100) with a binary trait and a binary con-

founder, and for the nominal FDR level of 10%. . . . . . . . . . . . . . . . . 98

A.9 Simulation results for data (n = 100) with a binary trait (and no confounder),

generated by modifying M1 to have 500 causal taxa (M1-500) or 20 rare causal

taxa (M1-rare). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

A.10 Simulation results for data (n = 100) with a binary trait and a binary con-

founder, when different values were used for different βj,1. Specifically, the fold

change exp(βj,1) was obtained by coupling an initial fold change with the “scale

factor” exp(β). The initial fold change was sampled from U [0.5, 1.5], which

implies different directions. If the initial fold change was positive (greater

than 1), it was up-scaled (multiplied) by the scale factor to give the final fold

change; if the initial fold change was negative (less than 1), it was down-scaled

(divided) by the scale factor to give the final fold change. Note that the scale

factor exp(β) = 1 does not correspond to the global null. . . . . . . . . . . . 100

vi



B.1 Distributions of the interactive bias γij across samples (box plot) and the

taxon-specific main bias γj (red dot), for all taxa (that passed our filter)

using one replicate of data simulated under M1. For each panel, we sorted

the taxa so that the null taxa appeared first and the causal taxa next, and

then, within each group, we sorted the taxa in ascending order of the main

bias. In S3, we additionally sorted the taxa within each group so that the

taxa belonging to the first half of taxa that were randomly selected appeared

first and the taxa belonging to the remaining half of taxa appeared next. . . 102

B.2 Distributions of the interactive bias γij across samples, for all taxa (that passed

our filter) using one replicate of data simulated under M2. . . . . . . . . . . 103

B.3 Empirical FDR results for data generated under M1, with a confounder. The

rows correspond to fold change exp(β) = 1, exp(β) = 5 and exp(β) = 9,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

B.4 Sensitivity results for data generated under M1, with a confounder. The

rows correspond to fold change exp(β) = 1, exp(β) = 5 and exp(β) = 9,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

B.5 Empirical FDR results for data generated under M2, with a confounder. The

rows correspond to fold change exp(β) = 1, exp(β) = 3 and exp(β) = 5,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

B.6 Sensitivity results for data generated under M2, with a confounder. The

rows correspond to fold change exp(β) = 1, exp(β) = 3 and exp(β) = 5,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

B.7 Sensitivity results for data generated under M1, with a continuous trait. The

rows correspond to fold change exp(β) = 1, exp(β) = 2 and exp(β) = 3,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

vii



B.8 Sensitivity results for data generated under M1, with a continuous trait. The

rows correspond to fold change exp(β) = 1, exp(β) = 2 and exp(β) = 3,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

B.9 Empirical FDR results for data generated under M2, with a continuous trait.

The rows correspond to fold change exp(β) = 1, exp(β) = 1.5 and exp(β) = 2,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

B.10 Sensitivity results for data generated under M2, with a continuous trait. The

rows correspond to fold change exp(β) = 1, exp(β) = 1.5 and exp(β) = 2,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

C.1 Sensitivity and empirical FDR of the taxon-level tests in two more scenarios

when the 11th and 21th taxa, respectively, were associated with the survival

outcome. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

C.2 Results in the scenario when rare taxa (taxa 91-100) were associated with

the event time. Left column: data were simulated and analyzed based on the

relative abundance scale, same as in model M1. Right column: data were sim-

ulated and analyzed based on the presence-absence scale (except for OMiSA),

same as in model M2.The censoring rate was 50% and n = 100. Results

of sensitivity and empirical FDR were obtained when Xi was a confounder

(βXZ = 0.8). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

C.3 Results for simulated data with 75% censoring and n = 100. Results of sensi-

tivity and empirical FDR were obtained when Xi was a confounder (βXZ = 0.8).117

C.4 Results for simulated data with 25% censoring and n = 100. Results of sensi-

tivity and empirical FDR were obtained when Xi was a confounder (βXZ = 0.8).118

C.5 Results for simulated data with 50% censoring and n = 50. Results of sensi-

tivity and empirical FDR were obtained when Xi was a confounder (βXZ = 0.8).119

C.6 Martingale and deviance residuals, generated from the Cox model that fit age

and gender as covariates in analysis of the aGVHD data. . . . . . . . . . . . 120

viii



C.7 Survival functions for the overall survival outcome by the presence (blue) and

absence (red) status (based on a singly rarefied OTU table) of the OTUs

detected by LDM-c. The plots were ordered by the adjusted p-values from

LDM-c. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

C.8 See the caption to Figure C.7. The outcome is the time to stage-III aGVHD

here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

ix



List of Tables

2.1 Results in analysis of the two real datasets . . . . . . . . . . . . . . . . . . . 40

4.1 Type I error of the global tests for simulated data with 50% censoring and

n = 100 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.2 Results in analysis of the aGVHD data . . . . . . . . . . . . . . . . . . . . . 83

A.1 Type I error for testing the global hypothesis at nominal level 0.05 . . . . . . 88

A.2 Type I error for testing the global hypothesis at nominal level 0.05,

without adjustment of the confounder . . . . . . . . . . . . . . . . . . . . . . 89

A.3 Taxa (in ascending order of the raw p-value) detected by LOCOM in analysis

of the two real datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

C.1 Type I error of the global tests for simulated data in other cases . . . . . . . 114

x



1

Chapter 1

Introduction
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1.1 Overview of human microbiome data

Human microbiome refers to the genetic material of all the microbota, including but

not limited to bacteria, fungi, protozoa and virus that live on and inside the human body.

Research shows that there are at least 10-100 trillion human microbota, an enormous number,

in one person. This number is 10-fold more than the number of human cells (Ley et al., 2006;

Turnbaugh et al., 2007).

Microbiome have large variation across different human populations. The sets of micro-

biome presenting in a given habitat in all or the vast majority of humans are referred as core

human microbiome. Habitat can be the entire body or a specific body site. For example,

both the gut and smaller region in gut are habitat. The sets of microbiome presenting in

a given habitat in a small group of humans are referred to as variable microbiome. Several

causes may contribute to this variation, namely host genotype, host pathobiology (disease

status), host lifestyle and so on. Meanwhile, large variation also exists for microbiome in

different body sites, like on the skin and in the mouth, stomach, colon and vagina. In order

to better understand the microbiome composition across different human population and

body sites, the human microbiome project (HMP) was initiated and great progress have

been made (Turnbaugh et al., 2007).

A commonly used approach to obtain human microbiome data is 16S ribosomal RNA(rRNA)

sequencing technology. The technology utilizes PCR to target and amplify portions of the

variable regions (V1-V9) of the 16S rRNA gene (Laudadio et al., 2019), which is found

in almost all microorganisms with enough sequence conservation for accurate alignment

(Turnbaugh et al., 2007). Molecular barcodes are then given to amplicons, which would be

further pooled together and sequenced. After sequencing from separate samples, data are

further processed using various publicly available tools, and then clustered into Operational

Taxonomic Units (OTUs) and summarized in a OTU count table. The OTU count table,

consisted of OTUs of samples, summarizes the sequenced abundance of each microbes in

each sample, and would be typically further processed for downstream statistical analysis
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of microbiome data. In addition, lineages information of microbes can be organized hier-

archically by taxonomic tree and phylogenetic tree according to organism similarities and

evolutionary relationships. There are seven different levels of lineages in a taxonomic tree:

species, genus, family, order, class, phylum, and kingdom.

Microbiome data has a number of important features. The first feature is composition-

ality. Because not only the number of sequenced reads varies across different samples, it is

also limited by the capacity of the instrument. The observed read count can not actually

reflect the absolute abundance, but can only reflect relative abundance of microbiome taxa

in the original environment. The second notable features of microbiome data is its high

dimensionality. The number of taxa may range from several hundreds to tens of thousands,

or even larger while the sample size is usually no more than a few hundreds. In some cases,

only dozens of samples are available for analysis. The third feature is high overdispersion.

For the same taxa, even the read depth are very close among samples, observed read count

number can still possibly range from 0 to 1000 across different samples. The fourth feature

is sparsity. Researchers have shown that the percentage of zeros in the data ranges between

50% and 90% for many different studies. Zero counts occur for two reasons: (1) samples have

low read depths so that rare taxa can not be captured; (2) due to the variability of the distri-

bution of microbiome, some taxa are not shared by the entire population and some samples

have 0 count for those taxa. The former is referred as “technical zeros” and the latter is

called “structural zeros”. The fifth feature is the complex correlation structure within data.

Taxa can be correlated with multiple other taxa, and the correlation between different taxa

can be positive or negative. Last but not the least, the measurements of microbiome data

are biased that relative abundances measurement of the taxa in the sample systematically

distort from their true values (Brooks, 2016; Sinha et al., 2017). The bias is resulted from

preferentially measurement of some taxa during each step in an experimental workflow or

protocol (Brooks, 2016; Hugerth and Andersson, 2017; Pollock et al., 2018).
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1.2 Association analysis of compositional human mi-

crobiome data

Many researchers have shown that human microbiome are associated with human health

status, including risk of disease development. For example, Vandeputte et al. (2017) discov-

ered that changes in the microbial ecology of fecal samples were associated with changes in

composition of the gut microbiome of patients diagnosed with Crohn’s disease. Teo et al.

(2015) conducted the study investigating changes in the microbial ecology of the lower res-

piratory tract of children. They found that the composition of microbiome had effect on

infection severity and pathogen spread to lower airways. They also found that the develop-

ment of asthma at later years may be caused by infections at the lower respiratory tract at

a young age. Fettweis et al. (2019) found that women with a lower vaginal levels of Lacto-

bacillus crispatus were more likely to deliver preterm. The acidic environment created by

these bacteria in the vagina may protect the vagina and the womb against harmful microbes.

Therefore, building a better understanding of how human microbiome are associated with

clinical outcomes can help monitor human health status and develop better diagnosis and

treatment of human diseases. Currently, there are two main types of analysis discovering

the association between microbiome composition and clinical outcomes: community-level

association and taxon-level association. Community-level association measures the overall

association of microbial community profiles with clinical outcomes. Taxon-level association

measures the association between individual taxa and clinical outcomes. Taxa with signifi-

cant association are usually named as differentially abundant taxa.

1.2.1 Two biological models

There are (at least) two biological models that can evaluate associations between micro-

biome compositions and clinical outcomes, i.e, how microbial community/taxa may change

when comparing populations with different phenotypes or along a phenotypic gradient. In
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one model, the null hypothesis at community level is that relative abundance of all taxa

remain the same. The “no differential abundance” tested at a taxon is that the taxon rel-

ative abundance remains the same, i.e., any changes in taxon relative abundance across

conditions are of interest. We refer to this hypothesis as “relative abundance hypothesis”

in the following sections of Introduction. The other model only assumes that a few key

taxa vary across different populations, while the rest show changes in relative abundance be-

cause of the compositional constraint. Thus, the second null hypothesis is that the ratios of

relative abundances of taxa and reference non-differentially abundant taxa are unchanged,

or the absolute abundances of taxa are unchanged. Because this hypothesis accounts for

the compositional constraint that a change in relative abundance for one taxon leads to a

counterbalancing change in other taxa, a statistical phenomenon known as compositional

effects, it is generally referred to as compositional analysis. We refer to this hypothesis as

“compositional hypothesis” in the following sections of Introduction.

To test the “relative abundance hypothesis”, total sum scaling (TSS) normalization,

calculated from dividing the counts by the library size, is usually adopted to obtain the

relative abundance microbiome data. To test the “compositional hypothesis”, a commonly-

used strategy is to conduct log-ratio transformation of the mibrobiome data. This strategy is

inspired by Aitchison’s methodology for compositional data that only ratios are well-defined

in compositional data (Aitchison, 1986). Here we give a brief review of two most popular

types of log-ratio transformation. Suppose we have a compositional vector

xxx = [x1, x2, . . . , xJ ]|xi > 0, i = 1, 2, . . . , D;
D∑
i=1

xi = k.

Additive log-ratio (alr) transformation is defined by

alr(xxx) = [log(
x1

xJ

), log(
x2

xJ

), . . . , log(
xJ−1

xJ

)].

The denominator can be an arbitrary component in the vector. The center log ratio (clr)
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transformation is both an isomorphism and an isometry where clr : SD → RD, which is

defined by

clr(xxx) = [log(
x1

g(xxx)
), log(

x2

g(xxx)
), . . . , log(

xJ−1

g(xxx)
)],

where g(xxx) is the geometric mean of all components in xxx.

1.2.2 Community-level tests

Community-level association test, also named as global test for global composition, iden-

tifies the overall association of microbial community profiles with clinical outcomes. We

first review methods for testing the “relative abundance hypothesis”. Two popular methods

are Permutational Multivariate Analysis of Variance (PERMANOVA) (Anderson, 2005) and

Microbiome Regression-based Kernel Association Test (MiRKAT) (Zhao et al., 2015). Both

methods are distance-based methods that use ecologically meaningful dissimilarity metrics to

measure the phylogenetic or taxonomic dissimilarity between different samples (beta diver-

sity). The distances between each pair of samples will then be compared to the distribution

of clinical outcomes of interest via multivariate testing approach. Despite their popularity,

the power of distanced-based testing methods highly depends on the choice of the dissim-

ilarity metric. Popular choices are Bray-Curtis distance, unweighted Unifrac distance, and

weighted Unifrac distance. Generalized Unifrac is another commonly used metric that pro-

poses to balance between weighted and unweighted Unifrac distance. How to choose the best

dissimilarity metric is still a question in practice because it requires prior knowledge of how

the microbiome influences the clinical outcome. Researchers have been working on handling

this issue. Zhao et al. (2015) proposed optimal MiRKAT to consider multiple possible dis-

similarity metric simultaneously. Tang, Chen and Alekseyenko (2016) proposed a method

called PERMANOVA-S that ensembles multiple distances metrices to improve the power

of PERMANOVA. Besides PERMANOVA and MiRKAT, Hu and Satten (2020) proposed

a linear decomposition model (LDM) to test global association by building linear model

on relative abundance data or transformation of relative abundance data. They illustrated
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the relationship between LDM with other two distance-based methods, PERMANOVA and

MiRKAT. Meanwhile, they also proposed PERMANOVAFL, a new and more powerful ver-

sion of PERMANOVA with Freedman Lane permutation scheme (Freedman and Lane, 1983).

Besides these distance-based methods, there are other parametric models to test community-

level association. La Rosa et. suggested (La Rosa et al., 2012) using Dirichlet-multinomial

(DM) model to model the distribution of microbiome count data. They assumed that each

count vector should follow a multinomial distribution with underlying proportion parame-

ters sampled from a Dirichlet distribution. The method can test not only the association

between the frequency of microbiome profile and the outcome of interest, but also the associ-

ation between dispersion and the outcome of interest. However, since Dirichlet-multinomial

assumes negative correlation between different taxa, but the correlation between taxa could

be both positive and negative, it may not be a proper probability distribution to model the

microbiome data in practice. In addition, current implementation of DM test can not adjust

for confounding effects. Tang and Chen (2019) proposed another probability distribution,

zero-inflated generalized Dirichlet multinomial distribution (ZIGDM) to model the multivari-

ate taxon counts. Compared with DM, ZIGDM allows incorporating additional parameters

to accommodate the complex correlation structure, over-dispersion and zero-inflation of the

microbiome data. As a multivariate test, ZIGDM cannot handle high-dimensional microbial

taxa.

All aforementioned methods focus on identifying the community-level association be-

tween binary, categorical or continuous clinical outcome. Since finding microbiome associ-

ations with possibly censored survival times is also an important and interesting problem,

researchers have developed MiRKAT-S (Plantinga et al., 2017) and OMiSA (Koh et al., 2018)

to test associations between microbiome data and survival outcomes at the community level.

Both approaches first fit a Cox model to account for the relationship between any fixed covari-

ates (excluding microbiome variables) and survival times. Then, under the random-effects

framework, they compare variance-covariance matrix of the (Martingale) residuals from the
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Cox model with the between-sample distance matrix calculated using the microbiome data:

the similarity between the two matrices represents the extent of association between the

microbiome and the survival outcome. In particular, MiRKAT-S uses an arbitrary distance

matrix. OMiSA is an extension of MiRKAT-S that allows a family of power transformations

of the relative abundance data to weigh abundant taxa and rare taxa differently.

To test the “compositional hypothesis”, (Gloor et al., 2017) suggested applying PER-

MANOVA to clr transformed count data. Since log ratio transformation is not applicable to

zero count, pseudo count is required before transformation.

1.2.3 Taxon-level association tests

Taxon-level association test, also named as individual test, identifies the association be-

tween individual taxa and clinical outcomes. The idea behind is very similar to differential

abundance (DA) analysis in the analysis of other high-throughput sequencing data, such as

microarray and RNA-seq. To test the “relative abundance hypothesis”, a simple approach

for DA when there is only a single binary covariate is to apply Wilcoxon rank-sum test to

the relative abundance data directly. Hu and Satten (2020) proposed to use LDM model,

a more sophisticated approach to test this hypothesis when covariates exist. This approach

models the relative abundance through a linear decomposition model.

For the “compositional hypothesis”, due to the compositional effects, analyses directly

based on relative abundance are not applicable for testing this null hypothesis and are likely

to produce a large number of false positive findings. Therefore, researchers have devel-

oped different strategies to handle this compositionality issue and test this “compositional

hypothesis”.

One of most commonly used strategies to accommodate compositional effect is robust nor-

malization. The idea is to calculate a normalization factor (scale factor), dividing by which

helps reduce or remove the compositional effect so that the abundance of non-differential

taxa are still comparable and the differences of differential taxa are retained. After robust



9

normalization, people can apply standard statistical tools for testing the “compositional

hypothesis”. People have proposed a variety of approaches to normalize microbiome data,

such as cumulative-sum scaling (CSS) (Paulson et al., 2013), GMPR (Chen et al., 2018),

WRENCH (Kumar et al., 2018) and DACOMP (Brill et al., 2019). These approaches usu-

ally require the assumption that only a small fraction of taxa are differentially abundant.

Another commonly used strategy is to conduct log-ratio transformation of the mibro-

biome data as we mentioned earlier. However, there are two important issues using log-ratio

transformation. First, log-ratio transformation can not be applied to zero count. Pseudo

count is usually required before the transformation. Secondly, although ratio keeps the ab-

solute abundance information, it couples the information about two or more taxa so that we

are unable to make inference about single taxon to decide whether it is differentially abun-

dant in terms of absolute abundance. For example, if we use alr transformation and find

the log ratio of taxa i and j are differential across conditions, we still have no information

whether taxa i or taxa j is differentially abundant taxa respectively or both of them are.

However, we can make inference about single taxon if we have a good reference to compare.

In this example, if we know taxa j is non-differentially abundant, we then know that taxa

i is differentially abundant. Therefore, in order to make valid inference for single taxa, a

good reference or a robust normalization factor is still needed for methods based on log-ratio

transformation.

Researchers have introduced log-ratio based methods with different strategies to solve the

above two issues. Fernandes et al. (2014) proposed ALDEx2, a Bayesian compositional data

analysis tool. ALDEx2 firstly converts count values to probabilities via Monte Carlo sam-

pling from the Dirichlet distribution with the addition of a uniform prior. The addition of the

uniform prior solves the zero issue. The tool then applies clr transformation to the sampled

data and treats the geometric mean as a good reference or a robust normalization factor.

Further inferences are conducted on clr-tranformed data. Mandal et al. (2015) proposed AN-

COM, which now has became one of the most popular methods for differential abundance
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analysis in the microbiome data. ANCOM uses alr transformation to obtain log-ratios with a

small positive pseudo count added to zero to handle zero issue in the transformation. When

it comes to identifying differential abundant taxa, ANCOM does not just choose one single

taxon as the reference, but combines results from all taxa. Therefore, the method requires

fitting K(K − 1)/2 models to conduct pairwise comparison for K taxa. Recently, (Lin and

Peddada, 2020) proposed a bias-corrected version of ANCOM, ANCOM-BC that models

log-transformed taxa count with pseudocount under a linear regression framework, and es-

timates the unknown sampling fraction (bias term) through EM algorithm. The sampling

fraction can be considered as normalization factor to help recover the absolute abundances

at the log scale. Inspired by ANCOM and ANCOM-BC, Zhou, Wang, Zhao and Wang

(2022) proposed fastANCOM. Similar to ANCOM-BC, fastANCOM also adopts the linear

regression framework to model the log-transformed taxa count with pseudocount. But unlike

ANCOM-BC, fastANCOM uses a simpler way to estimate the bias term by first identifying

a subset of potentially non-differential taxa, and then estimating the mean difference in the

unknown sampling fraction term between populations. Compared with ANCOM, fastAN-

COM only need fitting K models for K taxa and can provide p-value for each taxa. Zhou,

He, Chen and Zhang (2022) proposed another method based on bias-correction, LinDA that

fits linear regression models on the clr transformed data with pseudocount and then conducts

bias-correction. They demonstrated that LinDA enjoys asymptotic false discovery control

(FDR) control and can be extended to analyze correlated microbiome data. In general, the

most common practice to resolve zero issue is to add a pseudocount, most frequently 1 or

0.5 or even smaller values, to the zeros or all entries of the taxa count table. However, there

is no consensus on how to choose the pseudocount, and it has been shown that the choice

of pseudocount can affect the conclusions of a compositional analysis (Costea et al., 2014;

Paulson et al., 2014).
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1.2.4 Unified approach to testing associations at both the com-

munity and taxon levels

Most methods for microbiome association test can only be conducted at either community

level or taxon level. Since the findings of a community-level test could sometimes be inconsis-

tent with findings of another taxon-level test, no unified testing approaches bring challenges

to resolve these inconsistency. In order to fill this gap, Hu and Satten (Hu and Satten,

2020) proposed a linear decomposition model (LDM) that can not only perform testing at

the community level but also at the individual taxon level, with additional control for FDR.

LDM is based on a linear model that regresses the microbial data at each taxon on the (con-

founding) covariates that we wish to adjust for and the outcome variable(s) that we wish to

test with. Inference is based on permutation to circumvent making parametric assumptions

about the distribution of the taxon-level data. The LDM can be used for testing associa-

tions of microbiome with continuous or categorical (including binary) outcomes. In addition,

LDM is highly versatile: it can analyze the taxon-level data at the relative abundance scale,

the arcsin-root-transformed relative abundance scale (which is variance-stabilizing for Multi-

nomial and Dirichlet-Multinomial count data) or any other transformation, as well as the

presence-absence scale (Hu, Lane and Satten, 2021), and can also accommodate clustered

samples (Zhu et al., 2021). The LDM is designed for testing the “relative abundance hy-

pothesis”. No existing approach has unified the two-level associations between microbiome

compositions and survival outcomes to test the “relative abundance hypothesis”. In addition,

there are no unified approaches to test the “compositional hypothesis”.

1.3 Experimental bias in microbiome data

Research have already shown that microbiome studies are biased, and biases are possibly

introduced in almost every step in the experimental pipeline, resulting from preferentially

measurement of some taxa during each step in an experimental workflow or protocol. For
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example, different bacterial species have different tendencies to lyse so that the DNA they

yield are different during DNA extraction. The number of 16S rRNA gene copies and PCR

products can also be different. Upon that, different bacterial sequences may bind to primers

in different ways so that some taxa are preferentially amplified compared to others. Sequenc-

ing platforms also have different abilities to read DNA with high GC content. Sources of

biases in the bioinformatic processing pipeline include but no limited to read filtering, trim-

ming, deduplication, read mapping. Due to these protocol-dependent and taxon-dependent

biases, microbiome data generated from different protocols are incomparable. Therefore,

without taking bias into account, analyse of microbiome data can lead to false conclusions.

However, modeling every possible sources of bias factors is a complicated task.

McLaren et al. (2019) recently proposed a simple model, which we refer to as the MWC

model here, to model the bias generation process in the microbiome studies. They demon-

strated that MWC can estimate the experimental bias by analyzing mock community data

where true relative abundances are known. In their approach, the observed relative abun-

dance of each taxon is the product of the true relative abundance and a taxon-specific bias

factor normalized by all taxa in the same sample. They assumed 1) biases at all steps in the

experimental pipeline are multiplicative; 2) there are no taxon-taxon interactions, i.e., one

taxon has no effects on the bias factor of the another taxon; 3) there are no covariate affecting

bias factors (like plate effects or variations in extraction protocol. Under these assumptions,

bias factors can be presented as taxon-specific. Later, Zhao and Satten (2021a) proposed

a statistical model that generalizes the MWC model so that more complex questions about

bias factors can be addressed. Their model generalized the MWC model to include covariates

which may affect bias factors, and proposed permutation-based inference procedure to test

complex hypothesis of bias factors across taxa and protocols. One interesting hypothesis

they proposed to test is whether there is taxon-taxon interaction on bias factors.

Although it is well-known that microbiome data are subject to experimental bias, this

crucial feature has often been ignored in the development of many statistical methods, es-
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pecially the methods for differential abundance testing. Therefore, there is an increasing

demand to develop statistical methods that are robust to different types of experimental

bias.

1.4 Outline

In Chapter 2, we develop a novel method for compositional analysis of differential abun-

dance, at both the taxon level and the community level, based on a robust version of logistic

regression that called LOCOM (LOgistic COMpositional analysis). In the Methodology

section, we illustrate the motivations for adopting logistic regression to minimize the effect

of experimental bias in analyzing microbiome data, and describe the details of our framework.

In the Simulations and Data analysis section, we present simulation studies that compare

the performance of LOCOM to other compositional methods. We also compare results from

LOCOM and other methods in two real data application. We conclude with a Discussion

section.

In Chapter 3, we evaluate the impact of interactive bias on compositional analysis meth-

ods in testing differential abundance of taxa. In the Methodology section, we start with the

MWC model that includes only the main bias and then generalize the model to incorporate

interactive bias. In the Simulations section, we present simulation studies that evaluate the

performance of LOCOM, as well as other compositional analysis methods, in the presence

of interactive bias. We conclude with a Discussion section.

In Chapter 4, we propose a unified approach, an extension of LDM, to test the two-level

associations between microbiome data and survival outcomes. In the Methodology section,

we describe our tests based on the Martingale residuals (LDM-m), showing their connection

to MiRKAT-S, OMiSA, and the taxon-by-taxon Cox regression. Then we extend the tests

to use the deviance residuals (LDM-d) and then construct combination tests (LDM-c) that

combine the results from tests using the two types of residuals. In the Simulations and Data
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analysis section, we first present simulation studies and then an application of all methods

to data on a real microbiome data. We conclude with a brief Discussion section.
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Chapter 2

LOCOM: A logistic regression model

for testing differential abundance in

compositional microbiome data with

false discovery rate control
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2.1 Introduction

Microbiome association studies are useful for the development of microbial biomarkers

for prognosis and diagnosis of a disease or for the development of microbial targets (e.g.,

pathogenic or probiotic bacteria) for drug discovery, by detecting the taxa that are most

strongly associated with the trait of interest (e.g., a clinical outcome or environmental factor).

Read count data from 16S amplicon or metagenomic sequencing are typically summarized

in a taxa count (or feature) table. Because the total sample read count (library size) is an

experimental artifact, only the relative abundances of taxa, not absolute abundances, can

be measured. Thus, microbial data are compositional (constrained to sum to 1). Analysis of

microbial associations is further encumbered by data sparsity (having 50–90% zero counts

in the taxa count table), high-dimensionality (having hundreds to thousands of taxa), and

overdispersion. In addition, most microbiome association studies have relatively small sample

sizes; further complications arise as the traits of interest may be either binary or continuous,

and the detected associations may need to be adjusted for confounding covariates. Finally,

any method for detecting taxon-trait associations should control the false discovery rate

(FDR) (Hawinkel et al., 2017). The capability to handle all these features is essential for

any statistical method to be practically useful.

There are (at least) two biological models for how microbial communities may change

when comparing groups with different phenotypes or along a phenotypic gradient. In one

model, a substantial proportion of the taxa in the community change; the concept “commu-

nity state types” exemplifies this approach (see e.g., (Arumugam et al., 2011; Koren et al.,

2013)). The null hypothesis of “no differential abundance” that is tested at a taxon is that

the taxon relative abundance remains the same, i.e., any change in taxon relative abundance

across conditions is of interest. Methods for testing this hypothesis include the linear de-

composition model (LDM) (Hu and Satten, 2020) and direct application of non-parametric

tests (e.g., the Wilcoxon rank-sum test) to relative abundance data or rarefied count data.

In the other model, only a few key taxa are considered to change, while the other taxa show
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changes in relative abundance because of the compositional constraint (Kumar et al., 2018;

Brill et al., 2019). Thus, the null hypothesis that is tested at a taxon is that the ratio of the

relative abundances at the taxon against some null taxon is unchanged. Methods for testing

this hypothesis include ANCOM (Mandal et al., 2015), ANCOM-BC (Lin and Peddada,

2020), ALDEx2 (Fernandes et al., 2014), WRENCH (Kumar et al., 2018), and DACOMP

(Brill et al., 2019). Because the hypothesis in the second model accounts for the compo-

sitional constraint that a change in relative abundance for one taxon necessarily implies a

counterbalancing change in other taxa, it is generally referred to as compositional analysis

(Gloor et al., 2017).

Methods for compositional analysis are typically based on some form of log-ratio trans-

formation of the read count data. The ratio can be formed against a reference taxon or

the geometric mean of relative abundances of all taxa, referred to as additive log-ratio (alr)

or centered log-ratio (clr) transformation, respectively (Aitchison, 1986). Thus, zero count

data, which cannot be log-transformed, is the major challenge in using compositional meth-

ods on microbiome data. A common practice is to add a pseudocount, most frequently 1

or 0.5 or even smaller values, to the zeros or all entries of the taxa count table (Aitchison,

1986; Paulson et al., 2013; Mandal et al., 2015; Zhao et al., 2018; Sohn and Li, 2019; Lin and

Peddada, 2020). However, there is no consensus on how to choose the pseudocount, and it

has been shown that the choice of pseudocount can affect the conclusions of a compositional

analysis (Costea et al., 2014; Paulson et al., 2014).

The most popular pseudocount-based method for compositional analysis is perhaps AN-

COM (Mandal et al., 2015), which has now evolved into ANCOM-BC (Lin and Peddada,

2020). After adding 0.001 to all count data, ANCOM performs the alr transformation and

treats the transformed data as the response of the linear regression model that includes the

traits of interest and confounding variables as covariates. For each taxon, ANCOM uses

all other taxa, one at a time, as the reference in forming the alr transformation, and then

it employs a heuristic strategy to declare taxa that are significantly differentially abundant
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(outputting rankings of taxa instead of p-values). ANCOM-BC first estimates sampling frac-

tions that are different across samples, and then models the log of read count data, in which

zeros are replaced by pseudocount 1, through a linear regression model including the esti-

mated sampling fraction as an offset term. This is essentially a normalization approach that

first attempts to recover the absolute abundances of taxa and then test hypotheses about the

absolute abundances. Unlike ANCOM, ANCOM-BC provides p-values for individual taxa.

Both ANCOM and ANCOM-BC are restricted to group comparisons and can not handle

continuous traits of interest, although adjustment for confounding covariates is supported.

Several methods have been developed that circumvent the use of pseudocount. ALDEx2

(Fernandes et al., 2014) first draws Monte-Carlo samples of non-zero relative abundances

from Dirichlet distributions (with parameters constructed from read count data plus a uni-

form prior 0.5). Then, the sampled relative abundances are clr transformed and tested

against the traits of interest via linear regression to yield p-values and adjusted p-values by

the Benjamini-Hochberg (BH) procedure (Benjamini and Hochberg, 1995a), both of which

are averaged over sampling replicates to give the final p-values and adjusted p-values. How-

ever, the sampling process adds noise to the data which may cause loss of power. In addition,

by using the clr transformation, ALDEx2 is designed to identify differential abundant taxa

relative to the mean of all taxa, which may be sensitive to outliers. DACOMP (Brill et al.,

2019) is a normalization approach that first selects a set of null reference taxa by a data-

adaptive procedure and then normalizes read count data by rarefaction so that each taxon

within the reference has similar counts across samples. However, the selected reference set

may mistakenly contain causal taxa, which may compromise the performance of the nor-

malization. In addition, adjustment for confounding covariates is not supported, although

continuous traits of interest are allowed. WRENCH (Kumar et al., 2018) is also a normaliza-

tion approach that estimates group-specific compositional factors to bring the read counts

of null taxa across groups to a similar level and employs DESeq2 to detect differentially

abundant taxa. It is limited to group comparisons without confounding covariates.
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It is also of interest to test differential abundance at the community (i.e., global) level,

rather than taxon by taxon, using the compositional analysis approach. The most commonly

used method for testing community-level hypotheses about the microbiome is PERMANOVA

(McArdle and Anderson, 2001), which is a distance-based version of ANOVA. For composi-

tional analysis, use of the Aitchison distance is recommended (Gloor et al., 2017), which is

simply the Euclidean distance applied to the clr transformed data (Aitchison et al., 2000).

Again, the clr transformation necessitates the use of pseudocount, so the choice of pseudo-

count may affect the outcome of the test.

Finally, it is of vital interest to develop a method that can provide valid inference even

in the presence of experimental bias. Experimental bias is ubiquitous because each step in

the sequencing experimental workflow (i.e., DNA extraction, PCR amplification, amplicon

or metagenomic sequencing, and bioinformatics processing) preferentially measures (i.e., ex-

tracts, amplifies, sequences, and bioinformatically identifies) some taxa over others (McLaren

et al., 2019; Brooks, 2016; Hugerth and Andersson, 2017; Pollock et al., 2018). For example,

bacterial species differ in how easily they are lysed and therefore how much DNA they yield

during DNA extraction (Costea et al., 2017). As a result, the bias distorts the measured

taxon relative abundances from their actual values.

We are particularly interested in the case of differential bias, where the bias of taxa

that are associated with a trait is systematically different from the bias of null taxa. A

concrete example of this is the differential bias between bacteria in the phyla Bacteroidetes

and Firmicutes. Bacteroidetes are gram-negative, while Firmicutes are gram-positive. It is

known that gram-positive bacteria have strong cell walls and are hence harder to lyse than

gram-negative bacteria; thus gram-positive bacteria may be underrepresented due to bias in

the extraction step. The Bacteroidetes-Firmicutes ratio has been implicated in a number of

studies of the gut microbiome (e.g., (Mariat et al., 2009; Magne et al., 2020)). Thus, studies

that compare Bacteroidetes to Firmicutes may be affected by differential extraction bias. In

some of our simulations, we consider the effect this kind of differential bias can have on the
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FDR.

In this article, we develop a novel method for compositional analysis of differential abun-

dance, at both the taxon level and the global level, based on a robust version of logistic

regression that we call LOCOM (LOgistic COMpositional analysis). Our method circum-

vents the use of pseudocount, does not require the reference taxon to be null, and does not

require normalization of the data. Further, it is applicable to a variety of microbiome studies

with binary or continuous traits of interest and can account for potentially confounding co-

variates. In the methods section, we give the motivation for using logistic regression as a way

to minimize the effect of experimental bias in analyzing microbiome data, and describe the

details of our approach. In the results section, we present simulation studies that compare

the performance of LOCOM to other compositional methods. We also compare results from

LOCOM and other methods in the analysis of two microbiome datasets. We conclude with

a discussion section.

2.2 Methodology

Let Yij be the read count of the jth taxon (j = 1, . . . , J) in the ith sample (i = 1, . . . , n)

and Ni the library size of the ith sample. Because Ni can vary widely between samples, we

focus on the relative abundance data as a form of normalized data. We denote by Pij the

observed relative abundance, given by Yij/Ni. We let Xi be a vector of q covariates including

the (possibly multiple) traits of interest and other (confounding) covariates that we wish to

adjust for, but excluding the intercept.

2.2.1 Motivation

Our starting point is the model of McClaren, Willis and Callahan (McLaren et al., 2019),

as expanded by Zhao and Satten (Zhao and Satten, 2021b), which relates the expected value

of the observed relative abundance, denoted by pij, to the true relative abundance we would
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measure in an experiment with no experimental bias, denoted by πij. In particular, this

model assumes that

log(pij) = log(πij) + γj + αi, (2.1)

where γj is the taxon-specific bias factor that describes how the relative abundance is dis-

torted by the bias, and αi is the sample-specific normalization factor that ensures the com-

position constraint
∑J

j=1 pij = 1. Following (Zhao and Satten, 2021b), we further assume

that the true relative abundance πij can be described by a baseline relative abundance π0
j

that would characterize the true relative abundance of taxon j for a sample having Xi = 0,

and a term that describes how the baseline relative abundance is changed in the presence of

covariates Xi ̸= 0. Then, we can replace (2.1) by

log(pij) = log(π0
j ) +XT

i βj + γj + αi, (2.2)

where βj describes the way the true relative abundance changes with covariates Xi and is

our parameter of interest. The presence of bias factors in (2.1) and (2.2) imply that inference

based on the observed relative abundances Pij may not give valid inference on βj. It is clear

that, without knowing the bias factor γj, we cannot estimate log(π0
j ) as log(π

0
j ) and γj always

appear together as a sum.

We can examine equation (2.2) to see if there are any combinations of parameters that

could potentially be estimated without knowing the bias factors. Analyzing log probability

ratios such as log(pij/pij′) removes the effect of αi (which depends on bias factors through

normalization) but does not remove the effect of γj. However, if we use (2.2) to write log

odds ratios of observed relative abundances for two different taxa and two different samples,

we find

log

(
pijpi′j′

pij′pi′j

)
= (Xi −Xi′)

T(βj − βj′), (2.3)

which is independent of bias factors. This motivates the choice of logistic regression to

analyze microbiome count data.
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Note that testing βj − βj′ = 0 in (2.3) corresponds to testing pij/pij′ = pi′j/pi′j′ , which is

exactly the null hypothesis in a compositional analysis, e.g., in popular compositional models

of the microbiome such as ANCOM and ALDEx2. As a result, logistic regression based on

(2.3) is of interest even without the bias-removal motivation provided here.

2.2.2 Multivariate logistic regression model

Equation (2.3) implies a polychotomous logistic regression of the full n × J taxa count

table. This is numerically difficult as the analysis of each taxon potentially requires all βj

parameters. Instead, we follow Begg and Grey (Begg and Gray, 1984) and analyze data

using separate or “individualized” logistic regressions, each using data from just two taxa

at a time. Rather than considering all possible pairs of taxa, we choose one taxon (without

loss of generality, the Jth taxon) to be a reference taxon, and compare all other taxa to the

reference taxon. Then, if we define µij = pij/(pij + piJ), equation (2.2) implies

log

(
µij

1− µij

)
= θj +XT

i (βj − βJ), 1 ≤ j ≤ J − 1 (2.4)

where the intercepts θj =
[
log(π0

j )− log(π0
J)
]
+(γj − γJ) are treated as nuisance parameters

since estimation of the γjs is not possible when the π0
j s are not known. As written, the

model is over-parameterized because only the J − 1 log odds ratios βj − βJ are identifiable.

To make the full set of βjs identifiable requires a constraint; we temporarily use βJ = 0

with the understanding that βj then refers to an odds ratio that compares taxon j to the

reference taxon J . According to (Begg and Gray, 1984), the efficiency of individualized

logistic regression highly depends on the prevalence (relative abundance) of the reference

category, so we recommend that the reference taxon be a common taxon that is present in

a large number of samples.

To avoid distributional assumptions in a standard logistic regression, we consider the

score functions as estimating functions. When a taxon is rare and/or the sample size is
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small, it may occur that all (or nearly all) counts for that taxon are zero in one group (e.g.,

the case or control group), which is referred to as separation in the literature on logistic

regression. It is known that the Firth bias correction (Firth, 1993), when applied to logistic

regression (Georg and Michael, 2002), solves the problem of separation. Hence, we estimate

(θj, βj) by solving the Firth-corrected score equations

Uj(θj, βj) =
n∑

i=1

[
Yij −Mijµij + hi

(
0.5− µij

)] 1

Xi

 = 0,

where Mij = Yij + YiJ and hi is the ith diagonal element of the weighted hat matrix

W
1
2
j X(XTWjX)−1XTW

1
2
j with the design matrix X (including a column of 1’s corresponding

to the intercept) and the diagonal weight matrixWj = diag {M1jµ1j(1− µ1j), . . . ,Mnjµnj(1− µnj)}.

We let β̂j denote the estimator of βj obtained by solving the above equations.

2.2.3 Testing hypotheses at individual taxa

Now we describe the formula for the null hypotheses we test to decide which taxa are

“null”, i.e. have no effect. Write βj = (βj,1, βj,−1), where βj,1 is the coefficient for the trait

of interest and βj,−1 for the other covariates. We assume the trait of interest has only one

component, but the approach can be generalized to test multiple traits simultaneously (see

Discussion). The naive formula βj,1 = 0 only implies that the effect of the trait on the jth

taxon is the same as the effect of the trait on the reference taxon; thus testing βj,1 = 0 only

identifies null taxa when the reference taxon used in (2.4) is itself null.

As we have no a priori knowledge about whether the reference taxon is null or causal,

we seek an approach that does not require such knowledge; in addition, we need a test for

the reference taxon itself. To this end, we make the assumption that more than half of

the taxa are null taxa, which has been frequently adopted in compositional methods (Brill

et al., 2019; Kumar et al., 2018). With this assumption, we can expect medianj′=1,...,J{βj′,1}

to correspond to the value of βj∗,1 for some taxon j∗ that is null. If we then consider
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parameters β̃j,1 = βj,1 −medianj′=1,...,J{βj′,1} = βj,1 − βj∗,1 in place of parameters βj − βJ in

(2.4), then using β̃j,1 = 0 as a null hypothesis does correspond to testing whether taxon j is

null. Thus, we wish to test the null hypotheses

Hj0 : βj,1 −medianj′=1,...,J{βj′,1} = 0.

Note that centering by the median can also be thought of as replacing the constraint βJ,1 = 0

to identify βj,1s for all j. To test these null hypotheses, we use the statistic

Zj = β̂j,1 −medianj′=1,...,J{β̂j′,1}.

Note that we use β̂J,1 = 0 both when calculating the median and obtaining ZJ for the

reference taxon. Also note that the Zjs are reminiscent of centered log-ratios, in which the

log of the abundance is centered by the mean of the log abundances. Use of the median

in place of the mean for our centering is advantageous as the mean is sensitive to large or

outlying observations that do not affect the median. Since the odds ratios we estimate each

use data from only two taxa, our method is subcompositionally coherent in the sense of

Atchinson (2005).

In the simplest case testing a binary trait that takes values 0 and 1, with no other

covariates, Zj is invariant to different choices of the reference taxon. This is because in

this simple case, all estimated (pairwise) log odds ratios are of the form
(
β̂j,1 − β̂j′,1

)
=

log{n1jn0j′/(n0jn1j′)}, where nxj =
∑

i:Xi=x Yij and so are completely free of the reference

taxon. This holds even if the Firth-corrected estimator is used because, in this simple case,

the Firth-corrected estimator corresponds to adding 1/2 to each nxj (Firth, 1993; Georg and

Michael, 2002); note that nxj is an aggregated read count in a group of samples and thus

this result is fundamentally different from the aforementioned pseudocount approach that

adds a pseudocount to each read count of a sample. For the general case, we evaluate the

dependence of Zj on the reference taxon via simulations.
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To avoid distributional assumptions in sparse microbiome data, we assess the significance

of Zj using the permutation scheme for logistic regression proposed by Potter (Potter, 2005),

which is described as follows. The covariate vector Xi is partitioned into (Ti, Ci) where Ti

denotes the trait of interest and Ci the other covariates. A linear regression of Ti on Ci

and an intercept is fit to obtain the residual Tir, which is then permuted to obtain T
(b)
ir and

to construct the new covariate vector X
(b)
i =

(
T

(b)
ir , Ci

)
. We follow the same procedure as

for the observed dataset to obtain the estimate of βj,1 from the bth permutation replicate,

denoted by β̂
(b)
j,1 , and the corresponding statistic Z(b)

j = β̂
(b)
j,1 − medianj′

{
β̂
(b)
j′,1

}
. We adopt

Sandve’s sequential stopping rule (Sandve et al., 2011) with a minor modification to stop

the permutation procedure, which is described below. For each taxon j, after the Bth

permutation we store the (cumulative) number of times that Z(b)
j falls on the left (i.e., is less

than) and right side (i.e. is greater than) of Zj which we denote by Lj and Rj, respectively.

We count the number of rejections to be 2min(Lj, Rj). The p-value based on B permutations

is given by pj = [2min(Lj, Rj)+1]/(B+1) and the q-value is calculated according to (Sandve

et al., 2011). The permutation procedure is continued until every taxon either has a q-value

below the nominal FDR level or has accumulated a number of rejections exceeding a pre-

specified value (e.g., 100). This stopping rule is slightly different from Sandve’s in that we

obtain β̂
(b)
j,1 for every taxon at every permutation, rather than stopping permutation early for

some taxa, because the median calculation requires β̂
(b)
j,1 from all taxa.

2.2.4 Testing the global hypothesis

The global null hypothesis is that there are no differentially abundant taxa, i.e., Hj0 holds

for every taxon. Given the p-values at individual taxa, it is straightforward to construct a

global test statistic by combining the individual p-values. Here we adopt the harmonic-mean

approach to combining p-values proposed by Wilson et al. (Wilson, 2019a), which is more

robust to the dependence structure among taxa than Fisher’s method, and has more focus

on the smallest p-value(s) (i.e., more power for scenarios with sparse, strong signals) than
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Fisher’s method. The harmonic mean of the pjs is J/
(∑J

j=1 p
−1
j

)
, for which smaller values

correspond to stronger evidence against the null hypothesis. To have a test statistic with

the “usual” directionality, we choose Zglobal =
∑J

j=1 p
−1
j . We use all permutation replicates

generated for taxon-level tests, say B replicates, to assess the significance of Zglobal. At the

bth replicate, the test statistic is Z(b)
global =

∑J
j=1

{
p
(b)
j

}−1
, where p

(b)
j is the p-value of taxon j

for this null replicate. Following (Westfall and Young, 1993), we calculate the null p-value p
(b)
j

using the rank statistic to be p
(b)
j = 2B−1min

{[
rank

(
Z(b)

j

)
− 0.5

]
,
[
B − rank

(
Z(b)

j

)
+ 0.5

]}
,

where rank
(
Z(b)

j

)
is the rank of Z(b)

j among B such statistics. Let Rglobal be the number of

times that Z(b)
global falls on the right hand side of Zglobal. Then, the global p-value is given by(

Rglobal + 1
)
/(B + 1).

2.3 Simulations

2.3.1 Simulation studies

We used simulation studies to evaluate the performance of LOCOM and compare its

performance to other compositional analysis packages. We based our simulations on data

on 856 taxa of the upper-respiratory-tract (URT) microbiome; these taxa correspond to the

“OTUs” in the original report on these data by Charlson et al. (Charlson et al., 2010). We

considered both binary and continuous traits of interest and both binary and continuous

confounders, as well as the case of no confounder. We mainly focused on two causal mech-

anisms. For the first mechanism (referred to as M1), we randomly sampled 20 taxa (after

excluding the most abundant taxon) whose mean relative abundances were greater than

0.005 as observed in the URT data (i.e., ranking among the top 40 most abundant taxa) to

be causal (i.e., associated with the trait of interest). For the second mechanism (referred to

as M2), we selected the top five most abundant taxa (having mean relative abundance 0.105,

0.062, 0.054, 0.050, and 0.049) to be causal. In some cases, we also considered two variations

of M1, one randomly sampling 500 taxa (again excluding the top one) to be causal to create
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a scenario that violated our assumption that more than half of the taxa are null, and one

randomly sampling 20 rare taxa (whose mean relative abundances were between 0.001 and

0.002) to be causal, which are referred to as M1-500 and M1-rare, respectively. For simula-

tions with a confounding covariate, we assumed the confounder was associated with 20 taxa

under M1 (10 sampled at random from the 20 causal taxa and 10 from the null taxa) and 5

taxa under M2 (2 from the 5 causal taxa and 3 from the null taxa). We simulated most data

without adding experimental bias, but did conduct one set of simulations having differential

experimental bias. We focused on datasets having 100 observations but also simulated some

datasets with 50 or 200 observations.

To be specific, we let Ti denote the trait and Ci the confounder for the ith sample. To

generate a binary trait, we selected an equal number of samples with Ti = 1 and Ti = 0.

When a binary confounder was present, we drew Ci from the Bernoulli distribution with

probability 0.2 in samples with Ti = 0 and from the Bernoulli distribution with probability

0.8 in samples with Ti = 1. When a continuous confounder was present, we drew Ci from

the uniform distribution U [−1, 1] in samples with Ti = 0 and U [0, 2] in samples with Ti = 1.

To generate a continuous trait, we sampled it from U [−1, 1] when there was no confounder.

When there was a binary confounder, we used the aforementioned data generated for a binary

trait and a continuous confounder but exchanged the roles of trait and confounder. When

there was a continuous confounder, we generated Ti from U [−1, 1] and a third variable Zi from

U [−1, 1] independently of Ti, and then constructed the confounder Ci = ρTi +
√

1− ρ2Zi,

where ρ was fixed at 0.5.

To simulate read count data for the 856 taxa, we first sampled the baseline (when Ti = 0

and Ci = 0) relative abundances π
(0)
i =

(
π
(0)
i1 , π

(0)
i2 , . . . , π

(0)
iJ

)
of all taxa for each sample

from the Dirichlet distribution Dirichlet(π, θ), where the mean parameter π and overdis-

persion parameter θ took the estimated mean and overdispersion (0.02) from fitting the

Dirichlet-Multinomial (DM) model to the URT data. We formed the relative abundances

pij for all taxa by spiking the j′th causal taxon with an exp(βj′,1) fold change and the j′′th
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confounder-associated taxon with an exp(βj′′,2) fold change, and then re-normalizing the

relative abundances, so that

pij =
exp

(
γj + βj,1Ti + βj,2Ci

)
π
(0)
ij∑J

j′=1 exp
(
γj′ + βj′,1Ti + βj′,2Ci

)
π
(0)
ij′

, (2.5)

where γj was the bias factor for the jth taxon. Note that βj,1 = 0 for null taxa, βj,2 = 0

for confounder-independent taxa, and γj = 0 for all taxa for data without experimental

bias. In most cases, for simplicity, we set βj,1 = β for all causal taxa, and thus β is a single

parameter that we refer to as the effect size; we refer to exp(β) as the fold change. In some

cases, we also considered the more general scenario when different values were sampled for

different βj,1. We fixed βj,2 = log(2) for all confounder-associated taxa. When there was no

confounder, we simply dropped the term βj,2Ci (or equivalently, set βj,2 = 0 for all js) in

calculating pij. In cases with differential experimental bias, we drew γj from N(0, 0.82) for

non-causal taxa and from N(1, 0.82) for causal taxa; thus the bias-related fold changes varied

roughly between 0.2 and 5 for most (95%) non-causal taxa and between 0.55 and 13.5 for

most causal taxa, which are within a reasonable range according to (McLaren et al., 2019).

Finally, we generated the taxon count data for each sample using the Multinomial model

with mean pi = (pi1, pi2, . . . , piJ) and library size sampled from N(10000, (10000/3)2) and

left-truncated at 2000.

In order to evaluate the robustness of our simulation results, we changed our simula-

tion procedure in the following ways. First, we replaced the compositional model (2.5)

by a model that generates microbiome-trait associations by assigning differential relative

abundances only at causal taxa (which corresponds to the first biological model introduced

in Background and constitutes a mis-specified model for LOCOM and other compositional

analyses). Second, we replaced the DM model by a Poisson log-normal mixture (PLNM)

model (which can impose any pre-specified correlation structure across taxa) for generating

read count data. Both replacement models are described in Supplementary Text S2 of our
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LDM paper (Hu and Satten, 2020). We also followed the LDM paper by basing our simula-

tions on its association scenarios, which were denoted by S1 and S2. Scenario S1 assumed

a large number of causal taxa (428 taxa in the LDM paper, which we modified here to 500

to create violation of our assumption that fewer than half the taxa are causal). Scenario S2

chose the top 10 most abundant taxa to be causal; here we will refer to the two scenarios as

S1-500 and S2. Note that the data simulated using the PLNM model appeared to be less

overdispersed and less sparse compared to data simulated using the DM model.

We applied two versions of LOCOM: one used the most abundant null taxon as the

reference, which is referred to as LOCOM-null, and one used the most abundant causal

taxon as the reference, referred to as LOCOM-causal. Both versions use the median of β̂j′,1s

to compute the test statistic. Of course, in a real application, we would not know whether

or not the reference taxon we had chosen was null or causal; we differentiate these two

“versions” of LOCOM here to show that LOCOM is robust to whether the reference taxon

is null or causal. In practice, when the most abundant taxon is chosen as the reference, the

results from LOCOM would correspond to LOCOM-null in M1 and to LOCOM-causal in

M2.

For testing the global hypothesis, we compared LOCOM to PERMANOVA (the adonis2

function in the vegan R package) based on the Aitchison distance, which is referred to as

PERMANOVA-half and PERMANOVA-one corresponding to adding pseudocount 0.5 and

1, respectively, to all cells. The type I error and power of the global tests were assessed at

the nominal level 0.05 based on 5000 and 1000 replicates of data, respectively.

For testing individual taxa, we compared LOCOM to ANCOM, ANCOM-BC, ALDEx2,

DACOMP, and WRENCH. However, ANCOM, ANCOM-BC, and WRENCH cannot han-

dle continuous traits; DACOMP and WRENCH cannot adjust for other covariates. Prior

to analysis, we removed taxa having fewer than 20% presence (i.e., present in fewer than

20% of samples) in each simulated dataset. For ANCOM and ANCOM-BC, we also consid-

ered their own filtering criterion with 10% presence as the cutoff and refer to these meth-
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ods as ANCOMo and ANCOM-BCo. In the case with a binary trait only, we considered

two additional pseudocount-based methods, Wilcox-alr-half and Wilcox-alr-one, which add

pseudocount 0.5 and 1, respectively, to all cells, form the alr using the most abundant null

taxon as the reference, perform the Wilcoxon rank-sum test at individual log ratios, and

correct multiple comparisons using the BH procedure. Because the reference was selected

to be a taxon known to be null, these methods are not applicable to real studies but were

included in the simulations here to assess the properties of the pseudocount approach to

testing individual taxa. In the case with a binary trait only, we also applied the Wilcoxon

test directly to relative abundance data, i.e., data with total-sum scaling (TSS); although

not a compositional method, this is commonly used in microbiome studies. The sensitivity

(proportion of truly causal taxa that were detected) and empirical FDR were assessed at

nominal level 20% based on 1000 replicates of data. We chose a relatively high nominal FDR

level because the numbers of causal taxa in both M1 and M2 were small. In some cases, we

also considered a lower nominal FDR level of 10%.

2.3.2 Simulation results

The type I error of the global tests for all simulation scenarios are summarized in Table

A.1. In all scenarios, LOCOM-null and LOCOM-causal yielded type I error rates that were

close to the nominal level and generally closer for sample size 200 than 100. Note that, in

cases when there was a confounder, there was substantial inflation of type I error when the

confounder was not accounted for (Table A.2), demonstrating that LOCOM is effective in

adjusting for confounders. The PERMANOVA tests also controlled type I error. In cases

without any confounder, the zero data were similarly distributed across trait values under

the (global) null, so the effect of adding pseudocount is non-differential. In cases with a

confounder, the taxa associated with the confounder caused the zeros to be differentially

distributed across trait values, so that adding pseudocount had a differential effect for dif-

ferent trait values; however, this difference was adjusted by including the confounder as a
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covariate in the model. Note that, although the pseudocount approach did not lead to invalid

global tests, it did lead to invalid tests at individual taxa (in the presence of causal taxa),

as indicated in the empirical FDR of Wilcox-alr-one and Wilcox-alr-half (e.g., Figures 2.1).

Figures 2.1–2.4 present power of the global tests and sensitivity and empirical FDR of the

individual taxon tests, for a binary or continuous trait without and with a binary confounder,

in scenarios M1 and M2 without experimental bias. The results for cases with a continuous

confounder are deferred to Figures A.1–A.2, which show similar patterns of results to their

counterparts with a binary confounder (Figures 2.2 and 2.4). The results in Figures 1-4 all

have sample size 100 and FDR level 20%. To explore the effects of changing sample size and

FDR level, we restricted to the two most important scenarios, one with a binary trait with

no confounder in which all methods are applicable, and one with a binary trait and a binary

confounder which is very common in real data. We changed the sample size to 50 (Figures

A.3–A.4) or 200 (Figures A.5–A.6), then changed the nominal FDR level to 10% (Figures

A.7–A.8). In general, those results show similar patterns to their counterparts with sample

size 100 and nominal FDR level 20%.

In the simplest scenario with a binary trait and no confounder (Figures 2.1, A.3, and

A.5), LOCOM-null and LOCOM-causal yielded identical type I error and power; in fact, the

two methods gave identical p-values for every dataset in this case, which corroborated our

claim that the test is invariant to different reference taxa. In other scenarios, LOCOM-null

and LOCOM-causal produced similar results although the one using the more abundant

taxon as the reference (LOCOM-null in M1 and LOCOM-causal in M2) tended to be more

powerful and more sensitive. The aforementioned figures (Figures 2.1–2.4, A.1–A.8) show

that the LOCOM tests yielded (almost) the highest power for testing the global hypothesis;

LOCOM always controlled the FDR for testing individual taxa (even with the sample size

50) and had the highest sensitivity among methods that also controlled the FDR.

The competing methods generally have limited application to the scenarios we considered

and significantly inferior performance to LOCOM. PERMANOVA had similar power to the
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LOCOM global test in M1 but lost substantial power to LOCOM in M2 (e.g., Figures 2.1–

2.4), likely because the Aitchison distance used by PERMANOVA may not be efficient in

capturing sparse signals (only 5 causal taxa in M2) whereas the harmonic mean p-value com-

bination method that LOCOM uses focuses on the strongest signal(s). For testing individual

taxa, ALDEx2 is the only method that is applicable to all scenarios we considered; however,

it tended to lose control of FDR when the effect size β was large (e.g., Figures 2.1–2.2) and

it had much lower sensitivity than LOCOM in all cases. ANCOM and ANCOM-BC are only

applicable for testing binary traits, with or without confounders. ANCOM easily lost con-

trol of FDR when the effect size was small, especially with their own, less stringent filtering

criterion (e.g., Figures 2.1–2.2). ANCOM-BC tended to lose control of FDR when the effect

size was large, especially when there was a confounder (e.g., Figure 2.2). Both ANCOM

and ANCOM-BC had substantially lower sensitivity than LOCOM when they controlled

the FDR. DACOMP is applicable for testing both binary and continuous traits but does

not allow adjustment of any confounder. In scenarios without a confounder, DACOMP had

good control of FDR, and while the sensitivity of DACOMP tended to be the largest among

all competing methods, it was noticeably lower than that of LOCOM (e.g., Figures 2.1 and

2.3). WRENCH is only applicable to one scenario (with a binary trait and no confounder)

in which case it had inflated FDR and nevertheless low sensitivity (e.g., Figure 2.1). The

pseudocount methods, Wilcox-alr-half and Wilcox-alr-one, almost always produced inflated

FDR, especially when the effect size was large so that zeros at null taxa were more differen-

tially distributed across trait values (e.g., Figure 2.1). As expected, the Wilcox-TSS method

had inflated FDR in simulations based on the compositional model (2.5) (e.g., Figure 2.1)

but controlled the FDR in simulations based on differential relative abundances (Figure 2.6).

Results for simulated data with differential experimental bias (and a binary trait and

no confounder) are shown in Figure 2.5. These simulations showed that, while LOCOM,

ANCOM, and DACOMP were unaffected by differential bias, all other methods were sensitive

to differential bias and yielded significantly inflated FDR in the presence of such bias.
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Results for simulations based on the differential relative abundance model and the PLNM

model are shown in Figure 2.6. In this setting, Wilcox-TSS is the most appropriate method.

Indeed, it always controlled the FDR and yielded the highest sensitivity (except for the

pseudocount methods which had inflated FDR). Interestingly, LOCOM controlled the FDR

in both S1-500 and S2, even when S1-500 assumed 500 taxa to be causal; the reason might

be that most causal taxa in this setting had very weak signals and act almost like null taxa.

Note that LOCOM generated similar sensitivity to the “gold standard” (Wilcox-TSS). The

PERMANOVA tests had higher power than the LOCOM global tests in S1-500 likely because

the signals were very dense there.

Results for simulated data generated under M1-500 and M1-rare are shown in Figure

A.9. When our assumption that more than half of the taxa are null was violated (M1-500),

LOCOM lost control of the FDR as expected. However, the FDR inflation of LOCOM ap-

pears to be smaller than most competing methods and LOCOM maintained good sensitivity.

When the causal taxa were all rare (M1-rare), LOCOM still yielded the highest sensitivity

while controlling the FDR, although the absolute sensitivity values were low.

Results for simulated data with heterogeneous βj,1 values are displayed in Figure A.10.

The patterns we observed with heterogeneous βj,1 values were similar to those seen in the

analogous simulations with homogeneous βj,1 values (Figure 2.2).

2.4 Data analysis

2.4.1 URT microbiome Data

The data for our first example were generated as part of a study to examine the effect

of cigarette smoking on the oropharyngeal and nasopharyngeal microbiome (Charlson et al.,

2010). We focused on the left oropharyngeal microbiome in this analysis. The 16S sequence

data were summarized into a taxa count table consisting of data from 60 samples and 856

taxa. The trait of interest was a binary variable for smoking status, which divided the par-
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ticipants into 28 smokers and 32 nonsmokers. Other covariates include gender and antibiotic

use within the last 3 months. There was an imbalance in the proportion of males by smoking

status (75% in smokers, 56% in non-smokers), indicating a potential confounding effect of

gender. Since there were only three samples who used antibiotics within the last 3 months,

we excluded these samples from our analysis and adjusted for gender only. We adopted

the same filter (20% presence) as in the simulation studies, which resulted in 111 taxa for

downstream analysis. We applied LOCOM with the most abundant taxon (having mean

relative abundance 10.5% before filtering and 11.4% after filtering) as the reference. Given

the need to adjust for gender, we only applied ANCOM, ANCOM-BC, and ALDEx2 as a

comparison. The nominal FDR was set at 10%.

As shown in the upper panel of Table 2.1, the global p-value of LOCOM is 0.0045, which

indicates a significant difference in the overall microbiome profile between smokers and non-

smokers after adjusting for gender. At the taxon level, LOCOM, ALDEx2, ANCOM, and

ANCOM-BC detected 6, 0, 2, and 2 taxa, respectively; Figure 2.7 displays a Venn diagram of

these sets of taxa; Table A.3 lists information on the 6 taxa detected by LOCOM. Figure 2.8

shows the distributions of relative abundance across four covariate groups cross-classified by

smoking status and gender, for taxa detected by LOCOM, ANCOM, and ANCOM-BC, as

well as for two null taxa. One null taxon is the taxon with the median β̂j,1 value. The other

is the average of a group of null taxa for improved stability. The two null taxa both had

lower relative abundance in smokers than in non-smokers, among either females or males.

The six taxa detected by LOCOM all had the opposite trend (i.e., higher relative abundance

in smokers than in non-smokers), indicating that these taxa are likely to be real signals

(i.e., overgrew in smokers). The taxon detected by ANCOM only also had the opposite

trend to the null taxa, but it was not detected by LOCOM because the adjusted p-value

(0.137) by LOCOM did not meet the nominal FDR. The taxon detected by ANCOM-BC

only had a similar trend as the null taxa, suggesting that this taxon may actually be a null

taxon; indeed, the adjusted p-value by LOCOM is 0.674. Note that the difference in relative
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abundance distributions between smokers and non-smokers at null taxa may be considered

as the counterbalancing change that the null taxa underwent in response to the changes at

the causal taxa.

The original analysis of this dataset (Charlson et al., 2010) reported that Megasphaera

and Veillonella spp. were most enriched in the left oropharynx of smokers compared to non-

smokers. Later, a large study of oral microbiome (from oral wash samples) in 1204 American

adults (Wu, Peters, Dominianni, Zhang, Pei, Yang, Ma, Purdue, Jacobs, Gapstur et al., 2016)

reported enrichment of Atopobium, Streptococcus, and Veillonella in smokers compared to

non-smokers. More recently, a shotgun metagenomic sequencing study of salivary micro-

biome in Hungary population (Wirth et al., 2020) reported enrichment of Prevotella and

Megasphaera in smokers compared to non-smokers. Thus, all six taxa detected by LOCOM

have been implicated in the literature, even if we only consider the latter two independent

studies. These taxa were largely missed by ANCOM and ANCOM-BC.

2.4.2 PPI microbiome data

The data for our second example were generated in a study of the association between the

mucosal microbiome in the prepouch-ileum (PPI) and host gene expression among patients

with IBD (Morgan et al., 2015). The PPI microbiome data from 196 IBD patients were

summarized in a taxa count table with 7,000 taxa classified at the genus level. The gene

expression data at 33,297 host transcripts, as well as clinical metadata such as antibiotic use

(yes/no), inflammation score (0–9), and disease type (familial adenomatous polyposis/FAP

and non-FAP) were also available. The data also included nine gene principal components

(gPCs) that together explained 50% of the total variance in host gene expression. Here, we

included all nine gPCs as multiple traits of interest into one model while adjusting for the

three potentially confounding covariates. We filtered out taxa based on our previous filtering

criterion, which resulted in 507 taxa to be included in the analysis. We applied LOCOM with

the most abundant (8.2%) taxon as the reference. Given the continuous traits of interest
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and the three covariates, we only considered ALDEx2 for comparison. The nominal FDR

was set at 10%.

The results of PPI data analysis are presented in the lower panel of Table 2.1. LOCOM

discovered that gPC2, gPC3, and gPC5 had significant associations with the overall microbial

profiles at the α = 0.05 level. LOCOM detected 2, 2, and 32 taxa as associated with gPC2,

gPC3, and gPC5, respectively, at the 10% FDR level, and did not detect any taxa for the

gPCs that were not found to be associated with the microbiome by the global test. Among

the 32 taxa associated with gPC5, 15 belong to the genus Escherichia (Table A.3), which

appeared frequently in the literature of IBD according to a highly-cited review article (Ni

et al., 2017). ALDEx2 failed to detect any taxa.

2.5 Discussion

We have presented LOCOM, a novel compositional approach for testing differential abun-

dance in the microbiome data, at both the taxon level and the global level. The global statis-

tic is an aggregate of p-values from tests of individual taxa, so results from the taxon-level

and global tests are coherent. LOCOM allows both binary and continuous traits of interest,

can test multiple traits simultaneously, and can adjust for confounding covariates. In our

simulations, the taxa detected by LOCOM always preserved FDR while those identified by

the competing methods did not, even though LOCOM had clearly superior sensitivity. In

addition, LOCOM also provided a global test that always controlled the type I error and

had good power compared to PERMANOVA. In analysis of the URT microbiome data, we

demonstrated that the taxa detected by LOCOM were likely to be real signals while those

detected by ANCOM and/or ANCOM-BC but not LOCOM may be false positives. In analy-

sis of the PPI microbiome data, since global and taxon-specific tests were coherent, LOCOM

identified significant taxa only for gene principal components that were globally significant.

Like many compositional methods (e.g., DACOMP and WRENCH), LOCOM adopts the
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assumption that more than half of the taxa in the community are null. This assumption may

not be valid in some cases, for example, in testing higher taxonomic levels such as the class

or phylum level. In theory, when this assumption does not hold, LOCOM, which always

compares each taxon with the “median” taxon (with the median effect size estimate β̂j,1),

would find differences at truly null taxa. In our simulations, however, we found that, when

most causal taxa had very weak signals, LOCOM still controlled the FDR (Figures 2.6 and

A.9).

We showed both theoretically and with simulation studies that LOCOM is unaffected by

experimental bias, even when bias factors are differentially distributed between causal and

non-causal taxa. While some competing compositional methods (ANCOM and DACOMP)

share this robustness, others (ANCOM-BC, ALDEx2, and WRENCH) do not. The problem

in ALDEx2 may be related to the choice of centering; in general, the centered log ratio will

not be robust when there are cells with zero counts, since this centering will depend on the

set of taxa seen in each sample even if a pseudocount is used. Thus, the centering may

not cancel out when comparing log ratios from different samples, leaving these comparisons

affected by the particular bias factors that characterize the data being analyzed. Note that

any compositional method should perform well when the bias is non-differential, since the

centering will be the same on average in each sample.

It is possible to generalize LOCOM to test a trait with more than one component, such

as a categorical trait with more than two levels. While ordered categories could be handled

in the framework presented here by assigning an appropriate score to each category and then

treating this score as a continuous variable, a categorical trait with K unordered categories

would presumably require testing K − 1 components to fully describe the variable. Within

the framework presented here, we could then compare some summary (e.g., max or mean) of

these test statistics to their equivalent value in the null permutations. Although this “better”

analysis would require some software development and simulation testing, a simpler proposal

could provide results within the existing framework, by calculating separate (marginal) p-



38

values for each of the K − 1 components and then combining these p-values into a single

test statistic, e.g., by using the harmonic mean statistic we used to form our global test.

Choosing these K−1 components to be orthogonal may be helpful here. We hope to modify

LOCOM to incorporate multi-component traits such as multi-category variables in future

work.

Our filtering criterion to exclude taxa with fewer than 20% presence in the sample worked

well for the extensive simulation studies we conducted. In fact, a compositional analysis

performs best when non-null taxa are relatively common throughout all samples. Analyses

that look for the effect of rare taxa should probably be focussed on a presence-absence

analysis (Hu, Lane and Satten, 2021; Hu and Satten, 2021), or on a method based directly

on relative abundances.

The compositional null hypothesis considered here is also appropriate in other experimen-

tal settings, such as studies of gene expression. This hypothesis corresponds to the scenario

that a small number of microbes have “bloomed” while the absolute counts of the others have

not changed; this is the reason we made the assumption that more than half of the taxa are

null taxa, which is commonly made in other compositional methods. In the gene expression

experiment, we often see only a few genes that are differentially expressed; the majority of

genes have the same expression in cases and controls. However, it is not completely clear

that the compositional hypothesis is applicable to microbiome data because, unlike genes,

microbes interact with each other: not only do they compete for resources, but they also

change their environment in ways that favor some microbes and suppress others. For exam-

ple, Lactobacilli generally make lactic acid, which changes the pH of the environment. This

suppresses microbes that do not thrive in an acidic environment while encouraging growth of

microbes that do. Because the microbiota are a community, it is not unreasonable to expect

that potentially every taxon changes between cases and controls. The “community change”

null hypothesis may also be reasonable because, when comparing the alpha diversity with

causal taxa spiked in to a case group, the control group would have a lower alpha diversity
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(i.e., lower evenness); if this change in alpha diversity is meaningful, then the “community

change” null hypothesis is appropriate. Note that, unlike the compositional null, the “com-

munity change” null hypothesis will consider all taxon relative abundances to be potentially

changed if extra counts of a small number of taxa are “spiked in”. When the “community

change” null hypothesis seems more reasonable than the compositional null hypothesis, then

a method that applies directly to relative abundance data such as the LDM is more ap-

propriate. However, the LDM when applied to relative abundance data is not invariant to

experimental bias the way LOCOM is; in fact, hypotheses based on differences in relative

abundances typically require tests based on unbiased data to be valid.

Like LOCOM, ANCOM is based on comparing pairs of taxa. However, ANCOM yielded

lower sensitivity than LOCOM in our simulations (e.g., Figures 2.1 and 2.2). There are sev-

eral possible reasons. First, LOCOM analyzes the count data using logistic regression which

downweighs zero counts, while ANCOM analyzes alr-transformed count data using linear

regression which makes data with zero or very small counts more influential; the former

is based on transformation of parameters (i.e., true relative abundances), while the latter

is based on transformation of data. Second, ANCOM’s approach of adding pseudocounts

further introduces noise and possibly bias to the data. Third, LOCOM uses the most abun-

dant taxon as the reference while ANCOM looks at all possible pairs of taxa, which can

lead to unstable log ratios when both taxa are rare. Finally, ANCOM’s strategy to declare

differentially abundant taxa uses an arbitrary cutoff which may not be well-calibrated.

We have implemented our method in the R package LOCOM, which is available on

GitHub at https://github.com/yijuanhu/LOCOM in formats appropriate for Macintosh or

Windows. LOCOM is computationally efficient for data with small sample sizes but can

take longer for larger sample sizes. For example, using parallel computing (by parallelizing

permutation replicates) with 4 cores of a MacBook Pro laptop (1.4 GHz Quad-Core Intel

Core i5, 8GB memory), it took 11s to analyze a simulated dataset with 100 samples, 11s to

analyze the URT data, and 40 mins to analyze the PPI data. In considering this last timing,



40

it should be noted that the analysis considered 9 traits simultaneously in the presence of 3

confounding covariates, and as such is more complex than the typical microbiome analysis.

In addition, LOCOM could be further parallelized by splitting the data into subsets with

sets of taxa that only share the reference taxon and then combining the values of βj,1 from

each dataset (care should be taken to use the same seed for each analysis so that the same

set of permutations is used).

Table 2.1: Results in analysis of the two real datasets

Global p-value Number of detected taxa
Trait LOCOM LOCOM ALDEx2 ANCOM ANCOM-BC

URT microbiome data
Smoking 0.0045 6 0 2 2

PPI microbiome data
gPC1 0.70 0 0 NA NA
gPC2 0.020 2 0 NA NA
gPC3 0.018 2 0 NA NA
gPC4 0.16 0 0 NA NA
gPC5 0.0070 32 0 NA NA
gPC6 0.59 0 0 NA NA
gPC7 0.11 0 0 NA NA
gPC8 0.21 0 0 NA NA
gPC9 0.11 0 0 NA NA

Note: ANCOM and ANCOM-BC are not applicable for testing continuous traits.



41

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

M1

P
ow

er

1 1.5 2 2.5 3

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

M2

1 1.25 1.5 1.75 2

PERMANOVA−half
PERMANOVA−one
LOCOM−null
LOCOM−causal

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S
en

si
tiv

ity

1 2 3 4 5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ANCOM
ANCOMo

ANCOM−BC
ANCOM − BCo

ALDEx2
DACOMP
WRENCH
Wilcox−alr−half
Wilcox−alr−one
Wilcox−TSS

1 1.25 1.5 1.75 2

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

E
m

pi
ric

al
 F

D
R

1 2 3 4 5

exp(β)

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1 1.25 1.5 1.75 2

exp(β)

Figure 2.1: Simulation results for data (n = 100) with a binary trait (and no confounder).
The power at exp(β) = 1 corresponds to the type I error. The gray dotted line indicates the
nominal type I error 0.05 in the first row and the nominal FDR 20% in the last row.
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Figure 2.2: Simulation results for data (n = 100) with a binary trait and a binary confounder.
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Figure 2.3: Simulation results for data (n = 100) with a continuous trait (and no confounder).
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Figure 2.4: Simulation results for data (n = 100) with a continuous trait and a binary
confounder.
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Figure 2.5: Simulation results for data (n = 100) with differential experimental bias in the
binary-trait setting (no confounder).
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Figure 2.6: Simulation results for data (n = 100) generated from the differential relative
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Figure 2.8: Distributions of relative abundances for taxa in the URT data. The red dots
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49

Chapter 3

Impact of experimental bias on

compositional analysis of microbiome

data
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3.1 Introduction

High-throughput 16S rRNA gene sequencing and shotgun metagenomics sequencing pro-

vides an unprecedented opportunity to discover microbial taxa associated with traits such

as clinical outcomes or environmental factors. Read count data for microbial taxa from

either sequencing platform are typically summarized in a taxa count (or feature) table. It

is well acknowledged that the microbiome data are compositional, because the total read

count per sample is an experimental artifact and only the relative abundances of taxa, not

absolute abundances, can be measured. In addition, the microbiome data are sparse (having

50–90% zero counts in a taxa count table), high-dimensional (having hundreds to thousands

of taxa), and highly overdispersed (having much more variability than Poisson count data).

Commonly used statistical methods for analyzing microbiome data, especially methods for

testing differential abundance of individual taxa (Paulson et al., 2013; Fernandes et al.,

2014; Mandal et al., 2015; Hu and Satten, 2020), have generally taken these data features

into account.

An important feature in the microbiome data that has often been ignored in the de-

velopment of statistical methods is experimental bias. The data generated from either 16S

rRNA gene sequencing or shotgun metagenomics sequencing are subject to experimental

bias, which is introduced in every step of the experimental workflow, including DNA ex-

traction, PCR amplification, DNA sequencing, and bioinformatics processing. Each step

preferentially measures (i.e., extracts, amplifies, sequences, and bioinformatically identifies)

some taxa over others (McLaren et al., 2019; Brooks, 2016; Hugerth and Andersson, 2017;

Pollock et al., 2018). For example, DNA extraction generates more DNA yields for bacterial

species (e.g., Gram-negative) that are more easily lysed Costea et al. (2017).

McLaren, Willis and Callahan (McLaren et al., 2019) proposed a model, which we refer

to as the MWC model here, for how the experimental bias affects the measured taxonomic

profiles. In their model, the measured relative abundance of each taxon is a product of

the taxon’s true relative abundance and a taxon-specific bias factor, normalized over all
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taxa observed in the sample. Each taxon-specific bias factor represents the accumulation of

multiplicative biases over all the steps in the experimental pipeline, so that multiple sources

of bias are described by a single factor. The MWC model has two important properties.

First, the bias factor at one taxon is independent of the existence or abundance of the

other taxa, i.e., there are no taxon-taxon interactions. Second, after normalization, the

magnitude and even direction of the difference of the measured and true relative abundances

does depend on the other taxa and are sample-specific; thus, analyses based on changes in

taxon relative abundances are invalid, whereas analyses based on changes in ratios of pairs

of taxa are insensitive to experimental bias. McLaren, Willis and Callahan (McLaren et al.,

2019) validated this model using two mock community datasets, one from a 16S rRNA gene

sequencing study (Brooks, 2016) and one from a shotgun metagenomics sequencing study

(Costea et al., 2017), although their validation was limited to graphical demonstration.

Motivated by the MWC model, we previously developed LOCOM (logistic regression for

compositional analysis) (Hu, Satten and Hu, 2021a), a logistic regression model for testing

differential abundance that is based on changes in pairwise taxon ratios. We demonstrated,

both analytically and numerically, that LOCOM is robust to the experimental bias that

follows the MWC model. Since LOCOM tests the change in taxon ratios against the change

in the trait of interest, it falls into the scope of compositional analysis (Gloor et al., 2017).

Compositional analysis addresses the compositional effects that a change in the relative abun-

dance of one taxon necessarily results in counterbalancing changes in all other taxa, and thus

bases the analysis on taxon ratios or normalized count data. Several other methods, includ-

ing ANCOM (Mandal et al., 2015), ANCOM-BC (Lin and Peddada, 2020), fastANCOM

(Zhou, Wang, Zhao and Wang, 2022), ALDEx2 (Fernandes et al., 2014), WRENCH (Kumar

et al., 2018), DACOMP (Brill et al., 2019), and LinDA(Zhou, He, Chen and Zhang, 2022),

have been developed for the compositional analysis of differential abundance. ANCOM forms

pairwise taxon ratios of raw count data after adding a pseudocount to all count data; fas-

tANCOM is a fast implementation of ANCOM and also improved ANCOM by providing
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p-values for the tests of differential abundance. ALDEx2 first draws Monte-Carlo samples

of non-zero relative abundances from Dirichlet distributions and employs a different type of

taxon ratio, centered log-ratio (clr), that uses the geometric mean of all sampled relative

abundances as the reference. LinDA fits linear regression models to the clr-transformed raw

count data after filling zero count data by the pseudocount or imputation approach adap-

tively. ANCOM-BC, DACOMP, and WRENCH all adopt some normalization techniques to

account for the compositional effects. A natural question arised as to whether these methods

are robust to the experimental bias that follows the MWC model, as LOCOM is. We found,

using the same simulated data as for evaluating LOCOM, that DACOMP was robust to this

type of bias, while ANCOM, ANCOM-BC, ALDEx2, and WRENCH were not (Hu, Satten

and Hu, 2021a). However, fastANCOM and LinDA were not included in that evaluation and

their performance remain unknown.

The MWC model assumes no taxon-taxon interactions, i.e., the presence or abundance

of one taxon does not affect the bias factors of any other taxa in the sample. To be specific,

we refer to the bias factor in the MWC model as the “main” bias and the interactions as the

“interactive” bias. Zhao and Satten (Zhao and Satten, 2021a) expanded the MWC model to

allow estimation and testing of the two types of bias. They had several important findings

(see Table 4 of (Zhao and Satten, 2021a)) from analyzing the Brooks mock-community data

(Brooks et al., 2015) using their model. First, there is some evidence for the existence of

interactive bias, but the magnitude of the interactive bias is usually much smaller than

the main bias. This is expected because the main bias is dominated by the bias in DNA

extraction, which could vary by 10-fold across different taxa (Costea et al., 2017). Second,

the presence of a taxon tends to uniformly suppress or promote the measurements of all

other taxa, i.e., the interactions with all other taxa have the same direction (sign). For

example, the taxon may compete with the other taxa for resources that are required for

DNA extraction or PCR amplification, which would suppress extraction or amplification of

the other taxa.
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In this article, we evaluate the impact of experimental bias on compositional analysis

methods in testing differential abundance of taxa, and we focus on the interactive bias. In

the Methods section, we start with the MWC model that includes the main bias only and

then generalize the MWC model to incorporate the interactive bias. In the Results section,

we present simulation studies in which we simulated a wide range of experimental bias to

evaluate the performance of LOCOM as well as other compositional analysis methods. We

conclude with a discussion section.

3.2 Methodology

3.2.1 MWC model for experimental bias

Let pij denote the measured relative abundance (i.e., expected value of the observed

relative abundance) of taxon j in sample i, πij denote the true relative abundance in the

biological specimen, and γj denote the main bias factor that is taxon-specific. The MWC

model relates the measured and true relative abundances through the formula

log(pij) = log(πij) + γj + αi , (3.1)

where αi is the sample-specific normalization factor that ensures the composition constraint∑J
j=1 pij = 1.

Let Xi be a vector of covariates including the (possibly multiple) traits of interest that

we wish to test and other (confounding) covariates that we wish to adjust for, but excluding

the intercept. Following (Zhao and Satten, 2021a), we further assume that the true relative

abundance πij can be described by a baseline relative abundance π
(0)
j that would characterize

the true relative abundance of taxon j for a sample having Xi = 0, and a term that describes

how the baseline relative abundance is changed in the presence of covariates Xi ̸= 0. Then,
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we can replace (3.1) by

log(pij) = log(π
(0)
j ) + βT

j Xi + γj + αi , (3.2)

where βj describes the way the true relative abundance changes with covariates Xi and is

the parameter of interest for testing differential abundance in a compositional analysis. Here

we abuse the notation a little and use αi again to denote the normalization factor, although

it is different from the one in (3.1).

LOCOM is based on model (3.2) and the taxon ratio pij/piJ , where J (without loss

of generality) is the working reference taxon that is not required to be a null taxon but

preferably the most abundant taxon. This gives a generalized logistic regression model

log(pij/piJ) =
{
log(π

(0)
j )− log(π

(0)
J ) + γj − γJ

}
+ (βj − βJ)

TXi .

In this model, the intercept
{
log(π

(0)
j )− log(π

(0)
J ) + γj − γJ

}
is treated as a nuisance pa-

rameter. Thus, there is no need to estimate the baseline relative abundance π
(0)
j and the

bias factor γj separately. The inference of LOCOM is based on the odds ratio log(pij/piJ)−

log(pi′j/pi′J) = (βj − βJ)
T(Xi −Xi′), which is independent of the bias factors. In summary,

LOCOM is robust to the experimental bias that follows the MWC model.

3.2.2 A general model for experimental bias

Let γij denote the (total) interactive bias in the measurement of taxon j in sample i, i.e.,

the bias that is attributable to the interactions with the other taxa in the sample. Note that

γij is also indexed by i because the interactive bias depends on the composition of the other

taxa in sample i. With the total bias γj + γij, we rewrite pij in (3.2) as follows:

log(pij) = log(π
(0)
j ) + βT

j Xi + γj + γij + αi . (3.3)
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We further formulate the interactive bias γij as a linear function of the true relative

abundances πij∗s for all other taxa j∗s:

γij =
∑
j∗∈A

γjj∗πij∗ , (3.4)

where A denotes all taxa in the sample and γjj∗ is the interaction between taxa j∗ and j;

in fact, γjj∗ is the uni-directional effect of taxon j∗ on the bias of taxon j. We set γjj∗ = 0

for j∗ = j. It is possible to allow no interaction between taxa j∗ and j by setting the

corresponding γjj∗ = 0. Note that, it is sensible for the bias γij to depend on the true

relative abundances of the other taxa rather than the measured ones, the latter of which

would result in a circular dependency. In addition, model (3.4) implies that the interactive

bias caused by taxon j∗ is small if taxon j∗ is rare.

In a simple scenario, we obtain an analytical result on the impact of the interactive bias

on LOCOM. We consider the case when Xi consists of a binary trait only, denoted as Ti,

and hence βj consists of only one component βj,1. We also consider a modification of model

(3.4), assuming that the interactive bias γij depends on the true absolute abundance of all

other taxa in the specimen to obtain γij =
∑

j∗∈A γjj∗ exp
(
βj∗,1Ti

)
π
(0)
j∗ . Since Ti is a 0-1

variable, we have exp
(
βj∗,1Ti

)
= 1 + (exp βj∗,1 − 1)Ti and re-write (3.3) to be

log(pij) =

{∑
j∗∈A

γjj∗π
(0)
j∗ + log(π

(0)
j )

}
+

{∑
j∗∈A

γjj∗(exp βj∗,1 − 1)π
(0)
j∗ + βj,1

}
Ti + γj + αi .

(3.5)

Comparing model (3.5) to model (3.2), we find that each baseline relative abundance π
(0)
j is

replaced by exp
{∑

j∗∈A γjj∗π
(0)
j∗

}
π
(0)
j , which does not affect the test of differential abundance

since the baseline relative abundances are treated as nuisance parameters. More importantly,

the coefficient of Ti has an additional term

∑
j∗∈A

γjj∗(exp βj∗,1 − 1)π
(0)
j∗ , (3.6)
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which has a direct impact on the test of differential abundance. Recall that LOCOM assumes

that more than half of the taxa are null taxa. If the term (3.6) is constant for at least all

null taxa, it can be completely removed for all null taxa by subtracting the median of all

estimated coefficients of Ti, a standard procedure in LOCOM. In such a case, LOCOM can

control the FDR, regardless of the magnitude of γjj∗s and βj∗,1s. For the term (3.6) to be

constant for null taxa, γjj∗s for each j∗ are required to take the same value across all null

taxa js, which corresponds to the special case that taxon j∗ has the same effect on the bias

of all null taxa.

In general scenarios, we expect that the FDR of LOCOM may be inflated. We use

simulation studies to evaluate to which extent the FDR of LOCOM is still robust to the

interactive bias and identify what are the magnitude of γjj∗ and βj∗,1 that lead to significant

FDR inflation. The analytical result above serves as a motivation for designing our simulation

studies.

3.3 Simulations

3.3.1 Simulation studies

Our simulations were based on data on 856 taxa of the upper-respiratory-tract (URT)

microbiome; these taxa correspond to the “OTUs” in the original report on these data by

Charlson et al. (Charlson et al., 2010). We considered both binary and continuous traits

of interest without any confounder, and we also considered a binary confounder when the

trait was binary. We used the same two casual mechanisms that were used in the LOCOM

paper (Hu, Satten and Hu, 2021b). For the first mechanism (referred to as M1), we randomly

sampled 20 taxa (after excluding the most abundant taxon) whose mean relative abundances

were greater than 0.005 as observed in the URT data (i.e., ranking among the top 40 most

abundant taxa) to be causal (i.e., associated with the trait of interest). For the second

mechanism (referred to as M2), we selected the top five most abundant taxa (having mean
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relative abundances 0.105, 0.062, 0.054, 0.050, and 0.049) to be causal. For simulations with

a binary confounder, we assumed that the confounder was associated with 20 taxa under M1

(10 sampled at random from the 20 causal taxa and 10 from the null taxa) and 5 taxa under

M2 (2 from the 5 causal taxa and 3 from the null taxa). We introduced the experimental

bias, including both the main and interactive bias, into the simulated data. We generated

datasets each having 100 samples.

To be specific, we let Ti denote the trait and Ci the confounder for the ith sample. To

generate a binary trait, we selected an equal number of samples with Ti = 1 and Ti = 0.

When a binary confounder was present, we drew Ci from the Bernoulli distribution with

probability 0.2 in samples with Ti = 0 and from the Bernoulli distribution with probability

0.8 in samples with Ti = 1. To generate a continuous trait, we sampled Ti from U [−1, 1].

To simulate read count data for the 856 taxa, we first sampled the baseline (when Ti = 0

and Ci = 0) relative abundances π
(0)
i =

(
π
(0)
i1 , π

(0)
i2 , . . . , π

(0)
iJ

)
of all taxa for each sample from

the Dirichlet distribution Dirichlet(π, θ), in which the mean parameter π and overdispersion

parameter θ took the estimated mean and overdispersion (0.02) from ftting the Dirichlet-

Multinomial model to the URT data. We formed the measured relative abundances pij for all

taxa by spiking the j′th causal taxon with an exp(βj′,1) fold change and the j′′th confounder-

associated taxon with an exp(βj′′,2) fold change, then adding the experimental bias γj + γij,

and finally re-normalizing the relative abundances, so that

pij =
exp

(
γj + γij + βj,1Ti + βj,2Ci

)
π
(0)
ij∑J

j′=1 exp
(
γj′ + γij′ + βj′,1Ti + βj′,2Ci

)
π
(0)
ij′

.

Note that βj,1 = 0 for null taxa, and βj,2 = 0 for confounder-independent taxa. For simplicity,

we set βj,1 = β for all causal taxa, and thus β is a single parameter that we refer to as the

effect size; exp(β) is referred to as the fold change. We generated the main bias γj from

N(0, 0.82), which corresponds to a range between 0.2 and 5 for most (95%) fold changes

(exp γj) by the main bias. We considered several scenarios for generating the interactive
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bias γij, which will be described below. Finally, we generated the taxon count data for

each sample using the Multinomial model with mean pi = (pi1, pi2, . . . , piJ) and library size

sampled from N(10000, (10000/3)2) and left-truncated at 2000.

We adopted the following model for generating the interaction between taxa j (whose

bias is being altered) and j∗ (which causes the bias in taxon j):

γjj∗ = ϕzj∗ϵjj∗ |γj|,

in which |.| is the absolute value function, ϵjj∗ is a non-negative perturbation term that has

mean one, zj∗ takes values 1 or −1 that is independent of ϵjj∗ and represents the direction of

the interaction, and ϕ is a non-negative constant reflecting the magnitude of the interaction

relative to the main bias, as |E(γjj∗ |ϕ, γj)| = ϕ|γj|E(ϵjj∗) = ϕ|γj|. From the findings by Zhao

and Satten (Zhao and Satten, 2021a), zj∗ was determined from the simulated main bias γj∗

by zj∗ = −sign(γj∗).

To motivate our choice for the values of ϕ, we considered the main and interactive bias

for the seven taxa in the Brooks data that were estimated by Zhao and Satten (Zhao and

Satten, 2021a) and presented in their Table 4. Note that their interactive bias depends on the

presence-absence statuses (0/1) of the other taxa, rather than the true relative abundance

as we assumed in (3.4), so the “interaction effect” in their Table 4 corresponds to γjj∗πij∗ in

our model. Because the Brooks data are dominated by community samples that have three

taxa with equal proportions, i.e., πij∗ = 1/3, and the mean of the “interaction effect”-“main

effect” ratios in Table 4 of (Zhao and Satten, 2021a) is 0.204, we obtained the mean of

γjj∗/γj using our model to be 0.612, which can be viewed as an estimate of ϕ based on the

Brooks data. In our simulations, we varied the value of ϕ from 0 to 4, which well covered

the value 0.612 but also extended to a much wider range to explore scenarios not covered by

the Brooks data.

We considered four scenarios for generating the perturbation term ϵjj∗ . In the first
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scenario, referred to as S-nondiff, we sampled ϵjj∗/2 from N(0.5, 0.12) for all taxa js and

j∗s. In the second scenario, referred to as S-diff-causal, we modified S-nondiff to sample

ϵjj∗/2 from Beta(0.5, 0.5) for causal taxa js. Both distributions have mean 0.5; however,

N(0.5, 0.12) has one mode at 0.5 and Beta(0.5, 0.5) has two modes 0 and 1, resulting in

differential variability of ϵjj∗ between null and causal taxa. In the third scenario, referred to

as S-diff-half, we used one of these distributions for half of randomly selected taxa js and the

other distribution for the remaining half of taxa. Finally, we considered a “null” scenario,

referred to as S-null, in which we set ϵjj∗ = 0 for null taxa js and generated ϵjj∗ in the same

way as in S-nondiff for causal taxa js. In Figures B.1–B.2, we displayed the distribution

of the total interactive bias γij across samples for each taxon j (that passed our filter of

taxa) and contrasted the distribution to the main bias γj, using one replicate of simulated

data in each scenario. As expected, in all scenarios and for all taxa js, the mean of γij is

approximately zero due to the average of contributions with different directionalities, and

the variability of γij increases as γj increases. S-nondiff and S-diff-causal have the same γij

values at the null taxa, and only differ at the causal taxa. In S-diff-half, the γij distributions

for the second half of taxa show larger variability than the first half of taxa. In S-null, the

null taxa have no interactive bias.

Prior to analysis, taxa that were present in fewer than 20% of samples were filtered

out in each simulated dataset. Then, we applied LOCOM using the most abundant taxon

as the reference taxon. We also applied ANCOM, ANCOM-BC, fastANCOM, ALDEx2,

LinDA, DACOMP (v1.26), WRENCH, Wilcox-alr-half, and Wilcox-alr-one. The latter two

are pseudocount-based methods that first add pseudocount 0.5 and 1, respectively, to all

count data, then perform the Wilcoxon rank-sum test at individual additive log ratios with

the most abundant null taxon (known in simulated data) as the reference, and apply the

Benjamini-Hochberg (Benjamini and Hochberg, 1995a) procedure to correct for multiple

testing. Note that fastANCOM is applicable to data with continuous traits while ANCOM

and ANCOM-BC are not; neither are WRENCH, Wilcox-alr-half, and Wilcox-alr-one. In
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addition, DACOMP, WRENCH, Wilcox-alr-half, and Wilcox-alr-one cannot adjust for con-

founders. For ANCOM, ANCOM-BC, fastANCOM, and LinDA, we also considered their

own filtering criterion with 10% presence as the cutoff and denoted them as ANCOMo,

ANCOM-BCo, fastANCOMo, and LinDAo, respectively. The empirical FDR and sensitivity

(proportion of truly causal taxa that were detected) were evaluated at nominal level 20%

based on 1000 replicates of data. A relatively high nominal FDR level was chosen due to

the small numbers of causal taxa in both M1 and M2.

3.3.2 Simulations results

Figures 3.1–3.4 display the results of empirical FDR and sensitivity under scenarios M1

and M2, for the case of a binary trait without any confounder. Each figure shows results

along increasing magnitude of the interactive bias ϕ and at three effect sizes β. Note that

ϕ = 0 corresponds to the scenario with no interactive bias (i.e., the MWC model), and

exp(β) = 1 corresponds to the global null (i.e., having no differential abundant taxa). We

first describe the results of LOCOM. Under the global null (the first row of each figure),

the FDR of LOCOM was controlled regardless of the magnitude and distribution of the

interactive bias. In S-null (the last column of each figure), the FDR of LOCOM was never

inflated regardless of the values of ϕ and β. In all other scenarios, the FDR of LOCOM

stayed at the nominal level when ϕ was less than 1, which covers the empirical value (0.612)

observed in the Brooks data. It was only when both ϕ and β became (unrealistically) large

that we observed significant inflation in the FDR of LOCOM. In both M1 and M2, the

inflation was similar in S-nondiff and S-diff-causal, which had the same interactive bias at

the null taxa; the inflation was the largest in S-diff-half, which had the largest variability in

the interactive bias at the null taxa. The sensitivity of LOCOM decreased as ϕ increased,

even in S-null. The seemingly less drop of sensitivity in S-diff-half compared to S-diff-causal

and S-null is likely attributable to the inflated FDR in S-diff-half.

The FDR and sensitivity of the other methods showed a similar trend as LOCOM, as ϕ
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increased. In fact, these methods had very different performance even when there was no

interactive bias (ϕ = 0). In both M1 and M2, ANCOMo had inflated FDR when β was small,

and LinDAo, WRENCH, Wilcox-alr-half, and Wilcox-alr-one had inflated FDR when β was

large; in M1 but not in M2, ALDEx2, ANCOM-BCo, and fastANCOMo had inflated FDR

when β was large. These findings are consistent with those in the LOCOM paper. The only

exception is DACOMP. We used the latest version of DACOMP (v1.26) here and an older

version (v1.1) in the LOCOM paper. Unlike its satisfactory performance in the LOCOM

paper, DACOMP had high FDR and low sensitivity in M2 here; this is because DACOMP

incorrectly selected some causal taxa as their reference taxa, which are required to be null

taxa. In general, ANCOM, ANCOM-BC, fastANCOM and LinDA had better FDR control

when a more stringent filtering criterion was applied.

The results for simulated data with a binary trait and a binary confounder were summa-

rized in Figures B.3–B.6; the results for simulated data with a continuous trait only were

summarized in Figures B.7–B.10. These results showed similar patterns as those for data

with a binary trait only (Figures 3.1–3.4).

3.4 Discussion

In this article, we considered the experimental bias that is not only due to taxon-specific

attributes (main bias) but also caused by interactions with other taxa (interactive bias). We

used extensive simulation studies to evaluate the impact of the experimental bias, focusing

on the interactive bias, on LOCOM as well as on other compositional analysis methods. We

found that LOCOM was robust to any main bias and a reasonable range of interactive bias.

Other than LOCOM, the other methods tended to have inflated FDR even when there was

only main bias. LOCOM maintained the highest sensitivity among all methods even when

the other methods cannot control the FDR. Therefore, LOCOM seems to be the best choice

for compositional analysis.
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The robust performance of all methods to the interactive bias are likely due to two

reasons. First, our model (3.4) implies that each interactive bias γjj∗πij∗ (that taxon j∗

exerts on taxon j) is small because πij∗ is generally small. Second, the contributions from all

taxa to the total interactive bias γij of taxon j have different directions and tend to cancel

out to a large extend.

We used the Brooks mock community data to motivate our simulation studies, which

may have two limitations. First, the Brooks data contained at most seven taxa in their

samples. More mock community datasets, especially datasets that contain a large number

of taxa and that mimick the real microbiome data, should be used to study the interactive

bias. Second, it has been found that bacteria in a real microbial community may have

different interactions from a mock community to affect the experimental bias. In summary,

study of the experimental bias and its consequence in downstream analysis continue to be

an important topic in the foreseeable future.
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Figure 3.1: Empirical FDR results for data generated under M1. The rows correspond to
fold change exp(β) = 1, exp(β) = 3 and exp(β) = 5, respectively.
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Figure 3.2: Sensitivity results for data generated under M1. The rows correspond to fold
change exp(β) = 1, exp(β) = 3 and exp(β) = 5, respectively.
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Figure 3.3: Empirical FDR results for data generated under M2. The rows correspond to
fold change exp(β) = 1, exp(β) = 2 and exp(β) = 3, respectively.
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Figure 3.4: Sensitivity results for data generated under M2. The rows correspond to fold
change exp(β) = 1, exp(β) = 2 and exp(β) = 3, respectively.
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Chapter 4

Testing microbiome associations with

survival times at both the community

and individual taxon levels
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4.1 Introduction

Advances in sequecing technologies for profiling human microbiomes have led to the

discovery of numerous microbiome associations with clinical responses (Gopalakrishnan et al.,

2018; Routy et al., 2018; Matson et al., 2018). These successes suggest that microbial taxa

may be useful as biomakers for disease prognosis, or targets for therapeutic interventions

(Veziant et al., 2021) . For example, the miCARE study is attempting to find whether the

gut microbiome can be used to predict colorectal cancer recurrence (Principle Inversitagor:

Dr. Veronika Fedirko, personal communication). Like the miCARE study, studies conducted

to establish these links would collect the subjects’ times to an event of interest (i.e., survival

times) as the outcomes some of which may have censored values. For the success of this

research, finding microbiome associations with the survival outcomes only at the community

level may be less importatnt than finding associations with individual taxa (we use “taxon”

generically to refer to any feature such as amplicon sequence variants or any other taxonomic

or functional grouping of bacterial sequences.)

However, data form micorbiome association studies can be difficult to analyze, because

the taxa count may have hundreds to thousands of taxa and 50-90% zero counts, and are

typically highly overdispersed. In addition, there generally exist confounders, such as pre-

vious treatment history or current medications, that correlate with both the microbiome

composition and the survival outcome and so must be properly adjusted for. Finally, the

sample size in a microbiome association study is typically not large and the event rate may

be low, especially for rare diseases such as cancers. Analysis methods that cannot account

for these data complexities will typically not yield robust and clinically meaningful results.

Two methods have been proposed specifically for testing association between the micro-

biome and survival outcomes: MiRKAT-S (Plantinga et al., 2017) and OMiSA(Koh et al.,

2018). Unfortunately, both methods are restricted to community-level (global) association

tests. While OMiSA does allow testing pre-determined sets of taxa such as taxonomic classes,

it requires each set to be comprised of multiple taxa. As a result, neither MiRKAT-S nor
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OMiSA can be used to find individual taxa that can act as biomarkers. A third, ad hoc,

approach is to apply the Cox proportional hazard model (Cox, 1972) in a taxon-by-taxon

manner (Salosensaari et al., 2021; Han et al., 2014). However, the performance of this ap-

proach has not been formally evaluated in the microbiome context, although it is known

that small sample sizes and sparse count data may lead to inflated type I error when using

the Cox model [10, 11]. Unfortunately, permutation-based inference, which might improve

the performance of the ad hoc approach, is difficult for survival outcomes.

We previously proposed the linear decomposition model (LDM) (Hu and Satten, 2020) for

testing microbiome associations with continuous or categorical (including binary) outcomes,

which not only performs the test at the community level but also at the individual taxon level

with false discovery rate (FDR) control. Here, we extend the LDM to survival outcomes,

in order to allow a unified test framework to test both community-level and taxon-specific

associations for survival outcomes. The LDM is based on a linear model that regresses

that microbial data at each taxon on the (confounding) covariates that we wish to adjust

for and the outcome variable(s) that we wish to test. Inference is based on permutation

on circumvent making parametric assumptions about the distribution of the taxon-level

data. In addition, the LDM is highly versatile: it can analyze the taxon-level data at

the relative abundance scale, the arcsin-root-transformed relative abundance scale (which

is variance-stabilizing for Multinomial and Dirichlet-Multinomial count data) or any other

transformation, as well as the presence-absence scale (Hu, Lane and Satten, 2021), and can

also accommodate clustered samples (Hu and Satten, 2020; Zhu et al., 2021) .

Our extension of the LDM was motivated by ideas developed in MiRKAT-S and OMiSA.

Both of these tests first fit a Cox model to account for the relationship between any fixed

covariates (excluding microbiome variables) and survival times. Then, using a random-effects

framework, the variance-covariance matrix of the (Martingale) residuals from the Cox model

are compared to a between-sample distance matrix calculated using the microbiome data;

the similarity between these two matrices indicates the extent of association between the
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microbiome and the survival outcome. MiRKAT-S allows an arbitrary distance matrix,

most commonly, the Bray-Curtis or Jaccard distance matrix. OMiSA extends MiRKAT-S

by using a family of power transformations of the relative abundance data to weigh abundant

and rare taxa differently but calculating the MiRKAT-S test statistic based on the Euclidean

distance only. Our generalization of the LDM to survival outcomes is also based on obtaining

residuals from the Cox model; however, we use these residuals as covariates in the LDM to

directly assess the association between the microbiome and the survival outcome. In this

way, we are able to use the LDM to test both community-level and taxon-level associations

with a survival outcome. In a similar manner, we also extend PERMANOVA (McArdle and

Anderson, 2001), the most commonly used method for testing microbiome associations, to

handle survival outcomes, although the test is at the community level and distance-based

like MiRKAT-S.

The rest of this paper is organized as follows. In the Methods section, we first describe our

tests based on the Martingale residuals, showing their connection to MiRKAT-S, OMiSA,

and the taxon-by-taxon Cox regression. Then we extend the tests to use the deviance

residuals, which are transformations of the Martingale residuals that are more symmetric

above zero, and then construct combination tests that combine the results from tests using

the two types of residuals. In the Results section, we first present simulation studies and

then an application of all methods to data on acute graft-versus-host disease (aGVHD) after

allogeneic blood or marrow transplantation (Jenq et al., 2015). We conclude with a brief

discussion section.

4.2 Methodology

Suppose that, for n unrelated subjects, we have data on the time to an event of interest

(e.g., disease onset or relapse) that may be subject to random censoring. For i = 1, 2, . . . , n,

let Ti be the (underlying) time to event for the ith subject and Ci be the corresponding
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censoring time. Instead of observing Ti and Ci, we only observed the time Ui = min(Ti, Ci)

and the indicator δi = I(Ti ≤ Ci) that indicates whether Ui corresponds to the event or

to censoring. Further, let Xi be a set of possibly confounding covariates, which does not

include the intercept. For j = 1, 2, . . . , J , let Zij denote the microbiome data on taxon j

from subject i, which can be the relative abundance, arcsin-root-transformed relative abun-

dance, presence-absence status, or any (e.g, additive or centered) log-ratio transformed data.

Following the conventions used in the LDM, we assume that both Xi and Zij are centered

to have mean zero, i.e.,
∑n

i=1Xi = 0 and
∑n

i=1 Zij = 0 for any j.

Because survival times are censored, it is difficult to include them in the linear model

framework used by the LDM. Following MiRKAT-S (Plantinga et al., 2017), we resolve this

issue by first fitting a Cox model to the survival outcomes (Ui, δi) and covariate data Xi; we

then use the residuals from this model as a covariate in the LDM (Hu and Satten, 2020).

Because no microbiome data is used in the Cox model, the residuals should be associated

with the microbiome data if the microbiome affects the survival outcome. If we use the

Martingale residuals, denoted by Mi for subject i, we propose to test the association of

taxon j with the Martingale residuals while adjusting for covariates Xi by using the LDM

to fit the following linear model:

Zij = βT
X,jXi + βjMi + ϵi, (4.1)

where ϵi is the error term with mean zero and a constant variance (the only distributional as-

sumption we make). Note that the Martingale residuals have the properties that
∑n

i=1 Mi = 0

and
∑n

i=1MiXi = 0 (Bi et al., 2020).

To test H0 : βj = 0, the LDM uses an F -statistic, the numerator of which is proportional

to the square of Uj given by

Uj =
n∑

i=1

Mi(Zij − β̂T
X,jXi) =

n∑
i=1

MiZij,
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where β̂X,j is the lease squares estimator of βX,j under the null model of (3.1). Further,

the numerator of the global test statistics for testing the global association between the

Martingale residuals and the microbiome is

U2
global =

J∑
j=1

U2
j .

These test statistics can be used to show a connection between our approach and exist-

ing methods. First, the global statistics U2
global agrees with the variance-component score

statistics in MiRKAT-S when the Euclidean distance (the linear kernel) is used, as well

as the variance-component score statistics in OMiSA (the OMiSALN part) for untrans-

formed data. Second, letting λ(.) denote the hazard function for a survival analysis, the

taxon-specific Uj coincides with the score statistics for testing αj = 0 in the Cox model

λ(t;Xi, Zij) = λ0(t) exp(α
T
XXi + αjZij)(Bi et al., 2020), which includes both the covariates

and the microbiome data from the jth taxon as explanatory variables in the hazard function.

Theses connections justify the use of the Martingale residual as a covariate in the LDM.

The main advantage of our approach is that results for individual taxa are available, and

that the global test statistics is a coherent combination of these taxon-specific statistics;

neither MiRKAT-S nor OMiSA provide taxon-specific results. However, the LDM is based

on the Euclidean distance for combining taxon-specific statistics, while MiRKAT-S can use

arbitrary distances. For this reason, we also provide an extension of PERMANOVA for

testing survival outcomes that can be used with arbitrary distances, at the end of this

section.

An important feature of our approach is that, although the effect of Xi has been removed

form Mi (i.e. Mi and Xi are uncorrelated), we still include Xi in (3.1). In the Appendix, we

show how including this term allows our permutation tests to achieve higher power than the

permutation tests currently available in MiRKAT-S. We further show how to obtain global

tests with power similar to what we achieve using the original MiRKAT method (Zhao et al.,
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2015) with the Martingale residual as a continuous outcome.

Compared with the ad hoc approach of fitting a Cox model for each taxon, our per-

mutationbased inference is robust to small sample size, low event rate, and sparse count

data, while the Cox model is known to have inflated type I error in these situations (Chen

et al., 2014; Bi et al., 2020). Compared with the ad hoc approach, both MiRKAT-S and

our approach share the huge computational advantage that the Cox model only needs to be

fit once. In addition, both methods only depend on the presence of an association between

the Martingale residuals and the microbiome measures, and so do not depend on the correct

specification of the Cox model for validity (i.e., type I error control), although power may

be lost if the Cox model provides a poor fit to the data.

One deficiency of the Martingale residual is its skewness, because it has a maximum

value 1 but a minimum value −∞. Because a residual measure with a more normal-like

distribution may perform better in downstream analyses, Therneau et al. (1990) introduced

the deviance residual for a Cox model:

Di = sign(Mi)
√
−2{Mi +∆i log(∆i −Mi)},

which is a non-linear transformation of the Martingale residual Mi . Therneau et al. (1990)

found that with less than 25% censoring, the deviance residual is approximately normally

distributed; with more than 40% censoring, too many points will lie near 0 making the

distribution non-normal, although the deviance residuals remain approximately symmetric

about 0. Therefore, we also consider a variation of our method that replaces Mi by Di in

the linear model (3.1). Although Di is not orthogonal to Xi , we can still use the LDM

to fit (3.1) as long as Xi enters the model before Di because, in this case, the LDM will

make Di orthogonal to Xi before testing for association with Zij. In our simulations, use of

the Martingale residual sometimes gave better power and sensitivity; in other situations the

deviance residual performed better. Since we cannot characterize those scenarios a priori, we
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also combine the results from analyzing each residual separately into a single combination

test. To account for differences in residual scale, we take the minimum of the p-values

obtained from analyzing each residual separately, and use the corresponding minima of null

p-values for each test from the permutation replicates to simulate the null distribution; the

null p-value is calculated based on the rank of the test statistic among all permutation

replicates (Westfall and Young, 1993).

We extend PERMANOVA to analyzing survival outcomes in a similar way. Like MiRKAT-

S, PERMANOVA is distance-based and offers a global test of the association at the commu-

nity level. To explain the variability in a given distance matrix, we use a similar linear model

as in (3.1) that includes the covariatesXi and the Martingale residualMi as explanatory vari-

ables. We obtain the p-value for testing Mi , repeat the procedure with the deviance residual

Di , and then construct a combination test that take the minimum of the two p-values as

the final test statistic. A common use of PERMANOVA is through the function “adonis2”

in the R package vegan. We have also presented another implementation of PERMANOVA

through the function “permanovaFL” in our R package LDM (Hu and Satten, 2020), which

differs from adonis2 in terms of the permutation scheme and outperformed adonis2 in many

occasions (Hu and Satten, 2020; Zhu et al., 2021; Hu and Satten, 2021) .

4.3 Simulations

4.3.1 Simulation designs

We conducted simulation studies to evaluate the properties of our approach and compare

our results to those obtained using competing methods. Our simulations were based on

data on 856 taxa of the upper-respiratory-tract (URT) microbiome (Charlson et al., 2010)

that were also used in the MiRKAT-S paper. We considered a binary confounder Xi and

assumed equal numbers of subjects with Xi = 1 and Xi = 0. We randomly sampled 100

taxa to be associated with Xi and generated their associations as follows. We first set
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two vectors, π1 and π2, to the taxon frequencies (i.e., relative abundances) estimated from

the URT microbiome data, and then permuted the frequencies in π2 that belong to the

set of 100 taxa selected to be associated with Xi , which ensured the same frequencies in

π1 and π2 for taxa not selected. Next, we defined a subject-specific frequency vector to

be π̃(Xi) = (1 − βXZXi)π1 + βXZXiπ2, in which βXZ can be interpreted as the effect of

Xi on the selected taxa. When βXZ = 0, there was no association between Xi and the

microbiome, in which case Xi reduced to a simple covariate for the survival outcome instead

of a confounder. Finally, we generated the taxon count data for each subject using the

Dirichlet-Multinomial model with mean π̃(Xi), overdispersion 0.02, and library size sampled

from N(10000, (10000/3)2) and left-truncated at 1000.

We considered two models, M1 and M2, for simulating the survival outcome. In what

follows, we number the taxa by decreasing relative abundance so that taxon 1 is the most

abundant. In model M1, we assumed that the relative abundances of taxa 1–10 determined

the association with the survival outcome; in model M2, we assumed that the presence or

absence of 10 randomly selected taxa, selected from taxa 11–100, determined this association.

Specifically, we defined Si =
∑

j∈A δjZij/Zj under M1 and Si =
∑

j∈A δjI(Zij > 0) under M2,

where δjs were directions taking values 1 and −1 with equal probabilities (and fixed across

replicates of data), A was the set of taxa selected to be associated with the outcome, Zij was

the observed frequency (taxon count divided by the library size), and Zj was the average

frequency for the jth taxon across subjects. Then, we simulated the time to event from the

Cox model with the baseline hazard following the Weibull distribution W(2, 0.01), namely,

Ti =
[

− log(Vi)
0.01 exp{βXSscale(Xi)+βscale(Si)}

]1/2
, where Vi was sampled from the uniform distribution

U [0, 1] andBi = expβXSscale(Xi) + βscaleSi with β characterizing the effects of the “causal”

taxa on the event time, βXS being fixed at 0.5, and scale(.) standardizing the input vector

to have mean 0 and standard deviation 1. The censoring time was simulated independently

from the Exponential distribution Exp(µ), where µ was set to 0.03, 0.08, and 0.2 to achieve

approximately 25%, 50% and 75% censoring. Using this procedure, we generated n = 100 or
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50 subjects for each replicate of data. To evaluate robusteness of our methods to violation

of the proportional hazard (PH) assumption, we also simulated the event time from the

accelerated hazard (AH) model (Chen and Wang, 2000) with the baseline hazard following

the lognormal distribution, namely, Ti = B−1
i exp{ϕ−1[1 − exp(BilogVi)]}, where ϕ−1 is the

inverse cumulative distribution of the standard normal distribution. The censoring time was

simulated as before using µ = 0.5 to achieve approximately 50% censoring. The AH model

generated data that strongly violated the PH assumption (specifically, 28.8% rejection rate

for testing the PH assumption (Grambsch and Therneau, 1994) using our simulated data,

which was much higher than the nominal value 5% of the test) and even had crossing survival

curves.

Prior to analysis, we filtered out taxa that were found in fewer than 5 subjects in the

dataset. We used the R package Survival to obtain the Martingale and deviance residuals,

Mi and Di , from fitting the Cox model for the survival outcomes with Xi as the explanatory

covariate.

For testing individual taxa, we applied the LDM with either Xi and Mi as covariates

or Xi and Di as covariates in the linear regression model (1), and refer to them as LDM-

m and LDM-d, respectively. Specifically, for data generated under model M1, we applied

the LDM to the relative abundance data and arcsin-root-transformed relative abundance

data separately and used the omnibus test that combined their results; for data generated

under model M2, we applied the LDM to the presence-absence data. We also obtained the

combination test that combines the results from LDM-m and LMD-d, and refer to it as

LDM-c. To evaluate the ad hoc approach, we fit the Cox model and the Firth-corrected

Cox model (using the “coxphf” function in the R package coxphf) taxon by taxon, using Xi

and the taxon relative abundance under model M1 or taxon presence-absence status under

model M2 as covariates; the p-values for these taxon-specific tests were then adjusted for

multiple testing using the Benjamini Hochberg procedure Benjamini and Hochberg (1995b).

We evaluated the sensitivity and empirical FDR at nominal level 20% for all taxon-specific
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tests, using 1000 replicates of data. We chose a relatively high nominal level for FDR because

the numbers of “causal” taxa in both M1 and M2 were small (i.e., 10).

For testing global association, we obtained these results from LDM-m, LDM-d, and

LDM-c, and we also applied permanovaFL in a similar way to obtain permanovaFL-m, per-

manovaFLd, and permanovaFL-c. For permanovaFL-based tests and all other distance-based

tests described below, we used the Bray-Curtis distance under model M1 and the Jaccard

distance under model M2. For comparison, we applied MiRKAT-S using the permutation

p-value, which was based on the Martingale residual only. We also applied OMiSA, specif-

ically OMiSALN, the part of OMiSA that combines the results from analyzing differently

power-transformed relative abundance data (with the default set of power values), which

always analyzes data at the relative abundance scale even under model M2. In addition, we

considered a number of secondary tests to gain more insights. To verify the equivalence of

MiRKAT-S to an implementation of MiRKAT, we applied MiRKAT with a linear regression

model that used the Martingale residual as the continuous outcome and the microbiome pro-

file as the covariates without adjusting for Xi , and refer to this test as MiRKAT-m1. We also

applied a variation of MiRKAT-m1 that additionally adjusted Xi in the linear regression,

referred to as MiRKAT-m, and a variation of MiRKAT-m that replaced the Martingale resid-

ual by the deviance residual, referred to as MiRKAT-d. Finally, we applied PERMANOVA

implemented in adonis2, with either Xi and Mi as covariates or Xi and Di as covariates to

obtain adonis2-m and adonis2-d. All global tests were evaluated on their type I error and

power at the nominal level 0.05, based on 10000 and 1000 replicates of data, respectively.

4.3.2 Simulation results

We focus on the results from simulated data with 50% censoring and sample size 100; the

results when the censoring rate was varied to 75% or 25% or the sample size was reduced

to 50 showed the same patterns and are thus deferred to Supplementary Materials (Table

S1, Figures C.3, C.4, and C.5). Figure 1 shows the sensitivity and empirical FDR results
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for the taxon-specific tests. In both scenarios M1 and M2, the deviance residual (LDM-

d) corresponds to higher sensitivity than the Martingale residual (LDM-m), although the

difference was small. We explored two more scenarios, one assuming taxon 11 to be associated

with the event time (referred to as M3) and one assuming taxon 21 to be associated (referred

to as M4), in which data were analyzed at the relative abundance scale and the presence-

absence scale, respectively. The results were displayed in Figure C.1. We found that the

Martingale residual led to higher sensitivity than the deviance residual under M3 and the

two residuals performed very differently under M4. Fortunately, the combination test LDM-c

tracked the results of the best-performing residual in all cases. As expected, all LDM tests

controlled the FDR (except for some minor inflation when the sensitivity was extremely low).

The ad hoc Cox regression had very inflated FDR in all cases. The Firth-corrected Cox model

had close sensitivity, smaller while still inflated FDR compared with Cox regression.

The type I error results of the global tests are summarized in Table 1, which shows that

the LDM- and permanovaFL-related tests all yielded type I error close to the nominal level

0.05. MiRKAT-S and OMiSA produced conservative type I errors whenXi was a confounder;

for example, their type I error rates were 0.007 and 0.034 under model M2. Note that all

these tests yielded highly inflated type I error (> 0.4) when the confounder was not adjusted

for in the entire analysis, confirming that we have generated substantial confounding effects.

The type I error rate of all these tests were robust to violation of the PH assumption when

the event times were instead simulated using the AH model.

Figure 2 displays the power for the global tests. Using either the LDM or permanovaFL,

the Martingale and deviance residuals, as well as the combination test, all led to similar

power. The similar power between the LDM and permanovaFL was a coincidence here

and is not guaranteed in general, since permanovaFL results will vary depending on the

distance measure used. MiRKAT-S had similar power to permanovaFL-m when Xi was a

simple covariate (i.e., not correlated with the microbiome data) but had lower power than

permanovaFL-m when Xi was a confounder (especially under Model M2), which is consistent
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with its conservative type I error results in this situation. OMiSA had very low power in

both scenarios M1 and M2. We explored an additional scenario in which rare taxa (taxa

91–100) were associated with the event time; OMiSA yielded good power among all tests

when the data were simulated and analyzed based on the relative abundance scale (Figure

S2).

Figure 3 displays the power for the secondary global tests and included MiRKAT-S

again as a calibration. Indeed, MiRKAT-S had equivalent power to MiRKAT-m1 in all

cases. MIRKAT-m and MiRKAT-d always had very similar power to permanovaFL-m

and permanovaFLd, respectively, which was expected given the equivalent performance of

MiRKAT and permanovaFL we have consistently observed in the context of testing con-

tinuous or binary outcomes. These results confirmed that the improvement in the power

of permanovaFLm over MiRKAT-S was truly due to its inclusion of Xi in the linear re-

gression model (3.1). Lastly, adonis2-m and adonis2-d occasionally had lower power than

permanovaFL-m and permanovaFL-d, as seen before (Hu and Satten, 2020; Zhu et al., 2021;

Hu and Satten, 2021).

4.4 Data analysis

4.4.1 Analysis of the aGVHD data

We analyzed the same data on aGVHD that were also analyzed in the MiRKAT-S paper.

We first followed the same procedure as in the MiRKAT-S paper to obtain 2436 operational

taxanomic unites (OTUs) in 94 subjects, and then removed subjects with library sizes less

than 1000 and excluded OTUs that were found in fewer than 5 subjects to obtaina final set of

88 subjects and 441 OTUs for our analysis. We tested the association of the gut microbiome

with two survival outcomes separately, the overall survival and the time to stage-III aGVHD,

both adjusting for age and gender. The censoring rates for the overall survival the and time

to stage-III aGCHD were 52.3% and 42.0%, respectively. The Martingale and deviance
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residuals obtained from the Cox model with age and gender as covariates were displayed in

Figure S6, which shows that neither residuals were normally or symmetrically distributed in

this dataset.

We applied the LDM only for testing individual OTUs and the LDM, permanovaFL,

MiRKAT-S and OMiSA (the OMiSALN part only) for testing the global association. We

applied these methods to both relative-abundance and presence-absence data scales, in the

same way as in the simulation studies. For the presence-absence analyses, we considered

both rarefied and unrarefied data for all methods. The unrarefied data may be subject to

confounding by the library size, which varied considerably between 1,274 and 265,352 in

this dataset. In the rarefaction-based analysis with rarefaction depth 1,274, the LDM was

based on all rarefied OTU tables (the LDM-A method in Hu, Lane and Satten (2021)), and

permanovaFL and MiRKAT-S were based on the expected Jaccard distance matrix over

all rarefied OTU tables (Hu and Satten, 2021). Note that OMiSA was not applicable for

presence-absence analysis.

All test results were summarized in Table 4.2. The LDM or permanovaFL combination

tests (LDM-c, permanovaFL-c) always tracked the better results obtained using the Mar-

tingale residual and the deviance residual, so we focus on their combination tests hereafter.

Among the different analyses we performed, presence-absence analyses based on all rarefied

OTU tables consistently led to the most significant results for all tests. Specifically, LDM-c

detected 17 OTUs associated with the overall survival and 29 OTUs associated with the time

to stage-III aGVHD; the survival functions stratified by the presence and absence status of

each detected OTU (based on a singly rarefied OTU table) were plotted in Figures S7 and

S8, which showed a clear separation in each case. LDM-c, permanovaFL-c, and MiRKAT-S

yielded p-values 0.0002, 0.0006, and 0, respectively, for testing the global association of the

gut microbiome with the overall survival, and 0.0006, 0.0016, and 0.003 for the global asso-

ciation with the time to stage-III aGVHD. The substantial difference in results between the

rarefied and unrarefied analyses implied that differences in the library size played an impor-
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tant, although undesired, role in the unrarefied analysis. Based on the relative abundance

data and a nominal significance level 0.05, LDM-c and permanovaFL-c declared a significant

global association of the gut microbiome with the time to stage-III aGVHD but failed for

the overall survival; MiRKAT-S failed for both outcomes; OMiSA was significant for both

outcomes.

4.5 Discussion

We have presented an approach that can be used in the LDM and PERMANOVA frame-

works to testing microbiome associations with survival outcomes. This approach is based

on a linear model treating both the Martingale and deviance residuals from the Cox pro-

portional hazards model as continuous covariates. Unlike existing methods which only give

communitylevel (global) tests, our extension of the LDM gives both community-level and

taxon-level association tests. Further, we find that the LDM global test and permanovaFL

outperform the existing permutation-based global tests, MiRKAT-S and OMiSA, when there

are strong confounders. Although the analysis of a single type of residuals can make use of

existing code of the LDM or permanovaFL, the test that combines the two, which is rec-

ommended over each single test, does entail additional programming and has been added to

the LDM package. Note that the only additional computational burden for testing survival

outcomes in the LDM framework is the single calculation of the Cox model residuals and

the calculation of the combination test, which is a negligible addition in computation.

In our simulation studies and real data application, we have analyzed the microbiome

data at the relative abundance scale and the presence-absence scale separately. In theory,

those p-values should be adjusted for multiple comparisons. An alternative would be to use

a test based on the minimum of p-values at each scale. We have recently developed such a

test for the LDM that combines the results of analyses at three different scales, namely, the

relative abundance, arcsin-root transformed relative abundance, and presence-absence scales;



82

we call this test LDM-omni3 (Zhu et al., 2022). A version of LDM-omni3 that applies our

survival-based LDM-c to analysis results on the three scales is available in the most recent

release (≥ v5.0) of the LDM package. Similarly, an omnibus test based on permanovaFL

that combines the results of permanovaFL-c applied to different distance matrices is also

available in the LDM package.

Table 4.1: Type I error of the global tests for simulated data with 50% censoring and n = 100

Hazards LDM permanovaFL

model Scenario βXZ -c -m -d -c -m -d MiRKATS OMiSALN

Cox M1 0 0.051 0.049 0.047 0.051 0.051 0.048 0.052 0.050

0.8 0.050 0.047 0.048 0.052 0.051 0.050 0.032 0.034

0.8∗ 0.626 0.634 0.563 0.450 0.453 0.418 0.471 0.518

M2 0 0.044 0.042 0.044 0.046 0.046 0.044 0.048 0.050

0.8. 0.048 0.050 0.047 0.049 0.050 0.046 0.007 0.034

0.8∗ 0.805 0.808 0.74 0.814 0.817 0.74 0.818 0.518

AH M1 0 0.050 0.049 0.047 0.051 0.051 0.048 0.052 0.050

0.8 0.050 0.047 0.048 0.052 0.051 0.050 0.032 0.034

M2 0 0.050 0.042 0.044 0.046 0.046 0.044 0.048 0.050

0.8 0.052 0.050 0.047 0.049 0.050 0.046 0.007 0.034

Note: AH is the accelerated hazards model (Chen and Wang, 2000). When βXZ = 0, X was a

simple covariate (i.e., not correlated with the microbiome data); when βXZ = 0.8, Xi was a

confounder; when βXZ = 0.8∗, Xi was a confounder but omitted in the entire analysis.
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Table 4.2: Results in analysis of the aGVHD data

Relative Presence-absence Presence-absence

abundance (unrarefied) (rarefied)

Overall survival Global LDM-c 0.0640 0.0456 0.000200

p-value LDM-m 0.0565 0.0385 0.000200

LDM-d 0.0965 0.0737 0.000400

permanovaFL-c 0.0785 0.0376 0.000600

permanovaFL-m 0.0665 0.0316 0.000800

permanovaFL-d 0.132 0.0411 0.000400

MiRKATS 0.0581 0.0290 0

OMiSALN 0.002 - -

Number of LDM-c 2 2 17

detected LDM-m 5 10 28

OTUs LDM-d 0 1 3

Stage-III aGVHD Global LDM-c 0.0376 0.0365 0.000600

p-value LDM-m 0.0315 0.0323 0.000600

LDM-d 0.0591 0.0668 0.00180

permanovaFL-c 0.0366 0.0411 0.00160

permanovaFL-m 0.0310 0.0355 0.00140

permanovaFL-d 0.0604 0.0624 0.00260

MiRKATS 0.0711 0.0300 0.00300

OMiSALN 0.004 - -

Number of LDM-c 12 12 29

detected LDM-m 50 15 64

OTUs LDM-d 0 8 8

Note: The OTUs were detected at the nominal FDR = 10%. MiRKATS and permanovaFL results were

based on the Bray-Curtis distance in analysis of relative abundance data and the Jaccard distance in

analysis of presence-absence data. In rarefaction-based presence-absence analysis, the results of MiRKATS

were based on one rarefied OTU table and those of LDM and permanovaFL were based on all rarefied OTU

tables.
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Figure 4.1: Sensitivity and empirical FDR of the taxon-specific tests in analysis of simulated

data with a confounder Xi (βXZ = 0.8), 50% censoring, and n = 100. “Cox-f” is the Firth-

corrected Cox model. The gray dotted line represents the nominal FDR level 20%
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Figure 4.2: Power of the global tests in the presence of a covariate βXZ = 0 and a confounder

βXZ = 0.8. The data were simulated with 50% censoring and n = 100. The gray dotted line

represents the nominal type I error level 0.05.
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Figure 4.3: See caption to Figure 4.2. The MiRKAT-S results are the same as those in

Figure 4.2.
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Table A.1: Type I error for testing the global hypothesis at nominal level 0.05

Causal LOCOM LOCOM PERMANOVA PERMANOVA

Trait Confounder mechanism n -null -causal -half -one

Binary NA M1, M2 50 0.047 0.047 0.054 0.052

100 0.052 0.052 0.056 0.063

200 0.055 0.055 0.048 0.047

∗Binary NA M1, M2 100 0.040 0.040 0.068 0.070

†Binary NA M1, M2 100 0.049 0.049 0.044 0.044

Binary Binary M1 50 0.055 0.036 0.045 0.046

100 0.060 0.037 0.049 0.049

200 0.050 0.045 0.050 0.050

M2 50 0.036 0.054 0.045 0.046

100 0.040 0.059 0.053 0.052

200 0.043 0.052 0.048 0.049

Binary Continuous M1 100 0.049 0.042 0.054 0.053

M2 100 0.046 0.053 0.049 0.053

Continuous NA M1, M2 100 0.049 0.049 0.059 0.055

Continuous Binary M1 100 0.048 0.048 0.045 0.045

M2 100 0.047 0.049 0.047 0.045

Continuous Continuous M1 100 0.055 0.049 0.048 0.048

M2 100 0.043 0.047 0.048 0.048

Note: n is the number of samples. ∗ with differential experimental bias. † data were generated
from the differential relative abundance model and the PLNM model. Note that when there
is no confounder, the data generated under the global null for scenarios M1 and M2 (as well
as M1-500 and M1-rare) are the same.
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Table A.2: Type I error for testing the global hypothesis at nominal level 0.05,
without adjustment of the confounder

Causal LOCOM LOCOM

Trait Confounder mechanism -null -causal

Binary Binary M1 0.132 0.132

M2 0.154 0.154

Binary Continuous M1 0.481 0.481

M2 0.525 0.525

Continuous Binary M1 0.161 0.145

M2 0.168 0.177

Continuous Continuous M1 0.112 0.104

M2 0.123 0.139

Note: Sample size n = 100.
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Table A.3: Taxa (in ascending order of the raw p-value) detected by LOCOM in analysis of
the two real datasets

Taxon Mean relative Raw Adjusted
Taxon ID Assignment abundance p-value p-value

Taxa associated with smoking in URT microbiome data
URT-1 g Veillonella 0.067 0.00018 0.018
URT-2 g Streptococcus 0.015 0.00036 0.018
URT-3 g Atopobium 0.012 0.00091 0.031
URT-4 g Megasphaera 0.013 0.00127 0.032
URT-5 g Prevotella 0.041 0.00182 0.037
URT-6 g Prevotella 0.0024 0.00455 0.076

Taxa associated with gPC5 in PPI microbiome data
PPI-1 f Flavobacteriaceae 0.00098 0.0020 0.025
PPI-2 g Escherichia 0.015 0.0020 0.025
PPI-3 g Escherichia 0.00032 0.0020 0.025
PPI-4 f Comamonadaceae 0.0013 0.0040 0.030
PPI-5 g Coprococcus 0.00051 0.0040 0.030
PPI-6 g Escherichia 0.093 0.0060 0.032
PPI-7 g Escherichia 0.0021 0.0060 0.032
PPI-8 f Enterobacteriaceae 0.00037 0.0014 0.066
PPI-9 g Blautia 0.00015 0.0018 0.070
PPI-10 g Acinetobacter 0.0014 0.0022 0.070
PPI-11 g Escherichia 0.0011 0.0022 0.070
PPI-12 g Streptococcus 0.00023 0.0024 0.070
PPI-13 g Escherichia 0.0032 0.0026 0.070
PPI-14 g Escherichia 0.000058 0.0026 0.070
PPI-15 g Escherichia 0.00028 0.0028 0.070
PPI-16 g Escherichia 0.0053 0.0032 0.075
PPI-17 g Escherichia 0.000071 0.0034 0.075
PPI-18 Unclassified 0.00091 0.0044 0.085
PPI-19 g Streptococcus 0.00010 0.0046 0.085
PPI-20 g Bifidobacterium 0.011 0.0052 0.085
PPI-21 f Clostridiaceae 0.0015 0.0054 0.085
PPI-22 g Escherichia 0.00016 0.0056 0.085
PPI-23 g Escherichia 0.000080 0.0058 0.085
PPI-24 g Escherichia 0.00011 0.0062 0.085
PPI-25 g Bifidobacterium 0.0015 0.0064 0.085
PPI-26 f Lachnospiraceae 0.000089 0.0064 0.085
PPI-27 g Escherichia 0.000049 0.0064 0.085
PPI-28 g Clostridium 0.00031 0.0066 0.085
PPI-29 g Blautia 0.0040 0.0066 0.085
PPI-30 g Escherichia 0.00080 0.0068 0.085
PPI-31 f Enterobacteriaceae 0.000040 0.0072 0.088
PPI-32 f Enterococcaceae 0.00076 0.0080 0.094

Taxa associated with gPC2 in PPT microbiome data
PPI-19 g Streptococcus 0.00010 0.00020 0.047
PPI-33 g Streptococcus 0.00023 0.00020 0.047

Taxa associated with gPC3 in PPT microbiome data
PPI-19 g Streptococcus 0.00010 0.00020 0.041
PPI-33 g Streptococcus 0.00023 0.00020 0.041

Note: The mean relative abundance was calculated based on the data after filtering out taxa
having fewer than 20% presence in the sample. “g ” or “f ” indicates that the taxon is
assigned a genus or a family. The nominal FDR is 10%.
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Figure A.1: Simulation results for data (n = 100) with a binary trait and a continuous
confounder.
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Figure A.2: Simulation results for data (n = 100) with a continuous trait and a continuous
confounder.
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Figure A.3: Simulation results for data (n = 50) with a binary trait (and no confounder).
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Figure A.4: Simulation results for data (n = 50) with a binary trait and a binary confounder.
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Figure A.5: Simulation results for data (n = 200) with a binary trait (and no confounder).
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Figure A.6: Simulation results for data (n = 200) with a binary trait and a binary con-
founder.
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Figure A.7: Simulation results for data (n = 100) with a binary trait (and no confounder),
and for the nominal FDR level of 10%.
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Figure A.8: Simulation results for data (n = 100) with a binary trait and a binary con-
founder, and for the nominal FDR level of 10%.
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Figure A.9: Simulation results for data (n = 100) with a binary trait (and no confounder),
generated by modifying M1 to have 500 causal taxa (M1-500) or 20 rare causal taxa (M1-
rare).
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Figure A.10: Simulation results for data (n = 100) with a binary trait and a binary con-
founder, when different values were used for different βj,1. Specifically, the fold change
exp(βj,1) was obtained by coupling an initial fold change with the “scale factor” exp(β). The
initial fold change was sampled from U [0.5, 1.5], which implies different directions. If the
initial fold change was positive (greater than 1), it was up-scaled (multiplied) by the scale
factor to give the final fold change; if the initial fold change was negative (less than 1), it
was down-scaled (divided) by the scale factor to give the final fold change. Note that the
scale factor exp(β) = 1 does not correspond to the global null.
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Figure B.2: Distributions of the interactive bias γij across samples, for all taxa (that passed
our filter) using one replicate of data simulated under M2.
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Figure B.3: Empirical FDR results for data generated under M1, with a confounder. The
rows correspond to fold change exp(β) = 1, exp(β) = 5 and exp(β) = 9, respectively.



105

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−nondiff

S
en

si
tiv

ity

LOCOM
ANCOM
ANCOMo

ANCOM−BC
ANCOM − BCo

ALDEx2
fastANCOM
fastANCOMo

LinDA
LinDAo

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−diff−causal

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−diff−half

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−null

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S
en

si
tiv

ity

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S
en

si
tiv

ity

0 1 2 3 4

φ

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

φ

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

φ

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

φ

Figure B.4: Sensitivity results for data generated under M1, with a confounder. The rows
correspond to fold change exp(β) = 1, exp(β) = 5 and exp(β) = 9, respectively.
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Figure B.5: Empirical FDR results for data generated under M2, with a confounder. The
rows correspond to fold change exp(β) = 1, exp(β) = 3 and exp(β) = 5, respectively.
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Figure B.6: Sensitivity results for data generated under M2, with a confounder. The rows
correspond to fold change exp(β) = 1, exp(β) = 3 and exp(β) = 5, respectively.



108

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−nondiff

E
m

pi
ric

al
 F

D
R

LOCOM
ALDEx2
DACOMP
fastANCOM
fastANCOMo

LinDA
LinDAo

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−diff−causal

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−diff−half

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

S−null

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

E
m

pi
ric

al
 F

D
R

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

E
m

pi
ric

al
 F

D
R

0 1 2 3 4

φ

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

φ

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

φ

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0 1 2 3 4

φ

Figure B.7: Sensitivity results for data generated under M1, with a continuous trait. The
rows correspond to fold change exp(β) = 1, exp(β) = 2 and exp(β) = 3, respectively.
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Figure B.8: Sensitivity results for data generated under M1, with a continuous trait. The
rows correspond to fold change exp(β) = 1, exp(β) = 2 and exp(β) = 3, respectively.
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Figure B.9: Empirical FDR results for data generated under M2, with a continuous trait.
The rows correspond to fold change exp(β) = 1, exp(β) = 1.5 and exp(β) = 2, respectively.
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Figure B.10: Sensitivity results for data generated under M2, with a continuous trait. The
rows correspond to fold change exp(β) = 1, exp(β) = 1.5 and exp(β) = 2, respectively.
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Appendix for Chapter 3

A large number of permutation schemes have been proposed for inference in linear models.

We and others (Anderson and Legendre, 1999; Winkler et al., 2014) have found that the

Freedman-Lane scheme both preserves type I error and optimizes test power. For example, we

showed in Hu and Satten (2020) that permanovaFL, our implementation of PERMANOVA

using the Freedman-Lane permutation, had a noticeable increase in power compared to

adonis2, the implementation of PERMANOVA in the R package vegan, while still controlling

type I error. We found a similar issue with the permutation scheme used in MiRKAT-S.

The test statistics used in MiRKAT-S when permutation-based inference is requested is

MTKM , where M is the vector of Martingale residuals and K is the n×n distance (kernel)

matrix (see Plantinga et al. (2017) for more information on K). The observed value of the

test statistics is compared to permutation distribution of (PrM)TK(PrM) for r = 1, . . . , R,

where Pr is the rth permutation matrix and R is the total number of permutation replicates.

OMiSA adopted the same form of test statistic (except that K is the Euclidean distance

matrix of power transformed relative abundance data) and the same permutation scheme,

and thus has the same issue that MiRKAT-S has, as demonstrated below.

One way to see the role of permutation scheme on power is to use the original MiRKAT

program to conduct a survival analysis by first obtaining the Martingale residuals from the



113

Cox Model, same as in MiRKAT-S, and then using the Martingale residual as a continuous

outcome variable. Since the Martingale residual Mi has already accounted for the effect of

covariates Xi, we could use MiRKAT to fit the model

Mi = f(Zi) + ϵi, (C.1)

where Zi denotes the microbiome data of all taxa from subject i and the f(.) function is

determined by the distance measure. Alternatively, we could fit the model

Mi = βXXi + f(Zi) + ϵi, (C.2)

in which inclusion of Xi seems redundant as Mi is already a residual after accounting for Xi

and, in fact, the two vectors M = (M1, . . . ,Mn)
T and X = (X1, . . . , Xn)

T are orthogonal.

However, if permutation is conducted by permuting Mi, i.e, replacing M by PrM , then

these two models are different: model C.1 corresponds to what Winkler et al. (2014) call

the “StillWhite” method in their Table 2, while model C.2 generates the Freedman-Lane

method. The difference is that, after permuting Mi, PrM and X are no longer exactly

orthogonal, but including Xi in the model ensures that PrM is orthogonal to X when f(Zi)

is fit for each permutation. In our experience, this orthogonality is the source of the power

advantage enjoyed by the Freedman-Lane approach. The power advantage is especially large

when there is strong confounding effect and when the orthogonalization has a large effect.

Comparing the test statistics of MiRKAT-S with that of MiRKAT, we find that the

permutation-based MiRKAT-S corresponds to fitting model C.1 in MiRKAT. If model C.2

is fit in MiRKAT, we find an improvement in the power of MiRKAT to essentially equal

the power of our approach (i.e., our adaption of permanovaFL based on the Martingale

residuals).



114

Table C.1: Type I error of the global tests for simulated data in other cases

LDM- permanovaFL-

Censoring n Scenario βXZ c m d c m d MiRKAT-S OMiSALN

75% 100 M1 0 0.050 0.049 0.053 0.051 0.051 0.052 0.051 0.053

0.8 0.052 0.050 0.048 0.050 0.050 0.050 0.032 0.038

0.8∗ 0.332 0.329 0.314 0.239 0.228 0.228 0.233 0.261

M2 0 0.048 0.047 0.049 0.049 0.048 0.050 0.051 0.052

0.8 0.051 0.053 0.049 0.050 0.050 0.047 0.009 0.038

0.8∗ 0.469 0.480 0.442 0.475 0.473 0.437 0.474 0.261

25% 100 M1 0 0.052 0.051 0.052 0.052 0.051 0.051 0.053 0.052

0.8 0.047 0.044 0.048 0.049 0.046 0.049 0.030 0.033

0.8∗ 0.806 0.812 0.725 0.624 0.628 0.593 0.643 0.697

M2 0 0.043 0.045 0.044 0.045 0.044 0.045 0.047 0.052

0.8 0.049 0.047 0.046 0.049 0.050 0.047 0.009 0.033

0.8∗ 0.912 0.919 0.860 0.925 0.931 0.864 0.931 0.694

50% 100 M1 0 0.045 0.046 0.044 0.045 0.046 0.044 0.051 0.047

0.8 0.045 0.047 0.047 0.049 0.050 0.048 0.032 0.027

0.8∗ 0.335 0.327 0.294 0.218 0.217 0.207 0.225 0.304

M2 0 0.042 0.044 0.043 0.047 0.046 0.046 0.050 0.047

0.8 0.044 0.045 0.040 0.046 0.047 0.044 0.006 0.027

0.8∗ 0.462 0.471 0.435 0.474 0.477 0.445 0.489 0.304

Note: See the note to Table 4.5. All event times here were simulated from the Cox model.
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Figure C.1: Sensitivity and empirical FDR of the taxon-level tests in two more scenarios
when the 11th and 21th taxa, respectively, were associated with the survival outcome.
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Figure C.2: Results in the scenario when rare taxa (taxa 91-100) were associated with the
event time. Left column: data were simulated and analyzed based on the relative abundance
scale, same as in model M1. Right column: data were simulated and analyzed based on the
presence-absence scale (except for OMiSA), same as in model M2.The censoring rate was
50% and n = 100. Results of sensitivity and empirical FDR were obtained when Xi was a
confounder (βXZ = 0.8).
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Figure C.3: Results for simulated data with 75% censoring and n = 100. Results of sensitivity
and empirical FDR were obtained when Xi was a confounder (βXZ = 0.8).
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Figure C.4: Results for simulated data with 25% censoring and n = 100. Results of sensitivity
and empirical FDR were obtained when Xi was a confounder (βXZ = 0.8).
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Figure C.5: Results for simulated data with 50% censoring and n = 50. Results of sensitivity
and empirical FDR were obtained when Xi was a confounder (βXZ = 0.8).
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(a) Overall survival outcome
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(b) Stage-III aGVHD outcome
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Figure C.6: Martingale and deviance residuals, generated from the Cox model that fit age
and gender as covariates in analysis of the aGVHD data.
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Figure C.7: Survival functions for the overall survival outcome by the presence (blue) and
absence (red) status (based on a singly rarefied OTU table) of the OTUs detected by LDM-c.
The plots were ordered by the adjusted p-values from LDM-c.
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Figure C.8: See the caption to Figure C.7. The outcome is the time to stage-III aGVHD
here.
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Å., Hagopian, W. A., Rewers, M. J., She, J.-X. et al. (2018), ‘The human gut microbiome

in early-onset type 1 diabetes from the teddy study’, Nature 562(7728), 589.

Verbeek, E. C., Bakker, I. M., Bevova, M. R., Bochdanovits, Z., Rizzu, P., Sondervan, D.,

Willemsen, G., De Geus, E. J., Smit, J. H., Penninx, B. W., Boomsma, D., Hoogendijk,

W. and Heutink, P. (2012), ‘A fine-mapping study of 7 top scoring genes from a GWAS

for major depressive disorder’, PloS One 7(5), e37384.
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