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Abstract 

 

A dip IN the shallow end: 

SAMHD1 dNTPase specificity and how draining the dNTP pool limits HIV-1 gap repair. 

 

By Russell W. Goetze 

 

Lentiviruses, including HIV-1, infect both dividing and nondividing target cells and have 

adapted strategies to overcome barriers to replication in these types of cells. One such barrier to 

in nondividing cells is tight regulation of 2’-deoxyribonucleotide (dNTP) synthesis and 

degradation by ribonucleotide reductase (RNR) and sterile alpha motif and histidine and aspartic 

acid domain containing protein 1 (SAMHD1), respectively. 

SAMHD1 maintains low dNTP concentrations in nondividing cells though its 

triphosphohydrolase activity and is allosterically regulated by NTPs and dNTPs. Besides 

canonical dNTPs, SAMHD1 degrades nucleoside analogue drugs that are used to treat cancer 

and viral disease. However, whether these molecules are able to induce or disrupt activation by 

binding to either of the SAMHD1 allosteric sites or the catalytic site is unknown. We tested a 

number of nucleoside analogues to define key characteristics that would enable us to predict 

whether these molecules would fit into the active site of SAMHD1. We report that while 

modifications to the base moiety and some modifications to the 2’ position of the sugar moiety 

are tolerated, modifications to the 3’ and some modifications to the 2’ position of the sugar 

moiety prevent degradation by SAMHD1. This information is valuable for designing future 

nucleoside analogue drugs for SAMHD1-expressing cell types. 

Lentiviruses require cellular DNA repair pathways to complete integration of the viral 

genome into a host chromosome. Among the proteins involved, DNA Polymerase  (Pol ) has 

been proposed as a potential key player in this process. We generated a novel Pol  KO THP-1 

cell line to examine HIV DNA repair in dividing and nondividing cells in the absence of Pol  

expression. We report that dNTP concentrations, which are suppressed by SAMHD1 in 

nondividing cells, but not Pol , control the rate of gap repair. Furthermore, we show that Pol  

is dispensable for HIV-1 transduction in both dividing and nondividing THP-1 cells, indicating 

that other cellular DNA polymerases and/or RT are capable of completing the essential DNA 

repair step required for integration. Together, the data presented here provide insight into two 

ways that cellular regulation of dNTPs interfaces with lentivirus replication.
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A. HIV Biology 

1. AIDS and the Discovery of HIV-1 

 Acquired immunodeficiency syndrome (AIDS) was first recognized in 1981 after Dr. 

Michael Gottlieb and colleagues reported five separate patients, all gay men, with Pneumocystis 

carinii, active cytomegalovirus infection, and candida infection – all opportunistic infections. All 

patients were young and previously in good health, which suggested a sexually transmitted 

disease causing severe immune dysfunction (1). By the end of 1981, more than 250 cases had 

been reported by the U.S. Centers for Disease Control (CDC) causing more than 100 deaths (2). 

The term AIDS was first used by CDC in 1982 and the definition was narrowed to describe 

individuals with an etiologically undefined reduction in cell-mediated immunity (3). The disease 

continued to spread, particularly within the gay community, intravenous drug users, and 

individuals requiring frequent blood transfusions (4). It was not until 1983 that the causative 

agent of AIDS, human immunodeficiency virus Type 1 (HIV-1), was discovered independently 

by the laboratories of Drs. Luc Montagnier of the Pasteur Institute in France and Robert Gallo of 

the National Cancer Institute in the United States (5,6). Prior to the discovery of HTLV-1 by 

Gallo’s laboratory in 1980 (7), retroviruses were not known to cause human disease – a 

discovery that led Gallo to propose in 1982 that AIDS may, in fact, be the consequence of a 

retroviral infection in humans. While we now know that Gallo’s hypothesis was correct, the idea 

was quite controversial at the time. Previous work by Gallo’s laboratory led to the discovery of 

interleukin-2, which enabled the development of an in vitro immune cell culture system. This 

permitted researchers to grow HIV and other T-cell viruses in culture contributing enormously to 

our understanding of HIV and other retroviruses today (8). 
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2. The HIV Genome and its Products 

 Structurally, HIV is a spherical, enveloped virus that carries two copies of the (+)-sense 

single-stranded (ss) RNA genome. The genome is approximately 10 kb long with highly similar 

sequences, termed long terminal repeats (LTRs), at each end. The 5’ and 3’ LTRs contain unique 

sequences, referred to as U5 and U3, respectively, which are copied during reverse transcription 

so that both are included at each end of the viral dsDNA. The U3 region includes both 

transcriptional promoter and enhancer sequences, which drive expression of viral genes once the 

provirus integrated into a host cell chromosome. Downstream of the LTR, the viral genome 

contains a packaging signal, termed the Psi sequence, which is required for directing the viral 

genomic RNA into newly formed viral particles through interactions with certain viral proteins. 

The viral RNA messages contain nine distinct genes of which three, gag, pol, and env, encode 

structural proteins required for viral replication. The additional six genes encode accessory and 

regulatory proteins. Each of the structural genes is expressed as an unprocessed polyprotein that 

undergoes cleavage by the viral protease (PR) or cellular proteases during the maturation process 

or within the cellular secretory pathway, respectively. In total, the HIV-1 genome encodes 15 

separate proteins that function in viral replication and combatting host-cell defenses (9,10) (Fig. 

1). 

The gag gene encodes a 54 kD polyprotein consisting of four substituents: matrix (MA), 

capsid (CA), nucleocapsid (NC), and p6. The gag polyprotein is processed by the HIV protease 

(PR) during viral particle maturation to produce these four products. The MA portion of the gag 

polyprotein is co-translationally myristoylated, which targets the polyprotein to the plasma 

membrane where it is recruited into new viral particles (11). The mature MA protein is part of 
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the pre-integration complex (PIC) and is thought to facilitate nuclear import of the PIC (12). 

Mature CA is a 24 kD protein that makes up the core protein structure that encases the viral  

ssRNA within viral particles (13). The assembled CA core is visible by electron microscopy and 

forms a conical structure in mature virions, which can be used to distinguish these from 

immature virions (14). The NC protein is a 7 kD RNA binding protein that interacts with the 

HIV-1 RNA genome through its zinc finger motif. NC is important for controlling the secondary 

structure of the viral RNA and acts as a chaperone for RT during viral DNA synthesis to prevent 

incorrect priming from occurring (15). p6 is responsible for recruiting the viral accessory protein 

Vpr to the cell plasma membrane to be incorporated into new virions (16). 

The pol gene itself contains no start codon, but is translated when the ribosome “slips” 

and continues past the gag stop codon, which produces a gag-pol fusion polyprotein (17). The 

gag-pol polyprotein occurs as at frequency of 1/10 to 1/20 that of gag and is affected by 

mutations at the slippage site, suggesting that this ratio is evolutionarily optimized for 

maintaining an ideal level of the enzymes encoded by pol (18). Pol encodes four enzymes 

required for viral replication: PR, reverse transcriptase (RT), ribonuclease (RNase) H, and 

integrase. The viral PR is responsible for post-translational cleavage at several sites within the 

viral polyproteins, including cleavage of its own linker sequence, which joins the C-terminal of 

PR to the N-terminal of RT (19). PR is an aspartyl protease that becomes activated by low pH 

that occurs in viral particles (20). The viral RT is a heterodimer comprised of 51 and 66 kD 

subunits termed p51 and p66, respectively. The p51 subunit is composed solely of the RT, while 

the p66 subunit is made up of the p51 subunit and the 15 kD RNase H domain. Initially, a p66 

homodimer is formed, but is processed by PR to yield the heterodimer (19). RT, the viral 

polymerase, converts the genomic ssRNA into dsDNA through RNA-dependent and DNA-
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dependent DNA polymerase activities (21). A more detailed mechanism of reverse transcription 

is discussed later. The RNase H domain of the RT heterodimer is a hybridase that hydrolyzes the 

RNA component of the RNA/DNA hybrid (22). Certain regions of high purine density, termed 

the poly-purine tracts (PPTs), resist this activity of RNase H and are important for RT priming 

during reverse transcription (23). IN forms the C-terminal region of the pol polyprotein. IN 

possesses both RNA and DNA binding activity, which is necessary for both correct packaging of 

the genomic RNA into virions and for the integration of the viral dsDNA into the host cell 

genome (24,25). The integration process involves several distinct steps, which will be discussed 

in greater detail later. 

The env gene encodes the viral envelope glycoprotein, which is translated as a 160 kD 

polyprotein. This precursor polyprotein is proteolytically processed by the host protease, furin, 

into two products: gp41 and gp120, which together heterodimerize to form the envelope 

glycoprotein of the virus, gp160 (26). Expression and processing of the gp140 protein is required 

for entry into the host target cell and is mediated by interactions with both the gp41 and gp120 

subunits and the surface of the host cell. As the only surface-exposed viral protein on the viral 

envelope, the host adaptive immune response is directed primarily to gp160 (28). However, few 

infected individuals develop broadly neutralizing antibodies that lead to long-term viral 

suppression. This is primarily due to the presence of the hypervariable region within the gp120 

subunit, which evolves over the course of infection (29-31).  

The HIV-1 genome expresses two regulatory proteins, Tat and Rev, which function in 

viral transcription and post-transcriptional regulation, respectively. Tat, or transactivator of 

transcription, interacts with the trans-activating response element, a highly structured element of 

the viral RNA, and enables efficient transcription through positive modulation of the cellular 
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transcriptional elongation complex (32). Rev functions by altering the number of unspliced HIV-

1 transcripts that are exported into the cytoplasm. During early HIV-1 transcription, splicing 

produces primarily mRNAs that encode the regulatory proteins, which are essential for driving 

the increase in viral transcripts during early cellular infection. During mid-late infection, high 

levels of Rev allow the number of unspliced transcripts that encode the structural proteins of the 

viral to increase. This occurs through interactions between Rev and the Rev response element, a 

sequence located within the viral mRNA and is required for efficient production of new viral 

particles from infected cells (33). 

There are four accessory proteins expressed by HIV-1: Vpr, Vpu, Nef, and Vif. In 

general, the accessory proteins perform functions that counteract host antiviral mechanisms and 

prevent cell death in order to increase the amount of virus produced from each infected cell.  

Viral protein R (Vpr) is thought to perform two main functions. First, it is part of the PIC 

and its nuclear localization signal interacts with the nuclear pore, which allows entry of the 

complex into the nucleus (34). Because of this, it is required for infection of nondividing target 

cells. Secondly, Vpr induces G2 cell cycle arrest in dividing target cells, a function believed to 

prevent p34cdc2 activation and thereby delay or prevent the infected cell from undergoing 

apoptosis (35). Vpr is co-packaged into virions through interactions with p6 (16). 

Viral protein U (Vpu) counteracts the host protein, tetherin, by inducing its degradation 

by the proteasome. Tetherin is a host integral membrane protein that traps viral particles at the 

cell surface through interactions with gp160, thereby preventing the release of new virions 

(36,37). 

Negative factor (Nef) has two functions in preventing innate immune activation in 

infected cells. First, it downregulates the expression of CD4, which is required viral entry (38). 
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This reduces the potential for other virions to infect the cell and also limits the scope of T cell 

activation that can occur, which allows the cell to produce a greater number of new viral 

particles while allowing a heightened response later in infection that enhances recruitment and 

subsequent infection of additional CD4+ T cells (39,40). Secondly, Nef modulates the expression 

of MHC class I molecules and allows for immune avoidance by preventing antigen presentation 

to cytotoxic T lymphocytes (41). 

Viral infectivity factor (Vif) also functions by counteracting a host protein: 

apolipoprotein B mRNA editing enzyme, catalytic polypeptide-like 3G (APOBEC3G). 

APOBEC3G is a member of the cytidine deaminase family, enzymes that convert cytidine 

residues in ssDNA to uridine, which restricts HIV-1 infection by targeting ssDNA formed during 

reverse transcription and causing hypermutation (42). Like other HIV-1 accessory proteins, Vif 

functions by targeting APOBEC3G to the host proteasome for degradation (43). 
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Figure 1: HIV-1 genome organization and molecular structure. A map of the HIV-1 genome 

(left) shows each coding region alongside a rendering of the 3-dimensional protein structure of 

mature viral proteins using a surface (center) and ribbon (right) view. This work by Graham T. 

Johnson, et. al. is reused with permission licensed under the Creative Commons Attribution-

NonCommercial 3.0 Unported License from Faraday Discussions. 

  

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://www.rsc.org/journals-books-databases/about-journals/faraday-discussions/
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3. The HIV Replication Cycle 

HIV-1, like other lentiviruses, undergoes a complex replication cycle that involves 

interaction with both viral and host proteins (Fig. 2). Mature HIV virions enter the cell through 

direct contacts with two host cell surface proteins First, the gp120 subunit of gp160 binds tightly 

to CD4 on the cell surface, anchoring the virion to the cell and inducing a conformation change 

in gp160 (44). Secondly, the conformation change that occurs during CD4 binding allows a 

secondary interaction between the gp41 subunit of gp160 and a secondary co-receptor on the cell 

surface. Binding by gp41 to the co-receptor allows for membrane fusion, which releases the viral 

capsid into the cell. The most well described co-receptors are the chemokine receptors CXCR4 

and CCR5 (45,46). In general, HIV-1 is adapted to recognize a specific co-receptor with higher 

affinity, which contributes the cellular tropism of the virus (47-50). However, viruses with 

affinity to multiple co-receptors (e.g. 89.6) have been studied as well (51,52).  

Inside the host cell, reverse transcription of the viral ssRNA genome is completed. 

Reverse transcription occurs in several steps and is catalyzed by the viral RT. First, the cellular 

tRNALys3 is used to prime reverse transcription at the primer binding site on the ssRNA genome 

(53). Next, the 5’ LTR, is reverse transcribed and terminates upon reaching the 5’ end of the 

genome – termed the first strong stop (54). The viral RNase H removes the RNA portion of the 

DNA-RNA hybrid and liberates the nascent ssDNA, which then anneals to its corresponding 

reverse complement on the 3’ end of the ssRNA genome (55,56). From here, RT converts the 

remaining length of the viral ssRNA genome to ssDNA. Two regions of high purine density (the 

central and 3’ PPTs) are resistant to RNase H activity and act as primers to allow RT to 

synthesize the second strand of the viral ssDNA (23). Conversion of the ssRNA genome to 
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double-stranded (ds) DNA is a highly error-prone process and results in frequent mutations in the 

viral genome (57). 

The dsDNA forms a complex with a number of viral and cellular proteins, which make 

up the PIC. The full composition of the PIC remains to be elucidated but includes RT, IN, MA, 

CA, and Vpr, in addition to a number of cellular proteins (58,59). The function of the PIC is to 

prepare the viral dsDNA for integration into the host genome, to facilitate the import of the viral 

dsDNA into the nucleus of the infected cell, and to mediate its interaction with a chromosome 

(60,61). 

Integration is made up of three distinct biochemical steps (Fig. 3), each of which is 

required to successfully insert the viral dsDNA into the host genome: 1) two to three nucleotides 

are removed from both 3’ ends of the viral dsDNA by the viral integrase (IN), 2) the 3’ ends of 

the viral dsDNA are covalently linked to the host’s chromosomal DNA by transesterification 

catalyzed by IN (62), and 3) a four to six nucleotide ss DNA gap between the 5’ end of the viral 

DNA and 3’ end of the host chromosomal DNA is filled and ligated after removing mismatches 

at the 5’ ends of the viral DNA, resulting in a completely integrated provirus. The viral IN 

catalyzes the first two steps, while the cellular DNA repair machinery is thought to carry out the 

third step (61). Within the context of integration, at least three enzymatic steps are required for 

gap repair: strand displacement synthesis by a DNA polymerase, removal of the DNA overhang 

by a flap endonuclease, and ligation of the resulting nicked DNA (63). 

Once integrated, the provirus is transcribed by the host transcriptional machinery, which 

undergoes splicing to yield the early transcripts that code for Rev and Tat. Tat interacts with the 

trans-activation response element within the viral RNA, which in turn stimulates the cellular 

transcriptional elongation complex and increases the production of viral RNA (64,65). Rev, 
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which contains a nuclear import signal, binds to unspliced viral RNA and allows the full-length 

transcript to be exported to the cytosol where it encodes the viral polyproteins (33). Packaging of 

viral proteins and polyproteins produced from this full-length transcript occurs at the cell surface 

where new viral particles are released (66). 

Immature virions are released from infected cells and require pH-dependent activation of 

PR, which leads to processing of each of the viral proteins and ultimately the formation of a 

mature, infectious viral particle (67). During the maturation process, distinct morphological 

changes occur within the virion and are observable by electron microscopy (68). Within the 

virion, the viral RNA genome is encapsidated by the core capsid protein (CA), the matrix protein 

(MA), and the nucleocapsid protein (NC), which interacts directly with the RNA genome. Once 

assembled, the now mature virions are able to infect new target cells (67). 
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Figure 2: The HIV-1 replication cycle. Essential steps in the HIV-1 replication cycle are shown 

with pharmacologically targetable steps indicated (green boxes). Cellular restriction factors (red 

bubbles) interfere with replication as denoted and are counteracted by HIV-1 (or SIV/HIV-2 for 

Vpx) accessory proteins (blue circles). Adapted by permission from Macmillan Publishers Ltd: 

Nature Reviews Microbiology. Barré-Sinoussi, et. al., copyright (2013). 
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Figure 3: Detailed mechanism of lentivirus integration. HIV-1 IN, as part of the pre-

integration complex (PIC; black oval) processes the 3’ ends of linear viral dsDNA (blue) by 

removing two nucleotides, which are used as the substrate in a transesterification reaction (strand 

transfer or end joining) that covalently links the viral and host DNA. 5’ end processing is though 

to be performed by the host cell DNA damage repair machinery. There is no conclusive evidence 

that a single repair pathway is solely responsible for processing the 5’ end of the viral genome 

and may vary between cell types or depend on cellular context. For example, whether this 

process relies on different enzymes in dividing and nondividing cells is not well characterized.   

PIC

1. End	processing
2. End	joining

3. Repair

Integrase

Integration	Intermediate	(Unrepaired	Gaps)

Stably	Integrated	Provirus

Retroviral	
DNA

BER?
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4.  Treatment of HIV Infection with Direct-acting Antivirals 

 Combinations of direct-acting antiviral drugs that target viral replication enzymes are the 

primary treatment for HIV-1 infection. The first class of drug used to treat infection was the 

nucleoside reverse transcriptase inhibitor (NRTI). Among these drugs, zidovudine (AZT) was 

the first to be introduced in the clinic in 1985 (69). A number of other NTRIs followed shortly 

after AZT: zalcitabine (ddC), didanosine (ddI), and stavudine (d4T) (70-72). NRTIs work either 

by directly inhibiting reverse transcription through chain termination, which occurs due to the 

absence of a 3’-OH to which further nucleotides can be added (73). Alternatively, NRTIs may 

act by acting as mutagens. Mutagenic nucleoside analogs have non-canonical bases that produce 

abnormal base pairing and therefore cause hypermutation of the second DNA strand as it is 

reverse transcribed, which leads to the production of non-functional proteins from the mutated 

DNA (74). The development of lamivudine (3TC), another nucleoside analog, was a particularly 

important step in the treatment of HIV-1. Because it acts synergistically with AZT, the two drugs 

could be used in a combination therapy that allowed a significantly lower amount of the 

relatively toxic AZT to be used and reduce the side effects associated with AZT monotherapy 

(75). 

 Two new classes of drugs for HIV-1 treatment were introduced in the mid-1990s – the 

non-nucleoside reverse transcriptase inhibitors (NNRTI) and the protease inhibitors (PI). NNRTI 

binds to an allosteric site on RT and inhibits enzyme activity by inducing a conformation change 

in the enzyme. Nevirapine reached the market in 1996 as the first NNRTI to be introduced (76). 

Monotherapy with NNRTI leads to rapid selection for resistance mutations and therefore NNRTI 

are used only in combination with other antiviral drugs (77). The first protease inhibitor to gain 

regulatory approval was saquinavir, which entered the market in 1995 (78). The development of 
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additional protease inhibitors allowed for several iterations of combination therapy to be 

evaluated in the clinic and led to significant improvements in patient lifespan (79-81). 

 Entry and fusion inhibitors were the next class of drugs developed for HIV treatment. 

These drugs act by disrupting the interactions between the viral surface glycoprotein and their 

cognate cellular receptors. These drugs, however, are generally used only as a last resort when 

other treatment regimens fail due to their relatively poor route of administration (enfuvirtide) or 

poor side effect profile (maraviroc) (82,83). 

 Another significant advancement occurred in the mid-2000s with the development of the 

integrase inhibitors (II). These drugs bind to the active site of the viral IN and disrupt metal 

binding that is required for enzyme activity. Raltegravir was the first II introduced in 2007 (84). 

Combination therapies consisting of two NRTI and either an II or PI are the typical standard of 

care today in developed countries and have led to significant improvements in patient outcomes 

including in so-called salvage therapy – treatment of patients who have failed previous 

treatments with antiretroviral drugs (85,86). 

 

5.  Factors Controlling HIV Target Cell Specificity 

 The specificity for certain types of target cells by a virus is referred to as its tropism. 

Tropism is determined by a number of factors including expression of the appropriate receptors 

required for binding by the viral envelope glycoprotein, which in the case of HIV are CD4 

(primary) and CXCR4 or CCR5 (secondary co-receptor) (44-52). However, while expression of 

the correct entry receptors is required for successful infection of a target cell, it is not necessarily 

sufficient. For example, as described above, there are a number of host factors that function to 

restrict the capacity of HIV to replicate inside infected cells (37,42). Without viral proteins that 
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disrupt such functions, viral replication is inefficient, if not impossible in the presence of these 

factors (36,37,43). Alternatively, a virus may require cell-specific processes to replicate or 

transmit efficiently. For example, some viruses depend on specific cellular transcription factors 

to produce viral mRNA (87-89). Collectively, the network of host-pathogen interactions that 

exist between a virus and specific cell types defines the ideal target cells of the virus. 

Additionally, viruses may evolve different strategies for overcoming an individual block to a step 

in its replication – even within closely related viruses. Notably, HIV and other lentiviruses infect 

both dividing and nondividing cells (90). Since the active metabolic state of these two groups 

varies significantly (i.e. the requirement or lack thereof for DNA replication and cell division), 

there are different barriers that must be overcome for successful replication to occur in both cell 

types. One such barrier is the availability of 2’-deoxyribonucleoside-5’-triphosphates (dNTPs) 

(91). 

 

B.  Cellular Control of Nucleotides 

 Regulation of cellular nucleotides is critical for maintaining homeostasis. Not only are 

nucleotides and deoxyribonucleotides the building blocks of RNA and DNA, respectively, but 

they are also critical signaling molecules that are required for cellular growth, replication, and 

function. Structurally, nucleotides are composed of three moieties: a sugar, a base, and a 

phosphate. The sugar moiety of nucleotides is a ribose molecule. The base moiety is synthesized 

through one of two pathways: de novo synthesis or salvage. In de novo synthesis, a series of 

enzymatic reactions creates base molecules from other cellular metabolites. Five base molecules 

make up the majority of nucleotides in the cell: adenosine, guanine, thymine, cytidine, and 

uracil; modification of these bases occur as both part of normal cellular function and from 
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exposure to reactive molecules such as reactive oxygen species. The salvage pathway utilizes 

available preformed base molecules available from the degradation of nucleotides to attach to 

ribose molecules and generate new nucleotides. Lastly, nucleotides contain a phosphate group 

attached to the 5’ hydroxyl group of the sugar. This group may be a mono-, di-, or triphosphate. 

The addition of each phosphate group, particularly the gamma phosphate, increases the potential 

energy of the nucleotide. A number of cellular enzymes catalyze the phosphorylation of 

nucleotides and deoxyribonucleotides in a base-specific manner. Nucleotide triphosphates and 

deoxyribonucleotide triphosphates are required for the synthesis of RNA and DNA, respectively 

(92). 

 Deoxyribonucleotides are synthesized from nucleotides by direct reduction of the sugar, 

ribose, to the dehydrated deoxyribose. The heterodimeric enzyme, ribonucleotide reductase 

(RNR), catalyzes the reduction of nucleotide diphosphates to deoxyribonucleotide diphosphates 

(93). RNR activity is allosterically regulated at two distinct sites. The first allosteric binding site 

controls the activity of the enzyme. This site binds ATP and dATP, which control the 

oligomerization of the enzyme complex. Low concentrations of dATP will allow binding of ATP 

and activation of enzyme activity. With increasing concentrations of dATP, ATP is displaced 

and a conformational change in RNR induces hexamerization and inhibits enzyme activity. The 

second allosteric site regulates the affinity of RNR for different nucleotide bases. This site binds 

ATP, GTP, dATP, and dGTP. Binding by each of these molecules induces a distinct 

conformational change in RNR, which leads to differential affinity for its substrate. Through 

regulation by both allosteric sites, RNR function is balanced to yield a pool of nucleotides and 

deoxyribonucleotides that suits the energetic needs of the cell (94,95). 
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 Additionally, dNTP concentrations are regulated through their controlled degradation by 

the sterile alpha motif and histidine and aspartic acid domain containing protein 1 (SAMHD1). 

SAMHD1 is a triphosphohydrolase that cleaves the triphosphate at the alpha linkage yielding a 

triphosphate molecule and a deoxyribonucleoside (dN) (96-98). SAMHD1 is expressed in all 

cells, but its stability is regulated by the cell cycle. SAMHD1 is phosphorylated by cyclin 

A2/CDK1 at threonine 592 in cycling cells, which leads to a decrease in its triphosphohydrolase 

activity (99,100). SAMHD1 expression and activity was shown to restrict retrovirus and DNA 

virus replication in nondividing myeloid cells, which have high levels of SAMHD1 expression 

(101,102). The level of restriction in these cells correlates with the dNTP concentration and 

SAMHD1 triphosphohydrolase activity (103). Like RNR, SAMHD1 is allosterically regulated by 

nucleotides and deoxyribonucleotides. SAMHD1 monomers are catalytically inactive, but 

assemble into an active homotetramer through interactions bridged by the binding of allosteric 

activators in two distinct allosteric binding pockets. Binding of GTP or dGTP in the first 

allosteric site allows two SAMHD1 monomers to dimerize and subsequent binding of any dNTP 

to the second allosteric site allows two dimers to join forming the active tetramer (104). The 

active state of SAMHD1 shows varying affinity towards the four canonical dNTPs (105). 

Together RNR and SAMHD1 control the temporal availability of dNTPs throughout the cell 

cycle (Fig. 4). 

 Lentiviruses have evolved two different strategies for bypassing the replication block 

presented by SAMHD1 in nondividing cells, which are well illustrated by the example of HIV-1 

and the related virus, HIV-2. Unlike the highly pathogenic HIV-1, which is responsible for the 

worldwide AIDS crisis, HIV-2 is endemic to certain regions in West Africa and progresses to 

clinical disease much more slowly (106). Based on sequence identity, HIV-2 is closely related to 
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simian immunodeficiency virus (SIV) from sooty mangabeys (SIVsmm) (107). Both HIV-2 and 

SIVsmm code for a protein called viral protein X (Vpx,), which arose from a gene duplication 

event that resulted in a second copy of vpr being introduced into the viral genome. The 

duplicated gene diverged to give rise to the modern vpx gene (108). Similarly to Vpr, Vpx 

functions by acting as an adaptor to the host cell ubiquitin ligase system and drives degradation 

of cellular proteins through this interaction. Specifically, Vpx targets SAMHD1 for degradation 

and there is a corresponding increase in dNTPs in cells infected with Vpx-expressing 

lentiviruses. By targeting SAMHD1, lentiviruses that express Vpx are able to bypass the block 

on reverse transcription by increasing the availability of intracellular dNTPs (109,110). In 

contrast, HIV-1 and its SIV predecessor from chimpanzees (SIVcpz) evolved without Vpx and its 

benefit of higher dNTP availability during infection of nondividing cells. However, studies of 

lentivirus enzyme kinetics have revealed that due to this selective pressure viruses that do not 

encode Vpx have evolved to encode RT enzymes that catalyze DNA synthesis with higher 

efficiency at low dNTP concentrations relative to their counterparts from Vpx-coding viruses 

(111,112).  
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Figure 4: Allosteric regulation of RNR and SAMHD1 leads to balanced dNTP pools. 

Assembly of RNR and SAMHD1 oligomers is dependent upon binding of dNTPs at allosteric 

sites. These two enzymes perform inverse functions that both balance dNTP pools through base-

driven specificity and overall dNTP levels as dictated by cell cycle and division status through 

cellular signaling mechanisms. Detailed analysis of whether many non-canonical dNTPs and 

nucleoside analogues are allosteric activators and/or substrates for SAMHD1 has yet to be 

determined. Figure reproduced from Ji, Xiaoyun, et al. (2014). Structural basis of cellular dNTP 

regulation by SAMHD1. Proceedings of the National Academy of Sciences, 111(41): E4305-

E4314. 
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C.  Cellular DNA Damage Sensing and Repair Mechanisms 

  Damage to the genome occurs through both normal cellular processes and exposure to 

damaging agents. DNA replication has an intrinsic rate of base pair mismatching that requires 

correction in order to preserve the accuracy of the genetic code (113). Additionally, metabolic 

processes that generate reactive oxygen and nitrogen species may react with DNA, yielding 

oxidative damage. Exposure to chemical entities that form adducts on DNA (e.g. alkylating 

agents) produces DNA changes that interfere with transcription and DNA replication and require 

repair before normal cellular function can resume (114). Because such damage to DNA results 

the inability to faithfully reproduce the genome or carry out normal function, organisms have 

evolved mechanisms to detect and repair DNA damage (115) (Fig. 5). 

 In a broad sense, DNA repair comes in three flavors. Excision-based repair removes 

damaged components of DNA by cutting the damaged piece out and replacing it with a new 

component (116,117). Single-strand break (SSB) repair fixes damage that leaves one strand of 

DNA broken, but the complementary strand intact (118). Double-strand break (DSB) repair deals 

with damage that results in a break that leaves both strands broken and creates two free ends 

(119). Each type of DNA repair involves three broad classes of molecules: sensors, transducers, 

and effectors (120). Sensors identify damaged DNA sites within the genome and recruit signal 

transducers, which transmit a signal through phosphorylation cascades. Sensors include the 

MRN complex and DDB2/XPC complex, but it is thought that many other sensors remain 

undiscovered (121,122). Transducers are primarily kinases that include the phospho-inosine 

kinase-related proteins including ATM and ATR. These molecules signal to downstream 

checkpoint kinases such as Chk1 and Chk2. This signaling cascade acts to amplify the DNA 

damage response (123). Effectors are the targets of these kinases and include transcriptional 
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regulators, which halt cell cycle progression and initiate the expression of enzymes that directly 

repair the damaged DNA (120,124). Since each type of DNA damage is biochemically distinct, 

the makeup of sensors, transducers, and effectors that acts on a particular substrate is fairly 

complex and varies based on many factors (115,120). 

 A number of studies have examined the type of DNA damage that occurs during 

retroviral integration and the cellular repair mechanisms that are involved in its sensing and 

repair. Several enzymes involved in DSB repair including ATM, ATR, DNA-PK, and PARP-1 

were shown to be beneficial to HIV replication in early experiments (125-128). However, further 

study showed that these enzymes perform a cytoprotective function that prevents linear viral 

dsDNA from accumulating in the nucleus of infected cells. Linear viral dsDNA is sensed by 

innate immune molecules that trigger an apoptotic cascade in the absence of these DNA repair 

enzymes, which circularize the dsDNA into episomal structures referred to as 1- and 2-LTR 

circles (129). While this mechanism is protective, it is not essential for integration (130).  

 Other studies have developed in vitro substrate models that mimic the structure of the 

integration intermediate. These models have been used to biochemically demonstrate which 

enzymes are required to repair a defined oligonucleotide substrate derived from an HIV LTR 

sequence. From these experiments, we know that repair of a single-strand gapped intermediate 

requires, at minimum, a DNA polymerase to fill in the gap, an endonuclease to remove the flap 

displaced by the DNA polymerase, and a ligase to seal the nicked DNA strand. This study 

revealed that any of a number of different DNA polymerases (Pols) including Pols β, δ (together 

with PCNA), and RT could perform the gap filling reaction (63). Although these studies are very 

informative in terms of defining the biochemistry of gap repair, it remained unclear whether such 

redundancy was relevant in cellular systems. Further studies demonstrated the effect of 
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knockdown (KD) and knockout (KO) of DNA repair enzymes on retrovirus replication. Of note, 

it was proposed that KD or KO of Pol β limited HIV replication and that Pol β may represent a 

pharmacological target for blocking HIV gap repair (131,132). 

 Pol β is a member of the family X DNA polymerases, which includes Pols β, λ, and μ 

(133). Pol β is a 39 kD monomeric protein encoded by the POLB gene. It consists of two 

domains: an N-terminal 5’-2-deoxyribose-5-phosphate (dRP) lyase domain and a C-terminal 

polymerase domain (134). Both the dRP lyase and polymerase domains perform critical 

functions in DNA repair.  Pol β was shown to be involved in DNA polymerization steps required 

for the base excision repair (BER) pathway (135). Furthermore, it was shown that Pol β is 

involved in both short- and long-patch repair mechanisms of the BER pathway (136). 

Additionally, the lyase activity was required to maintain BER activity in cellular models tested 

with the alkylating agent methyl methanesulfonate (MMS) (137). In the absence of Pol β, Pol λ 

has been shown to perform its role in BER, though with lower efficiency (63). Pol λ also 

possesses both dRP lyase and DNA polymerase activity (133). To date, it has not been 

definitively shown whether either Pols β or λ are required for efficient HIV integration. 
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Figure 5: DNA damage and repair mechanisms. DNA damage occurs due to many sources 

and depends on multiple pathways to sense, transmit signals to, and activate effector molecules 

that repair the damage. Outlines are provided for BER, NER, SSB repair, and DSB repair. Note, 

Pol  participates in both BER and SSB repair. Whether Pol  is essential for repair in the 

context of HIV gap repair or in DNA repair, in general, in nondividing cells is unknown. 

Reprinted from Journal of Molecular Biology, 426(20), Ling Pan, et. al., Chromatin Regulation 

of DNA Damage Repair and Genome Integrity in the Central Nervous System, 3376-3388, 

Copyright (2014), with permission from Elsevier.  
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D.  Genome Editing Techniques 

Genome editing techniques have come into the spotlight of medical technology because 

of their promise to treat a vast array of human diseases from viral infections to congenital 

metabolic disorders. In addition to their utility as therapeutic agents, such editing techniques also 

have tremendous capability to shape our understanding of cellular and molecular biology with 

the ability to introduce genetic changes at will into established or novel cell lines. With the 

ability to make on-demand changes to the genome, researchers are now equipped to asked 

questions about gene function in both a high throughput and streamlined fashion. 

 The current technology includes four different nuclease-based strategies that introduce 

changes at the genome level by relying on cellular DNA repair machinery. Meganucleases, zinc 

finger nucleases (ZFNs), transcription activator-like effector nucleases (TALENs), and clustered 

regularly interspaced short palindromic repeats (CRISPR) coupled with Cas nuclease have all 

been demonstrated as effective technology for genome editing in a number of cellular and living 

systems. 

 The discovery of homologous recombination, a type of homology-directed repair used to 

repair DSBs, was an essential prerequisite for the development of gene editing technology (138). 

The first attempts at nuclease-directed HDR editing in mammalian genome used the yeast 

meganuclease, I-SceI. I-SceI recognized a rare 18 base pair sequence within the genome and cut 

the DNA at this sequence, resulting in a DSB (139,140). By providing a complementary donor 

DNA in tandem, the cell could repair the break and introduce any additional sequence included 

between the complementary sequences on each end of the donor DNA. Meganucleases 

engineered to recognize a specific sequence were first used to modify human cells in 2009 (141). 
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 Around this time, the first ZFNs were being developed. Like all current gene editing 

technologies, ZFNs consist of a nuclease domain and a DNA binding domain and rely on cellular 

repair systems to perform HR or NHEJ. In this case, the endonuclease domain is derived from 

the restriction enzyme, FokI. The DNA binding domain is comprised of an array of zinc-fingers, 

which confer specificity designed to recognize the desired genomic sequence. Each zinc-finger 

recognizes a three-nucleotide sequence and can be combined with other custom fingers that can 

create unique binding domains that recognize up to about 18 nucleotides (142). ZFNs have been 

used to develop new gene therapy strategies, create novel animal models for both large and small 

species, and for creating novel cell lines (143-146). However, the method used to engineer 

custom ZFNs is largely proprietary and has therefore limited the use of this strategy for gene 

editing due to its relatively high cost compared to TALENs and CRISPR (147). Additionally, the 

affinity of ZFNs for their target sequences has relatively poor affinity compared to these other 

technologies (148). Because of these limitations, ZFNs have failed to find the level of 

mainstream success of other gene editing methods. 

 TALENs were developed shortly after ZFNs and in 2011 the first KO rats were created 

using this technology (149). The DNA binding domain of TALENs is derived from the plant 

pathogen, Xanthomonas, which expresses the transcription activator-like effector (TALE) 

proteins. These TALE proteins allow the bacteria to activate certain genes that enhance their 

ability to colonize their hosts. Researchers have used TALE proteins alone to activate or 

suppress genes of interest by engineering their specificity (150). Additionally, through coupling 

with the FokI endonuclease, TALENs are able to induce DSBs in target genes using the same 

engineering process (151). However, compared to other systems, engineering unique TALE 

proteins requires lengthy molecular cloning steps that make the system relatively more complex 
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to set up. Furthermore, it remains difficult to predict whether engineered TALE proteins will 

have a highly specific binding interaction with their desired target sequence and require more 

extensive validation processes relatively to other gene editing technology (152). 

 Most recently, CRISPR technology has become the tool of choice for laboratories 

performing genetic engineering and gene editing studies. CRISPR is a type of bacterial adaptive 

defense system that stores piece of genetic material from viruses, which is then used to protect 

against subsequent infection. The genetic material is stored within the bacterial genome as a 

spacer sequence between clusters of repeating palindromic sequences. Transcription of these 

spacers produces RNA complementary to the viral DNA sequence initially encountered. When 

this RNA is coupled with a Cas protein, which is an effector nuclease, the spacer RNA (called a 

guideRNA or gRNA) hybridizes with the corresponding DNA sequence and allows the Cas 

protein to cleave the target DNA (153). By combining a customized gRNA sequence with a Cas 

effector protein in a vector delivery system, many desirable genomic DNA sequences can be 

targeted with ease (154). The simplicity of this system has made it easily accessible to 

laboratories with modest molecular biology capabilities. Combined with its relatively low cost, 

CRISPR-based gene editing systems have significant advantages over other systems. To date, 

CRISPR-based systems have been used to develop novel gene therapy strategies, create KO 

animal models, generate desired mutations in livestock and crops, and even to correct inborn 

genetic errors in embryos (though these embryos were not implanted due to concerns about 

potential off-target effects) (155-157). Although the specificity conferred by the direct Watson-

Crick base-pair interactions between the gRNA and the target genomic DNA is greater than the 

protein-DNA interactions of other systems, it is not without the potential for error. Off-target 
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binding and cleavage is the most significant concern with the CRISPR-Cas system and 

represents an area of ongoing development (158-160). 
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Figure 6: Genome editing techniques. ZFN, TALEN, and CRISPR work through the same 

molecular mechanism. Each system relies on a nuclease domain – Fok1 in the case of ZFN and 

TALEN, while CRISPR most frequently uses Cas9 nuclease. Nuclease dimers cut both DNA 

strands, resulting in a DSB (lightning bolt). Repair by NHEJ frequently results in inserts or 

deletions. If a homologous donor DNA is provided, HDR can result in genomic repair that 

includes the desired sequence. ZFNs and TALENs use engineered proteins (blue and green, 

respectively) to specifically recognize a desired DNA sequence, while CRISPR uses Watson-

Crick base pairing between a gRNA (red) and the DNA target. Adapted by permission from 

Macmillan Publishers Ltd: Nature Reviews Neurology. Khurana, et. al., copyright (2015). 
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A.  Abstract 

SAMHD1 hydrolyzes dNTPs into dNs and inorganic triphosphate products. In this paper, 

we evaluated the impact of 2’ sugar moiety substitution for different nucleotides on being 

substrates for SAMHD1 and mechanisms of actions for the results. We found that dNTPs ((2’R)-

2’-H) are only permissive in the catalytic site of SAMHD1 due to L150 exclusion of (2’R)-2’-F 

and (2’R)-2’-OH nucleotides. However, arabinose ((2’S)-2’-OH) nucleoside-5’-triphosphates 

analogs are permissive to bind in the catalytic site and be hydrolyzed by SAMHD1. Moreover, 

when the (2’S)-2’ sugar moiety is increased to a (2’S)-2’-methyl as with the SMDU-TP analog, 

we detect inhibition of SAMHD1’s dNTPase activity. Our computational modeling suggests that 

(2’S)-2’- methyl sugar moiety clashing with the Y374 of SAMHD1. We speculate that SMDU-

TP mechanism of action requires that the analog first docks in the catalytic pocket of SAMHD1 

but prevents the A351-V378 helix conformational change from being completed, which is 

needed before hydrolysis can occur. Collectively we have identified stereoselective 2’ 

substitutions that reveal nucleotide substrate specificity for SAMHD1, and a novel inhibitory 

mechanism for the dNTPase activity of SAMHD1. Importantly, our data is beneficial for 

understanding if FDA-approved antiviral and anticancer nucleosides are hydrolyzed by 

SAMHD1 in vivo.  

 

B.  Background 

Sterile alpha motif domain and histidine/aspartic acid domain containing protein 1 

(SAMHD1) hydrolyzes canonical dNTPs into dNs and inorganic triphosphates (PPP) products 

(1, 2). The dNTP triphosphohydrolase activity occurs in the HD domain of SAMHD1. The 

dNTPase activity appears to require homotetramer complex assembly, which is regulated by 
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sequential binding of allosteric activators (3, 4). However the SAMDH1C (120–626) truncated 

protein, which cannot form homotetramers, has been shown to have dNTPase activity (1, 5). 

Further studies are needed to determine if putative interacting protein partners, Aicardi–

Goutières syndrome mutations, other point mutations or other truncation mutants of SAMHD1 

may block homotetramerization while still permit dNTPase activity (1, 5–8) 

It has been shown that SAMHD1 inhibits retrovirus infection, most likely by acting as a 

key regulator for cellular dNTPs levels, which can influence such infection (9–11). Recent 

reports indicate that T592 phosphorylation of SAMHD1 also influences retrovirus restriction in 

myeloid cells and can modulate triphosphohydrolase activity (12–15). Furthermore, SAMHD1 

has been investigated in the context of how cellular dNTP concentrations influence the efficacy 

of NRTIs for lentiviral infection (16–19). Nucleoside derivatives–ribonucleoside, dN, or 

arabinose nucleoside analogs–are antimetabolites, which represent an important class of 

chemotherapeutic agents used to treat cancers and viral infections (20–22). These antimetabolites 

enter the cell through active transport mechanisms and require phosphorylation by several 

cellular kinases to produce their monophosphate (MP), diphosphate (DP) and triphosphate (TP) 

analog forms. In addition, certain dNTP analogs, arabinose nucleoside-5'-TP analogs and dUTP 

can compete with naturally occurring canonical dNTPs as substrates for host DNA polymerases 

or viral DNA polymerases (23, 24). This competition promotes mutagenesis and apoptosis of 

cancer cells or termination of viral replication (25, 26). Therefore, maintaining a proper cellular 

dNTP balance is important biologically for ensuring DNA fidelity during replication and repair 

(27–30). 

In this study we specifically explore the effect of stereoselective 2' substitution of 

nucleoside analogs on SAMHD1 activity. We use computational modeling to place our results 
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into a structural context that may help better understand the larger mechanistic details of 

SAMHD1 substrate specificity. The L150 and Y374 of SAMHD1 have been proposed to 

contribute to the formation of a tight catalytic pocket (31). Using an HPLC-based assay, we 

found that the L150 of SAMHD1 acted as a steric gate to prevent (2'R)-2'-F-dCTP and CTP from 

being hydrolyzed by SAMHD1, which supports published results (31). Modeling of the catalytic 

site with dCTP and ara-CTP ((2'S)-2'-OH) did not show a clash with Y374, whereas SMDU-TP 

analog did show a clash. Biochemical analysis showed that dCTP and ara-CTP were substrates 

for SAMHD1, whereas SMDU-TP blocked dNTPase activity of SAMHD1. Y374 is part of a 

helix that undergoes a conformational change to move closer to the dNTP (5). We hypothesize 

that the (2'S)-2'-methyl substituted nucleotide (SMDU-TP) blocks the helix conformation change 

at the catalytic site, providing a novel mechanism for inhibiting the dNTPase activity of 

SAMHD1. Collectively, our data show that stereoselective 2' substitution for nucleotides can 

impact the substrate specificity and dNTPase activity of SAMHD1. 

 

C.  Results 

Cartoon for SAMHD1 homotetramerization 

The process of SAMHD1 tetramerization begins when SAMHD1 monomers binds GTP 

or dGTP at the allosteric 1 (A1) site to promote homodimer formation (Fig 1) (39, 40). The 

intracellular GTP concentration is maintained at around 400 μM as compared to 1–3 μM dGTP 

in activated T cells and 40 nM dGTP in macrophages (41, 42). At these physiological levels, 

GTP should always be docked within the A1 site and limit the amount of free SAMHD1 

monomer within the cell (40). The SAMHD1 homodimers then bind canonical dNTPs at 

allosteric 2 (A2) sites, allowing for a homotetramer complex to form. The homotetramer of 
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SAMHD1 then permits binding of dNTPs into the catalytic (Cat) sites. Some of the interactions 

know are metal ion, coordinated by H167, H206, D207 and D311, binds to the γ-phosphate to 

further stabilize the dNTP in the catalytic pocket of SAMHD1. There are interactions with the 

different bases that contribute to Km differences between the different dNTPs. Initiating dNTP 

triphosphohydrolase activity appears to occur after the dNTP has docked in the catalytic site of 

SAMHD1 and conformational change in the homotetramer (39). Comparison of dGTP-bound 

tetramer to non-substrate bound dimer (3U1N) showed that the A351-V378 helix moves closer 

to the dNTP allowing for better substrate binding within the binding pocket (5). Once the helix 

conformational change has been completed, then R366 may interact with the γ-phosphate to 

further stabilize the dNTP in the catalytic pocket. Hydrolysis occurs by the attack of the 

phosphodiester bond between the α-phosphate and sugar to liberate dN and iPPP products from 

the four active sites of SAMHD1 (5, 31). Several laboratories have characterized and reported 

substrate specificity of SAMHD1 for ribonucleoside-5'-triphospahte (rNTPs), dNTPs and HIV 

NRTIs (1, 16–18, 34, 39, 40, 43). It should be noted that all the canonical dNTPs are substrates 

for SAMHD1 as well as competitive inhibitors amongst themselves due to their slight 

differences in Km values (44). 
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Figure 1: Cartoon for SAMHD1 homotetramerization. 

SAMHD1 monomers bind GTP (or dGTP) at allosteric 1 (A1) site leading to the formation of 

homodimers. Next, dNTPs bind to allosteric 2 (A2) sites allowing for the formation of 

homotetramers. The catalytic (Cat) site then can accompany dNTPs for hydrolysis, leading to the 

generation of dNs and PPP. 
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Role of the 2'R and 3'R sugar moieties for nucleotide hydrolysis 

Ji et al. reported the crystal structure of SAMHD1 and suggested that L150 and Y374 

were involved in generating a tight catalytic binding pocket (31). These amino acids might 

exclude rNTPs, which has a (2'R)-2'-OH sugar moiety (ribose), from docking at the catalytic 

pocket due to a steric clash with L150. To begin, we modeled dCTP (Fig 2A) into the catalytic 

site of SAMHD1 with the point of view focused on the L150 of SAMHD1. We observed that 

dCTP fits within the catalytic site of SAMHD1 without touching L150, see arrow (Fig 2A). 

Next, we tested dCTP using a semi-quantitative HPLC-based assay (32). Essentially, nucleotide 

analogs were incubated with and without 1.6 μM of SAMHD1 enzyme and dGTP, which acts as 

the A1 site activator and also an internal positive control to ensure the enzyme is working. HPLC 

data were analyzed by calculating the changes in peak area of the compound for with and 

without SAMHD1 protein, while using dCMP as an internal loading control. The normalized 

peak area for the SAMHD1 negative control (no SAMHD1) reaction was set to 100% analog 

remaining. Data for reactions containing SAMHD1 protein are then statically compared to the no 

SAMHD1 reactions (n = 3). As displayed in Fig 2B, both dCTP and dGTP were significantly 

hydrolyzed (p < 0.001; T test) in the presence of SAMHD1. Moreover, dATP, dTTP and 

decitabine-TP were also tested and are also substrates for SAMHD1 (S1 Fig). Next (2'R)-2'-F-

dCTP was modeled in the catalytic site of SAMHD1 (Fig 2C); it appears to clash with L150 (see 

arrow). Using the biochemical assay, (2'R)-2'-F-dCTP was not hydrolyzed by SAMHD1 (Fig 

2D), whereas the dGTP in the same reaction tube was significantly decreased (p < 0.001) by 

SAMHD1. In addition, (2'R)-2'-F-dATP was not degraded by SAMHD1 (S1 Fig). Finally, CTP 

was modeled in the catalytic site of SAMHD1 and also illustrates a clash with L150 (Fig 2E). 

CTP was not hydrolyzed by SAMHD1 in vitro (Fig 2F), while the dGTP internal control was 
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significantly hydrolyzed (p < 0.001). Consistent with the above results, ATP, GTP and UTP 

were not substrates for SAMHD1 (S1 Fig). Collectively, these data indicate that the sugar, not 

the nucleoside base, plays an important role in determining substrate specificity for SAMHD1. 

Ji et al. proposed that the 3'-OH of the sugar is required for hydrogen bonding 

interactions with D319 and Q149 of SAMHD1 in the catalytic pocket (31). From Fig 2A, we 

illustrate D319 having a hydrogen bond interaction with the 3’-OH of dCTP. Using the 

biochemical assay, 2',3'-ddATP (Fig 3A), 2',3'-ddGTP (Fig 3B), 2',3'-ddCTP (Fig 3C) and 2',3'-

ddITP (Fig 3D) are showed not to be significantly (n.s.) hydrolyzed by SAMHD1, nor did these 

analogs negatively impact dGTP hydrolysis by SAMHD1 (Fig 3A–3D). 2',3'-ddC (zalcitabine) 

and 2',3'-ddI (didanosine) are FDA-approved NRTI compounds to treat HIV. Our findings are 

consistent with previously reports (17, 40). 

Collectively, these data indicate that L150 may effectively exclude any nucleotides-5'-

triphosphates with a (2'R)-2' sugar moiety larger than a hydrogen atom from properly fitting into 

the catalytic site of SAMHD1. Thus L150 may act as a steric gate for SAMHD1. Secondly, the 

base does not restrict access to the catalytic site of SAMHD1, but it can influence the 

overall Km of the nucleotides (44), i.e., the canonical dNTPs compete between themselves at the 

catalytic site. Third, 3'-OH sugar moiety and being a triphosphate are essential for permitting 

hydrolysis of nucleotide analogs. 
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Figure 2: Examining the role of L150 for nucleotide specificity. 

A) dCTP, C) (2'R) 2'-F-dCTP and E) CTP nucleotides (in green) are modeled in the catalytic site 

of SAMHD1. L150 clashes with (2'R) 2'-F-dCTP and CTP, but not dCTP (see arrows) within the 

catalytic pocket of SAMHD1. B, D and F) Determining if dCTP, (2'R) 2'-F-dCTP and CTP can 

be hydrolyzed for SAMHD1 in vitro. Structures of the compounds are above the HLPC graphs. 

Using semi-quantitative HLPC analysis method, compounds were incubated with and without 

1.6 μM of SAMHD1 enzyme plus dGTP (A1 site activator) to determine if they are substrates of 



62 

SAMHD1. Data are presented as the percent compound remaining (y-axis). dCTP and dGTP 

were significantly hydrolyzed (p < 0.001; T test). No significant (n.s.) differences were detected 

between samples with and without SAMHD1 protein for (2'R) 2'-F-dCTP and CTP analogs. 

HPLC analysis of each nucleoside was done twice in triplicate. Mean and SEM are plotted with 

significant or no significant (n.s.) differences determined by T test analysis. 
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Figure 3: Role of 3'-OH sugar moiety for SAMHD1’s substrate specificity. 

A-D) Using semi-quantitative HLPC analysis method, 2',3'-ddATP, 2',3'-ddGTP, 2',3'-ddCTP 

and 2',3'-ddITP are incubated with and without 1.6 μM of SAMHD1 enzyme plus dGTP (A1 site 

activator) to determine if they are substrates of SAMHD1. Data are presented as the percent 

compound remaining (y-axis), showing that none of these nucleoside analogs were hydrolyzed 

by SAMHD1. dGTP is also used as an internal positive control and is significantly hydrolyzed (p 

< 0.001) by SAMHD1 in the presence of all the 2'3'-ddNTP. Mean and SEM are plotted with 

significant or no significant (n.s.) differences determined by T test analysis. 
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Figure S1: Evaluating additional nucleotides as substrates for SAMHD1. 

A and B) canonical dATP and dTTP were analyzed. Using semi-quantitative HLPC analysis 

method, compounds were incubated with and without 1.6 μM of SAMHD1 enzyme plus dGTP 

(A1 site activator) to determine if they are substrates of SAMHD1. dATP, dTTP and dGTP are 

significantly (p < 0.001) hydrolyzed in the presence of SAMHD1. C) Decitabine-5'-triphosphate 

(decitabine-TP) is a base modified nucleotide. Decitabine-TP and dGTP are significantly (p < 

0.001) hydrolyzed in the presence of SAMHD1. D) (2'R)-2'-F-dATP was not hydrolyzed for 

SAMHD1 in vitro, whereas the internal dGTP control in the same reaction was significantly (p < 

0.001) hydrolyzed in the presence of SAMHD1. E-G) Ribonucleotide-5'-triphosphates: ATP, 

GTP and UTP are evaluated in the biochemical assay and were not significantly hydrolyzed by 

SAMHD1. Mean and SEM are plotted with significant or no significant (n.s.) differences 

determined using T test analysis. 
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Examining the role of Y374 for SAMHD1 substrate specificity 

We examined the contribution of Y374 within the catalytic pocket of SAMHD1 (31). 

Y374 might be important for excluding (2'S)-2' sugar moiety modification from the catalytic site. 

Our modeling now focuses on the Y374 and shows that a (2'S)-2'-H group of dCTP (Fig 4A) fits 

in the catalytic site. Both dCTP and dGTP were significantly hydrolyzed (p < 0.001) by 

SAMHD1 (Fig 4B). We further modeled ara-CTP, which has a (2'S)-2'-OH group (Fig 4C). It 

also fits into the pocket without a clash with Y374 (Fig 4C, see arrow). We observed that both 

ara-CTP and dGTP are significantly hydrolyzed (p < 0.001) by SAMHD1 (Fig 4D). 

Additionally, we tested ara-ATP and ara-UTP, and both were degraded by SAMHD1 (S3 Fig). 

Finally, we examined SMDU-TP, which has a (2'S)-2'-methyl (CH3) group (Fig 4F). SMDU-TP 

appears to clash with Y374 of SAMHD1 (Fig 4E; see arrow). Using our biochemical assay, 

SMDU-TP was not hydrolyzed by SAMHD1 (Fig 3F). Moreover, dGTP hydrolysis was reduced 

in the presence of SMDU-TP, suggesting it may be a dNTPase inhibitor. To further investigate 

this analog, 0.1 mM SMDU-TP was tested in the presence of 1 mM dGTP (S3 Fig). Under these 

experimental conditions, dGTP was significantly hydrolyzed (p < 0.001) by SAMHD1, 

suggesting that SMDU-TP may act as a competitive SAMHD1 inhibitor. Additionally, PSI-

6206-TP, (2'S)-2'-methyl, (2'R)-2'-F-2'-deoxyuridine-5'-triphosphate, was tested and found not to 

be a substrate for SAMHD1 nor did it inhibit dGTP hydrolysis (S3 Fig), which is consistent with 

other (2'R)-2'-F nucleotide analogs (Fig 2D and S1 Fig). We attempted to further evaluate if 

Y374 acts as a steric gate, but the Y374I, Y374F and Y374A mutants are catalytically dead (S2 

Fig). Collectively, these data suggest that a (2'S)-2' sugar moiety as large as a methyl group is 

permissive for entry into the catalytic site of SAMHD1. Our model illustrations are based on 

crystal structures that are closed around an α-thio-dGTP, which is a poorly hydrolysable 
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substrate (31). Since the helix A351-V378 moves 10Å towards the dNTP in order to bind the 

substrate better (5), we speculated that SMDU-TP impedes the completion of the conformational 

helical changes within the four catalytic sites, which in turn blocks the dNTP hydrolysis activity 

of SAMHD1. Therefore, the Y374 may not act by a steric gate mechanism like L150 to exclude 

certain nucleotides from the catalytic pocket of SAMHD1. 
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Figure 4: Role of Y374 and C2' sugar moiety substitution in acting as substrates of 

SAMHD1. 

A) dCTP, C) ara-CTP and E) SMDU-TP nucleotides (in green) are modeled within the 

catalytic site of SAMHD1. Both dCTP and ara-CTP do not clash with Y374 (see arrow). 
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However the model shows that the (2'S)-2'-methyl group of SMDU-TP clashes with Y374 in the 

catalytic pocket of SAMHD1. B, D and F) Determining if dCTP, ara-CTP and SMDU-TP can be 

hydrolyzed for SAMHD1 in vitro. Structures of the compounds are above the HLPC graphs with 

experimental conditions described in Fig 2. Data are presented as the percent compound 

remaining (y-axis). dCTP and ara-CTP are significantly hydrolyzed (p < 0.001). SMDU-TP and 

dGTP, in the same reaction tube, had no significant hydrolysis in the presence of SAMHD1. 

HPLC analysis of each nucleoside was done twice in triplicate. Mean and SEM are plotted with 

significant or no significant (n.s.) differences determined using T test analysis. 
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Figure S2: Site-directed mutagenesis for L150 and Y374. 

A and B) Site-directed mutagenesis was used to make (A) L150V and (B) L150A mutants of 

SMAHD1. Biochemical analysis shows that both L150 mutants fail to significantly (n.s.) 

hydrolyzed dGTP. C-E) Y374 mutants: Y374F, Y374I, and Y374A were generated by site-

directed mutagenesis. Biochemical analysis shows that both L150 mutants did not hydrolyze 

dGTP over the 2 hour incubation period. Mean and SEM are plotted with no significant (n.s.) 

differences determined using T test analysis. 
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Figure S3: Evaluating additional non-canonical nucleotides as substrates for SAMHD1. 

A) and B) Arabinose nucleotides: ara-ATP and ara-UTP were evaluated in the presence of dGTP 

using a semi-quantitative HLPC analysis method. Compounds were incubated with and without 

1.6 μM of SAMHD1 enzyme plus dGTP (A1 site activator) to determine if they are substrates of 

SAMHD1. Ara-ATP, Ara-UTP and dGTP are significantly (p < 0.001) hydrolyzed in the 

presence of SAMHD1. C) SMDU-TP ((2'S)-2'-methyl-dUTP) appears to block dGTP hydrolysis 

when at 1 mM for each nucleotide in the reaction tube. Therefore, 0.1 mM SMDU-TP and 1 mM 

dGTP are incubated for 2 h in the presence or absence of SAMHD1. No significant (n.s.) 

decrease in the percent SMDU-TP was detected, whereas dGTP was significantly (p < 0.001) 

hydrolyzed by SAMHD1. D) PSI-6296-TP has a (2'R)-2'-F, (2'S)-2'-methyl-dUTP. PSI-6202-TP 

is not hydrolyzed by SAMHD1, whereas dGTP, which is in the same reaction, is significantly (p 

< 0.001) hydrolyzed by SAMHD1. 
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Ara-CTP does not fit into the A2 site of SAMHD1 

We then investigated if ara-CTP could permit homotetramerization of SAMHD1 by 

entering the A2 site. In order to accomplish this, we simply compared ara-CTP degradation in 

the presence of dGTP or GTP plus SAMHD1 protein. According to the SAMHD1 model (Fig 1), 

GTP can only occupy the A1 site, and thus requiring ara-CTP to occupy both A2 sites and 

catalytic sites to have hydrolysis active. However, dGTP can occupy A1, A2 and catalytic sites 

to promote SAMHD1 homotetramerization and hydrolysis activity. As shown in Fig 5A, when 

dGTP is used as the A1 activator, ara-CTP as well as dCTP (control) were significantly 

hydrolyzed (p < 0.001) when SAMHD1 was present. However, ara-CTP was not hydrolyzed 

when GTP and SAMHD1 was present, indicating that ara-CTP cannot occupy the A2 site of 

SAMHD1 in order to allow homotetramerization. For the control reaction, dCTP was 

significantly hydrolyzed (p < 0.001) in the presence of SAMHD1 and GTP (Fig 5B). 
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Figure 5: Ara-CTP does not fit into the A2 site of SAMHD1. 

A) Evaluating ara-CTP hydrolysis in the presence of dGTP, using as A1site activator. When 

dGTP was present, ara-CTP and dCTP were significantly hydrolyzed (p < 0.001) by SAMHD1. 

Data are presented as the percent compound remaining (y-axis). B) Determining if ara-CTP is 

hydrolysis by SAMHD1 in the presence of GTP. GTP will only fit into the A1 site of SAMHD1, 

thus requiring ara-CTP to occupy the A2 and catalytic sites for ara-CTP hydrolysis to occur. The 

percentage of ara-CTP remained constant with and without SAMHD1, indicating that ara-CTP 

cannot occupy the A2 site. Reactions containing dCTP was conducted and led to hydrolysis of 

dCTP in the presence of SAMHD1. Mean and SEM are plotted with significant or no significant 

(n.s.) differences determined using T test analysis. 
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Determining the Ki of SMDU-TP 

Seamon et al. demonstrated that the pppCH2dU analog, a non-hydrolysable SAMHD1 

inhibitor, fits into both A2 and catalytic sites of SAMHD1, leading to two different Ki values and 

mechanisms of SAMHD1 inhibition. Since the (2'S)-2'-OH sugar moiety (ara-CTP; Fig 5) cannot 

fit within the A2 site of SAMHD1, we speculate that SMDU-TP analog, which has a (2'S)-2'-

methyl moiety, will also be excluded from the A2 site. Therefore, the SMDU-TP analog may 

only inhibit the dNTPase activity of SAMHD1 at the catalytic site. A modified TLC assay 

procedure was used to determine the Km of dTTP (substrate) and Ki of SMDU-TP analog (15). 

A representative TLC gel is displayed for dTTP hydrolysis by SAMHD1, showing the 

accumulation of the 32-PPP product from (γ-32P)-dTTP over 20–300 s without inhibitor (Fig 6A). 

Control (C), having no SAMHD1 enzyme, is used to subtract out the 32-PPP background amount. 

Kinetic data are plotted and used to calculate the Km of dTTP to be 845 ± 229 μM (Fig 6B; 

dTTP only). Next SMDU-TP analog was evaluated at various concentrations: 1000–30 μM, in 

the presence of various concentrations of dTTP (3000–30 μM). These data were graphed in Fig 

6C. The Ki for SMDU-TP analog was calculated to be 256 ± 70 μM under our experimental 

conditions. We evaluated 1 mM pppCH2dU analog or 1 mM SMDU-TP analog in the presence 

of 1 mM dGTP and found that both pppCH2dU and SMDU-TP analogs could inhibit the dNTP 

triphosphohydrolase activity of SAMHD1 (p < 0.01) under our experimental HPLC assay 

conditions (Fig 6D). However, neither pppCH2dU nor SMDU-TP analog could completely 

abolish the dNTP triphosphohydrolase activity of SAMHD1 in the presence of canonical dGTP 

in this assay. Overall, the SMDU-TP analog appears to be a competitive inhibitor of SAMHD1. 
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Figure 6: Biochemical assessment of SMDU-TP. 

(A) Representative TLC plate showing 32-PPP accumulations over 20–300 sec. time course when 

using 1.25 μCi/μL (γ-32P)-dTTP with 3000 (left side) and 1000 (right side) μM of dTTP (cold) as 

the substrate in the presence of 1 μM of SAMHD1 enzyme. (B) Graphing data from TLC 

analysis to generate slopes for the different dTTP concentrations tested. Data displayed as 

Product (μM) (y-axis) vs. Time (sec) (x-axis). Km of dTTP was calculated to be 845 ± 229 μM 

from the slopes generated using Prism software. (C) TLC analysis was done at various 

concentrations of dTTP (3000–30 μM) in the presence of various concentrations of SMDU-TP 

(1000–30 μM). Data are graphed as 1/V (μM/s) (y-axis) vs. 1/(dTTP) (μM) (x-axis). From the 

slopes generated, the Ki of SMDU-TP was calculated to be 256 ± 70 μM. (D) Biochemical 

HLPC analysis of reactions with and without SAMHD1, and in the presence of pppCH2dU or 

SMDU-TP analog is graphed. We observed that both pppCH2dU and SMDU-TP analogs inhibit 

SAMHD1’s activity ((p < 0.01) by one-way ANOVA analysis with Bonferroni’s multiple 

comparisons), leading to more dGTP substrate remaining after the 2 h incubation with enzyme. 

All data are representative of two independent studies with mean and SEM displayed. 
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Monitoring catabolism of ara-CTP by SAMHD1 in monocyte-derived macrophages 

To extend our biochemical data confirming that ara-CTP (Fig 2B) is a substrate for 

SAMHD1, we used a well-defined tissue culture model of monocyte-derived macrophages 

(MDMs) treated with virus-like particles (VLP) (33, 45, 46) to evaluate changes in ara-CTP 

concentration in the absence of SAMHD1 in vivo. When MDMs are treated with VLP containing 

SIVmac239 viral protein X (Vpx), a rapid decrease in SAMHD1 protein level that last for several 

days after Vpx+ VLP exposure (45, 46). MDMs were exposed to VLP with and without Vpx for 

24 h before the medium was replaced with fresh medium containing 10 μM of ara-C or 10 μM of 

gemcitabine. Cell lysates were collected at 24 and 48 h post VLP addition to monitor SAMHD1 

protein level. Immunoblots show the depletion of SAMHD1 in MDMs treated with Vpx+ VLP, 

but not Vpx- VLP treated MDMs and control MDMs (no VLP treatment) (Fig 7A). 

 Next, cellular dNTP extracts were collected at 4, 12 and 24 h post medium change with 

drug. HLPC-MS/MS analysis was used to quantify the intracellular concentrations of gem-TP 

(2',2'-diF-dCTP) and ara-CTP. We found that the cellular gem-TP concentration at 4 h is 

significantly lower (**, p <0.01) in Vpx+ VLP treated MDMs as compared to Vpx- VLP MDMs 

(Fig 7B). This could be due to changes in of cellular kinase activities that phosphorylate 

nucleosides. Deoxycytidine kinase, which phosphorylates dC to dCMP, is negatively regulated 

by dCTP, the reaction pathway end product (47). Importantly we see a comparable rate decrease 

in gem-TP concentration between the two treatment groups from 4 to 24 h (Fig 7B), suggesting 

gem-TP turnover was SAMHD1 independent. Next, we evaluated ara-C treatment in the two 

MDM populations (Fig 7C). The Vpx+ VLP treated MDMs had significantly (***, p <0.001) 

higher levels of ara-CTP at 4, 12 and 24 h, as compared to Vpx- VLP treated MDMs, suggesting 

SAMHD1 impacts the peak intracellular ara-CTP concentration and suggest augmentation of 
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ara-CTP turnover rate in vivo. Our tissue culture findings support our biochemical studies 

strongly suggesting that ara-CTP may be a substrate for SAMHD1 in vivo. Moreover, our data 

reveals that an additional cellular pathway, SAMHD1 independent, is present that is involved 

with the turn over gem-TP in the cell, which requires additional studies to elucidate the 

mechanism in the future. 
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Figure 7: Monitoring ara-CTP and gem-TP concentrations in MDMs. 

A) Monocyte-derived macrophages (MDMs) were pretreated with virus-like particles (VLP) one 

day prior to replacing the medium with fresh medium plus compounds: 10 μM of ara-C 

(cytaribine-13C3) or 10 μM of gemcitabine. Whole cell lysates were collected at 0, 24 and 48 h 

post VLP addition. Lysates were analyzed by immunoblotting for SAMHD1 and GAPDH, 

loading control. SAMHD1 protein levels were reduced at 24 h after Vpx+ VLP exposure. Two 

human primary MDM donors are shown. Cellular nucleotide extracts were generated at 4, 12 and 

24 h post drug addition from treated MDMs. The intracellular concentrations of B) gem-TP 

(2',2'-diF-dCTP) and (C) ara-CTP were quantified from the extracts using HPLC-MS/MS 

analysis. Data are plotted as pmol/million cells (y-axis) vs. time (h) (x-axis). Gem-TP is a 

significantly lower (**, p < 0.01; T test) in the Vpx+ VLP treated MDMs at 4 h after drug 

addition. However, the rate of gem-TP decay is comparable between the two groups, suggesting 
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that gem-TP degradation is SAMHD1 independent. Ara-CTP concentrations are significantly 

higher (***, p < 0.001) at 4, 12 and 24 h for the Vpx+ VLP treated MDMs. Moreover, the rate of 

decay of ara-CTP is slower in Vpx+ VLP treated group, suggesting ara-CTP turnover is 

SAMHD1 dependent. Data are from two independent donors tested in duplicate. 
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Figure 8: Determining nucleotide analog specificity for SAMHD1. 

A) Modification of the 2' sugar position of a nucleotide can lead to several different outcomes. 

First, (2'R)-2'-F and (2'R)-2'-OH sugar moieties have been shown not to be substrates for 
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SAMHD1. Additional analogs with (2'R)-2'-F and (2'R)-2'-OH sugar moieties would be predicted 

not to be substrates for SAMHD1. Second, canonical dNTPs and the non-canonical dUTP are 

substrates for SAMHD1. Our data shows that ((2'S)-2'-OH) arabinose nucleoside-5'-

triphosphates are also substrates for SAMHD1. Therefore, we also predict several other 

arabinose nucleoside analogs would be substrates for SAMHD1. Moreover, clofarabine-TP 

((2'S)-2'-F) was reported hydrolyzed by SAMHD1 (43). Finally, we found the SMDU-TP, (2'R)-

2'-methyl sugar moiety, inhibited the triphosphohydrolase activity of SAMHD1. We postulate 

that the (2'R)-2'-methyl moiety may prevent the conformational change in the catalytic site of 

SAMHD1 due to the size of the methyl group clashing with Y374. Therefore, we predicted that 

nucleotides with a (2'S)-2'-cyano moiety may also inhibit dNTPase activity of SAMHD1. B) A 

SAMHD1 inhibitor has been reported (34). The pppCH2-dU analog has a 5'-methylene 

modification, making the analog non-hydrolysable in the catalytic site, but also was shown to 

block homotetramerization when present in the A2 site (34). C) Modification of the 3'-OH sugar 

moiety is not permissive. NRTIs and ddNTPs lack a 3'-OH moiety, making them chain 

terminators for DNA polymerases, are not substrates for SAMHD1. D) Base modifications for 

different nucleoside analogs are permissive substrates for SAMHD1. 

 

D.  Discussion 

In this study we explore the effect of stereoselective 2' sugar moiety substitution analogs 

on the dNTPase activity of SAMHD1. In Fig 8, we compile our results for what we know will 

influence nucleotides to be substrates for SAMHD1. Ji et al. proposed that L150 and Y374 of 

SAMHD1 form a tight catalytic pocket to exclude rNTPs. The L150 would essentially act as a 

steric gate to exclude rNTPs from the catalytic pocket (Fig 8A). Our computational modeling 
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indicates that only a dNTP can fit in the catalytic site (Fig 2A), but larger (2’R)-2’-F or (2’R)-2’-

OH moieties are excluded (Fig 2C and 2E). A HLPC-bases assay confirmed that (2'R)-2'-F and 

(2'R)-2'-OH are not substrates for SAMHD1 (Fig 2D, 2F and S1 Fig). Therefore, the L150 acts 

by a steric gate mechanism, i.e. clashing of the L150 with the (2'R)-2'-F/OH moiety to exclude 

these nucleotides from docking in the catalytic pocket of SAMHD1. Our computational 

modeling indicates that (2'S)-2'-H and (2'S)-2'-OH sugar moieties can fit within the catalytic site 

of SAMHD1, while (2'S)-2'-methyl moiety clash with Y374 (Fig 4). Biochemical analysis 

showed that both dCTP ((2'S)-2'-H) and ara-CTP ((2'S)-2'-OH) are hydrolyzed in the presence of 

SAMHD1 (Fig 4B and 4D). We therefore postulate that ara-CTP, ara-ATP, ara-GTP, 

fludarabine-TP, cladribine-TP, and clofarabine-TP would be sensitive to hydrolysis by 

SAMHD1 in vivo (Fig 8A). Interestingly, the SMDU-TP analog ((2'S)-2'-methyl) blocked the 

triphosphohydrolase activity of SAMHD1 in the biochemical assay, making it a nucleotide 

inhibitor of SAMHD1. To address why SMDU-TP inhibits the dNTPase activity of SAMHD1, 

we postulate that SMDU-TP prevents the full A351-V378 helix 10Å movement towards a dNTP 

substrate in the catalytic pocket (5). This mechanism is very different from the SAMHD1 

inhibitor, pppCH2dU (Fig 8B), which acts by preventing tetramer formation and is a non-

cleavable substrate for SAMHD1 (34). This means that (2'S)-2' substituted nucleotides has access 

to and bind within the catalytic pocket of SAMHD1. For our mechanism to work, the final 

changes with the A351-V378 helix movement is completed after the dNTP is docket within the 

catalytic site. Once the helix conformational change is completed then hydrolysis of the 

nucleotide analog occurs. For SMDU-TP, the (2'S)-2'-methyl clashes with Y374 preventing the 

helix from completing the conformational change and thus blocks hydrolysis. If our model is 

correct, then we would predict that sapacitabine (CYC682) and DFP-10917, which have a (2'S)-
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2'-cyano (CN) moiety, would also dock within the catalytic pocket of SAMHD1 and then inhibit 

the dNTPase activity of SAMHD1 (Fig 8A). Sapacitabine and DFP-10917 are currently under 

clinical investigation as anticancer nucleoside compounds. 

 Additional aspects of nucleoside analogs are also examined. The 3' position of the sugar 

is of high importance in determining which dNTP analogs have the potential to be substrates for 

SAMHD1 (Fig 8C). Ji et al. proposed that the 3'-OH sugar moiety has hydrogen bond 

interactions with D319 and Q149 of SAMHD1 to promote correct alignment of the dNTP in the 

catalytic pocket (31). The FDA-approved antiviral NRTIs, such as AZT, d4T, 3TC, ddC; Fig 3C, 

ddI; Fig 3D, and abacavir (ABC) were shown not to be substrates for SAMHD1 in vitro (this 

study and (17, 18)). Additionally, we show that ddATP and ddGTP are not substrates for 

SAMHD1 (Fig 3A and 3B). Collectively these data validate Ji et al. biochemical structure 

model, indicating that 3'-OH sugar moiety is an essential function group of the nucleoside for 

SAMHD1 substrate specificity (31). As indicated in Fig 8D, the type of base or being modified 

does not restrict a nucleotide analog from being a substrate for SAMHD1. Presently, all 

canonical bases and modified bases analogs: decitabine-TP (S1 Fig), dUTP, 2-amino-2'-dATP, 

O6-methyl-2'-dGTP, 5-methyl-2'-dCTP and 2-thio-dTTP are hydrolyzed by SAMHD1 (34, 40). 

Therefore, we postulate the following non-canonical FDA-approved nucleosides: cladribine, 

floxuridine, trifluorothymidine, and sorivudine, when phosphorylated in the cell, are strong 

candidates for being SAMHD1 substrates in vivo. These are nucleosides used for anticancer and 

antiviral treatments. 

Biologically, both ribonucleotide reductase and SAMHD1 have roles in maintaining 

proper intracellular dNTP concentrations (48–50). SAMHD1-deficient mice have a dNTP 

imbalance, with higher intracellular dATP and dGTP concentrations than dTTP and dCTP 
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concentrations (51), and a cellular dNTP imbalance can promote higher rates of mutagenesis in 

cancer cells, and influence the ability of DNA viruses to infect cells (33, 52–55). One can 

imagine that a SAMHD1 nucleoside analog inhibitor might be useful in an anticancer regiment 

by promoting a dNTP imbalance in rapidly dividing cancer cells or in combination therapy with 

FDA-approved nucleoside analogs that are sensitive to hydrolysis by SAMHD1. Alternatively, 

increasing SAMHD1 levels in cancer cells may slow cell growth by decreasing dNTP 

concentrations (56). Overall our data provides insights as to how stereoselective 2' sugar moiety 

substitutions impact the triphosphohydrolase activity of SAMHD1. 

 

E.  Materials and Methods 

Compounds 

Gemcitabine (2',2'-diF-dC), arabinose-C (ara-C; aka cytarabine), dCMP were purchased 

from Sigma. Gemcitabine-5'-triphosphate (gem-TP), ara-cytidine-5'-triphosphate (ara-CTP) and 

5-aza-2'-deoxycytidine-5'-triphosphate (decitabine-TP) were purchased from Jena Bioscience. 

dGTP, dATP and dCTP was purchased from Affymetrix. ATP, CTP and GTP were purchased 

from Thermo Scientific. 2',3'-dideoxyinosine-5'-triphosphate (ddITP), 2',3'-dideoxadnosine-5'-

triphosphate (ddATP), 2',3'-dideoxcytosine-5'-triphosphate (ddCTP) and 2',3'-dideoxguanosine-

5'-triphosphate (ddGTP) were purchased from Roche. Cytarabine-13C3 was purchased from 

Toronto Research Chemicals. (2'R)-2'-F-2'-deoxyadenosine-5'-triphosphate (2'-F-dATP) and 

(2'R)-2'-F-2'-deoxycytidine-5'-triphosphate (2'-F-dCTP) were purchased from TriLink 

BioTechnologies. 

 

Recombinant SAMHD1-GST purification 
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Human SAMHD1 was cloned into pGEX-6P-1 with an N-terminal GST tag (GE 

Healthcare, provided by Dr. Yoshio Koyanagi) and transformed into BL21 (DE3) pLysS 

competent cells (Invitrogen). Cells were grown at 37°C to an A600 of 0.5, stored on ice for 2 h, 

and induced overnight with 0.25 mM isopropyl-α-D-1-thiogalactopyranoside at 25°C. Cells were 

harvested and lysed in lysis buffer (50 mM Tris-HCl [pH 7.5], 500 mM NaCl, 2 mM EDTA, 1 

mg/ml chicken egg white lysozyme, and one tablet of Roche Applied Science Complete protease 

inhibitor mixture) for 4 h on ice. Cell debris was removed by centrifugation at 49,000 × g for 15 

min, and lysate was incubated overnight at 4°C with 1.5 mL of Glutathione Sepharose® 4B bead 

slurry (GE Healthcare). Beads were pelleted and washed three times with wash buffer (50 mM 

Tris-HCl [pH 7.5], 500 mM NaCl, 1 mM dithiothreitol, 0.5% Triton X-100), equilibrated in 

buffer (50 mM Tris-HCl [pH 7.5], 150 mM NaCl, 20% glycerol, 0.5% Triton X-100) and packed 

into a column. The column was washed three times with 30 mL of equilibration buffer, and 

SAMHD1 was eluted with 50 mM Tris-HCl [pH 8], 1 mM EDTA, 10% glycerol, 300 mM NaCl, 

200 mM reduced glutathione. A Millipore Centricon protein concentrator (45 MWCO) was used 

to concentrate the protein and for buffer exchanges. Protein samples were snap frozen using 

liquid nitrogen and stored at -80°C until use. 

 

HPLC-based SAMHD1 Phosphohydrolase Assay 

To measure dNTP triphosphohydrolase activity of SAMHD1, 1.6 μM recombinant 

SAMHD1-GST (SAMHD1) was incubated with different 500 μM nucleoside-5'-triphosphate 

substrates in the presence of 500 μM dCMP, 500 μM GTP and reaction buffer (50 mM Tris-HCl 

[pH 8], 100 mM KCl, 5 mM MgCl2, and 0.1% Triton X-100). Reactions were incubated for 2 h 

at 37°C and terminated by incubation for 10 min at 75°C. Reactions were separated and 
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quantified by anion exchange HPLC method [32]. Separation was done using two DNAPac 

PA100 columns equilibrated with running buffer (25 mM Tris–HCl [pH 8] and 0.5% 

acetonitrile) for 10 min, 30 μL sample was injected and eluted with a linear gradient of 240 mM 

NH4Cl for 12 min, run at an isocratic gradient with 240 mM NH4Cl for 5 min, and column was 

again equilibrated with running buffer (Beckman Coulter System Gold 126 Solvent Module). 

Absorbance was measured with a Beckman Coulter System Gold 166 Detector at 254 nm. The 

amounts of deoxycytidine-5'-monophosphate (dCMP), dGTP and (deoxy)nucleoside-5'-TP 

analogs were determined by integrating the peak area using 32 Karat 8.0 Software. Data was 

normalized to dCMP peak area for each sample, used as a sample loading control. Determining 

changes for different (deoxy)nucleoside-5'-triphosphates of interest was calculated by setting 

sample without SAMHD1 peak area to 100%. 

 

Cells and cell culture 

Monocytes were isolated from whole blood (New York Blood Service, Long Island New 

York) by using MACS® CD14+ beads as described previously [33] and cultured in the presence 

of 5 ng/mL human GM-CSF (Miltenyi Biotec). MDMs were utilized at day 7 of maturation for 

experiments. 

 

Virus-like particles generation (VLP) 

T225 flasks containing 293FT cells (Invitrogen) were transfected with 40 μg of pSIV 3+ 

with or without Vpx (Vpx+ VLP and Vpx- VLP, respectively; kindly provided by Dr. Nathaniel 

Landau) and 20 μg of pVSV-G at a ratio of 1 μg of DNA to 3 μL of polyethylenimine linear MW 

25,000 (Polysciences Inc.). The following day, medium was replaced with fresh DMEM medium 

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0169052#pone.0169052.ref032
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containing 5% FBS and antibiotics. On days 2–3 after transfection, the medium was collected 

and replaced with fresh medium. On the day of collection, medium was centrifuged at 400 x gfor 

5 min to remove cells. Supernatant was overlaid on top of 5 ml of a 25% sucrose cushion (25% 

(w/v) sucrose, 10 mM Tris-HCl [pH 7.5], 0.1 M NaCl and 1 mM EDTA). VLP were 

concentrated at 82520 x g in an SW32 Ti rotor for 90 min by ultracentrifugation. Supernatant 

was aspirated, and pellets were suspended in 600 μL of serum-free DMEM. Supernatant was 

centrifuged for 1 min at 20800 x g to remove debris using a tabletop centrifuge. Aliquots (50 μL) 

were stored at -80°C. The p27 antigen level was determined using an ELISA kit (Advanced 

BioScience Laboratories, Inc.). A minimum of 145 ng of p27/million cells was used. 

 

HLPC-MS/MS quantification of dNTPs and NTPs 

The HPLC system was a Dionex Packing Ultimate 3000 modular LC system comprising 

of a ternary pump, vacuum degasser, thermostated autosampler, and thermostated column 

compartment (Dionex, CA). A TSQ Quantum Ultra triple quadrupole mass spectrometer 

(Thermo Scientific, Waltham, MA, USA.) was used for detection. Thermo Xcalibur software 

version 2.0 was used to operate HPLC, the mass spectrometer and to perform data analyses. 

Gradient separation was performed on a Hypersil GOLD column (100 x 1 mm, 3 μm particle 

size; Thermo Scientific, Waltham, MA, USA). Mobile phase A consisted of 2 mM ammonium 

phosphate and 3 mM hexylamine. Acetonitrile was increased from 8 to 40% in 10 min, and kept 

at 40% for 2 min. Equilibration at 8% acetonitrile lasted 15 min. The total run time was 27 min. 

The flow rate was maintained at 50 μL/min and a 25 μL injection was used. The autosampler and 

the column compartment were maintained at 4.5 and 30°C, respectively. Calibration curves were 

generated using gem-TP, and ara-CTP to determine concentrations. 
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Compound synthesis 

The protocol published by Seamon et al. was used for the synthesis of 5'-methylene-2'-

deoxyuridine-5'-triphosphate (pppCH2dU) [34]. An anomeric mixture (10:1 ß:α) of (2'S)-2'-C-

Me-2'-deoxyuridine (SMDU) [35] was synthesized using the procedure by Li and Piccirilli [36]. 

Chromatographic separation of the pure beta anomer was subsequently performed using a 

SorbTech Sorbet Technologies column on a Combiflash Teledyne Isco chromatography 

machine. PSI-6206 was synthesized as reported in [37]. Finally, the triphosphate forms of 

SMDU and PSI-6206 were prepared with >95% purity following a nucleoside derivative 

triphosphate synthesis procedure reported by Zhou et al. [38], generating SMDU-TP and PSI-

6206-TP compounds. 

 

TLC-based SAMHD1 Phosphohydrolase Assay 

SAMHD1 (1 μM) was incubated with 1.25 μCi/μL [γ-32P]-dTTP and various 

concentrations: 3,000, 1,000, 300, 100 and 30 μM of unlabeled dTTP, 500 μM GTP (as the 

activator), and various concentrations: 1000, 300, 100, and 30 μM of either SMDU-TP or 

pppCH2dU in reaction buffer (50 mM Tris-HCl [pH 8], 100 mM KCl, 5 mM MgCl2, and 0.1% 

Triton X-100). Reaction volume (10 μL) was incubated for 20, 40, 60, 90, 120, 180, and 300 s at 

20°C. One microliter was removed from the reaction at the indicated times and stopped in 5 μL 

of 500 mM EDTA that was on wet ice. Samples were then heat inactivated at 95°C for 2 min 

before being stored at 4°C. Cellulose 300 PEI/UV254 TLC plates (Macherey-Nagel; Cat # 

801063) were prepared by spraying with 100% methanol and then allowed to dry. Plates were 

marked with a pencil one inch from the top and bottom on the plate. One microliter of the 
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reaction was spotted one inch from the bottom on TLC plates. Solvent (0.8 M LiCl, 0.05 M 

EDTA and 1 M acetic acid) front was allowed to migrate to within one inch from the top of the 

plate before the plate was removed and dried. TLC plates were exposed to Bio-Rad 

phosphoimager screen. Data was captured using PharosFX Plus Imager. Data was quantitated 

using Quantity One software (Bio-Rad). 

 

Western blot analysis 

Samples were processed in radioimmunoprecipitation assay buffer containing 1 μM DTT, 

10 μM PMSF, 10 μL/mL phosphatase inhibitor (Sigma), and 10 μL/mL protease inhibitor 

(Sigma). The cells were sonicated with three 5-sec pulses to ensure compete lysis. Cellular debris 

was removed by centrifugation at 23000 x g for 10 min. Supernatants were stored at -80°C 

before use. Cell lysates (25 μg) were resolved on 8% SDS-PAGE. Proteins were transferred to a 

nitrocellulose membrane. The membrane was blocked with 2% nonfat milk in TBST (10 mM 

Tris, 150 mM NaCl, and 0.1% Tween 20) for 1 h followed by the addition of primary antibodies: 

SAMHD1 (Abcam), and GAPDH (Santa Cruz). Cut membrane was incubated overnight with 

antibodies at 4°C. The next day, the membrane was washed (3x, 20 min with TBST) and treated 

with anti-mouse-HRP or anti-rabbit-HRP (GE Healthcare) for 1 h at room temperature. 

Membrane was washed (3x, 20 min with TBST) and developed using the SuperSignal West 

Femto Kit (Thermo Scientific). Images were captured using a Bio-Rad ChemiDoc Imager. 

ImageLab Analysis software (Bio-Rad) was used to analyze the data. 

 

Graphing and statistical analysis 
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Prism (GraphPad) software was used for plotting the data. Graphs are plotted as the 

means and standard error of means (SEM). All the data sets were compared for significant 

difference using Two-way ANOVA analysis and either Bonferroni post-test analysis for 

significance with the dNTP data or multiple comparisons. The Km and Ki values for dTTP and 

SMDU-TP are determined using Prism software. 
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A.  Abstract 

Retrovirus integration into the host genome relies on several host enzymes, potentially 

including Pol . However, whether human Pol  is essential for lentivirus replication in human 

cells is unclear. Here, we abolished Pol  expression by targeting its DNA polymerase domain 

with CRISPR/Cas9 in human monocytic THP-1 cells to investigate Pol ’s role in HIV-1 

transduction in both dividing and nondividing macrophage stages of THP-1 cells. Pol -

knockout was confirmed by enhanced sensitivity to MMS-induced DNA damage. Of note, 

nuclear extracts from Pol -knockout THP-1 cells prepared from both dividing and nondividing 

stages displayed significantly reduced capability to repair the gapped HIV-1 integration 

intermediate DNA substrate in a biochemical simulation. However, nuclear extract from both 

dividing and nondividing stages of the Pol -KO cells had detectable gap repair activity, 

suggesting that other host DNA polymerases also repair gapped HIV-1 DNA, particularly in 

dividing cells. Next, when we compared transduction using HIV-1 and simian immunodeficiency 

virus in control and Pol -KO cells, the loss of the Pol  expression did not affect transduction 

efficiency of these lentiviruses in both dividing and nondividing stages. Finally, the gap repair 

assay indicated that limited cellular dNTP pools, but not Pol  expression, are a primary factor 

for HIV-1 DNA gap repair, particularly in nondividing cells. These data support the idea that Pol 

 polymerase activity is dispensable for HIV-1 infection in both dividing and nondividing stages 

of human cells targeted by the virus. 

 

B.  Background 

One of the hallmarks of retrovirus replication is integration of viral DNA into a host 

chromosome of infected cells. Integration of lentiviruses such as human immunodeficiency virus 



102 

Type 1 (HIV-1) and simian immunodeficiency virus (SIV) requires highly coordinated actions of 

both viral and host players. After the viral dsDNA is synthesized from the viral genomic RNA by 

RT, a number of viral and host proteins coordinate to assemble the PIC, which transports the 

viral dsDNA into the nucleus where it is inserted into a host chromosome (1). The integration 

process consists of three distinct and sequential steps: 1) two to three nucleotides are removed 

from both 3’ ends of the viral dsDNA by the viral integrase (IN), 2) the 3’ ends of the viral 

dsDNA are covalently linked to the host’s chromosomal DNA by transesterification catalyzed by 

IN (2), and 3) a four to six nucleotide single stranded (ss) DNA gap between the 5’ end of the 

viral DNA and 3’ end of the host chromosomal DNA is filled and ligated after removing  

mismatches at the 5’ ends of the viral DNA (3), resulting in a completely integrated provirus. 

While the viral IN catalyzes the first two steps, the third step is thought to be largely carried out 

by the host DNA repair machinery (4). 

 Among the host proteins involved in the DNA repair process, Pol  is speculated to be 

the enzyme responsible for filling the ssDNA gap resulting from viral integration (4). Pol  is 

known to act in BER, which repairs DNA damage resulting from sources such as alkylating 

agents and reactive oxygen species (5). Aberrations in Pol  expression and activity have been 

reported in various cancers (6-8). Recently, a study reported that Pol  knockdown by RNAi in 

HeLa cells reduces HIV-1 transduction in a targeted screen of DNA repair enzymes (9). 

Additionally, reduction in HIV-1 and FIV infectivity were reported in mouse embryonic 

fibroblasts from POLB-/- animals (10). Results from these studies support the role of Pol  and 

other BER enzymes in lentivirus integration. Our laboratory has also reported that 

immunodepletion of Pol  from primary CD4+ T cell and macrophage nuclear extract reduces 
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HIV-1 ssDNA gap repair activity biochemically (11). However, genetic evidence clarifying the 

role of human Pol  in lentivirus replication in human cells remains to be reported. 

Another unique feature of lentiviruses relative to other members of the Retroviridae 

family is the ability to replicate in both dividing and nondividing cells (12). In the case of HIV-1 

and SIV, activated CD4+ T cells and macrophages, respectively, represent important targets of 

infection within this classification. Since nondividing cells lack chromosomal DNA synthesis, it 

is plausible that the DNA repair mechanisms used by lentiviruses during integration may be 

regulated differently between these two cell types. In fact, to address questions relating to 

dividing and nondividing target cells, the THP-1 cell model, a monocytic leukemia cell line, has 

been extensively used because dividing THP-1 cells can be differentiated to a nondividing 

macrophage-like phenotype by treatment with phorbol 12-myristate 13-acetate (PMA) (13,14). 

In the present study, we generated novel POLB KO THP-1 cell lines using a 

CRISPR/Cas9 system (15). These KO cell lines were validated and shown to both display 

enhanced sensitivity to alkylating agents and to lack efficient ssDNA gap repair activity in vitro. 

Unlike the previously reports, which showed more pronounced reductions in viral transduction 

efficiency in the Pol  knockdown human cells and mouse knockout cells (9,10), we observed 

only minor, yet statistically significant, effects of the loss of Pol  on HIV-1 and SIV 

transduction efficiency in both dividing and nondividing POLB KO THP-1 cells. Furthermore, 

we show that the rate of ssDNA gap repair is limited at physiological dNTP concentrations, 

which are further restricted in nondividing cells. Our results suggest that Pol  is not essential to 

the ssDNA gap repair during lentiviral transduction in both dividing and nondividing cells. 

Additionally, this repair process is kinetically limited by cellular dNTP concentrations 

particularly in nondividing cells. 
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C.  Results 

POLB KO in THP-1 cells using CRISPR/Cas9-based gene editing 

Previously reported (10) cellular POLB KO models used to study HIV-1 replication are 

derived from mice, which may not faithfully recapitulate the normal host environment of primate 

lentiviruses. Also, only RNAi-based tests have been used to study the role of human Pol  in 

HIV integration (9). In order to generate a novel and relevant human cellular model, we 

employed LentiCRISPRv2 (15), a lentiviral vector-based CRISPR/Cas9 delivery system 

expressing target sgRNA, Cas9 nuclease, and a puromycin selection marker to induce POLB 

deletion. We selected single guide RNA (sgRNA) sequences (Fig. 1A) from the Genome-scale 

CRISPR KO (GeCKO) database (16) targeting two different regions near the polymerase active 

site of the Pol  palm subdomain (Fig. 1B). More specifically, sgRNA1 targets exon 10 of the 

POLB gene, a region within the highly structured palm domain, which encodes the metal binding 

triad, dNTP binding site, primer binding site, and active site. sgRNA2 targets exon 9 and 

corresponds to a structured region in the palm domain proximal to the active site, but does not 

directly encode any catalytic residues. 

Next, we chose the human monocytic THP-1 cell line for POLB KO because this cell line 

is both able to be efficiently infected by HIV-1 and can be differentiated to a nondividing 

macrophage stage by treatment with PMA. THP-1 cells were transduced with each of the 

constructed lentiviral vectors including the empty vector as a control. Following transduction, 

puromycin selection, and single-cell sorting, clonal cells were expanded and assessed for 

successful POLB KO by Western blot in both dividing (-PMA) and nondividing, differentiated 

stages (+PMA) (Fig. 1C). We isolated genomic DNAs from Western blot hit clones, sequenced 

exons 9 (Fig. 1D) and 10 (Fig. 1E) of POLB, and then chose one clone corresponding to each 
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sgRNA for further characterization. We found that the clone edited with sgRNA1 (KO1) had 

several point mutations near the target site, which induce amino acid changes and a 7-base pair 

frameshifting deletion that introduces a premature stop codon downstream approximately 50 

base pairs of the deletion. The clone edited with sgRNA2 (KO2) also had several point mutations 

near the target sequence and a 20-base pair frameshifting deletion that introduces a premature 

stop codon approximately 100 base pairs downstream. Additionally, clonal THP-1 cells 

transduced with the LentiCRISPRv2 transfer vector lacking a sgRNA insert (empty vector) were 

selected for use as a control that expresses Pol  in both dividing and nondividing stages – 

consistent with what we observed in the parental THP-1 cells (Fig. 1C). These data provide 

sufficient molecular and genetic evidence that the selected clones were POLB null to proceed 

with further functional analysis. 
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Figure 1: Generation of POLB KO THP-1 cell lines by CRISPR/Cas9. (A) Single guide RNA 

(sgRNA) sequences used in this study. The nucleotide numbers within exon 10 (sgRNA1) or 

exon 9 (sgRNA2) of the POLB gene are indicated as a subscript. (B) Map of the Pol  protein 

and POLB gene. sgRNA1 and sgRNA2 target regions within exon 10 and 9, respectively. Both 

targets are within a coding region that corresponds to the palm subdomain of the DNA 

polymerase domain. Amino acid numbering and subdomains of the Pol  protein are indicated. 

Exon numbers are indicated for the POLB gene. (C) Nuclear extracts were isolated from the 

dividing (-PMA) or nondividing macrophage (+PMA) stages of THP-1 cells. Nuclear extracts 

(10 g/lane) from wild-type (WT) THP-1, empty vector control (CTRL), and POLB KO THP-1 

cells (KO1 and KO2) were probed with a monoclonal anti-Pol  antibody targeting the C-
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terminal region. Blots were stripped and re-probed for -actin as a loading control. Positions of 

molecular weight markers are indicated on the left side of the blot. Results are representative of 

two independent experiments. Genomic DNAs from WT THP-1, CTRL, KO1 and KO2 cells 

were isolated and PCR amplicons flanking the CRISPR/Cas9-targeted regions were sequenced. 

Sequence alignments of bases 18898-18957 (exon 9) (D) and 22845-22904 (exon 10) (E) of the 

POLB gene are shown. Numbering is based on the entire POLB gene sequence using the 

reference gene RefSeq NM_002690.2. 
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POLB KO THP-1 cells are sensitive to MMS-induced DNA damage 

POLB KO has been validated in previous cellular systems using sensitivity to MMS 

(5,17), which induces DNA damage repaired by the BER pathway. We treated our THP-1 clones 

as well as the polyclonal parental THP-1 cells with a range of MMS concentrations and 

evaluated cell sensitivity to MMS using an XTT-based cell proliferation assay. POLB KO cell 

lines, but not empty vector control cells, showed an enhanced susceptibility to MMS (Fig. 2A) 

that was consistent with previously published values using growth inhibition assays (5,17). 

Additionally, we stimulated THP-1 cells with PMA to induce a macrophage-like 

phenotype as previously described (13). In this state, THP-1 cells have decreased dNTP 

concentrations (18) and are nondividing with little cellular DNA synthesis (Fig. S1). Next, we 

tested whether nondividing THP-1 cells were also sensitive to DNA damage by MMS. 

Nondividing KO1 and KO2 cells showed sensitivity to MMS-induced DNA damage compared to 

parental THP-1 and CTRL cells (Fig. 2B) similar to the results observed in dividing THP-1 cells. 

Based on these functional results, we concluded that the cellular phenotype presented by our 

POLB KO cells was consistent with previously reported findings and supports the validity of our 

molecular analysis. 
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Figure 2: POLB KO THP-1 cells are sensitive to MMS-induced DNA damage. 2.5104 THP-

1 cells per well were seeded in 96-well plates in the dividing (A) or nondividing (B) stage. WT 

THP-1, CTRL, KO1, and KO2 cells were treated with varying concentrations of the DNA 

alkylating agent MMS for 2 h. Cells were washed three times with 1X PBS and cultured for 72 h. 

Cell viability was measured using the XTT assay and values were normalized to untreated 

control for each group. Results from two independent experiments performed in triplicate are 

shown as mean  S.D. 
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Figure S1: PMA-treated THP-1 cells have minimal levels of DNA synthesis. DNA synthesis 

was measured in the dividing and non-dividing stages of THP-1 CTRL, KO1, and KO2 cells 

using BrdU incorporation. Cells were cultured in complete media containing 10 M BrdU for 1 

or 8 h. Approximately 40% of dividing stage cells were positive for BrdU incorporation after 8 h 

treatment for all three cell lines. In contrast, PMA-treated cells in the non-dividing/macrophage 

stage showed only up to 8% of cells as positive after 8 h treatment, indicating only a low level of 

background DNA synthesis in these cells. Data are shown as mean  S.D. of two independent 

experiments performed in triplicate. 
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POLB KO THP-1 nuclear extracts have impaired HIV-1 ssDNA gap repair activity in vitro 

We previously reported an in vitro assay that simulates the single-strand DNA gap repair 

mechanism that occurs during the integration step of HIV-1 by using nuclear extracts (11). This 

system requires three enzymatic steps to occur in order to generate a 50mer gap repair product as 

illustrated in Fig. 3A: (1) DNA synthesis from the 32P-labled 5’-end of a DNA primer across a 

four-nucleotide gap generated from the annealed 3’ DNA primer, (2) displacement and excision 

of a mismatched single-nucleotide flap, and (3) ligation of the extended 5’ and 3’ primers, 

generating the 50-mer repaired product. 

To test whether gap repair was restricted in POLB KO cells, we prepared nuclear extracts 

from parental THP-1, empty vector control, KO1, and KO2 cells in both dividing (-PMA) and 

nondividing (+PMA) stages as previously described (11). Nuclear extracts were normalized to 1 

mg/mL total protein by the Bradford assay and incubated with the radiolabeled gap repair 

substrate described in Fig. 3A with saturating dNTPs (250 M) for 30 min at 37 C. As shown in 

Figure 3B, POLB KO1 and KO2 nuclear extracts generated significantly decreased 50-mer 

repaired product, compared to both parental and control THP-1 cells expressing Pol . 

Surprisingly, however, the POLB KO nuclear extracts still displayed some levels of the partially 

extended 5’ primer (see “)” in Fig. 3B), supporting that other DNA polymerases can recognize 

the HIV-1 gap substrate while Pol  appears to be the primary polymerase that recognizes the 

substrate.  Also, when the repaired product in each reaction was quantitated (Fig. 3C), no 

significant difference in the DNA gap repair activity between dividing (-PMA) and nondividing 

(+PMA) stages of all cell types, suggesting that Pol  is also the major polymerase for the 

ssDNA gap repair in the nondividing stage. Furthermore, this is observation is supported by the 

increased sensitivity to MMS we observed in the PMA-treated POLB KO cells (Figure 2B). 
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Taken together, these data suggest that the genetic loss of Pol  expression significantly reduces, 

but not completely abolish the HIV-1 ssDNA gap repair activity in the THP-1 model. 
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Figure 3: Effect of POLB KO on biochemical ssDNA gap repair activity with HIV-1 gap 

DNA substrate. Lentiviral gap filling was modeled in vitro using a previously reported assay 

(13). (A) Schematic showing the steps required for complete repair of a model substrate based on 

the HIV-1 LTR. A 5’ end 32P-labeled 20mer oligonucleotide primer (red stars) and an unlabeled 

27mer oligonucleotide primer with a single 5’-end mismatch are annealed to a 50mer 

oligonucleotide template. Extension of the labeled primer by DNA polymerases yields 21-24mer 

products (indicated by blue arrow), which require mismatch removal and ligation to the 

unlabeled 27mer to form the labeled 50mer gap repair product. (B) 20 nM gap repair substrate 

was incubated with 4 g nuclear extract from WT THP-1, CTRL, KO1, and KO2 cells in the 

presence of 250 M dNTPs and 2 mM ATP. Reactions were incubated at 37 C for 30 min then 

quenched with 40 mM EDTA and inactivated at 95 C for 1 min. The substrate was also 

incubated with the WT THP-1 nuclear extract in the absence of dNTPs (NC) at 37 C for 30 min 

(NC). Products were resolved by urea-PAGE on a 20% acrylamide gel and visualized by 

phosphorimaging. 20-mer unextended substrate, 24mer intermediate (including partially 

extended products indicated by blue “)”), and 50mer fully repaired product are indicated. The 

results were quantitated by densitometry in ImageLab 5.2 (BioRad). The amount of repair 

product was calculated as ratio of 50mer band density to total density per lane and related to the 

concentration of substrate in each reaction. Results from three independent experiments are 

shown as mean  S.D. 2-way ANOVA was performed and Dunnett’s multiple comparison test 

was used to determine differences between cell lines and the effect of PMA treatment. ***, P < 

0.001. NS, not significant. 
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POLB KO has limited effects on lentivirus transduction in both dividing and nondividing THP-1 

cells 

A previous report showed that embryonic fibroblasts derived from POLB-/- mice 

exhibited reduced lentivirus transduction compared to wild-type cells (10). However, this model 

is not completely relevant because mice do not carry lentiviruses. Therefore, we employed our 

human POLB KO THP-1 cells to test whether human Pol  is involved in HIV-1 transduction. 

For this test, THP-1 empty vector, KO1, and KO2 cells were infected in dividing and 

nondividing stages with VSV-G pseudotyped GFP-reporter HIV-1 (DHIV3-GFP) pseudovirus 

that encodes all of the NL4-3 genes except env and nef, which are replaced with GFP (19). As 

shown in Fig. 4A, only minor differences in HIV-1 vector transduction efficiency relative to 

empty vector control cells was observed in both dividing and nondividing stages of THP-1 cells. 

We found that transduction efficiency was reduced by approximately 20% in both dividing KO2 

cells and nondividing KO1 cells. We also observed that POLB KO did not uniformly reduce the 

transduction efficiency of another lentivirus, SIV (Fig. 4B). The absence of a uniform effect in 

these data suggest that human Pol  is not absolutely required for HIV-1 transduction. This result 

is further supported by the biochemical data presented in Fig. 3 that other DNA polymerases may 

also recognize the HIV-1 ssDNA gap although their capability to repair the HIV-1 gap is less 

efficient than Pol . 
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Figure 4: Effect of POLB KO on HIV-1 transduction in dividing and nondividing THP-1 

cells. CTRL, KO1, and KO2 cells were grown in suspension culture for the dividing stage (-

PMA) or treated with 150 nM PMA (+PMA) for 7 days to differentiate into the nondividing 

macrophage stage. Cells were transduced with VSV-G pseudotyped HIV-1 (A) or SIVmac239 (B) 

vector expressing GFP at an MOI of 0.4 and assayed by flow cytometry to measure the GFP 

expressing population at 24 h (dividing) or 120 h (nondividing) post-transduction. Data are 

reported as mean  S.D. of three independent experiments performed in triplicate. Data were 
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analyzed by 1-way ANOVA and differences between KO and CTRL cells were determined 

using Dunnett’s multiple comparison test. *, P < 0.05. **, P < 0.01. ***, P < 0.001. 

In vitro HIV-1 ssDNA gap repair is dependent on dNTP concentration 

We previously reported that cellular dNTP level in nondividing cells such as human 

monocyte derived macrophages is extremely low (20-40 nM), compared to dividing cells such as 

activated CD4+ T cells (1-4uM) (20). The extremely limited dNTP pool in macrophages 

kinetically suppresses HIV-1 reverse transcription, which consumes cellular dNTP substrates for 

viral dsDNA synthesis (21).  However, it is also clear that the HIV-1 DNA gap repair during 

viral integration requires cellular dNTPs. Indeed, our previous in vitro HIV-1 DNA gap repair 

assay demonstrated that cellular dNTP concentration affects the HIV-1 DNA gap repair (11). 

Here we tested the effect of the dNTP concentration on the HIV-1 DNA gap repair activity of the 

nuclear extract prepared from our THP-1 cell line model. For this test, we performed the in vitro 

HIV DNA gap repair assay using nuclear extracts from dividing (-PMA) and nondividing 

(+PMA) stages of parental THP-1 at dNTP concentrations found in dividing/activated CD4+ T 

cells (2.5 M), nondividing macrophages (40 nM), as well as a saturating concentration (250 

M) (Fig. 5). We measured the two product populations: 1) fully repaired product (50mer 

product in Fig. 5A and red portions in Fig. B and C) and 2) partially extended product (“)” in 

Fig. 5A and blue in Fig. 5B and C). First, the levels of the fully repaired 50mer product were 

significantly reduced at both intracellular dNTP concentrations (2.5 M and 40 nM), compared 

to saturating dNTPs (250 M), though repair product was still detectable at later time points at 

the dividing cell dNTP concentration (2.5 M). However, no fully repaired product was detected 

at the nondividing cell dNTP concentration (40nM) even at the later time points. Second, this 

dNTP concentration dependent gap repair activity was observed in both PMA treated and 



118 

untreated THP-1 cells (Fig. 5A). Third, when we quantitated the total primer extension level 

including both partially extended products and fully repaired 50mer products, the dividing cell 

dNTP concentration (2.5 M) gave higher levels (~48%) of the total extended product than the 

macrophage dNTP concentration (~14%) in the reactions with the PMA untreated cell extract 

(Fig. 5B), and similar difference in the total extended products was also observed in the reactions 

with the PMA treated cells (Fig. 5C). This simulation data supports that the availability of 

intracellular dNTPs significantly affects HIV-1 DNA gap repair and that the limited dNTP pools, 

not Pol  expression, is a primary limiting factor to control the HIV-1 gap repair in nondividing 

cells, which at least partially explains the absence of an effect of POLB KO on HIV-1 infectivity 

in the nondividing stage of THP-1 cells (Fig. 4). 
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Figure 5: Effect of dNTP concentration on in vitro HIV-1 ssDNA gap repair activity. 

Nuclear extracts from dividing (-PMA) and nondividing (+PMA) stages of THP-1 CTRL cells 

expressing Pol  were isolated. (A) 20 nM gap repair substrate was incubated with 4 g nuclear 

extract from CTRL cells in the presence of saturating (250 M), dividing cell (5 M), or 
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nondividing cell (40 nM) concentrations of dNTPs and 2 mM ATP (required for ligation). 

Reactions were incubated for 30, 60 or 120 min. Data from three independent experiments were 

analyzed by densitometry to quantitate the amounts of fully repaired, partially extended (blue 

“)”), and unextended radiolabeled primers, which are reported as mean  S.D for dividing (B) 

and nondividing (C) stages of THP-1 empty vector control cells. The percentage comprised by 

each product (repaired, partially extended, and unextended) are represented by red, blue, and 

gray bars, respectively. The mean percentage calculated for each product is indicated by the 

number inside the corresponding bar. 
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Figure S2: Effect of dNTP concentration on in vitro HIV-1 ssDNA gap repair activity in 

POLB KO THP-1 cells. Nuclear extracts from dividing (-PMA) and nondividing (+PMA) stages 

of THP-1 CTRL, KO1, and KO2 cells were isolated. 20 nM gap repair substrate was incubated 

with 4 g nuclear extract in the presence of saturating (250 M), dividing cell (5 M), or 

nondividing cell (40 nM) concentrations of dNTPs and 2 mM ATP (required for ligation). 

Reactions were incubated for 120 min. Data from two independent experiments were quantitated 

by densitometry to quantitate the amounts of fully repaired substrate which are reported as mean 

 S.D for dividing stages of THP-1 cells. 
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D.  Discussion 

Integration of genetic information by lentiviruses such as HIV-1 presents a significant 

barrier to eradicating the virus in vivo. While all retroviruses encode a viral IN (1), none encode 

enzymes that process the 5’ ends of the partially integrated viral dsDNA – a substrate that 

requires the relatively complex removal of mismatched base pairs and repair of the ssDNA gap. 

This involves multiple enzymatic functions including removal of mismatched bases by flap 

endonuclease, DNA polymerization, and ligation of the newly synthesized DNA to a host 

chromosome (3). The provirus is thought to be stably integrated only after these steps have been 

completed. Since the host DNA repair polymerase Pol  is known to fill short ssDNA gaps 

during routine cellular DNA repair, it has been speculated that Pol  is involved in lentiviral 5’-

end DNA gap repair. This was supported by the findings of a targeted siRNA screen that showed 

a modest reduction of HIV-1 transduction in HeLa cells when some BER enzymes, including Pol 

, were knocked down (9). This work was further supported by findings demonstrating modest 

reductions in HIV-1 infectivity in embryonic fibroblasts derived from POLB-/- mice (10). 

However, these results have not been confirmed by genetic evidence in human cell models. 

Importantly, to the best of our knowledge, the present study is the first to report human POLB 

KO cells and therefore provides the most complete system for modeling HIV-1 gap repair in 

human cells to date. 

Lentiviruses such as HIV-1 and SIV infect terminally differentiated, nondividing myeloid 

cells such as macrophages (22,23). These cells lack chromosomal DNA replication, cell division, 

and feature additional mechanisms that present barriers to lentiviral replication. Two such 

mechanisms involve tight control of dNTP biosynthesis by inhibition of ribonucleotide reductase 

(RNR) (24) and activation of dNTP hydrolysis by sterile alpha motif and HD domain-containing 
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protein 1 (SAMHD1) (25,26). We have previously shown that by limiting dNTP concentration, 

nondividing cells restrict lentivirus replication at both the reverse transcription and integration 

steps (11). Since most research examining DNA repair has focused on dividing cells, the 

implication of these unique regulations is not well understood. In fact, it remains unclear whether 

such terminally differentiated, nondividing cells carry fully functional DNA repair capacity in 

the absence of chromosomal DNA replication and to what extent this is controlled by cell type. 

Transcription-coupled DNA repair appears to function in nondividing cells, but has been not 

been fully characterized (27). Interestingly, because of the tight dNTP regulation that occurs in 

nondividing cells, the cellular DNA polymerases that act in DNA repair pathways may not 

operate efficiently. We previously reported that macrophages harbor dNTP concentrations in the 

20-50 nM range (20), which is much lower than reported Km values of any known cellular DNA 

polymerase (1-100 M) (28-30). Therefore, it is unclear that the DNA repair machinery in 

nondividing lentivirus target cells are able to efficiently perform 5’ end gap repair under such 

restrictive conditions. The evidence that we present here is the first to compare gap repair in both 

dividing and nondividing cells that completely lack Pol  expression. Our previous findings 

demonstrated that the rate of gap repair was controlled by dNTP concentration, but these 

experiments were performed in cells that expressed Pol  (11). These new data validate the 

significance of cellular dNTP regulation in determining the rate of lentiviral DNA gap repair. 

In the present study, we demonstrate that HIV-1 and SIV replicate with little impairment 

in POLB KO cells under both dividing and nondividing conditions. This finding surprised us, 

considering that others had observed a reduction in transduction efficiency in other systems 

using mouse POLB KO or human POLB KD. This led us to consider two possible scenarios: 1) 

other DNA polymerases besides Pol  perform 5’ end gap repair of partially integrated viral 
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dsDNA, particularly in dividing cells, or 2) lentiviruses may not require completion of 5’ end 

gap repair to begin transcription of proviral DNA.  

For the first scenario, we considered other non-replicative DNA polymerases. Pol , Pol 

, and Pol  are all members of DNA polymerase family X and are involved in DNA repair (31). 

While Pol  appears to function primarily in B-cell maturation in lymphoid tissue, Pol  is 

known to act as a back-up in BER reactions using cell extracts (32). However, the extent to 

which Pol  can fill this role in nondividing cells is unknown. In contrast, Pol  is constitutively 

expressed with increases in mRNA expression before and during chromosomal DNA replication 

(33,34) and following DNA damage (35). This evidence supports the role of Pol  as the primary 

repair polymerase in nondividing cells, but does not exclude the possibility that other DNA 

polymerases can perform the same function in its absence. Indeed, our biochemical simulation 

assay (Fig. 3A) showed that the nuclear extracts of the POLB KO cells particularly prepared 

from the dividing stage displayed detectable HIV-1 DNA gap repair activity, supporting the 

possibility that other DNA polymerases were able to recognize and repair the HIV-1 gap DNA. 

Notably, under conditions with saturating dNTPs, the rate of gap repair was reduced by more 

than 90% in POLB KO cells (Fig. 3). This indicates that although other DNA polymerases are 

able to fill the gap in the absence of Pol , the repair process is much less efficient. However, 

when this experiment was repeated using POLB KO cells and varying dNTP concentrations, the 

effect size on repair rate between WT and POLB KO cells decreased from 10-fold with 

saturating dNTPs to less than 2-fold under physiological dNTP concentrations (Fig. S2). These 

data help to explain why we observed only small differences in transduction efficiency between 

WT and POLB KO cells (Fig. 4), while in vitro gap repair assays showed such a strong effect 

(Fig. 3). Since the HIV-1 DNA gap repair is absolutely dependent on the dNTP concentration 
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(Figs. 5, S2), the extremely limited dNTP pools observed in nondividing cells, not Pol  

expression, could be a primary factor to control the HIV-1 DNA gap repair during viral 

integration in nondividing cells. Notably, dNTP concentration is modestly elevated in 

nondividing cells in response to DNA damage by p53-dependent induction of the p53R2 gene, 

which encodes an alternative small R2 subunit of RNR (24,36). However, induction of p53R2 

requires prolonged exposure to DNA damage and is not triggered by HIV-1 infection (18,36).  

In addition to cellular DNA polymerases, RT is capable of filling the gapped DNA 

intermediate through its strand displacement activity (4,37,38). Gap filling by RT directly would 

also explain the absence of a strong effect on transduction efficiency in POLB KO cells, 

particularly in nondividing cells where RT’s higher efficiency at low dNTP concentrations could 

potentially play an important role. Furthermore, there is evidence that RT and IN directly interact 

(39), which could support localization of RT to the site of integration thereby bypassing a need 

for a cellular DNA polymerase. However, it is unclear whether RT activity is maintained after 

the PIC enters the nucleus since reverse transcription occurs primarily in the cytoplasm (1). 

Additionally, gap filling by RT would not circumvent the need for cellular endonuclease and 

ligase activity, which may then act as the rate-limiting step in repair if gap filling by RT is 

indeed efficient.  

For the second scenario, we speculated that immediate repair of the 5’ end LTR gap may 

not be necessary for HIV replication, particularly in nondividing cells. DNA damage detected 

during chromosomal replication leads to activation of DNA damage response mechanisms, 

which induce cell cycle arrest initially and eventually apoptosis, if necessary (40). However, 

activated CD4+ T cells infected by HIV-1 undergo cell cycle arrest induced by viral protein R 

(41) and eventually cell death without resuming cell division. In some infected CD4+ T cells that 
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become quiescent, the immediate need for DNA repair may also be bypassed since these cells are 

no longer cycling. The same logic follows for macrophages, which are also nondividing. Finally, 

it is not known whether and how the unrepaired 5’ end gap at the LTR affects HIV-1 

transcription. Furthermore, transcriptional machinery assembles at structures located within the 

LTR (1), which would avoid potentially stalled processivity across the 5’ end gap. While this 

scenario is purely speculative, it can be tested using methods to detect the unrepaired 5’ end gap 

of HIV-1 DNA. However, there is currently no reliable quantitative assay for measuring the 

partially integrated HIV-1 DNA and we were unable to adapt an existing assay used to detect the 

gap for Molony Murine Leukemia Virus (42). 

In addition to DNA polymerase activity, both Pol  and Pol  have distinct 5’-2-

deoxyribose-5-phosphate (dRP) lyase activity (43-45). Recently, it was reported that Pol  5’-

dRP lyase activity, but not polymerase activity, is required for efficient HIV transduction in 

mouse embryonic fibroblasts (46). In our study, we considered that because CRISPR-induced 

deletions were downstream of the Pol  lyase domain that it was possible that a fragment 

retaining this activity may still be expressed in our POLB KO cells. We probed nuclear extracts 

from WT and POLB KO THP-1 cells using a polyclonal antibody raised against whole Pol  

protein and were unable to detect any specific band that might represent a truncated form of Pol 

 (data not shown). While this is a caveat that could explain our failure to reproduce a reduction 

in infectivity, it is important to note that these previously reported results relied on expression of 

a full-length Pol  construct with point mutations in the polymerase or lyase active sites. Since 

our POLB KO cells lack nearly all of palm domain and all of thumb domain, it is unlikely that 

such a truncated protein would even retain the ability to interact with DNA even if a functional 

lyase subdomain was expressed. Future experiments can target the lyase domain of Pol  in order 
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to generate a complete deletion to conclusively determine whether the Pol  lyase is also 

dispensable for lentivirus replication. 

In conclusion, our genetic biochemical investigations revealed that Pol ’s polymerase 

activity appears to be dispensable for HIV-1 transduction in both dividing and nondividing THP-

1 cells. This study raises new possibilities for consideration in HIV-1 5’ end gap repair: 5’ end 

gap repair of lentiviral DNA may promiscuously utilize cellular DNA polymerases and/or viral 

RT during integration or that immediate repair of the 5’ end gap may not be necessary for viral 

replication. 

 

E.  Materials and Methods 

Cell Culture and Lentiviral Vectors 

 THP-1 cells (ATCC TIB-202) were cultured in RPMI 1640 medium (Corning) 

supplemented with 10% FBS and 1% penicillin/streptomycin according to the supplier’s 

recommended sub-culturing method. THP-1 cells were differentiated by continuous stimulation 

with 150 nM PMA (Sigma) for 7 days with media replaced every 2 days. All cells were grown at 

37 C, 5% CO2. 293FT cells (Invitrogen) were cultured in DMEM (Gibco) supplemented with 

10% FBS and 1% penicillin/streptomycin according to the supplier’s recommended sub-

culturing method. 293FT cells were transfected to produce lentiviral vector as previously 

described (21). Briefly, cells were grown to 70% confluency and transfected using 

polyethylenimine (Sigma) complexed plasmid DNA. Transfection medium was removed after 8 

h and supernatant was collected at 24 and 48 h post-transfection. Supernatant was filtered 

through a 0.45 m filter and concentrated using a Beckman Coulter Optima XE90 

ultracentrifuge. Concentrated virus pellets were resuspended in 1X HBSS (Gibco), aliquotted, 
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and stored at -80 C. Pseudoviruses were produced in 293FT cells co-transfected with GFP-

expressing lentivirus plasmid and pCMV-VSV-G (vesicular stomatitis virus G protein under 

control of the cytomegalovirus immediate-early enhancer and promoter) (47). HIV-1 

pseudovirus was produced using pDHIV3-GFP (NL4-3-based env, nef) (19). SIV pseudovirus 

was produced using pSIV-GFP and pSIVvpx-GFP (SIVmac239-based env) (48). Core antigen 

was measured using p24 and p27 ELISA (Advanced BioScience Laboratories Inc.) and RT 

activity was measured as previously described (49).  

 

Lentiviral Vector Transduction  

The pseudovirus vector input was normalized by RT activity then THP-1 cells were 

infected in the presence 30 g/mL DEAE dextran (Sigma) for 2 h, washed 3 times with 1X PBS 

(Gibco), and analyzed for GFP expression 24 or 120 h post-transduction for dividing and 

nondividing cells, respectively. GFP measurement was performed using a MACSQuantVYB 

flow cytometer (Miltenyi Biotec) and data were analyzed using MACSQuantify software 

(Miltenyi Biotec). 

 

Human POLB KO by LentiCRISPRv2 

 LentiCRISPRv2 plasmids targeting POLB were constructed using methods previously 

described (15,16). Briefly, complimentary oligonucleotides containing the specific sgRNA 

sequence and overhangs complementary to overhangs generated by BsmBI digestion of 

LentiCRISPRv2 were annealed to the BsmBI digested LentiCRISPRv2 plasmid to generate the 

functional transfer vector. Undigested LentiCRISPRv2 plasmid lacking a sgRNA sequence was 

used for pseudovirus production as a control. LentiCRISPRv2 vector was generated as described 
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for HIV-1 and SIV pseudoviruses, except that the psPAX2 packaging plasmid (Addgene) was 

co-transfected with the LentiCRISPRv2 (15) and pCMV-VSV-G plasmids. THP-1 cells were 

infected with concentrated LentiCRISPRv2 pseudovirus. 48 h after transduction, media was 

replaced with complete RPMI containing 1 g/mL puromycin (Gibco) and maintained in 

selection media for 14 days. Selected cells were single-cell sorted into 96-well plates using a BD 

FACS Aria II Cell Sorter (BD Biosciences). Single cells were expanded and assayed for Pol  

expression by Western blot. Cells negative for Pol  by Western blot were further analyzed by 

PCR amplification of genomic DNA flanking the CRISPR-targeted region. The forward primers 

5’-CTTGCCTTGTCAGTAGACAGCA-3’ and 5’-CTCTGTGTTGACTGGGTTGGTC-3’ and 

the reverse primers 5’-AACTTGGGCAGTTGGGCACAGT-3’ and 5’-

CCCGGCCATCTCTATGTTTTCT-3’ were used to amplify exons 9 and 10, respectively. Exon 

9 was sequenced using the forward primer 5’-GCTGTTGTCATCTCAGTGAATTC-3’ and the 

reverse primer 5’-CCACAACTTCACTATCATCCAG-3’. Exon 10 was sequenced using the 

forward primer 5’-CCAATTACTGTTGTCATCACAG-3’ and the reverse primer 5’-

TAGACTGTCCTCCCAGCAACTC-3’. Multiple sequence alignments were performed using 

Clustal Omega (50). 

 

BrdU Incorporation Assay 

 DNA synthesis was assessed in THP-1 cells using previously described methods. Briefly, 

THP-1 cells were stimulated with PMA for 7 days or grown in suspension culture. Media was 

replaced with complete RPMI containing 10 M 5-bromo-2’-deoxyuridine (Sigma). Cells were 

grown in the presence of BrdU for 1 or 8 hours, harvested, and fixed by addition of 70% ice-cold 

ethanol. Cells were permeabilized by addition of 0.5% Triton X-100 and DNA was denatured 
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with 2N HCl, neutralized, washed, and stained with an anti-BrdU antibody (Cell Signaling 

Technology; Bu20a) diluted 1:50 in a solution of 1X PBS, 1% BSA, and 0.1% tween-20. Cells 

were washed then stained with AlexaFluor 488 goat-anti-mouse antibody (Invitrogen) diluted 

1:50. Cells were washed and analyzed using a MACSQuantVYB flow cytometer (Miltenyi 

Biotec) and data were analyzed using MACSQuantify software (Miltenyi Biotec). 

 

Western Blotting 

 Anti--actin (Abcam; ab6276) and anti-Pol  (Abcam; ab175197) antibodies were used 

for Western blotting. Anti-Pol  antibodies were first validated for Western blotting using 

nuclear and whole cell extracts from THP-1, Jurkat, HeLa and 293FT cells. Lysates were 

resolved by SDS-PAGE on a 4-15% gel (BioRad) and proteins were transferred to a 

nitrocellulose membrane (BioRad). Primary antibodies were diluted 1:5000 in TBS-T with 5% 

dry milk. Anti-species secondary antibodies were diluted 1:10000 in TBS-T with 5% dry milk. 

Blots were imaged by chemiluminescence (SuperSignal West Femto maximum sensitivity 

substrate, Thermo Scientific) using a ChemiDoc Touch imaging system (BioRad) and analyzed 

in ImageLab 5.2 software (BioRad). A specific band at approximately 38 kD corresponding to 

the predicted molecular weight for Pol  was detected in all samples tested with slightly varying 

levels of expression depending on cell type.  

 

MMS Sensitivity Assay 

 Sensitivity to the DNA damaging agent MMS (17) was determined by measuring growth 

inhibition using the tetrazolium salt-based XTT assay (ATCC) (51). Assay linearity was 

predetermined by varying cell seeding density, incubating cells at 37 C, 5% CO2 for 72 h, and 
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measuring specific absorbance (475 nm – 660 nm) using an Epoch microplate spectrophotometer 

(BioTek) after a 4 h incubation with XTT reagent. For evaluation of MMS cytotoxicity, cells 

were incubated with varying concentrations of MMS (Sigma) for 2 h, washed 3 times with 1X 

PBS, and incubated at 37 C, 5% CO2 for 72 h before being assayed as described above. 

 

Preparation of Nuclear Extracts 

 Nuclear extracts were prepared as previously described (52). Briefly, cells were washed 

in 1X PBS, resuspended in hypotonic buffer, and Dounce homogenized. Lysed cells were 

centrifuged at 3300  g for 15’. The nuclear pellet was resuspended in low salt extraction buffer 

and mixed dropwise with high salt buffer (1.6 M KCl). Extracted nuclei were centrifuged at 

22065  g for 30’. Supernatant was collected and centrifuged for an additional 15’ at 22065  g. 

Extracts were dialyzed against storage buffer for 2 h, aliquotted, and stored at -80 C. Total 

protein concentration was determined by the Bradford assay (BioRad). 

 

In Vitro Gap Repair Assay 

 In vitro gap repair assays were performed as previously described (11) using previously 

published oligonucleotides (4). The primers KEY35 (5’-ATTCGAGCTATCCTTGCGCG-3’) 

and KEY31 (5’-ACTGCTAGAGATTTTCCACACTGACTA-3’) and the template KEY36 (5’-

TAGTCAGTGTGGAAAATCTCTAGCAGGCCCCGCGCAAGGATAGCTCGAAT-3’) were 

obtained from Integrated DNA Technologies. KEY35 was 5’-end labeled with -32P using T4 

polynucleotide kinase (New England Biolabs). Gap repair substrate was made by annealing 800 

nM KEY35, 2.4 M KEY31, and 1.6 M KEY36. 
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 Gap repair reactions were performed in 20 L volumes containing 20 nM substrate, 2 

mM ATP, dNTPs (60 nM, 2.5 M, or 250 M) and reaction buffer. Reactions were started by 

adding 4 L 1 mg/mL nuclear extract, incubated at 37 C for 30’, 60’, or 120’, then stopped by 

addition of 10 L 40 mM EDTA/99% formamide and heated for 1’ at 95 C. A 4 L aliquot 

from each reaction was resolved by 20% urea-PAGE (American Bio). Gels were visualized by 

phosphorimaging on a PharoxFX Molecular Imager (BioRad) and quantitated using ImageLab 

5.2 software (BioRad). 
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A.  Discussion of Collective Results 

 The cellular mechanisms that regulate the availability of dNTPs are critical to ensure that 

DNA synthesis and repair occur efficiently yet within well-coordinated constraints. In fact, 

limiting the availability of dNTPs in the absence of DNA synthesis restricts the resources 

required by DNA viruses and serves as a protective mechanism against these particular invaders.  

Furthermore, because many nucleoside analogue pharmaceuticals are used to treat viral disease 

and cancers, careful consideration of the cellular metabolic pathways that act on these molecules 

is necessary and is likely to affect decisions regarding personalized medicine. In Chapter 2, we 

present data demonstrating that SAMHD1 metabolizes not only nucleoside analogues built from 

a ribose sugar, but also from arabinose analogues. Collectively, these data allow us to predict 

what types of modifications will define whether or not a nucleoside analogue will be a substrate 

for SAMHD1. Drugs that are substrates for SAMHD1 may face this additional barrier to achieve 

therapeutically relevant concentrations in target cells and these findings may help to explain 

potential suboptimal pharmacokinetic exposure when using certain antimetabolites for cancer 

treatment (1,2).  

 Coincidentally, lentiviruses that have adopted the Vpx-coding approach to overcoming 

SAMHD1 restriction in nondividing cells may have also strengthened their ability to resist 

treatment with NRTIs, many of which are not predicted to be substrates for SAMHD1 because of 

modifications to the 3’ position of the sugar ring. Recent work by our laboratory and others has 

shown that Vpx-treatment using VLPs suppresses the efficacy of NRTIs because of the 

corresponding increase in canonical dNTPs, which then compete with NRTIs (3-5). However, 

because the metabolic pathways that generate the active forms of NNRTIs vary by base identity 

and modifications to the base and/or sugar moieties, it is not necessarily straightforward to 
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predict whether a particular NRTI’s efficacy will be significantly impacted by cellular exposure 

to Vpx (4). Regardless, development of a more complex model of cellular metabolism of NRTIs 

and potential effects on efficacy will certainly rely, in part, upon accurately predicting whether a 

particular molecule will be a substrate for SAMHD1. Furthermore, the collective results of these 

studies urges that care should be taken when selecting the cellular systems and viruses (Vpx 

coding or noncoding) used to evaluate NRTI potency and efficacy (5). 

 While this work has provided additional information about the structural features of 

nucleoside analogues that determine fit for the SAMHD1 active site, we were unable to test 

hypotheses about the key structural determinants of SAMHD1 itself that control this specificity. 

We generated two SAMHD1 mutants, L150A and Y374A, to test whether these residues act as a 

steric gate that impedes binding and degradation of rNTPs – an exclusionary mechanism 

common to DNA polymerases and that has been proposed for SAMHD1 (6). Unfortunately, 

mutating these residues results in a loss of catalytic activity either due to disruption of the 

catalytic pocket or due to enzyme misfolding. Since we were unable to determine whether these 

residues are important for controlling SAMHD1 substrate specificity, additional work will be 

needed to understand the mechanistic constraints used to exclude ribonucleotides, whether these 

residues are mutable, and whether this occurs naturally in any disease states. Furthermore, 

additional studies to understand the role of SAMHD1 in cancer development and progression 

will be important to resolve potential concerns about antimetabolite therapy. 

 With respect to developing SAMHD1 inhibitors for use in a clinical setting, it is unclear 

whether such a therapeutic modality would provide more benefit than risk. Recently, work by 

our laboratory showed that SAMHD1 KO cells were shown to display augmented proliferation 

associated with a corresponding increase in cellular dNTPs (7). Since SAMHD1 expression has 
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been linked to cell cycle control, inhibition may alter control over cell division in normal cells. 

Furthermore, because of its role in the inherited autoimmune disease, Aicardi-Goutieres 

Syndrome, SAMHD1 has been hypothesized to suppress endogenous retroelements, such as the 

LINE1 retrotransposon (8,9). Inhibiting SAMHD1 may therefore lead to unintended deleterious 

effects should an increase in LINE1 activity occur. 

DNA repair during retrovirus integration is an area of research where speculation 

abounds. Much of the knowledge that the field has about which and how efficiently enzymes 

function in repairing the gapped DNA intermediate relies on reductionist approaches that use in 

vitro repair assays (10). While these data are helpful for establishing a minimal requirement for 

completing integration biochemistry, they fail to consider the context of the cellular environment 

in which the process is naturally occurring. We know that DNA damage and repair processes are 

highly dependent on context, timing, and other factors that are determined by complex factors 

that are difficult to address using a simple biochemical system. In Chapter 3, we examined the 

role of Pol  in HIV-1 gap repair in both dividing and nondividing cells. In our current study, we 

consider this difference by using the THP-1 cellular model, which can flexibly explore these 

contexts separately in a human cell type that is relevant to natural HIV infection (11).  

 POLB deletion is embryonic lethal in mice, which restricted experiments to the use of 

immortalized embryonic fibroblasts for studies examining the role Pol  in lentivirus replication. 

This is problematic for several reasons: 1) fibroblasts are not target cells for lentivirus infection, 

2) mice do not carry any known lentiviruses, and 3) mouse embryonic fibroblasts are dividing 

cells with relatively high dNTP concentration. As we show in the current work using cellular 

extracts in an in vitro repair assay, dNTP concentration has a very strong effect on the rate of 

repair. As seen in Chapter 3 (Fig. S2), increasing dNTP concentration correlates with higher 
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repair rates in Pol  expressing cells. This is not surprising since previous studies have shown 

that Pol  is the primary repair polymerase in BER, which is possibly the primary mechanism 

that repairs the lentiviral gapped DNA. However, our data indicate that in dividing THP-1 cells, 

which have fairly high dNTP concentrations, there is relatively little difference in the repair rate. 

Therefore, it is important to consider that Pol  expression may be important in cells that have 

higher than typical dNTP availability, but that this is likely not a rate-limiting step in integration 

or in viral replication in general. Again, this is unsurprising because cellular DNA polymerases 

have adapted in the presence of the high dNTP concentrations that are sustained during DNA 

replication (km ~ 1-100 M) (12-14). Since this type of damage is not too dissimilar from what 

might normally occur during other types of SSBs, it seems likely that even if repair is not 

immediate, that we would expect it to be repaired efficiently, if not more slowly in cells that host 

lower dNTP concentrations.  

Our current model is not without limitations. Since monocytes are not targets of HIV 

infection in vivo, generating a CD4 T cell model (using Jurkat cells, for example) would be a 

better way to assess whether Pol  expression impacts replication kinetics when dNTP 

concentrations are high. Current gene editing technology makes it possible to ask this question 

using primary cells, but even though this would use a system that most closely resembles actual 

in vivo target cells, it fails to recapitulate the stromal environment of a living being. Therefore, 

given the complexity of further testing the importance of Pol  in a living system and based on 

our findings presented here, it seems likely that the redundancy of Pols in DNA damage repair is 

sufficient overcome the barrier of a single lost repair Pol. 

Though we do not present the data in this dissertation, we generated a number of other 

KO THP-1 cell lines using the Lenti-CRISPR system that may be of great interest to the field in 
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the future, though these cell lines have yet to be validated. Due in part to the discovery of 

SAMHD1 as an HIV restriction factor, there has been a recent surge in interest surrounding the 

role of innate immunity, including nucleic acid pattern recognition that drives the interferon 

response (15-17). Interferon has largely been ignored in the context of HIV research because 

infection triggers IFN activation, but does not suppress viral replication. Instead, chronic 

activation of interferon may negatively impact the health of infected individuals due to chronic 

immune dysregulation (18). Recent evidence in support of this claim shows that blocking 

interferon signaling may help restore normal immune function (19). Further work into 

determining the mechanisms that are most critical for detection of HIV patterns and subsequent 

activation of the interferon response may lead to promising immunotherapy strategies that reduce 

the risk for negative effects on the immune system that put patients at risk for developing 

secondary infections due to treatment with broadly immunosuppressive agents. We think that 

developing relevant, easily tractable cellular model systems will be critical for bettering our 

understanding of innate immunity in the context of HIV infection. 
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