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Abstract

Using natural language processing to detect stigmatizing provider language and evaluate associations with opioid analgesic pain management outcomes

By Andrew L Walker

Objective: In this dissertation, we sought to detect and classify stigmatizing and biased language in intensive care unit (ICU) electronic health records (EHRs) using natural language processing techniques. We evaluated the prevalence of such language across different patient demographics and provider factors, and explored the association of linguistic biases with care outcomes, including opioid analgesic prescription rates, dispensation rates, and rates of self-directed discharge from the ICU. Methods: Utilizing the Medical Information Mart for Intensive Care-III (MIMIC-III) dataset, we developed a comprehensive lexicon from literature-driven stem words, expanded with Word2Vec and GPT 3.5, to identify stigmatizing patient labels, doubt markers, and scare quotes. This lexicon was used to search 18 million sentences, 3000 of which were then used to train various classifiers, including bag-of-words and transformer-based models. Supervised learning techniques assessed the distribution of linguistic bias and its clustering within patient records, leveraging sentence-level analysis to connect linguistic features with patient care outcomes. Results: We developed lexicons and with high utility in identifying stigmatizing labels and doubt markers, and classifiers showing high accuracy, recall, and precision. Stigmatizing labels and doubt markers was found to be more prevalent among historically marginalized groups, with notable disparities in care outcomes, namely higher likelihoods of self-directed discharge. No significant associations were found between the linguistic features and opioid prescription or dispensation rates. Discussion: This dissertation supports the feasibility of using natural language processing to identify stigmatizing and doubt-marking language within medical records. It highlights consistent trends of stigmatizing language, particularly against historically stigmatized patients, and underscores the need for further research and intervention to mitigate these stigmas and downstream health outcomes. Conclusions: The high performance of the classifiers, titled CARE-SD: Classifier-based Analysis for Recognizing and Eliminating Stigmatizing and Doubt Marker Labels in Electronic Health Records, underscores their potential for broader application in identifying stigmatizing language within healthcare systems. Study findings also highlight the importance of addressing stigmatizing language as a component of quality care and suggest that methods used in the study can be used to reduce stigmatization in EHR notes and identify areas of intervention.
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Introductory Literature Review

Provider biases and stigmatization of patients drive health care inequities. Provider stigmas and biases are widely believed to contribute to discrimination and health disparities among patients. Patients regularly experience stigma and biases by providers as a result of their race, gender, sexual orientation, disease status, drug use, and socioeconomic status, or other labeled characteristics identified by provider teams. Patients with multiple stigmatized identities and characteristics experience greater stigmatization and face unique challenges. Leaders across provider specialties and disciplines have long called for investigation of the processes by which provider bias forms and is cultivated among medical teams. Recent efforts to mandate implicit bias trainings for providers have achieved some success in that 5 states currently have enacted implicit bias training mandates, with more expected to follow. While efforts to curb the effects of stigma and bias are promising, due to the multifaceted, dynamic, and persistent impacts on health, it is of urgent priority for public and clinical health experts to develop novel methods for measuring and intervening on stigma and bias. Drawing from ecosocial theory, relevant sociolinguistic frameworks, and advances in natural language processing, there is great potential for researchers to investigate manifestations of bias and stigma within the data encoded in electronic health record (EHR) notes. Being able to assess instances of bias and stigma in the health record could allow healthcare teams the ability to evaluate and intervene upon provider bias and mitigate its impact on patient care.

Defining Stigma and Bias

Stigma has been defined by social psychologists Link and Phelan as a social process that is characterized by the interplay of labeling, stereotyping and separation, which leads to status loss and discrimination, and importantly, occurs within a context of power, such as that of the
patient-provider relationship. Labeling occurs whenever we identify individuals as belonging to a particular group. Stereotyping involves ascribing a proclivity towards a specific behavior or characteristic to members of a labeled group. Separation involves distancing from the group, and drawing lines of “us versus them”. Status loss and discrimination involves a negative evaluation of a groups’ attributes and its members relative to another group. As Link and Phelan posit, all of these processes crucially develop in the context of power and power imbalances, which are extremely relevant in the context of provider-patient relationships.

Link and Phelan’s definition of stigma has been applied towards studying the sociocultural phenomenon across a variety of populations and settings, including healthcare. Within this applied context and others, it is useful to differentiate types of stigmatization experienced across multiple dimensions. Firstly, whether the stigma is enacted or felt. Enacted stigma includes “negative feelings, thoughts, and actions that target members of the stigmatized group”, which may occur in patient-provider relationships in the form of negative attitudes during interactions, sharing of implicit biases, attitudes, and stereotypes among members of the medical team, and in reduced patient autonomy in medical decision-making. Conversely, felt stigma involves processes by stigmatized individuals in which they are aware of, process, and may be affected by the biases and discrimination directed towards them because of their stigmatized condition. Felt stigma may or may not be impacted by enacted stigma by the part of providers, and felt, or internalized stigma may cause patients to make decisions to forgo treatment or not disclose important health information to providers. These different aspects of stigma likely also involve different methods of measurement. In the context of the current study, enacted stigmatization can occur in provider notes without patient (or potentially, even provider) knowledge. This can have patient-level impacts even when patients do not perceive themselves
as being stigmatized. Because of this, it is difficult to measure this stigmatization from the perspective of both patients and providers, who may not be aware of the stigmatizing language they use for their patients. Similarly, biases, which may form based on socially-constructed stigmatization, are altered perceptions that cause individuals to give favor to or act against certain things, people, or groups, which often are the result of conscious or unconscious stigmatization. Explicit biases are conscious acts of bias towards others, which the individual enacting the bias is aware of. Examples of explicit biases include overt racism, making racist comments, or deliberate prejudice. Implicit biases are unconscious negative evaluations about others which unknowingly (to the individual enacting the bias) drive attitudes and behaviors against stigmatized groups. Central to the focus of this study, enacted stigma and implicit biases can be identified through the manifestation of biased and stigmatizing language found within health care provider notes.

Ecosocial theory + stigma/bias

The growing study at the intersection of stigma, provider biases and patient health can greatly benefit from the application of Krieger’s ecosocial theory, which asserts that embodiment, processes of embodiment, interaction of susceptibility and protective factors, and systems of accountability and agency all contribute to the accumulation of current and historical sociocultural exposures that impact one’s biopsychosocial experience. By placing power dynamics at the forefront of its constructs, this theory is aptly developed to confront the layered power structures through which patients experience stigma and bias from healthcare providers, teams, and organizations, particularly within clinical situations related to opioid analgesic pain management. Given the complexity of the modes through which provider stigma and bias operate, and the diversity of health outcomes it impacts, ecosocial theory provides a
comprehensive framework for investigating the complex, multifaceted processes through which provider stigma and bias impacts the health of individuals within the various power structures in their lives. While this study does not see to incorporate every level described by ecosocial theory, we invoke its framework to contextualize the focus of provider stigmatization and health outcomes.

One of the primary constructs in ecosocial theory, **embodiment** is an individual’s bodily manifestation of stressors and exposures from the biopsychosocial environment over the lifetime. In the application of stigma, the construct of embodiment has allowed researchers to assess the impact of racism, sexism, and many other forms of stigma from the societal, structural, and policy levels, down to the individual, and even into the intercellular level. Although stigma within the patient-provider relationship can be conceptualized as interpersonal and organizational-level phenomena, the ecosocial theory allows researchers to incorporate the cumulative experiences of stigma which patients may have experienced outside and within their clinical care that may influence health outcomes related to opioid analgesic pain management or self-directed discharge.

Ecosocial theory asserts that our biological and social trajectories, characterized by social arrangements of power and property, production, consumption, and reproduction are defined in ecosocial theory as **pathways of embodiment**. This conceptualization allows us to extend the idea of stigma embodiment and investigate stigma as not just a static exposure, but a complex and dynamic process that occurs within socially constructed power structures which act to impact individuals’ social and biological developmental trajectories. Bias and stigmas from providers may evolve into stigmatized patient reputations, as often experienced by patients with SCD, who often require multiple hospitalizations per year to treat their vaso-occlusive pain
crises, are frequently misjudged as hyper-utilizers of the system or get labeled as drug-seeking.\textsuperscript{37,38} Throughout multiple hospitalizations across many providers, biases and stigmas that develop against patients can accumulate and result in the formation of harmful reputations with the ability to impact care.\textsuperscript{4,21} Applying a theoretical framework that allows us the complexity to assess the many processes and cumulative effects of these exposures is key in assessing the relationships between stigma, bias, and patient health.

The third construct of ecosocial theory, **cumulative interplay between exposure, susceptibility and resistance**, encourages researchers to assess the interactive effects of multiple types of patient identity in the study of stigma and bias. The construct of cumulative interplay of exposure, susceptibility, and resistance encourages the examination of a variety of both risk and protective factors, leaning away from a solely risk-based model of disease. This is helpful in understanding how individuals can adapt and cope with stigma and bias, and is applied within a contextual framework that avoids blaming patients for the stigma and bias they experience.

Ecosocial’s fourth construct of **accountability and agency** helps us design studies that help to identify health disparities and works to apply ecosocial theory as a framework for promoting a moral and ethical commitment to change and resistance. Evaluating stigma and bias in provider clinical notes can help to identify intervention points and understand how teams of providers and/or medical institutions may work to perpetuate stigmatization of marginalized patient populations. Bordieu argues in his work on social classes that “a power mechanism is actually more effective if it is difficult to identify because it is harder to challenge”.\textsuperscript{39} With this in mind, ecosocial theory helps not only further develop novel efforts to measure stigma and bias within the patient chart, but to challenge its presence among medical teams.
As we dive deeper into the study of stigma’s formation and transmission among providers and healthcare teams, it is possible that we will need to adopt theoretical lenses from many different disciplines, as is currently being done in the fields of computational linguistics,\textsuperscript{40,41} to network theory,\textsuperscript{42} social psychology,\textsuperscript{43} and critical race theory and intersectionality,\textsuperscript{44} in order to appropriately capture the multifaceted ways through which providers develop, transmit, and act on stigma and bias. The Ecosocial framework allows us the flexibility to incorporate these theories that may provide more detailed explication of mechanisms through which provider bias and stigma operate, which we can then situate within constructs in the ecosocial theory to assess their impact on the health of individuals who are dynamically embedded in multidimensional levels of space, culture, biology, power, and time. While more individual theories of health behavior are helpful in understanding individual actions, these theories alone are insufficient to completely incorporate the multi-modal, multi-level mechanisms through which provider stigma and bias develops among health care professionals and negatively affects patient care.\textsuperscript{32} Ecosocial theory has been combined with other theories to still understand mechanisms of specific phenomena while adequately accounting for complex contextual factors.

Ecosocial theory has been used to investigate numerous negative health outcomes linked to experiences of provider bias and stigmatization, including as acting as a barrier to future care,\textsuperscript{45–47} reduced trust in medical team,\textsuperscript{45,48–50} increased loneliness,\textsuperscript{50} lower medication adherence,\textsuperscript{51,52} reduced likelihood of being prescribed pain medication,\textsuperscript{37,53–57} as well as increased likelihood of a patient leaving against medical advice.\textsuperscript{58} This framework is apt to describe the complex, multi-faceted experience through which patients encounter stigmatization based on race, gender, diagnosis, socioeconomic status, sexual orientation, and many other factors through a variety of experiences that happen before, after, and beyond the patient-provider relationship.
Stigmatization is associated with many negative health outcomes for populations, and is posited to work through a variety of mechanisms and pathways. One proposed pathway is that stigma harms individual health by increasing social isolation, and reducing social support.\textsuperscript{59-61} Evidence of this pathway has been demonstrated by several studies which found an attenuation of effect after controlling for social support in assessing stigma’s impact on health outcomes, across a variety of stigmatized identities.\textsuperscript{26,59}

Others have identified the ways in which “felt”, or self-stigma, can work to overburden and deplete an individuals’ psychological resources, which may lead to maladaptive coping behaviors like isolation, rumination, suppression, smoking, or drinking.\textsuperscript{61} Minority stress theory has been applied widely to self-stigmatization, which helps to understand the excess stress to which individuals from stigmatized groups are exposed as a result of social position.\textsuperscript{62} This framework has identified that the stress of individuals’ experiencing discrimination and unfair treatment is associated with adverse physiological outcomes, including higher diastolic blood pressure reactivity\textsuperscript{63}, increased cortisol output\textsuperscript{64}, and is particularly harmful with chronic exposure. Ecosocial theory has led the field of public health forward due to its application in developing detailed measures and study designs that study the historical and contemporary impacts of experiences of stigma, bias and discrimination at the structural (policy, built environment, organizations), interpersonal, individual levels.\textsuperscript{12}

\textbf{Levels of Stigma/Bias}

Stigma and bias manifests in various interacting levels of societal, structural, environmental, interpersonal, and intraindividual factors which affect patients before, during, and after they leave the clinical setting.\textsuperscript{65} While the focus of this study is on the interactional,
inter-individual, and organizational level as assessed through language in the patient EHR, it is nevertheless important to understand the many and varied forms of stigma and bias experienced by patients, which negatively impacts care, drives health inequities, and erodes the quality of patient-provider relationships.²⁶

Structural stigmatization focuses on higher-level aspects of the built and sociopolitical environment which contribute to exacerbating or mitigating stigmatization as experienced through provider or health organization interactions and systems. Though this level is still understudied, early research has shown that these structural-level factors play a major role in pathways of stigmatization.⁶⁶ ⁸ In the context of healthcare policies, providers participating in the adoption of the Prescription Drug Monitoring Program (PDMP) have reported that these new systems have increased tensions related to stigma of substance use disorders, and have made providers take on the policy enforcer role which places them in a position to view and treat patients as criminals.⁶⁸ Stigma and biases stigma and bias can be amplified by “risk score” algorithms, including those used to determine organ transplantation and clinical severity, further marginalizing patients in stigmatized minority groups.⁶⁹

Organizational-level norms regarding treatment of stigmatized groups likely also impact provider stigma and bias towards patients. Despite new NHLBI recommendations for rapid pain treatment for individuals with sickle cell disease (SCD), a recent study on SCD providers show only 32.4% of physicians, nurses, and PAs aware of new NHLBI recommendations for rapid pain treatment, and that this lack of awareness was associated with higher perceptions of bias towards patients with SCD, who are primarily Black.⁷⁰ Similarly, reduced awareness and enforcement of policies related to trainings on HIV have been found to be associated with increased provider stigma.⁷¹
Direct person-to-person experiences of discrimination, especially explicit bias, is where much of the existing research on racism and sexism has focused. These experiences can occur at a variety of critical points along the healthcare continuum from triage to treatment to palliative care. SCD patients perceived provider discrimination has been found to be associated with higher pain scores, lower medication adherence, and reduced trust in providers. While these direct experiences of discrimination are important to continue to study, they may not capture the full scope of implicit biases that drive clinical decisions.

Of critical importance to this work, interactional-level research on discrimination allows for the study of how implicit biases may manifest in patient-provider interactions and/or communication strategies. These may manifest in subtle changes manner or time spent in patient interactions, jokes shared among medical teams which aim to mock patients, or provider mistrust and reduced patient autonomy. Often, patient clinical notes are the only record of these interactions, with the narrative controlled entirely by providers. These subtle forms of biases and stigmatizations at the focus of the present study are likely more common and widespread among medical professionals due to their dynamic and concealable nature.

Theoretical framework for provider stigma and bias impacts on health outcomes

Our understanding of how stigma and bias impact health outcomes in clinical settings is guided by ecosocial theory, along with an existing conceptual model posited by Hagiwara and colleagues. Described by Figure 1 below, our model adaptation has operationalized the construct of provider communication behaviors as linguistic features in clinical notes, which work to impact patient behaviors and health by affecting patient satisfaction, trust, and clinical
decision-making. Ecosocial theory helps frame the study as one component of multifaceted experiences of bias. Hagiwara’s model helps us to focus on the role of provider biased language in charts within the interactional level of the patient-provider relationship. This model also posits that provider communication behaviors are part of a reciprocal feedback loop within patient-provider relationships. In this loop, negative implicit biases held by providers are hypothesized to produce negative provider communication behaviors in patient interactions, which are then met with reduced quality of patient communication. These processes work in tandem to impact patient trust and satisfaction, as well as clinical decision making in the context of the patient’s healthcare team. While this conceptual model does not seek to completely eliminate the impacts of higher-level constructs of systemic racism, it provides a useful framework for investigating the role of provider bias and stigmatizing language within the patient-provider relationship, and for planning interventions to improve health outcomes for frequently stigmatized patient populations.

**Figure 1: Conceptual model for how stigmatizing language in notes affects health outcomes**

How does stigma/bias impact clinical decision-making?
Given the large scope of impact of provider stigma on the population health outcomes, it is imperative to understand the mechanisms of how stigma and biases work to affect clinical interactions, provider communication, and decision-making along the proposed pathway.

One proposed theoretical model, the Dual Process Theory, helps to understand how humans make decisions dependent on contexts and trained behaviors. This theory posits that there are two types of pathways which govern our decision-making process. Type 1 has been defined as the fast, unconscious and intuitive types of decisions, which over time require little cognitive resources. Type 2 processes require more cognitive resources, are slower, and involve a greater degree of analytic and critical thinking. The mental shortcuts and heuristics which define Type 1 make up the majority of our decision-making, despite being most vulnerable to error. When investigating the impact of stigma and biases on provider decision-making, recent studies have identified situations with high “clinical ambiguity”, such as pain assessments, as key windows where provider bias may be utilized as a way to fill in missing information with stigma and biases. In these and other ambiguous situations with no clear clinical answer, Type 1 pathways may irrationally override Type 2, defined as “dysrationalia override”, whenever providers insist on a healthcare plan of their own, ignore evidence-based clinical decision rules, or act on implicit biases and stigmas towards patients.

Providers may also share biases and stigma regarding marginalized patients as a way to promote ingroup favoritism and gain favor among other providers by engaging in outgroup derogation. Within healthcare provider teams, stigma and provider explicit and implicit biases hold strong influence over patient care decisions, and erode patient perceived trust and quality of provider-patient interactions. Stigma and biases can be actively transmitted through shared language across medical teams through a variety of explicit (patient charts, medical orders) and
implicit (subtle cues, remarks, or insinuations made off record)\textsuperscript{18,80} mediums. These interactional-level instances of bias and stigmatization have the ability to transmit biases across providers, demonstrated in a study that found student providers witnessing racial discrimination during training experiences increased the likelihood of providers expressing stigmatizing attitudes themselves. \textsuperscript{81} Similarly, as provider notes encode interactions with patients and are read among provider teams, these stigmas and biases have the ability to become encoded into the medical record and transmitted across providers. \textsuperscript{21} Finally, all of these levels may interact with and exacerbate the previously discussed intra-individual experiences of felt, or self-stigmatization.\textsuperscript{82}

This study will aim to assess the enacted stigma at the interactional and organizational level among providers towards patients as assessed via free-text notes in the electronic health record, and assess potential relationships with health outcomes of patients leaving against medical advice, Provider notes traverse the levels between organizational and interactional discrimination by supporting a shared dialog between providers that may facilitate sharing of stigma and biases towards patients, which influence interactions between providers and patients and drive clinical decision-making.

**Clinical Outcomes of Associated with Stigma**

Previous research has identified several key outcomes theorized to be linked to provider stigma and implicit biases, including insufficient pain management strategies and increased instances of leaving against medical advice.
Pain Management

Many studies have pointed to disparities in pain management strategies among frequently stigmatized group. Previous research has amassed substantial evidence of widespread reduced opioid prescription rates among Black and Hispanic patients $^{37,52,83}$ and women, $^{13,84–86}$ occurring in nearly all age groups, from pediatrics$^{87}$ to end-of-life care. $^{88,89}$ Due to the inherent subjectivity of patient-reported pain scores, pain management situations are hypothesized to embody the “high clinical ambiguity” that has been posited to be more susceptible to the impact of implicit biases. $^{55}$ The outcomes related to pain management are often related to the type of stigma experienced by patients, and is further described in sections on each of the types of stigma experienced.

Self-directed discharge

Experiences of discrimination and bias by race and socioeconomic status have also been shown to drive higher rates of leaving against medical advice $^{58,90}$, and increased reluctance to seek care$^{47,51,91,92}$, which can lead to increased risk of mortality and disease complications across a variety of chronic conditions. $^{93,94}$ While leaving against medical advice happens because of a variety of socioeconomic and individual patient factors, providers factors such as hospital setting and structure and providers’ clinical communication style and experience, along with patient perceptions of trust likely play a significant role. $^{95–97}$ While there has been limited research on provider-level predictors of leaving against medical advice, studies cite “failure to orient the patient to treatment on intake, punitive or threatening atmosphere on the inpatient unit, difficulties in doctor-patient relationship, [and] failure to establish a supportive provider-patient relationship” as common issues that may be directly related to provider biases and stigmas towards marginalized patient populations. $^{98}$
**Origins and targets of stigmatization**

While stigma and bias in medicine has only recently emerged as a priority of public and clinical health organizations, it has been deeply embedded within clinical science and practice for centuries. Alongside centuries of systemic abuse of non-white, non-male patients, the medical field has struggled with the limits of generalizability of foundational clinical research findings which were and still are largely derived from cohorts of almost entirely White, cis-gendered men, which have largely excluded individuals who have been societally marginalized on the intersectional dimensions of race, gender, socioeconomic, or disease status.\(^\text{99,100}\)

**Racial bias and stigma**

While a comprehensive history of racial violence and injustices of medicine is beyond the scope of this review, it is important to consider to provide some level of historical context to understand modern provider racial biases in medicine. Medical experimentation and exploitation of Black people, especially Black women, prevailed throughout the 17th, 18th, and 19th centuries.\(^\text{101}\) Enslaved Black people’s bodies were often used as “anatomical material”, stolen from graveyards, or coerced into experimental trials, for many American medical colleges well into the 1920s. Medical research in the 19th century largely rationalized slavery,\(^\text{102,103}\) supported by the eugenics movement which espoused the myths of intrinsic biological racial differences and genetic inferiority of Black and other non-White people.\(^\text{104}\) Many of these claims were used to assert that Black patients could withstand greater amounts of pain, that their bodies were “tougher” than White bodies, and thus did not need as much pain medication or anesthesia.\(^\text{105,106}\) Despite current awareness of the racist myths perpetuated by the eugenics movement, many of these biases persist subconsciously today in providers and are still embedded into medical
education systems. A 2016 study showed that large proportions of medical students (nearly 50%) believed Black bodies to be biologically different than White bodies, particularly that they are “stronger” or “tougher” than White bodies, and feel less pain. Furthermore, these beliefs are associated with inaccurate pain management strategies and underreporting of patient pain. These biases and stigmas towards patients based on race are often perpetuated by “hidden curriculum” of medical education, and are emboldened for student providers when students witness acts of discrimination or stigmatizing provider behavior. As recently as 2017, a nursing textbook was removed from publication after receiving public criticism for publishing a section on “cultural differences in responses to pain”, which espoused many racial biases and stigmas related to the experience of pain.

The history of racism in the US medical system shows that stigma and biases towards patients due to race have remained persistent, despite changing in forms throughout the years. In spite of the persistence of racism in medicine, there have been many forms of anti-racist resistance cultivated by Black, Latino, Indigenous, and other marginalized racial groups over the years to provide care and protect communities against systemic injustices. The National Medical Association was formed in 1895 as an alliance of African American providers aimed at improving healthcare and medical educational opportunities for Black Americans. The Black Panther movement helped form free healthcare clinics and expand sickle cell disease screenings in the 1970s.

Anti-Black racial biases continue to contribute to inequalities in pain management decisions and provider perceptions of patient pain. This effect can be found even in children, where Black children are 60%, and Hispanic children 50% as likely as White children to be prescribed opioids. Another recent study showed significant disparities in analgesic and opioid
prescription rates in among a cohort of nearly one million children being treated for appendicitis, wherein Black children had 20% the odds of being prescribed opioids to treat severe pain as White children, and only 10% the odds of being prescribed any analgesic medications when presenting with appendicitis. In order to continue combat the myriad of ways in which systemic violence and racism affects patients today, we must question the structures which perpetuate them and find ways to hold the medical system accountable.

**Gender Bias**

Of course, provider biases and stigmas are not limited to race. Modern medicine is also struggling to come to terms with the sexist history of abuse, misdiagnosis, and mistreatment of women, who are treated as the “other” to the “normal” of being a cis-gendered man. Women have traditionally been viewed in medicine always in comparison to the male form, with the “complications” of reproduction and hormones. This has led to inequities in treatment and research, where men’s health issues are often treated and investigated more intensively than women. Women have historically been excluded from major research studies and clinical trials, an issue that persists to this day. The resulting lack of research, as well as deficits in teaching about gender-specific approaches to clinical evaluation, diseases specific to women, and psychological aspects of health, combined with prevalent societal subordination of women likely contributes to the present-day problem of providers not believing women when they report symptoms. Across a variety of conditions, providers distrust women especially when reporting pain and providing pain management. This disbelief has been found to begin as early as adolescence in women, who report that their pain-related complaints are more frequently dismissed than men. Women also frequently report taking significant efforts in making sure they present themselves and their symptoms in a way that would be most “appropriate” and socially
visible when presenting to providers. These significant inequities of providers’ belief in patients who identify as women have been hypothesized to lead to high amounts of under or mis-diagnosed treatment plans, reduction in provider trust and patient quality of life, and poorer quality of care.

**Socioeconomic/Insurance status**

While race and gender play a significant role in driving provider biases, it is important to also consider the role that socioeconomic and insurance status plays in the formation of provider biases which impact patient care. In 1971, Julian Tudor Hart, a renowned British general practitioner, posited the “inverse care law,” which stated that people with the greatest healthcare needs receive the least healthcare. Beyond the significant structural barriers present for low-income patients to access healthcare, it is hypothesized that stigma plays a large role in reducing healthcare access. A recent study examining patients with Affordable Care Act coverage or no insurance coverage reported feelings of perceived stigma derived from poor patient-provider communication, where patients often felt belittled or not respected by providers. Similar to the way race and gender impact providers’ beliefs around patient pain, recent studies have shown that providers also are less inclined to believe pain from patients of low socioeconomic status.

Across biases and stigmas surrounding race, gender, and insurance status, it is clear that there are epistemic injustices taking place where marginalized patient groups are disproportionately disbelieved while reporting pain and other symptoms. This inequity must be addressed in order to hold our medical system accountable to believe and validate the experiences of all patients. Researchers have posited that this level of epistemic injustice, or degree to which marginalized social groups are portrayed as untrustworthy or unbelievable, are
critical drivers of misdiagnoses, reduced quality of life, and trust among patients from a variety of marginalized backgrounds. 116

*Stigmatized Chronic Illness Populations frequently prescribed opioids*

Patients with chronic illnesses like sickle cell disease, HIV/AIDS, OUD (Opioid Use Disorder), and obesity, often experience unique forms of stigmatization and bias from healthcare team members unique to their condition. These stigmas and biases may be especially difficult to bear over the increased volume of healthcare interactions which individuals with chronic illnesses often experience.

**Sickle Cell Disease**

Patients with SCD, who are primarily Black, require pain medication during vaso-occlusive crises (VOCs), and often experience discrimination from providers of all types centered around disbelief of pain.5 During VOCs, SCD patients often require high doses of opioids to treat intense pain crises, which fuels the false assumption that patients with SCD are “Drug Seeking”, or are addicted to opioids. 70 SCD patients perceived discrimination and provider-based experiences of injustice have been shown to be associated with higher pain scores, lower med adherence, reduced trust.51,79,117 Experiences of distrust have also been associated with higher rates of hospital self-discharge, associated with a variety of negative clinical outcomes. 90 In 2014, the National Heart Lung and Blood Institute issued evidence-based recommendations for treatment of SCD, which emphasized the need to believe patient pain, and induce rapid and appropriate pain treatment during VOCs.118 Despite progress in these recommendations, a 2019 study by Masese and colleagues on barriers and facilitators to proper SCD care showed that only a third of surveyed providers are aware of recommendations, nearly two thirds blame patient behavior as the primary barrier to care. Many surveyed providers
endorsed stigmatization of SCD patients, particularly long-term patients who are dubbed “frequent flyers” or “sicklers”, who develop “drug-seeking” reputations among patient teams and may be less readily prescribed opioids to treat their pain crises.  

**HIV/AIDS**

The ongoing stigmatization associated with HIV/AIDS diagnosis is exemplary of the intersectional nature of biases, which is often wrapped in racial, sexual behaviors and/or minority status, and drug use stigmatization. Patients have reported that during encounters with clinical providers, that stigmatization commonly manifests as providers taking unnecessary or excessive efforts to prevent self-exposure, to using stigmatizing language with them, to denying access to proper treatment or other services. Patients with HIV/AIDS who are admitted to the hospital frequently require opioids for chronic pain, with many patients being concurrently treated for opioid use disorder, and thus may be potentially perceived with the stigmas that accompany opioid use. HIV-related stigma has been found to undermine patient access to care, reduce rates of viral load testing, and reduce treatment adherence of antiretroviral and Pre-Exposure Prophylaxis (PrEP) therapies. While much of the research on HIV/AIDS stigma has focused on patients’ perspectives of HIV-related stigma, provider perspectives have remained understudied.

**OUD**

Opioid use disorder remains one of the most stigmatizing conditions worldwide. Recent conservative estimates have indicated there are 2.1 million to have OUD in US, though may not account for many individuals who go underdiagnosed due to stigmas related to seeking
People with OUD encounter stigmatization at multiple ecosocial levels, from the political climate surrounding opioid prescriptions and syringe exchange programs, to hospital policies which place the role of drug policy enforcer onto the daily responsibilities of providers. Many people, providers included, believe that people with OUD are culpable for their illness, viewed as “addicts”, or people who are “weak” and exhibit “bad character”. A national survey of primary care providers 2021 found high levels of stigmatizing attitudes related to OUD. Furthermore, this study found that OUD stigma was negatively associated with the likelihood of prescribing OUD medications, and negatively associated with supporting increased access to Medications for Opioid Use Disorder (MOUD) such as buprenorphine and methadone. Much of the way provider stigma is experienced by people with OUD happens through language, which often dehumanizes people with OUD and encourages discrimination, which negatively affect treatment outcomes among people with OUD.

**Obesity**

As rates of obesity have risen in the US, patients with obesity report worse communication with physicians via perceiving less respect and attention from providers, and spending less time with physicians. It has been hypothesized that this reduction in time spent with patients has significant impacts on rapport or relationship-building, which may further drive weight-based stigmatization. The common stereotype among medical providers is that patients with obesity have little willpower and will fail to adhere to provider recommendations on behavior change to lose weight, despite the numerous genetic, environmental, and socio ecological factors that may have led to patients having obesity.
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Research has found that patients with obesity often experience a greater prevalence of explicit stigmatization, often experienced as derogatory statements and “cynical humor” directed at patients, who are often described by providers as deserving of the ridicule due to their culpability. These jokes create environments that perpetuate stereotypes and negative attitudes and harm patients. Consequences of weight-based stigma and biases include deterioration of provider-patient relationships and trust, reduced adherence to medical plans, and delay of care among patients experiencing weight-based bias by their providers.

**Current approaches to measuring Stigma and Bias**

One of the primary research challenges in the field of measuring stigma and provider bias and its effect on patient health outcomes is the difficulty in measuring stigma and bias as it plays out in real world interactions. Current methodologies have demonstrated that providers of many types, surveyed internationally, uphold a variety of implicit biases towards stigmatized groups. While methods have been used to show how these biases may impact hypothetical patient care decision-making, there is a lack of research into the mechanisms through which biases are transmitted and enacted which lead to patient experiences of stigmatization and disparities in care.

**Survey methods**

In the study of provider biases and stigmas, self-reported survey methods have been successfully employed to assess explicit biases, attitudes, and beliefs related to race, drug use, and obesity. However, survey methods aimed to assess provider-held biases and stigmas suffer from the potential biases of self-report and halo effects, where providers are often hesitant to endorse stigmatized or biased beliefs, resulting in underreporting. These surveys may be able
to use deception to mask the intent of the survey, but as a whole they typically also only are able to evaluate conscious explicit mental processes, and may not be able to capture the subtleties of implicit or automatic biases.\(^1\) Additionally, similar to the challenges posed by asking participants to report experiences of lifetime discrimination in a consistent way which was assessed by Krieger and Van Dyke, it is a difficult task to accurately and truthfully recall the role one has played and may actively play in perpetuating stigma and biases.\(^{134,135}\) This is particularly difficult given the proposed inverse relationship between knowledge of bias and stigma and willingness to believe in stigmatizing and biased beliefs.\(^{76}\) Because of this, studies focused on provider bias and stigma are at risk of misclassification of the exposure, and underestimation of the effect of discrimination on health outcomes. It is imperative for the study of provider bias and stigma to use alternative sources of data to measure provider stigma and bias.

**Administrative Data**

In light of the challenges posed by survey data, many researchers of bias in healthcare have relied upon simplified constructions of race, gender, or insurance status which are readily available in most EHR datasets.\(^{136}\) While these studies have offered key insights by identifying healthcare inequities and guiding research efforts, this approach lacks critical information on the mechanisms of bias and stigma, and may lead to indirect inferences of stigma and bias without specifically seeking to measure either.\(^{72,137}\)

**Vignette studies**
Vignette studies, which utilize hypothetical narrative patient descriptions and assess provider attitudes towards patients and projected clinical decisions, have helped to illuminate the potential impact of stigma and biases on patient healthcare outcomes. Goddu and colleagues tested this method experimentally by randomly assigning medical students into groups receiving two nearly-identical narratives of a 28 year-old with sickle cell disease, with one narrative including stigmatizing linguistic features, and the control condition assigned to read a narrative with neutral descriptions of the patient. Providers in the stigmatized language condition were more likely endorse negative attitudes toward the patient and significantly less aggressive pain management strategies. Despite the potential vignette studies to provide insights into provider attitudes and behavior intentions, there are still high possibilities that respondents are on “best behavior”, so methods should be taken in order to still attempt to deceive the exact intent of the study, such as implementing participant and researcher blinding strategies to avoid artificial adaptations to provider participant behaviors. Additionally, many studies utilizing vignette approaches to study stigma and bias have relied on samples of lay or pre-clinical medical students, which may not reflect real-world clinical decision-making. Finally, these methods still focus on behavioral intention and have yet been unable to capture actual provider behavior in a way that could be deployed to evaluate and intervene on real-time manifestations of provider bias and stigmatization.

**Implicit Association Tests (IATs)**

Another potential solution to the study of stigma and bias has been pursued through the application of the Implicit Association Test (IAT). The IAT was created in 1998, and involves
the process of participants being asked to complete timed computerized exams which have participants categorize certain words based on their known stereotypes. Participant response rates are then measured, as well as their % of word attributions in line with pre-existing stereotype conditions.\textsuperscript{140} This process has been thoroughly validated and implemented extensively over the last near 15-years of use, and has been shown to effectively predict stigma and biases in the forms of racism, sexism, ageism, and homophobia.\textsuperscript{2} IAT scores have often been compared with provider patient care attitudes or perceptions that are hypothesized to be relevant to care delivery outcomes.\textsuperscript{1} A recent review of studies using the IAT found that increased provider implicit biases against Black patients were associated with reduced feelings of respect, and warmth, and collaboration reported by Black patients, as well as reduced adherence to treatment plans, reduced likelihood of being recommended necessary interventions, and worse psychosocial health outcomes such as depression and life satisfaction.\textsuperscript{3} The majority of studies utilizing the IAT to investigate provider bias and its impact on health outcomes found providers to harbor low to moderate anti-Black bias, though studies assessing anti-Hispanic/Latino/Latina bias have suggested similar sized moderate negative biases held among providers.\textsuperscript{3} While the IAT has been one of the most widely known assessment tools for implicit bias, its validity has been widely debated, particularly around what other factors or constructs besides implicit biases may be influencing respondent decisions.\textsuperscript{141} Further, IAT studies typically involve recruitment and active participation of providers in contexts outside of their typical care environment, and may still not accurately reflect real-time provider stigma and bias as they are activated to impact care decisions for patients.
**Solution: Mining patient care notes to identify bias and stigma**

With limitations of current approaches to studying stigma and bias in mind, the richness of EHR free text clinical data offers new opportunities to study provider stigma and bias. EHR clinical notes can allow for the analysis of longitudinal care histories of patients, accumulation of stigmatized reputations, and examine evidence of stigmatization as it is transmitted within the medical record shared across provider teams.

Clinical notes play a key role in the transmission of information and attitudes towards patients that impact decision-making from one provider to another. Through this transmission of information, patients can quickly develop “reputations” among the provider team, and different perceptions of patients can take on a self-fulfilling momentum of their own. Within the context of clinical charts, specific features of language commonly used by providers have been identified that may perpetuate biases across providers and impact clinical decision-making through the induction of doubt, mistrust, and stigmatizing language about patients and the validity of their reported pain or symptoms. Charts of black patients were found by Beach and colleagues to have 48% higher odds of containing inappropriate “scare quotes”, and 32% higher odds of including evidential words, both of which have been studied as linguistic features used to specifically connotate distrust or invalidation of point-of-view.

Research on the transmission of provider bias through clinical notes has identified many common manifestations of both negative and positive bias within patient charts, and early research into this text and language-based transmission of bias towards patients has found associations with disparities in care across race, gender, drug use, and other marginalized conditions.
Linguistic manifestations of bias and stigmatization: The Social Categories and Stereotype Communication Framework

Prior researchers have begun to apply linguistic approaches to assessing numerous manifestations of stigma and bias as they are expressed in language, which provides a rich foundation of approaches to assess provider stigma in clinical notes.

Linguistic bias has been defined as “a systematic asymmetry in word choice as a function of the social category to which the target belongs”. 41 This definition borrows directly from Link and Phelan’s definition of bias. Although there are a variety of ways in which linguistic bias can manifest,144 they all facilitate the transmission of “essentialist beliefs about social categories”, or work to suggest and reinforce that members of particular groups contain inherent shared characteristics making them fundamentally distinct from others across situations.

Beukeboom and Burgers recently developed a framework to understand how stigmatization can manifest and be formed through language, via the Social Categories and Stereotype Communication Framework.145 This framework posits that stereotypes are communicated through systematic differences in how other groups are 1) labeled, and 2) how their behaviors and characteristics are described. Recent research investigating linguistic bias in the medical record has identified salient features of bias within the language of provider notes, namely focused on the expression of degree of trust or doubt in patient testimony through quotations and evidential use, as well as the usage of stigmatizing and negative descriptor language.21,138,146 In applying Beukeboom and Burgers’ framework towards the study of stigma in the electronic health record, we position stigmatizing labels, which also includes negative descriptors as ways in which patients may be differentially labeled, and doubt markers and scare
quotes as ways in which the behaviors and characteristics of patients may be differentially described.

**Stigmatizing labels and negative descriptors**

Stigmatizing labels to describe groups are often used to perpetuate stereotypes, and when used by providers, can lead to feelings of stigmatization and reduced trust among their patients. Much of the recent work on identifying and reducing stigmatizing labels has come from providers seeking to improve care for patients with substance use disorders. A recent NIDA study published a list of words to avoid using around patients with substance use disorders, including "addict", "abuser", "user", or "junkie", which have been found to be associated with perceived stigmatization by patients. Similar studies have been applied to other chronic illness populations, identifying terms like “sickler” or “frequent flier” which may be used to further stigmatize patients with chronic illnesses who are often admitted into the hospital. While some providers may argue that these terms may be useful in flagging unwanted patient behaviors or mental states, a recent study has shown that patients exposed to language written about them by providers which included stigmatizing labels resulted in patients feeling unfairly judged, labeled, and disrespected.

Recent research led by Michael Sun and colleagues on over 40,000 clinical notes has found disparities in presence of “Negative Descriptor” words, evaluated by the Health Equity Commission of the Society of General Internal Medicine, which included commonly used terms in the medical record such as “(non-)adherent, aggressive, agitated, angry, challenging, combative, (non-)compliant, confront, (non-)cooperative, defensive, exaggerate, hysterical, (un-)pleasant, refuse, and resist”. This study found that compared to White patients, Black patients had 2.54 times the odds of having at least one negative descriptor written in their history
Research into stereotype expression in language has found that even seemingly innocuous category labels may prompt others to perceive target individual actions and characteristics as “static” aspects of their identity, and exaggerate differences across groups and similarities within them. These labels can be used to justify clinical decision-making, withholding of resources, or to confer doubt upon patient testimonies. While current recommendations encourage use of person-centered, neutral language in medical charts, it is important to evaluate the presence of known stigmatizing labels within provider notes to mitigate the transmission of bias in the medical record.

**Evidentials and markers of doubt**

Linguistic features such as evidentials, defined as “the linguistic coding of epistemology”, are words that are frequently used in chart language to question the veracity of patients. Among the many words used as evidentials, words and expressions used to confer doubt or uncertainty such as: allegedly, apparently, or verbs like claimed, are often used to when describing patient testimonies, for example: “patient claimed their pain was 10/10”. Providers may use words when describing patient testimony in combination with stigmatizing labels or negative descriptors of patients to transmit their stance, or expression of attitudes, feelings, and judgment about patients to other providers which may impact future treatment and care decisions. Disparities have been found among usage of these terms across race and gender, where patients who were women and patients who were Black were found to have significantly higher evidentials in their provider notes than patients who were men or White. The extent to which providers use evidentials is posited to be reflective of the amount of doubt and uncertainty a provider has on patient testimony, and is thus hypothesized to impact trust within the
patient-provider relationship, and related outcomes like leaving against medical advice or in pain management strategies.\textsuperscript{20,21}

\textit{Scare Quotes}

Another linguistic marker of uncertainty that has been previously identified in patient charts are “scare quotes”, which involve the utilization of quotation marks to mock, cast doubt, challenge patient credibility, or insinuate low health literacy when describing the testimony of another individual.\textsuperscript{21} While use of scare quotes has been documented since the 1950s, some argue that the linguistic phenomenon has been increasing in recent years, both from the rise of “air quoting” gesture in the 80s and 90s, and was commonly employed by Trump prior to and throughout his presidency.\textsuperscript{154,155}

While quotations in charts can be useful to describe patient symptoms using their exact language and document patient wishes or concerns, recent linguistic research has identified a troubling prevalence of providers utilizing quotations in ways to mock, manipulate, and regulate the voices of patients. For example, consider the ambiguity added to the sentence: “Patient reports 10/10 pain related to sickle cell crisis.”, when you add “Patient reports ‘10/10’ pain related to ‘sickle cell crisis’. Because of the quotation marks, both 10/10 and sickle cell crisis could be inferred as being untrue or uncertain. Similar to evidentials and negative patient descriptors, scare quotes have been found to be more prevalent among patients who were Black and among patients who were women.\textsuperscript{21} Early research on scare quoting in patient charts has recommended that providers utilize quotes only when absolutely necessary to reflect a patient’s exact experience, wishes, or concerns, and that even when made in earnest, unnecessary quotation opens patient testimony up to a level of uncertainty or inference to other providers who may question the veracity of patient conditions or experiences.\textsuperscript{156}
Natural Language Processing to identify stigma and bias in EHR Data

While linguistic studies have acted to guide researchers into identifying manifestations of stigma and bias in text, due to the nature of qualitative, in-depth assessments, these methods can have significant limitations in being able to be deployed to rapidly identify stigma and bias in medical notes in a way in which we can intervene on it and hold providers accountable. Recent advances in computational linguistics are allowing researchers to harness the human-annotated insights on linguistic bias and stigma and scale up categorization to larger amounts of unlabeled data.

Advances in transformer-based language learning models and contextual word embeddings have demonstrated high model performance in categorization tasks using large amounts of medical data, like that of MIMIC-III datasets. Transformer-based NLP prediction models have been successfully applied to unstructured clinical notes within EHR systems towards tasks involving symptom extraction, and clinical relationship extraction, which can be used to extract key behavioral, social determinant of health, and adverse drug event information only encoded in unstructured notes. Transformer-based methods have also been applied in detecting biased text within user reviews or in detecting biased text in Wikipedia articles.

The power of many of these transformer-based models lie in their ability to “pay attention” to specific words and word contexts of any given input text. This allows models to more accurately disambiguate word sense, or differentiate meanings of the same word which change given context, for example: “I deposited money at the bank” versus “I climbed up the river bank”. This increased ability to be able to identify important differences in these sentences
allows for more sophisticated internal models of language and higher accuracy across many NLP-related tasks, from translation, to recognizing word dependencies, to categorization of text.

Much of the existing research on stigma and bias in language has been rooted in linguistics and pursued through qualitative studies. Current approaches are extremely time and labor intensive, drawing on expertise of trained human annotators to sample and identify bias in medical notes. The ability to accurately detect bias in patient charts in real-time could offer healthcare teams opportunities to evaluate and intervene in biased chart language. This task could be made possible through the development of scalable, computationally intensive systems to keep up with the high-volume data from live clinical provider teams.¹⁶¹

In combination with utilizing state of the art modeling methods, computational linguistics researchers in the social sciences have recently called for the utilization of “Grounded Computational Theory” in order to maintain the role of human expert annotation in the loop to evaluate model output and processes in major NLP tasks, particularly related to those aimed at impacting human well-being and health.¹⁶² These methods have been advocated for in order to mitigate the potential harmful effects which ML/AI algorithms may inadvertently have on the populations they intend to support.

This project aims to apply advanced methods in natural language processing to detect and assess the presence of negatively biased language in provider clinical notes for patients with chronic illnesses who receive opioid pain medications during inpatient hospitalizations. This project will extend qualitative and NLP methods using Grounded Computational Theory to detect provider stigma bias in clinical notes in an effort to increase the accountability, evaluation, and intervention of negative bias that threatens to deteriorate quality of care for patients among a variety of uniquely stigmatized groups.
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**Aim 1**: CARE-SD: Classifier-based Analysis for Recognizing and Eliminating Stigmatizing and Doubt Marker Labels in Electronic Health Records: model development and validation

**Abstract**

**Objective**: To detect and classify features of stigmatizing and biased language in intensive care EHR using natural language processing techniques. **Materials and Methods**: We first created a lexicon and regular expression lists from literature-driven stem words for linguistic features of stigmatizing patient labels, doubt markers, and scare quotes within electronic health records. The lexicon was further extended using Word2Vec and GPT 3.5, and refined through human evaluation. These lexicons were used to search for matches across 18 million sentences from the de-identified Medical Information Mart for Intensive Care-III (MIMIC-III) dataset. For each linguistic bias feature, 1000 sentence matches were sampled, labeled by expert clinical and public health annotators, and used to train random forest, naïve bayes, logistic regression, and transformer-based classifiers. **Results**: Lexicons development from expande literature stem-word lists resulted in a doubt marker lexicon containing 58 words, and a stigmatizing labels lexicon containing 127 words. Regular expression matching with stigmatizing label lexicon yielded 8,950 notes, with doubt marker lexicon yielding 3,682 notes, and quote regular expressions yielded 4,806 unique notes. Following annotation and model training to refine whether these notes actually contained the stigmatizing linguistic features, the classifiers for doubt markers and stigmatizing labels had the highest performance, with positive-label recall and precision values ranging from .71 to .86, and accuracies aligning closely with human annotator agreement (.87). Scare quote detection had much lower performance, likely due to a smaller sample of positive instances. **Discussion**: The study showed the feasibility of supervised classifiers in automatically
identifying stigmatizing labels and doubt markers in medical text. Stigmatizing terms like “needy”, “refused”, “uncooperative”, and “noncompliant”, and doubt terms like “claimed” and “insisted”, were more likely to be flagged as stigmatizing or invalidating. Further research should include different datasets, and draw from patient and provider perspectives when deriving meaning from medical chart text. **Conclusions:** Classifiers developed in this study showed high model performance and can be applied to identifying patterns of stigmatizing labels and doubt markers in other healthcare systems. Models and lexicons, titled CARE-SD: Classifier-based Analysis for Recognizing and Eliminating Stigmatizing and Doubt Marker Labels in Electronic Health Records, are available on GitHub and Physionet.

**Introduction:**

**Provider biases and stigmatization of patients drive healthcare inequities**

Provider stigmas and biases are widely believed to contribute to discrimination and health inequities among patients. Patients regularly experience stigma and biases by providers as a result of their race, gender, sexual orientation, disease status, drug use, and socioeconomic status, or other labeled characteristics identified by provider teams. Our understanding of how stigma and bias impact health outcomes in clinical settings is guided by ecosocial theory, along with an existing conceptual model posited by Hagiwara and colleagues. Our model adaptation has operationalized the construct of *provider communication behaviors* as linguistic features in the EHR, which work to impact patient behaviors and health by affecting patient-provider relationships, satisfaction, trust, and clinical decision-making. This model also posits that provider communication behaviors are part of a reciprocal feedback loop within patient-provider relationships. In this loop, negative implicit biases held by providers are hypothesized to produce
negative provider communication behaviors in patient interactions, which are then met with reduced quality of patient communication. These processes work in tandem to impact patient trust and satisfaction, as well as clinical decision making in the context of the patient’s healthcare team. While current interventional approaches to reducing provider stigmatization have typically involved online or workshop-based education on implicit biases, these strategies may have limited effect over time and are often ill-equipped to provide ongoing accountability to ensure long-term behavioral change. The ability to identify potential instances of patient stigmatization within the electronic health record could help to inform and target future interventions and facilitate real-time audits of healthcare team communication.

This paper aims to apply advanced methods in natural language processing to detect and assess the presence of stigmatizing and biased language in the EHR for patients within the ICU. This study extends qualitative and NLP methods using Grounded Computational Theory to detect provider stigma bias in EHR in an effort to increase the accountability, evaluation, and intervention of negative bias that threatens to deteriorate quality of care for patients among a variety of uniquely stigmatized groups. Building from other research in linguistic stigma and bias in medical charts, this study represents the development of the most comprehensive, automated classification system for doubt markers and stigmatizing labels, applied on the largest corpus of de-identified electronic health records to date. Doubt marker and stigmatizing label lexicons, as well as classification models, are available for others to utilize this pipeline to identify stigmatizing language in EHR.

Stigma defined
Stigma has been defined by social psychologists Link and Phelan as a social process that is characterized by the interplay of labeling, stereotyping and separation, which leads to status loss and discrimination, and importantly, occurs within a context of power, such as that of the patient-provider relationship. Labeling occurs whenever we identify individuals as belonging to a particular group. Stereotyping involves ascribing a proclivity towards a specific behavior or characteristic to members of a labeled group. Separation involves distancing from the group, and drawing lines of “us versus them”. Status loss and discrimination involve a negative evaluation of a groups’ attributes and its members relative to another group. As Link and Phelan posit, all of these processes crucially develop in the context of power and power imbalances, which are extremely relevant in the context of provider-patient relationships. Borrowing from Link and Phelan, linguistic bias has been defined as “a systematic asymmetry in word choice as a function of the social category to which the target belongs”. Although there are a variety of ways in which linguistic bias can manifest, they all facilitate the transmission of “essentialist beliefs about social categories”, resulting in the separation and stigmatization of others.

**Linguistic manifestations of stigmatization**

Beukeboom and Burgers recently developed a framework to understand how stigmatization can manifest and be formed through language, via the Social Categories and Stereotype Communication Framework. This framework posits that stereotypes are communicated through systematic differences in how other groups are 1) labeled, and 2) how their behaviors and characteristics are described. Recent research investigating linguistic bias in the EHR has identified salient features of bias within the language of provider notes, namely
focused on the usage of stigmatizing labels, negative descriptors, as well as the expression of
doubt in patient testimony through linguistic doubt markers and “scare quotes”
In applying Beukeboom and Burgers’ framework towards the study of stigma in the electronic health record,
we position stigmatizing labels, which also includes negative descriptors as ways in which
patients may be differentially labeled, and doubt markers and scare quotes as ways in which the
behaviors and characteristics of patients may be differentially described.

**Stigmatizing labels**

Stigmatizing labels to describe groups are often used to perpetuate stereotypes, and when
used by providers, can lead to feelings of stigmatization and reduced trust among their patients.
Much of the recent work on identifying and reducing stigmatizing labels has come from
providers seeking to improve care for patients with substance use disorders. A recent NIDA
study published a list of words to avoid using around patients with substance use disorders,
including "addict", "abuser", "user", or "junkie", which have been found to be associated with
perceived stigmatization by patients. Similar studies have been applied to other chronic illness
populations, identifying terms like “sickler” or “frequent flier” which may be used to further
stigmatize patients with chronic illnesses who are often admitted into the hospital. While
some providers may argue that these terms may be useful in flagging unwanted patient behaviors
or mental states, a recent study has shown that patients exposed to language written about them
by providers which included stigmatizing labels resulted in patients feeling unfairly judged,
labeled, and disrespected. Given the recent changes in increased patient medical chart access
and transparency championed by the 21st Century Cures Act, it is imperative to evaluate the
quality of provider medical chart language to reduce patient stigmatization.
Recent research led by Michael Sun and colleagues on over 40,000 clinical notes has found disparities in presence of “Negative Descriptor” words, evaluated by the Health Equity Commission of the Society of General Internal Medicine, which included commonly used terms in the EHR such as “(non-)adherent, aggressive, agitated, angry, challenging, combative, (non-)compliant, confront, (non-)cooperative, defensive, exaggerate, hysterical, (un-)pleasant, refuse, and resist”. This study found that compared to White patients, Black patients had 2.54 times the odds of having at least one negative descriptor written in their history and physical notes. Research into stereotype expression in language has found that even seemingly innocuous category labels may prompt others to perceive target individual actions and characteristics as “static” aspects of their identity, and exaggerate differences across groups and similarities within them. These labels can be used to justify clinical decision-making, withholding of resources, or to confer doubt upon patient testimonies.

**Doubt Markers**

Linguistic features such as evidentials, defined as “the linguistic coding of epistemology”, are words that are frequently used in chart language to question the veracity of patients. Among the many words used as evidentials, words and expressions used to confer doubt or uncertainty such as: allegedly, apparently, or verbs like claimed, are often used to when describing patient testimonies, for example: “patient claimed their pain was 10/10”. Providers may use words when describing patient testimony in combination with stigmatizing labels or negative descriptors of patients to transmit their stance, or expression of attitudes, feelings, and judgment about patients to other providers which may impact future treatment and care decisions. Inequities have been found among usage of these terms across race and gender, where patients who were women and patients who were Black were found to have significantly
higher frequencies of evidentials in their provider notes than patients who were men or White.\textsuperscript{22}

The extent to which providers use evidentials is posited to be reflective of the amount of doubt and uncertainty a provider has on patient testimony, and is thus hypothesized to impact trust within the patient-provider relationship, and related outcomes like leaving against medical advice or in pain management strategies.\textsuperscript{22,24}

**Scare Quotes**

Another linguistic marker of uncertainty that has been previously identified in patient charts are “scare quotes”, which involve the utilization of quotation marks to mock, cast doubt, challenge patient credibility, or insinuate low health literacy when describing the testimony of another individual.\textsuperscript{22} While use of scare quotes has been documented since the 1950s, some argue that the linguistic phenomenon has been increasing in recent years, both from the rise of “air quoting” gesture in the 80s and 90s, and was commonly employed by former President Donald Trump prior to and throughout his presidency.\textsuperscript{25,26}

While quotations in charts can be useful to describe patient symptoms using their exact language and document patient wishes or concerns, recent linguistic research has identified a troubling prevalence of providers utilizing quotations in ways to mock, manipulate, and regulate the voices of patients. For example, consider the ambiguity added to the sentence: “Patient reports 10/10 pain related to sickle cell crisis.”, when you add “Patient reports ‘10/10’ pain related to ‘sickle cell crisis’. Because of the quotation marks, both 10/10 and sickle cell crisis could be inferred as being untrue or uncertain. Similar to evidentials and negative patient descriptors, scare quotes have been found to be more prevalent among patients who were Black and among patients who were women.\textsuperscript{12,22}
Natural Language Processing to identify stigma and bias in EHR Data

While linguistic studies have acted to guide researchers into identifying manifestations of stigma and bias in text, due to the nature of qualitative, in-depth assessments, these methods can have significant limitations in being able to be deployed to rapidly identify stigma and bias in medical notes in a way in which we can intervene on it. Recent advances in computational linguistics are allowing researchers to harness human-annotated insights on linguistic bias and stigma and scale up categorization to larger amounts of unlabeled data.

In combination with utilizing state of the art modeling methods, computational linguistics researchers in the social sciences have recently called for the utilization of “Grounded Computational Theory” in order to maintain the role of human expert annotation in the loop to evaluate model output and processes in major NLP tasks, particularly related to those aimed at impacting human well-being and health.27 Within the context of healthcare, human-in-the-loop systems are vital in the development of clinical applications.28 This process of iterative guidance is key to identify and prevent incorrect, biased, and potentially harmful machine learning-driven recommendations before they are deployed in patient care. This expert-driven framework has been advocated for in order to mitigate the potential harmful effects which clinical machine learning applications may inadvertently have on the populations they intend to support.

Methods:

Our methods for identifying sentences within the MIMIC-III EHR dataset containing doubt markers, stigmatizing labels, and scare quotes within provider notes consisted of three steps:

1) Lexicon development and sample preparation

2) Sentence-level annotation, and
3) Supervised classification using bag-of-words and transformer-based models

**MIMIC-III Dataset**

The Medical Information Mart for Intensive Care, or “MIMIC-III”, is a freely-available database of comprehensive, de-identified EHR, free-text notes, and event documentation for over 40,000 patients admitted to the ICU at Beth Israel Deaconess Medical Center in Boston, MA from 2001 to 2012. This dataset contains over 1.2 million clinical provider notes, across nearly 50,000 admissions. Because this dataset contains freely-available, EHR from ICU providers from a diverse range of conditions and age ranges, it is a valuable resource for developing bias and stigma detection algorithms in provider language, particularly for patients living with chronic illnesses who may be more likely to be admitted to critical care units.

**Lexicon development and sample preparation**

The lexicon development process for doubt markers and stigmatizing patient labels began with a stem-word list describing words previously identified as demarcating doubt or perpetuating stigmatizing patient labels within medical charts. We expanded these word lists to include misspellings or words with high semantic similarity and relevance in the domain by using two subsequent techniques: 1) BioWordVec, a word embeddings model trained on medical text, which generated the top 10 most semantically similar words for each stem word, and 2) GPT 3.5, which suggested an additional 25 words and spelling deviations for each lexicon, following chain-of-thought prompting related to each linguistic bias feature. Following the first round of expansion, we manually validated the list of generated words for task relevance, and assessed human annotation interrater reliability on whether each word was relevant to each specific bias feature. After the second round of GPT 3.5 expansions, we assessed
10-20 sample matches from the highest top-frequency terms’ to remove any extremely high-frequency word matches from the lexicon which were not related to transmission of stigmatizing labels or doubt markers and could have significant impact on the annotation sample. This iterative process, reliant on expert-driven inquiry, and complemented by unsupervised, supervised, and transfer learning methods, reflects the strategies championed by computational grounded theory framework, and ensures our results are informed and validated by human domain experts. Our analytic pipeline is outlined in Figure 1, with intermediary results described in Appendix 1.

Figure 1: Natural language processing analytic pipeline for lexicon development, regular expression matching, annotation, and classifier model training for stigmatizing linguistic features in MIMIC-III.
Stigmatizing labels


Doubt markers

Doubt marker lexicon development was guided by literature on use of “doubt markers” in medical care, specifically led by Beach and colleagues, which identified words such as “claims”, “insists”, and “adamant” or “apparently”, which have been found to be used to discredit or invalidate patient testimony. The 6 words included on the initial stem list were: “adamant”, “claimed”, “insists”, “allegedly”, “disbelieves”, “dubious”.

Scare quotes

Scare quote sample preparation was created by searching the MIMIC-III notes using regular expression (\(\(?=.*\).\)\(\)?\(\)?=.*\)\b(pt|patient|pateint|he|she|they)\b) which caught matching closed quotes, and references to patients by “patient” derivations and pronouns, in order to more accurately capture quotes with patient attributions. Finally, several words were added to filter rows, where matches with quoted words were commonly referring to answers for “alert and oriented” examinations -- i.e. “Patient Name”, “Hospital”, “Year”, etc.
Matching with sentences in MIMIC-III, creating coding samples

When completed, the final lexicons or regular expression for each linguistic bias feature was used to filter through patient free-text clinical notes, which had been tokenized at the sentence level to allow for easier readability and classification feasibility. All duplicate sentences were removed from the dataset, and charts labeled as EEG or Radiology were removed in order to restrict to charts more likely to have subjective narrative and patient history text data.

After combining all terms in each linguistic bias lexicon, we used regular expressions to combine them using the pipe “OR” operator, and created a matched data frame of sentences with their matched terms. Each of the three resulting data frames were randomly sampled in non-replacement groups of 100 (for double-coder reliability scores), 400 (coded by AT, a Physician’s Assistant), and 500 (coded by AW, a behavioral data scientist).

Annotation process

Coding ontologies for each of the 3 linguistic bias features were developed originally by AW, then iterated on during the first round of reliability coding. The original ontologies were inspired by research led by Beach, Park, and Goddu on the role of stigmatizing language in patient charts. Qualitative annotators met once to discuss each of the three coding ontologies and guiding theories, as well as co-code 5 sentence examples from each linguistic bias dataset. Following the first meeting, each coder completed the same set of 100 sentences for each of the linguistic bias feature datasets. After inter-rater reliability was assessed, the coders met to discuss disagreements and sentences marked as “close calls”, or difficult labeling decisions, and
“exemplary” sentences, which were particularly obvious examples to review. After all disagreements were adjudicated by the coders, they then solo-coded 400 (AT) and 500 (AW) sentences to complete the 1000 samples for each linguistic bias feature.

Sentence Classification

The annotation data was used to train supervised models for the binary classification task of identifying sentences which do, or do not contain each of the linguistic bias features. This supervised learning task was carried out using four models: Naive Bayes, Logistic Regression, Random Forest, as well as the state-of-the-art transformer-based RoBERTA model. Sentences from clinical notes were tokenized into 1-2 word unigrams and bigrams.

A grid search approach was used for hyperparameter optimization for these models, using the training data set, which was split at 80/20%. For Naive Bayes, Logistic Regression, and Random Forest, we utilized a stratified k-fold, with 5 splits, in order to create training and test sets which preserved the percentage of samples for each class.

Following model training, each model was evaluated on a held-out 20% of the dataframe, in which we prioritized the performance metrics of 1) positive-class precision, 2) positive-class recall, and 3) macro F_1-score to select the highest-performing model of each model type. Hyperparameter values for each of the best-performing models for each linguistic feature are available in Appendix 2-4. Positive-class precision, or the proportion of true positives divided by the total number of positive predictions, was prioritized to reduce false positives and develop models highly likely to identify actual stigmatizing language. Recall, or the proportion of all true positives labeled correctly, was prioritized to ensure our classifier can identify as many true cases
of stigmatization as possible. $F_1$ scores, or the harmonic means of recall and precision, provide a measure of balance between the two performance metrics for each model across both positive and negative class labels. We applied bootstrapping to model evaluation by assessing prediction and ground-truth labels of 1000 samples, generated without replacement. The performance metrics of $f1$, precision, accuracy, recall were aggregated to calculate the confidence intervals of all model metrics.

Finally, we assessed best-performing model text feature importance and feature logistic regression coefficients in order to evaluate the degree to which certain matched terms and phrases contribute to the linguistic bias label predictions of the models. Feature importance was assessed using Gini importance mean impurity reduction method for decision trees in the random forest classifiers, and regression coefficients were calculated from the logistic regression classifiers. 35–37 Code for all analyses for this study are available on GitHub: https://github.com/drew-walkerr/Diss_Detecting_Provider_Bias.

Results:

Lexicon Development

For the stigmatizing labels lexicon expansion and annotator pruning, the initial list of 18 was expanded to 180, which was then assessed by annotators DW and SD, removing 83 terms (Annotation agreement = 75%). Final decisions were adjudicated by DW. The final expanded and pruned list of stigmatizing labels used to search the MIMIC-III dataset totaled 127 words, and is provided in Appendix 1. Following assessments of most frequent term matches, we removed the following terms due to high proportion of noise referring to illness characteristics or clinical situations, rather than patients or patient testimonies: 'difficult', 'suspicious','aggressive','unstable', 'dramatic', 'unreliable','entitled','invalid','violent', 'dangerous'. 
For the doubt markers lexicon expansion and annotator pruning, the initial list of 6 terms was expanded to 60, which was then pruned by annotators to remove 2 terms (Annotator agreement = 80%). The final expanded list of doubt markers used to search the MIMIC-III dataset totaled 58 words, and is provided in Appendix 1. Following regular expression searching and assessments of most frequent term matches, we removed the following terms due to high proportion of noise referring to uncertainty in illness or clinical presentations, rather than patient testimonies: 'suspicion', 'suspicious', 'questionable', 'questioning', 'uncertain', 'hesitancy', 'hesitant', 'unsure'. 
Figure 2: Network Diagram showing doubt marker stem words (green, also includes GPT 3.5) to show expansions of initial stem words to expanded lexicon words (purple)

Regular Expression Search results
Results describing the text data of the preprocessed MIMIC-III full sample, as well as of search results for each of the stigmatizing labels, doubt markers, and scare quotes regular expression (regex) matched data frames are summarized in Table 1.

Table 1: Summary statistics of MIMIC-III Dataset, compared with linguistic bias corpa

<table>
<thead>
<tr>
<th></th>
<th>MIMIC-III Sample</th>
<th>Stigmatizing Label Corpus</th>
<th>Doubt Marker Corpus</th>
<th>Scare Quotes Corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of unique notes</strong></td>
<td>814,548 notes</td>
<td>8,950 notes</td>
<td>3,682 notes</td>
<td>4,806 notes</td>
</tr>
<tr>
<td><strong>Avg note length</strong></td>
<td>654 words</td>
<td>623 words</td>
<td>937 words</td>
<td>763 words</td>
</tr>
<tr>
<td><strong>Number of total sentences</strong></td>
<td>18,288,213 sentences</td>
<td>10,278 sentences</td>
<td>3,856 sentences</td>
<td>5,156 sentences</td>
</tr>
<tr>
<td><strong>Average sentence length</strong></td>
<td>12 words</td>
<td>48 words</td>
<td>35 words</td>
<td>55 words</td>
</tr>
<tr>
<td><strong>Number of patients</strong></td>
<td>11,633 patients</td>
<td>3,483 patients</td>
<td>2,368 patients</td>
<td>2,830 patients</td>
</tr>
<tr>
<td><strong>Number of providers</strong></td>
<td>1,879 providers</td>
<td>1,056 providers</td>
<td>800 providers</td>
<td>677 providers</td>
</tr>
</tbody>
</table>

The most frequent matching terms from our lexicon, along with the most commonly occurring trigrams within quoted text, are provided for each of the 3 bias features in Figure 2. For stigmatizing labels, versions of ‘refusing’ and ‘refuses’ were by far the most frequently matched terms. In the doubt marker label lexicon, ‘believes’ was the most frequently matched term, followed by insisted and insisting. Scare quote quoted text frequent words, bigrams, and trigrams were less led by any particular phrases or words, but were mostly used describing patient chief complaints, descriptions of symptoms or condition.
Figure 2: Top 20 Matched Terms Stigmatizing Labels, Doubt Markers, and Scare Quotes
Annotation

Annotation coding ontologies, detailing the labeling instructions for each of the three linguistic bias features, were informed largely through the literature-based stem word operationalizations of each set of linguistic bias features. Appendices 1-3 detail the coding ontologies for each corpus. Table 2 provides the interrater agreement and kappa score for the first 100 samples of each linguistic feature, and positive class frequency in final 1000 sentence sample.

Table 2: Annotation sample reliability, linguistic bias features positive class frequencies, and notable examples

<table>
<thead>
<tr>
<th>Bias Feature</th>
<th>Agreement</th>
<th>Interrater reliability (Kappa)</th>
<th>Frequency in final sample (N=1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stigmatizing Labels</td>
<td>87%</td>
<td>.74</td>
<td>43.9%</td>
</tr>
<tr>
<td>Doubt Markers</td>
<td>87%</td>
<td>.73</td>
<td>31.0%</td>
</tr>
<tr>
<td>Scare Quotes</td>
<td>87%</td>
<td>.73</td>
<td>20.7%</td>
</tr>
</tbody>
</table>

Table 3 provides notable positive class examples for each of the 3 linguistic features.
Table 3: Notable annotation examples for stigmatizing labels, doubt markers, and scare quotes

<table>
<thead>
<tr>
<th>Bias Feature</th>
<th>Notable Sentence Examples (Flagged as containing biased feature, matching or quoted text underlined)</th>
</tr>
</thead>
</table>
| **Stigmatizing Labels** | Pt very uncooperative, will barely allow any nursing care.  
Neuro: Is very needy, needs to be encouraged to do more for herself.  
Refuses blood draws, calling out, asking for dilaudid despite med not being due, requiring much emotional support. |
| **Doubt Markers**  | “Pain control (acute pain, chronic pain) Assessment: Pt has chronic abd pain constantly claiming pain scale 10.”  
“His last drink of alcohol was supposedly three weeks ago.”  
Insisting on making phone calls becomes very irritated if don't jump to his requests. |
| **Scare Quotes**   | Easily frustrated, especially when asked questions to assess orientation...pt states "you have already asked me this 100 times".  
NO nausea/vomiting although pt states he does not want to eat because he "fears" being nauseated.  
At 10:06, pt put on call light to request "pain pill" and then put on the call light 5 more times over the next 8 minutes to make same demand, at one point saying to the nurse responding to the call light, "What the hell is going on." |

**Linguistic Bias Classifier Model Evaluation Results**

Table 3 displays the results of the best performing models across types and linguistic bias features. A complete list of the best performing model hyperparameters can be found in Appendix 5. We were able to achieve the highest performance on doubt markers and stigmatizing
labels, with scare quote models underperforming other linguistic bias models across nearly every evaluation metric.

The best performing model type for doubt markers and scare quotes was RoBERTA, with Logistic Regression achieving the best performance in classifying stigmatizing label sentences. Run duration was much higher for RoBERTA models, as compared with Random Forest, Logistic Regression, and Naive Bayes classifiers.

Table 4: Linguistic Bias Classifier Model Performance (best model of each feature in bold)

<table>
<thead>
<tr>
<th>Bias Feature</th>
<th>Model</th>
<th>Accuracy</th>
<th>Precision (Positive)</th>
<th>Recall (Positive)</th>
<th>F1 (Positive)</th>
<th>Macro Precision</th>
<th>Macro Recall</th>
<th>Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stigmatizing Labels</td>
<td>RoBERTA</td>
<td>.69 (.63, .76)</td>
<td>.63 (.54, .72)</td>
<td>.75 (.67, .84)</td>
<td>.69 (.62, .76)</td>
<td>.70 (.64, .76)</td>
<td>.70 (.64, .76)</td>
<td>.69 (.63, .75)</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>.79 (.73, .84)</td>
<td>.77 (.68, .86)</td>
<td>.73 (.63, .82)</td>
<td>.75 (.67, .82)</td>
<td>.77 (.68, .86)</td>
<td>.73 (.63, .82)</td>
<td>.75 (.67, .82)</td>
</tr>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>.81 (.75, .86)</td>
<td>.75 (.66, .85)</td>
<td>.84 (.75, .91)</td>
<td>.79 (.72, .86)</td>
<td>.75 (.66, .84)</td>
<td>.84 (.75, .91)</td>
<td>.79 (.72, .86)</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes</td>
<td>.71 (.64, .77)</td>
<td>.62 (.53, .70)</td>
<td>.86 (.79, .93)</td>
<td>.72 (.64, .78)</td>
<td>.62 (.53, .70)</td>
<td>.86 (.79, .93)</td>
<td>.72 (.64, .78)</td>
</tr>
<tr>
<td>Doubt Markers</td>
<td>RoBERTA</td>
<td>.86 (.81, .91)</td>
<td>.86 (.75, .96)</td>
<td>.71 (.59, .81)</td>
<td>.77 (.69, .85)</td>
<td>.86 (.80, .91)</td>
<td>.82 (.76, .88)</td>
<td>.84 (.78, .88)</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>.85 (.80, .89)</td>
<td>.76 (.64, .86)</td>
<td>.76 (.65, .85)</td>
<td>.76 (.67, .84)</td>
<td>.76 (.64, .86)</td>
<td>.76 (.65, .85)</td>
<td>.76 (.67, .84)</td>
</tr>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>.85 (.80, .90)</td>
<td>.71 (.61, .81)</td>
<td>.89 (.80, .96)</td>
<td>.78 (.69, .85)</td>
<td>.70 (.60, .80)</td>
<td>.88 (.80, .96)</td>
<td>.78 (.69, .85)</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes</td>
<td>.85 (.80, .89)</td>
<td>.70 (.60, .80)</td>
<td>.89 (.80, .96)</td>
<td>.78 (.69, .85)</td>
<td>.70 (.60, .80)</td>
<td>.89 (.80, .96)</td>
<td>.78 (.69, .85)</td>
</tr>
<tr>
<td>Scare Quotes</td>
<td>RoBERTA</td>
<td>.75 (.69, .81)</td>
<td>.40 (.24, .58)</td>
<td>.30 (.17, .45)</td>
<td>.35 (.20, .48)</td>
<td>.61 (.52, .70)</td>
<td>.59 (.52, .67)</td>
<td>.62 (.52, .70)</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>.79 (.74, .85)</td>
<td>.00 (0.0, 0.0)</td>
<td>.00 (0.0, 0.0)</td>
<td>.00 (0.0, 0.0)</td>
<td>.00 (0.0, 0.0)</td>
<td>.00 (0.0, 0.0)</td>
<td>.00 (0.0, 0.0)</td>
</tr>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>.77 (.71, .82)</td>
<td>.30 (.07, .56)</td>
<td>.10 (.02, .20)</td>
<td>.14 (.04, .28)</td>
<td>.30 (.07, .56)</td>
<td>.10 (.02, .20)</td>
<td>.14 (.04, .28)</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes</td>
<td>.78 (.72, .83)</td>
<td>.43 (.22, .63)</td>
<td>.24 (.12, .38)</td>
<td>.31 (.16, .45)</td>
<td>.43 (.22, .63)</td>
<td>.24 (.12, .38)</td>
<td>.31 (.16, .45)</td>
</tr>
</tbody>
</table>

After model evaluation, we also ran feature importance and contribution plots using the models of the best performing random forest and logistic regression models. Figure 3 highlights terms or phrases that are particularly informative to random forest models during categorization (left-hand
side), and the right-hand side displays the terms with the highest regression coefficients (negative and positive), which are more likely to be labeled as negative (blue, unbiased), or positive (red, biased/stigmatizing).

**Figure 3: Top 30 Stigmatizing Label Tokens by Importance and Feature Contributions**
Discussion:

*Integrative summary of findings*

For the task of lexicon development, our expanded word lists from Word2Vec and GPT 3.5 successfully produced additional terms that frequently matched with sentences which were eventually labeled as stigmatizing/biased by coders. These NLP technologies can help to bridge the gap of concepts/words identified by the literature surrounding a particular phenomenon with the reality of changing language in different EHR corpora from different places and time periods. It is possible to further expand these lists to many different aspects of stigma/bias, or fine-tune them to fit particular marginalized populations for various research questions. A key element of the expansion process, however, was the steps that allowed humans to review intermediate results for relevance/noise, and iteratively guide model development. Lexicon selection requires careful review of matching results and text to identify and remove noisy terms, which are not related to patient stigmatization, given the scale of medical data.

These lexicons are valuable tools for researchers seeking to isolate EHR sentences with a higher frequency of stigmatizing or doubt marking signals than starting with the entire EHR corpora unfiltered. They build on knowledge of relevant qualitative studies on stigma and bias in healthcare, and provide greater breadth and flexibility through word embeddings expansion steps, which capture words which may be close in spelling variation or semantic similarity. Our suite of tools, comprising lexicons and refined supervised classification models, titled “CARE-SD: Classifier-based Analysis for Recognizing and Eliminating Stigmatizing and Doubt Marker Labels in Electronic Health Records” are available on GitHub and Physionet for other researchers in this space seeking to reproduce or adapt our study process. Our goal in sharing these tools is to accelerate research efforts in the study of linguistic stigma and bias in healthcare.
With additional validation, these models can be used to audit and evaluate healthcare systems for units, providers, or patients whom experience higher rates of stigmatizing labels and doubt markers, and allow real-time feedback for anti-stigmatization intervention efforts in a way that has not been possible with traditional implicit bias training approaches.³

In the task of classifying sentences as containing stigmatizing labels and doubt markers, models showed consistent predictions of positive classes that nearly matched levels of human agreement. We believe that these tools, trained on ICU data among a large cohort of patients, will be applicable to other EHR settings or datasets since the linguistic markers are likely to be semantically similar.

Several patterns and terms across stigmatizing labels and doubt marker classification arose that may help inform future clinical practice. Among stigmatizing labels, the use of “needy” was one that was especially predictive of positive stigmatizing labels. While we did not find any major research publications on the use of this word in medical contexts, it’s important to consider how “needy” describes an individual as holding an inherent trait, which is highly problematic for anyone seeking care in the ICU. Other providers may wrongfully assume the patient is “needy” in other contexts, including pain management, daily activity assistance, or any other genuine health complaint. “Noncompliant”, a word identified in the expanded stigmatizing labels lexicon, was labeled as stigmatizing chiefly when it was used to define the patient directly as such and not when relating to a specific behavior or more context is provided (i.e. due to lack of funds). Labeling patients as “noncompliant” has been hotly debated, though recent EHR-related NLP work is increasingly operationalizing its use as one that has negative connotations, and points blame at the patient, rather than structural factors which may have stronger impacts and constraints on patient health.⁵,²⁰
Finally, we encountered many examples of refusing/refused/refuses among stigmatizing label charts. We aimed to negatively label (unbiased) when providers were specific about the behavior and context in which the patient was refusing a specific treatment, i.e. “patient refusing anxiety meds, feeling better”, or when the context was surrounding end-of-life or do not resuscitate (patient refusing further life-saving measures), and aimed to positively label (biased) when the language around what patients were refusing was vague, or painted the patient as refusing any care in a way that could portray the patient as inherently stubborn. We also positively labeled sentences which described patients “refusing to try” or “refusing to perform [insert activity of daily living]”. Our coding ontology posits that depicting a patient as refusing to try/assert effort can be interpreted as labeling a patient as lazy or unwillful, when they may be unable to complete tasks due to discomfort or decreased health status.

Information gathered from doubt markers feature importance and contribution plots, as well as from annotator notes and feedback also show patterns that reflect doubt marker usage across a variety of contexts. Use of “insisted” and “insisting” were consistently labeled as positive for doubt markers. While these words may be helpful in expressing the strong conviction behind patient needs, it is frequently also laden with negative, stubborn, or difficult connotations. The word “claimed”, particularly when describing pain or severity of illness symptoms or pain, was highly likely to be labeled as a doubt marker. Alcohol also had high feature contribution towards positive doubt marker labels. Both annotators described that doubt marker words were frequently employed to report patient alcohol and drug use history, as exemplified in Table 2.

Due to the relatively low classification performance for scare quotes, insights from feature importance and contribution plots may not be consistent or reliable. However, one can
still see stigmatizing labels like “refused” coming up as contributing towards a positive class label. Additionally, “need” is listed in this category as well. These being said, the feature contribution beta is low (less than .1, compared with the other plots in the range of .5 to 1.5).

Ultimately, while scare quotes may be difficult to classify, it is important for providers to reflect on when and why they quote patients. Quoting patients should be done to explain their condition and experience in their own words, when it is important for their care. Careful consideration should be given when quoting patients in order to avoid the possibility of other providers interpreting their quotation as invalidating of testimony.

**Limitations**

With results in mind, it is important to consider several limitations of the current study. Firstly, the dataset consists only of notes from ICU admissions. Patients who actually are admitted reflect a subset of total patients. Many stigmatized patients, particularly those with mental health or substance use problems, may not be admitted due to a variety of structural barriers, interactions with healthcare providers, or concomitant illness.\(^{38-40}\) Low performance on scare quotes may be indicative of the need for additional data (particularly positive classes) to train future models. Across the classifier models, there were many instances of models assigning all negative labels to sentences. This may be due to the complex ways in which scare quotes can manifest, which may arise in the form of juxtaposed negations, i.e.” “patient complained of a ‘fever’, however was testing 98.6”. Other previously operationalized manifestations of scare quotes include quoting inappropriate or excessively long strings of patient testimony, such as “Easily frustrated, especially when asked questions to assess orientation...pt states "you have already asked me this 100 times". Due to the many possible manifestations, it is important to consider different approaches and linguistic structural features within scare quotes.
Additionally, it is important to consider the positionality of labelers in this study. Annotations which trained models were completed by two researchers, who, although trained in reading medical texts and interpreting linguistic bias, have limited scope to the experiences of stigmatization and bias which many patients endure. It is critical to bring in patients and providers across many disciplines for future work towards identifying stigmatizing and biased language in patient notes.

Finally, it is important to convey that despite their performance in classifiers, the operationalizations of linguistic bias features cannot fully capture the ever-changing construct of provider stigma and bias. As language and medicine have changed from 2001-2012 in MIMIC-III notes, there may be words that were acceptable at one time and are only realized to be derogatory over time. The process of identifying stigma and bias must be a continuous effort to keep pace with how stigma and biases evolve over time to evade scrutiny or draw in-group members closer together.\textsuperscript{41,42} While helping providers understand harmful words is an important start, given the changing dynamics of language, bias and stigma, it’s critical to convey the deeper patterns which may drive stigmatization, borrowing from Link and Phelan’s definition. We need to ensure our language avoids painting patient behaviors as static and global character traits, and focuses on neutral descriptions of behavior that seek to inform and support future medical care.

Conclusions

While additional validation and collaborations are needed to improve models from this paper, the models hold high utility for identifying patterns of stigmatizing labels and doubt markers in healthcare systems, particularly for targeting and designing interventions. Large language models like GPT 3.5 were demonstrated to be helpful in identifying relevant and frequently-occurring words in medical text. These, alongside state-of-the-art transformer
classifiers could be used to identify stigmatizing language and help providers neutralize or re-write the text using more patient-centered language.
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**Appendix 1: Lexicons for Doubt Markers and Stigmatizing Labels**

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Stem Word List</th>
<th>Expanded Words (Pruned to)</th>
<th>GPT-3.5 added words</th>
<th>High-noise terms removed</th>
<th>Final Lexicon</th>
<th>Final Lexicon Length</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Doubt Markers</strong></td>
<td>&quot;adamant&quot;, &quot;claimed&quot;, &quot;insists&quot;, &quot;allegedly&quot;, &quot;dubious&quot;, &quot;doubtful&quot;, &quot;dubious&quot;</td>
<td>60 total, reduced to 42. Agreement = 80%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>'suspicion', 'suspicious', 'questionable', 'questioning', 'uncertain', 'hesitant', 'unsure'</td>
<td>['&quot;doubtful&quot;, &quot;dubious&quot;, &quot;dubiously&quot;']</td>
<td>['&quot;doubtful&quot;, &quot;dubious&quot;, &quot;dubious/equivocal&quot;, &quot;dubiously&quot;, &quot;insists&quot;, &quot;insisted&quot;, &quot;insists&quot;, &quot;mistrustful&quot;, &quot;mistrustfully&quot;']</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Stigmatizing Labels</td>
<td>180, reduced to 83. Annotator agreement = .75.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;abuser&quot;,&quot;junkie&quot;,&quot;alcoholic&quot;,&quot;drunk&quot;,&quot;drug-seeking&quot;,&quot;nonadherent&quot;,&quot;agitated&quot;,&quot;angry&quot;,&quot;combative&quot;,&quot;noncompliant&quot;,&quot;confront&quot;,&quot;noncooperatively&quot;,&quot;defensive&quot;,&quot;hysterical&quot;,&quot;unpleasant&quot;,&quot;refuse&quot;,&quot;frequent-flyer&quot;,&quot;reluctant&quot;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>['&quot;hysterical&quot;,&quot;aggressive&quot;,&quot;drug addict&quot;,&quot;non-compliant&quot;,&quot;lazy&quot;,&quot;attention-seeking&quot;,&quot;manipulative&quot;,&quot;hypochondriac&quot;,&quot;difficult&quot;,&quot;mentally unstable&quot;,&quot;troublesome&quot;,&quot;irresponsible&quot;,&quot;irrational&quot;,&quot;needy&quot;,&quot;demanding&quot;,&quot;disruptive&quot;,&quot;uncooperative&quot;,&quot;unreliable&quot;,&quot;high maintenance&quot;,&quot;attention-seeker&quot;,&quot;dramatic&quot;,&quot;attention-seeking&quot;,&quot;lazy&quot;,&quot;invalid&quot;,&quot;faker&quot;,&quot;irrational&quot;,&quot;hostile&quot;,&quot;aggressive&quot;,&quot;challenging&quot;,&quot;uncooperative&quot;,&quot;deceptive&quot;,&quot;demanding&quot;,&quot;unreliable&quot;,&quot;high-strung&quot;,&quot;self-destructive&quot;,&quot;unstable&quot;,&quot;manipulative&quot;,&quot;entitled&quot;,&quot;attention-seeking&quot;,&quot;violent&quot;,&quot;drug seeker&quot;,&quot;maligner&quot;,&quot;faker&quot;,&quot;mentally ill&quot;,&quot;dangerous&quot;,&quot;delusional&quot;,&quot;needly&quot;,&quot;overly sensitive&quot;,&quot;unstable&quot;,&quot;irrational&quot;]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'questioningness', 'unbelieving', 'unsureness', 'skepticness', 'questioningness', 'doubtingly', 'unbelievingly', 'skeptically', 'mistrustingly', 'unbelievingly', 'questioningly', 'doubtingly', 'skeptically', 'mistrustfully', 'questioningly', 'doubtingly', 'skeptically', 'mistrustfully&quot;']</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>127</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 2: Stigmatizing Labels Ontology

Coding Process

DW and AT met for 1 hour before the first round of coding began. During this time they discussed rationale and literature backgrounds for each of the three linguistic bias features, then proceeded to co-code 5 examples not included in the subsequent datasets. Then, each annotator coded the same random sample of 100. AW and AT met to discuss each of the disagreements in this sample, and used these examples to further inform ontology development for the final sample. Coders were able to reach agreement on all of the linguistic bias features after discussing disagreements.

After calculating agreement and meeting to adjudicate disagreements, AT coded an additional 400 sentences, and DW coded 500 sentences for each linguistic bias term. Table 2 displays the results of the reliability dataset, including frequencies of class labels, as well as final results from the 1000 sentence dataset, with notable sentence notes, chosen out of a selection marked by coders for potential manuscript examples.

Link and Phelan Stigma Definition

Stigma has been defined by social psychologists Link and Phelan as a social process that is characterized by the interplay of
1. **Labeling**: Identifying individuals as belonging to a particular group. Status loss and discrimination involves a negative evaluation of a groups’ attributes and its members relative to another group. Commonly used with nouns (static label) or direct adjectives to patient (patient is insistent on receiving water vs patient was repeatedly asking for water). Nouns/direct adjectives work to label patients as static qualities rather than specific, isolated behaviors.

2. **Stereotyping**: ascribing a proclivity towards a specific behavior or characteristic to members of a labeled group.

3. **Separation**: involves distancing from the group, and drawing lines of “us versus them”.

4. **Status loss and discrimination**: involve a negative evaluation of a groups’ attributes and its members relative to another group. (Comparing this patient with others, or patient vs provider)

5. **Occurs within a context of power**, such as that of the patient-provider relationship.

(Link & Phelan, 2001)

*Stigmatizing labels and negative descriptors in charts*

Stigmatizing labels to describe groups are often used to perpetuate stereotypes, and when used by providers, can lead to feelings of stigmatization and reduced trust among their patients. Much of the recent work on identifying and reducing stigmatizing labels has come from providers seeking to improve care for patients with substance use disorders. A recent NIDA study published a list of words to avoid using around patients with substance use disorders, including "addict", "abuser", "user", or "junkie", which have been found to be associated with
perceived stigmatization by patients. (Abuse, 2021a) Similar studies have been applied to other chronic illness populations, identifying terms like “sickler”, “frequent flier” or “drug-seeking”, which may be used to further stigmatize patients with chronic illnesses who are often admitted into the hospital. (Abuse, 2021b; Glassberg et al., 2013; Goddu et al., 2018) While some providers may argue that these terms may be useful in flagging unwanted patient behaviors or mental states, a recent study has shown that patients exposed to language written about them by providers which included stigmatizing labels resulted in patients feeling unfairly judged, labeled, and disrespected. (Fernández et al., 2021)

Recent research led by Michael Sun and colleagues on over 40,000 clinical notes has found disparities in presence of “Negative Descriptor” words, evaluated by the Health Equity Commission of the Society of General Internal Medicine, which included commonly used terms in the EHR such as “(non-)adherent, aggressive, agitated, angry, challenging, combative, (non-)compliant, confront, (non-)cooperative, defensive, exaggerate, hysterical, (un-)pleasant, refuse, and resist”. This study found that compared to White patients, Black patients had 2.54 times the odds of having at least one negative descriptor written in their history and physical notes. (Sun et al., 2022) Research into stereotype expression in language has found that even seemingly innocuous category labels may prompt others to perceive target individual actions and characteristics as “static” aspects of their identity, and exaggerate differences across groups and similarities within them. (Beukeboom & Burgers, 2017) These labels can be used to justify clinical decision-making, withholding of resources, or to confer doubt upon patient testimonies. (Beukeboom, 2014) While current recommendations encourage use of person-centered, neutral language in medical charts, it is important to evaluate the presence of known stigmatizing labels within provider notes to mitigate the transmission of bias in the EHR.
**Guiding Question:** Does this sentence involve language about the patient which could result in the stigmatization or negative labeling of a patient, which could lead to further status loss/discrimination in the context of the patient-provider relationship?

**Coding Rules**

- **Code = 1:** Yes, sentence involves language that could result in the stigmatization of this patient-- i.e. it involves labeling, stereotyping, separation, which could lead to status loss/discrimination in the context of the patient-provider relationship.
  
  - Yes, clear example:
    - He was demanding dilaudid on admission
    - Patient very needy this shift
  
  - Patient refusing care. (Broadly)
  
  - Refusing: difficult to discern,
    - can be used in stigmatizing way related to daily activities or effort put forth by patient
  
  - If the quote was patient “refusing” a normal daily activity, we code =1.
    - Example: “Patient refusing to put on socks”, which could paint them in a negative, or “stubborn” light. We should instead say “patient not able to put socks on” or “patient does not want socks on”.
This is bc we are placing direct blame on patients due to lack of effort, without considering other factors like inability

- If the quote was describing how the patient was refusing, related to effort on behalf of the patient, code =1.
  - Examples: “Patient refusing to attempt”, “patient refusing to try”, “patient refusing to cooperate”. These may be more related to patient suffering and not getting care they need, and saying the are refusing to put forth effort can be stigmatizing.

- **Code = 0**: No, the sentence does not involve stigmatizing/negative patient descriptors. Stigmatizing word/negative descriptor is not referring to the patient’s static characteristics or would not likely result in status loss/discrimination among the medical team.
  - These are typically when words are used to describe a patients’ specific behavior vs painting a picture about their character in broad strokes.
    - I.e. if they’re refusing, be specific about what they’re refusing
  - Examples:
    - “Waking for some feeds but not demanding yet.”
    - “O2 sats were unreliable and could not be monitored”
    - “Non-adherent bandage”
      - Instead of calling a patient non-adherent to treatment or noncompliant, which would fall under stigmatizing labels/negative pt descriptors
  - Describing patient acute psychosis or “delusion”
“Refusing”

- Refusing a specific medical treatment, without other stigmatizing language or adjectives, would be a 0.
  - Example: “pt refusing to go to CT scan”
- Refusing DNR status-- well within patient right to refuse, and it is important to clearly understand. These would be labeled 0.
  - “Refusing further care” == 0 when discussed in the context of being do not resuscitate/ do not intubate

Appendix 3: Doubt Markers Ontology

Coding Process

DW and AT met for 1 hour before the first round of coding began. During this time they discussed rationale and literature backgrounds for each of the three linguistic bias features, then proceeded to co-code 5 examples not included in the subsequent datasets. Then, each annotator coded the same random sample of 100. AW and AT met to discuss each of the disagreements in this sample, and used these examples to further inform ontology development for the final sample. Coders were able to reach agreement on all of the linguistic bias features after discussing disagreements.

After calculating agreement and meeting to adjudicate disagreements, AT coded an additional 400 sentences, and DW coded 500 sentences for each linguistic bias term. Table 2 displays the results of the reliability dataset, including frequencies of class labels, as well as final results from the 1000 sentence dataset, with notable sentence notes, chosen out of a selection marked by coders for potential manuscript examples.
Doubt markers overview

Linguistic features such as evidentials, defined as “the linguistic coding of epistemology”,¹ are frequently used along with other words referred to as “doubt markers”, to question the veracity of patient testimonies, particularly related to their symptoms and adherence to treatment. (Park et al., 2021)

Among the many words used as doubt markers, words and expressions used to confer uncertainty such as: allegedly, apparently, or verbs like claimed, are often used when describing patient testimonies, for example: “patient claimed their pain was 10/10”.³ These words are often used to discuss the veracity of patient symptoms and adherence to treatment.

Disparities have been found among usage of these terms across race and gender, where patients who were women and patients who were Black were found to have significantly higher frequencies of doubt markers in their provider notes than patients who were men or White.³ The extent to which providers use doubt markers is posited to be reflective of the amount of doubt and uncertainty a provider has on patient testimony, and is thus hypothesized to impact trust within the patient-provider relationship, and related outcomes like leaving against medical advice or in pain management strategies.²,³

Providers may use words when describing patient testimony in combination with stigmatizing labels or negative descriptors of patients to transmit their stance, or expression of attitudes, feelings, and judgment about patients to other providers which may impact future treatment and care decisions.⁴

Guiding Question:
Could this sentence be interpreted by a provider in a way that confers doubt towards the patient’s testimony, behavior, or condition?

**Coding Rules**

**doubt_testimony = 1**: Yes, it could be interpreted to cast doubt on patient testimony, behavior, or condition.

a. Examples:
   i. “apparently he was sitting at home on the floor feeling fine when suddenly he felt fatigued all over his body,”
   ii. “the patient insists she gets sick from vaccines.”

**doubt_testimony = 0**: No, this sentence would likely not be interpreted to doubt the patients’ testimony, behavior, or condition.

b. These may just reflect uncertainty in medical results/plan
   i. Example: “Diagnosis remains unclear at this time”

c. They could also be instances when the chart is discussing secondhand information about a patient, like “family believes patient is depressed”. Because testimony is secondhand, this is actually appropriate.

d. Other times, the word may be used to accurately portray a patient’s own doubt or subjectivity around a situation.
   i. Example: “patient believes they have no options left”

**References**


**Appendix 4: Scare Quotes Ontology**

**Coding Process**

DW and AT met for 1 hour before the first round of coding began. During this time they discussed rationale and literature backgrounds for each of the three linguistic bias features, then proceeded to co-code 5 examples not included in the subsequent datasets. Then, each annotator coded the same random sample of 100. AW and AT met to discuss each of the disagreements in this sample, and used these examples to further inform ontology development for the final
sample. Coders were able to reach agreement on all of the linguistic bias features after discussing disagreements.

After calculating agreement and meeting to adjudicate disagreements, AT coded an additional 400 sentences, and DW coded 500 sentences for each linguistic bias term. Table 2 displays the results of the reliability dataset, including frequencies of class labels, as well as final results from the 1000 sentence dataset, with notable sentence notes, chosen out of a selection marked by coders for potential manuscript examples.

**Scare Quotes Overview**

Another linguistic marker of uncertainty that has been previously identified in patient charts are “scare quotes”, which involve the utilization of quotation marks to mock, cast doubt, challenge patient credibility, or insinuate low health literacy when describing the testimony of another individual. (Beach et al., 2021) While use of scare quotes has been documented since the 1950s, some argue that the linguistic phenomenon has been increasing in recent years, both from the rise of “air quoting” gesture in the 80s and 90s, and was commonly employed by Trump prior to and throughout his presidency. (Garber, 2016; Saner, 2017)

While quotations in charts can be useful to describe patient symptoms using their exact language and document patient wishes or concerns, recent linguistic research has identified a troubling prevalence of providers utilizing quotations in ways to mock, manipulate, and regulate the voices of patients. For example, consider the ambiguity added to the sentence: “Patient reports 10/10 pain related to sickle cell crisis.”, when you add “Patient reports ‘10/10’ pain related to ‘sickle cell crisis’. Because of the quotation marks, both 10/10 and sickle cell crisis
could be inferred as being untrue or uncertain. Similar to evidentials and negative patient descriptors, scare quotes have been found to be more prevalent among patients who were Black and among patients who were women. (Beach et al., 2021) Early research on scare quoting in patient charts has recommended that providers utilize quotes only when absolutely necessary to reflect a patient’s exact experience, wishes, or concerns, and that even when made in earnest, unnecessary quotation opens patient testimony up to a level of uncertainty or inference to other providers who may question the veracity of patient conditions or experiences. (Beach & Saha, 2021)

**The goal of this annotation task is to determine whether these sentences identified as matching closed quotation strings and including reference to patient could be interpreted by other providers as “scare quotes”**. We will use a binary system 1/0 to determine whether or not the sentence included a scare quote or not.

We are trying to understand if the use of these quotes could be interpreted to mock, cast doubt, challenge patient credibility, insinuate low health literacy or assign other negative labels to patients. In reading each chart, it’s important to ask: did this need to be quoted? Or could it have been written differently, or more definitively?

**Coding Rules**

**scare_quote = “1”**. Could be interpreted as Scare Quote.

- **Yes**: Cast **doubt** on patient as providing **reliable testimony**.
  - Examples:
    - Stated “migraine” was due to “stress”. Vs-- Patient stated migraine was brought on by stress.
● Yes: Convey ridicule, contempt, stigmatization, or frustration by highlighting
unsophisticated language or limited knowledge

○ Examples:
  ■ Patient repeatedly asked to “get me out of this fucking place”
  ■ Does not believe he has prostate cancer because “his bowels are working fine”

Scare_quote = “0”: Not a Scare Quote.

● Clinical Info, Effect on Life, Values or Preferences. Descriptive of issue

○ Examples:
  ■ Chest pain that “feels like an elephant is on my chest”
  ■ Reported that “this is the worst headache I’ve had in my life”
  ■ When discussing treatment goals, she said “if I cannot breathe without a tube, I don’t want to live. I do not want to suffer. I want to make sure that my family are with me at the end.”

● Quotes bookending the entire narrative, error in formatting

● Describing Acute Psychosis

○ This is a difficult/tricky line, but in the instances where the quotes are used to describe an aspect of a patients’ psychosis, we believe this is medically necessary to communicate, and not a scare quote, despite that it is used to communicate that the patients’ view is unreliable.

○ Examples:
  ■ [Pt] then transiently sits up saying clearing "what's going on here"
Pt able to sleep intermit overnight, however, pt reported having several bad dreams and awoke very disoriented (calling the nurse the "president's dgtr").

Appendix 5: Best Performing Model Hyperparameters

Stigma Model hyperparameters:

- RF: {'max_depth': None, 'min_samples_split': 2, 'n_estimators': 200}
- NB: {'alpha': 1.0}
- Log Reg: {'C': 1.0}
- RoBERTA: {'Max_len': 128, 'Batch_size': 4, 'epochs': 10, 'learning_rate': 1e-5}

Doubt Markers Hyperparameters:

- RF: {'max_depth': None, 'min_samples_split': 2, 'n_estimators': 100}
- NB: {'alpha': 1.0}
- Log Reg: {'C': 1.0}
- RoBERTA: {'Max_len': 512, 'Batch_size': 4, 'epochs': 10, 'learning_rate': 1e-5}

Scare Quote Model Hyperparameters:

- RF: {'max_depth': None, 'min_samples_split': 5, 'n_estimators': 100}
- NB: {'alpha': 1.0}
- Log Reg: {'C': 0.01}
- RoBERTA: {'Max_len': 512, 'Batch_size': 8, 'epochs': 10, 'learning_rate': 1e-5}
Aim 2: Distribution of stigmatizing and doubt-marking language in EHR across patients, providers, and frequently-stigmatized diagnoses

Abstract

Objective: To evaluate the distribution of stigmatizing and doubt-marking language across patient and provider characteristics across a large de-identified EHR dataset.

Background: Electronic health records are a critical medium through which patient stigmatization is created and perpetuated among healthcare teams.

Materials and Methods: We applied supervised learning text classifiers on a large, de-identified EHR dataset. We assessed differences in rates of stigmatizing and doubt marking language across a variety of patient demographic and provider-level predictor variables, and assessed clustering of features in notes across patient and provider levels. Results: We found higher rates of stigmatizing labels per chart among patients who were Black or African American (RR: 1.16, 95% CI: 1.08, 1.25), among patients with Medicare/Medicaid or government-run insurance (RR: 2.46, 95% CI: 2.32, 2.61), self-pay insurance (RR: 2.12, 95% CI: 1.45, 2.95), and patients with symptomatic HIV diagnosis, (RR: 2.59, 95% CI: 2.16, 3.08), obesity (RR: 1.98, 95% CI: 1.83, 2.14), and opioid use disorder (RR: 2.79, 95% CI: 2.48, 3.11). Patterns among doubt markers were similar, though male patients had higher rates of doubt markers per chart (RR: 1.25, 95% CI: 1.11, 1.42). Across different provider types, we found significantly increased rates of stigmatizing labels among nurses (RR: 1.40, 95% CI: 1.30, 1.50), and social workers (RR: 2.25, 95% CI: 1.76, 2.84) when compared with physicians, and similar patterns of increased doubt markers. We found significant interaction effects between race and insurance type, showing increased rates of stigmatizing labels and doubt markers among Black/African American patients across all levels of insurance. Discussion: Distribution of linguistic bias features in charts
showed consistent trends across historically stigmatized patients. Stigmatization and doubt marking is perpetuated by multiple provider types. This language is likely driven by multiple, intersectional factors contributing to inequitable language use in charts. **Conclusions:** Results and methods from this study can help build future assessments of linguistic stigmatization and care outcomes, and target interventions to reduce stigmatization across provider teams.

**Introduction**

Language is a powerful medium by which structural marginalization is forged and maintained. Linguistic bias has been defined as “a systematic asymmetry in word choice as a function of the social category to which the target belongs”.¹ Although there are a variety of ways in which linguistic bias can manifest,² they all facilitate the transmission of “essentialist beliefs about social categories”, which work to deindividuate human beings, and assert that members of particular groups contain inherent shared characteristics making them fundamentally distinct from others across situations. While stereotypes have traditionally been studied in the context of intrapersonal beliefs, investigating stigmatization and stereotyping in language can offer us a lens through which we can examine the processes by which stigmas and stereotypes are developed, perpetuated, and shared across groups.³ Recent research summarization efforts in linguistic bias and stigmatization by Beukeboom and Burgers has produced a useful framework, titled the Social Categories and Stereotypes Communication Framework, which can be applied in efforts to understand and investigate these critical processes.³ This framework posits that stereotypes and stigmas, which exist in a shared cognitive space among groups, influence and are influenced by communicative context through which others are discussed. When discussing others, this communicative context is made up of 1) biases in linguistic labeling, which denote and ascribe categories of others as de-individualized members of groups, and 2) biases in how
behaviors and characteristics are described. These processes forge and perpetuate structural marginalization through depersonalization, exaggerating the degree to which “others” are viewed as parts of a distinct group with shared essentialist characteristics, rather than as individuals with unique traits and behaviors.

Healthcare encounters are sites in which providers may deploy stigmatizing language in ways that work to further enforce and create multiple forms of structural marginalization. Recent research investigating linguistic bias in the medical record has identified salient features of bias within the language of provider notes, namely focused on the expression of degree of trust or doubt in patient testimony through use of stigmatizing labels, as well as “doubt markers”. Stigmatizing labels to describe groups are often used to perpetuate stereotypes, and when used by providers, can lead to feelings of stigmatization and reduced trust among their patients. Much of the recent work on identifying and reducing stigmatizing labels has come from providers seeking to improve care for patients with substance use disorders. A recent National Institute on Drug Abuse publication described a list of words to avoid using around patients with substance use disorders, including "addict", "abuser", "user", or "junkie", which have been found to be associated with perceived stigmatization by patients. Similar studies have been applied to other chronic illness populations, identifying terms like “sickler” or “frequent flier” which may be used to further stigmatize patients with chronic illnesses who are often admitted into the hospital.

Linguistic features such as doubt markers, or evidentials, which are defined as “the linguistic coding of epistemology”, are words that are frequently used in chart language to question the veracity of patients. Among the many words used as evidentials, words and expressions used to confer doubt or uncertainty such as: allegedly, apparently, or verbs like
"claimed," are often used to when describing patient testimonies, for example: “patient claimed their pain was 10/10”.

Research on the transmission of provider bias through clinical notes has identified many common manifestations of both negative and positive bias within patient charts, and preliminary research into this text and language-based transmission of bias towards patients has found associations with disparities in care across race, gender, drug use, and other marginalized conditions. A review of major recent findings of stigmatizing language in healthcare notes across structurally marginalized groups is provided in Table 1.

Table 1: Summary of recent findings related to linguistic stigmatization of structurally marginalized patient groups in the electronic health record

<table>
<thead>
<tr>
<th>Patient Characteristic</th>
<th>Major findings related to stigmatization in electronic health record</th>
</tr>
</thead>
</table>
| Gender                 | -Women had higher rates of doubt markers and evidentials than men \(^5\)  
                         | -Across a variety of conditions, providers distrust women especially when reporting pain and providing pain management \(^14,15\) |
| Race                   | -Patients who were Black had higher rates of doubt markers and evidentials than patients who were White \(^5\)  
                         | -Patients who were Black had 2.54 times the odds of having “Negative Descriptor” words such as “(non-)adherent, aggressive, agitated, angry, challenging, combative, (non-)compliant, confront, (non-)cooperative, defensive, exaggerate, hysterical, (un-)pleasant, refuse, and resist” \(^16\) |
| Socioeconomic Status   | -A recent study examining patients with Affordable Care Act coverage or no insurance coverage reported feelings of perceived stigma derived from poor patient-provider communication, where patients often felt belittled or not respected by providers \(^17\)  
                         | -Similar to the way race and gender impact providers’ beliefs around patient pain, recent studies have shown that providers also |
are less inclined to believe pain from patients of low socioeconomic status.\textsuperscript{18}

-Beyond the significant structural barriers present for low-income patients to access healthcare, it is hypothesized that stigma plays a large role in reducing healthcare access.\textsuperscript{17,19}

<table>
<thead>
<tr>
<th>Stigmatized Diagnoses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sickle cell disease</td>
</tr>
<tr>
<td>- Patients with SCD, who are primarily Black, require pain medication during vaso-occlusive crises (VOCs), and often experience discrimination from providers of all types centered around disbelief of pain.\textsuperscript{20} During VOCs, SCD patients often require high doses of opioids to treat intense pain crises, which fuels the false assumption that patients with SCD are “Drug Seeking”, or are addicted to opioids. \textsuperscript{21} -Many surveyed providers endorsed stigmatization of SCD patients, particularly long-term patients who are dubbed “frequent flyers” or “sicklers”, who develop “drug-seeking” reputations among patient teams and may be less readily prescribed opioids to treat their pain crises.\textsuperscript{21}</td>
</tr>
<tr>
<td>HIV/AIDS</td>
</tr>
<tr>
<td>- Patients have reported that during encounters with clinical providers, that stigmatization commonly manifests as providers taking unnecessary or excessive efforts to prevent self-exposure, to using stigmatizing language with them, to denying access to proper treatment or other services.\textsuperscript{22}</td>
</tr>
<tr>
<td>Opioid Use Disorder</td>
</tr>
<tr>
<td>- The National Institute on Drug Abuse recently encouraged clinical staff to avoid using terms like “addict”, “abuser”, “junkie”, “dirty/clean” to mitigate stigmatization \textsuperscript{9} - Many people, providers included, believe that people with OUD are culpable for their illness, viewed as“addicts”, or people who are “weak” and exhibit “bad character”. \textsuperscript{23} A national survey of primary care providers 2021 found high levels of stigmatizing attitudes related to OUD.</td>
</tr>
<tr>
<td>Obesity</td>
</tr>
<tr>
<td>- The common stereotype among medical providers is that patients with obesity have little willpower and will fail to adhere to provider recommendations on behavior change to lose weight, despite the numerous genetic, environmental, and socio ecological factors that may have led to patients having obesity.\textsuperscript{24}</td>
</tr>
</tbody>
</table>
Providers may use words when describing patient testimony in combination with stigmatizing labels or negative descriptors of patients to transmit their stance, or expression of attitudes, feelings, and judgment about patients to other providers which may impact future treatment and care decisions. Across the domain of gender, this has led to inequities in treatment and research, where men’s health issues are often treated and investigated more intensively than women. These significant inequities of providers’ belief in patients who identify as women have been hypothesized to lead to high amounts of under or mis-diagnosed treatment plans, reduction in provider trust and patient quality of life, and poorer quality of care.

Racial biases against patients identified as non-White also heavily contribute to inequalities in pain management decisions and provider perceptions of patient pain. This effect can be found even in children, where Black children are 60%, and Hispanic children 50% as likely as White children to be prescribed opioids. Another recent study showed significant disparities in analgesic and opioid prescription rates in among a cohort of nearly one million children being treated for appendicitis, wherein Black children had 20% the odds of being prescribed opioids to treat severe pain as White children, and only 10% the odds of being prescribed any analgesic medications when presenting with appendicitis. Much of this stigma is centuries old, dating back to the 19th century, through beliefs that Black patients could withstand greater amounts of pain, that their bodies were “tougher” than White bodies, and thus did not need as much pain medication or anesthesia. Despite current awareness of the racist myths perpetuated by the eugenics movement, many of these biases persist subconsciously today in
providers and are still embedded into medical education systems. A 2016 study showed that large proportions of medical students (nearly 50%) believed Black bodies to be biologically different than White bodies, particularly that they are “stronger” or “tougher” than White bodies, and feel less pain.\textsuperscript{28,33}

These socially constructed stigmas and implicit biases are often intertwined with specific diagnosis as well to affect care outcomes. Higher reports of perceived discrimination and provider-based experiences of injustice among patients with sickle cell disease have been shown to be associated with higher pain scores, lower medication adherence, and reduced trust.\textsuperscript{34–36} Experiences of distrust have also been associated with higher rates of hospital self-discharge, associated with a variety of negative clinical outcomes.\textsuperscript{37} HIV-related stigma has been found to undermine patient access to care, reduce rates of viral load testing, and reduce treatment adherence of antiretroviral and Pre-Exposure Prophylaxis (PrEP) therapies.\textsuperscript{38,39} A recent study on opioid use disorder-related stigma found that this provider-held stigma was negatively associated with the likelihood of prescribing OUD medications, and negatively associated with supporting increased access to Medications for Opioid Use Disorder (MOUD) such as buprenorphine and methadone.\textsuperscript{40} As rates of obesity have risen in the US, patients with obesity report worse communication with physicians via perceiving less respect and attention from providers, and spending less time with physicians.\textsuperscript{41} It has been hypothesized that this reduction in time spent with patients has significant impacts on rapport or relationship-building, which may further drive weight-based stigmatization.\textsuperscript{41,42} These jokes create environments that perpetuate stereotypes and negative attitudes and harm patients.\textsuperscript{24} Consequences of weight-based stigma and biases include deterioration of provider-patient relationships and trust, reduced adherence to medical plans, and delay of care among patients experiencing weight-based bias by their providers.\textsuperscript{24,43,44} Much of
the way provider stigma is experienced by people with a variety of structurally marginalized traits or diagnoses such as sickle cell, HIV, OUD, and obesity happens through provider language; this language reflected in medical charts makes stereotypes more accessible and readily employed across the healthcare team, leading to dehumanization, discrimination, and inequities in health outcomes. 45

Research into stereotype expression in language has found that even seemingly innocuous category labels may prompt others to perceive target individual actions and characteristics as “static” aspects of their identity, and exaggerate differences across groups and similarities within them.1 These labels can be used to justify clinical decision-making, withholding of resources, or to confer doubt upon patient testimonies.2 In the era of the 21st Century Cures Act, the 2016 health equity legislation which expanded transparency and access to patients’ charts, it is imperative to assess the degree to which language in the electronic health record can perpetuate stigmatization among health care teams and patients themselves. 46–48

This study aims to examine the distribution of stigmatizing and doubt-marking language features, guided by the Social Categories and Stereotypes Communication framework’s concepts of differential use of labeling and behavioral/characteristic descriptions, across patient and provider-level predictors within a large, de-identified EHR dataset. The identification of stigmatizing and doubt-marking language features will be guided by previous work in development of supervised learning text classifiers.

**Methods**

In order to assess the distribution of stigmatizing and doubt marking language features across patient and provider predictors, we utilized a natural language processing approach
consisting of: 1) CARE-SD expanded lexicon matching with sentences of EHR free-text notes, 2) application of CARE-SD supervised learning classifiers matched free-text EHR sentences, which provided refined approach to identify presence of linguistic bias features at the chart sentence level, 3) aggregate rates of stigmatizing labels and doubt markers at note, and then the patient and provider levels, 4) Assess distributions and associations across different patient and provider characteristics using Poisson generalized linear regression models. An overview of this pipeline is provided in Figure 1.

**Figure 1: Natural language processing pipeline to assess the distribution of stigmatizing labels and doubt markers across a large, de-identified EHR dataset**
The Medical Information Mart for Intensive Care, or “MIMIC-III”, is a freely-available database of comprehensive, de-identified EHR, free-text notes, and event documentation for over 40,000 patients admitted to the ICU at Beth Israel Deaconess Medical Center in Boston, MA from 2001 to 2012. This dataset contains over 1.2 million clinical provider notes, across nearly 50,000 admissions. Because this dataset contains freely-available, EHR from ICU providers from a diverse range of conditions and age ranges, it is a valuable resource for assessing the distribution of stigmatizing and doubt-marking language features.

Data preparation

In the data preparation phase of our study, we employed a comprehensive approach to process and analyze the textual data from the MIMIC-III dataset. Our initial step involved merging regular expression (regex) matches with previously established lexicons to identify instances of stigmatizing labels and doubt markers within the EHR.

CARE-SD: Classifier-based Analysis for Recognizing and Eliminating Stigmatizing and Doubt Marker Labels in Electronic Health Records

Lexicons and supervised learning classifiers for stigmatizing labels and doubt markers were derived from the “CARE-SD: Classifier-based Analysis for Recognizing and Eliminating Stigmatizing and Doubt Marker Labels in Electronic Health Records” toolkit. Previous work in development and validation of this toolkit with the MIMIC-III dataset is provided in greater detail in prior publications, and the toolkit can be found on Physionet and Github.

Stigmatizing labels

Stigmatizing label lexicon development for was guided by literature on stigmatizing language in medical care, specifically from the NIDA “Words Matter” publication, Sun’s “Negative Patient Descriptors: Documenting Racial Bias in the Electronic Health Record”, as
well as Zestcott’s “Health Care Providers’ Negative Implicit Attitudes and Stereotypes of American Indians”. The initial stem word list consisted of 18 words: 


This list was subsequently expanded using contextual word embeddings models and GPT 3.5 models, and pruned by expert clinical and public health annotators. Supervised learning natural language processing classifiers were developed from an annotated sample derived from MIMIC-III charts with matching sentences containing lexicon terms, resulting in a logistic regression classifier model with 81% accuracy, 75% positive class precision, 84% positive class recall, and .79 macro-F1 score. These findings were comparable to human annotator agreement, which was calculated at 87% (kappa = .74).

**Doubt markers**

Doubt marker lexicon development was guided by literature on use of “doubt markers” in medical care, specifically led by Beach and colleagues, which identified words such as “claims”, “insists”, and “adamant” or “apparently”, which have been found to be used to discredit or invalidate patient testimony. The 6 words included on the initial stem list were: "adamant", "claimed", "insists", "allegedly", "disbelieves", "dubious".

Appendix 2 provides a final lexicon list used to develop annotation samples used to refine the supervised learning models, for both stigmatizing labels and doubt markers. Supervised learning natural language processing classifiers were developed from an annotated sample derived from MIMIC-III charts with matching sentences containing lexicon terms, resulting in a RoBERTa classifier model with 86% accuracy, 86% positive class precision, 71% positive class
recall, and .84 macro-F1 score. These findings were comparable to human annotator agreement, which was calculated at 87% (kappa = .73).

**Analyses and Data Preparation**

Our pre-processing steps to prepare the MIMIC-III dataset, included removing all duplicate charts, as well as those labeled as EEG or Radiology, in order to restrict to charts more likely to have subjective narrative and patient history text data.

Following this, we ran previously developed supervised learning classifier models, trained by clinical annotators, to more precisely identify and classify these language features to match instances in which human clinical annotators deemed language to be stigmatizing our doubt-inducing. These supervised learning models were applied on any sentences which contained lexicon matches from the stigmatizing labels and doubt marker word list.

We then merged the predictive sentence-level labels with all sentences in the MIMIC-III dataset. Next, we then aggregated the presence of stigmatizing labels and doubt markers at the note level. We then merged caregiver data from the caregiver table using the Caregiver Identifier (CGID), and patient data from the patients table using the Subject Identifier (SubjectID). Patient insurance and ethnicity were merged from the Admissions table (HADM_ID), and in order to simplify analyses, we selected the first appearing insurance and ethnicity value listed in the dataset for each patient. Patient race/ethnicity free-text categories were organized into a smaller number of distinct categories to facilitate use in regression analyses. We also re-organized the free-text provider type label fields into distinct categories, which was guided by Society of Critical Care Medicine provider type categories, and conducted by IW, who has clinical intensive care unit experience as a PA-C. Provider type and race/ethnicity labels and categories are provided in Appendix 1. Patient diagnoses were derived as binary variables (having the diagnosis
or not) by linking ICD-9 patient codes from the “diagnoses_icd” table, using regular expressions to capture relevant codes for sickle cell disease, opioid use disorder (OUD), HIV (symptomatic), and obesity.

To facilitate analysis at both the patient and provider levels, we summarized outcomes of stigmatizing labels and doubt markers at these respective levels. Prior to model building, we conducted univariate and bivariate descriptive analyses to assess distribution of outcomes and predictor variables across levels of patients and providers. We also assessed bivariate correlations of the patient and provider level outcomes of stigmatizing labels and doubt markers.

**Patient/Provider Clustering**

As part of our exploratory data analysis, we calculated median incidence rate ratios using multilevel poisson models in order to compare the clustering of stigmatizing labels and doubt markers within notes at the patient and provider levels. The median incidence rate ratio helps to describe the relative change in the rate of stigmatizing labels and doubt markers per chart, when comparing identical charts from two randomly selected different rate-ordered clusters. A value of 1 suggests completely independent note samples, with larger values indicating greater proportion of linguistic feature rates per note variance explained by a given cluster, in this case patient and provider.

**Poisson Regressions assessing patient/provider predictors on stigmatizing labels and doubt markers**

In order to assess differences in the rates of stigmatizing labels and doubt marker linguistic features per chart, per patient and provider, we conducted Poisson Regression models, assessing each patient and provider-level variables in separate models, while using the offset of the natural
log of total number of charts in order to account for differences in frequencies in charts across patients and providers. The model form for both the patient-level and provider-level model sets are provided below.

*Model Set 1 and 2: Patient and provider-level predictors of stigmatizing labels, doubt markers*

\[
\log(\lambda_{\text{pt or provider}} [\text{Stigmatizing Labels or Doubt Markers}]) = \beta_0 + \beta_1(\text{Predictor})X_{\text{pt or provider}} + \log(\text{Total # of Charts})
\]

*Interaction Models*

Following the series of models evaluating associations with individual predictors, we conducted a series of interaction models with each of the patient demographic predictors with a new race variable, re-categorized as “Black/African American” and “Not Black/African American”, to assess strata-specific differences among intersectional combinations of race and insurance status, gender, and each of the four stigmatizing diagnoses selected for the study. We then conducted strata-specific estimates to assess the differences in regression betas predicting linguistic feature outcomes among patients who are Black/African American and patients who are not Black/African American.

*Results*

Tables 1 and 2 offer descriptive statistics on all demographic predictors and linguistic stigma features, summarized from the note to the patient (Table 1) and provider (Table 2) levels. Of note, because the dataset spanned from 2002-2012 and was summarized at the patient level, we did not include Age as a demographic factor of interest due to the inconsistencies in
anchoring it across a large stretch of time. Table 2 provides descriptive statistics for patient rates of stigmatizing labels and doubt markers, as well as rates per note. Both outcomes were found to have non-normal distributions, with high degree of right-skew. Table 3 describes the frequencies of different provider types in this sample of 1,880 providers. Registered nurses (53.4%) and physicians (31.4%) composed the majority of providers in this sample. Table 4 provides descriptive statistics for provider rates of stigmatizing labels and doubt markers, as well as rates per note.

Table 1. Demographic descriptive statistics across patient racial, insurance-based, gender, stigmatizing diagnoses among patients in the MIMIC-III dataset

<table>
<thead>
<tr>
<th>Race/Ethnicity*</th>
<th>Overall (N=11630)</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>8312 (71.5%)</td>
</tr>
<tr>
<td>Asian</td>
<td>353 (3.0%)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>945 (8.1%)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>440 (3.8%)</td>
</tr>
<tr>
<td>Native American/Alaskan Native</td>
<td>16 (0.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>345 (3.0%)</td>
</tr>
<tr>
<td>Unknown/Declined</td>
<td>1219 (10.5%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Insurance</th>
<th>Overall (N=11630)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private</td>
<td>4509 (38.8%)</td>
</tr>
<tr>
<td>Government^</td>
<td>353 (3.0%)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>1211 (10.4%)</td>
</tr>
<tr>
<td>Medicare</td>
<td>5450 (46.9%)</td>
</tr>
<tr>
<td>Self Pay</td>
<td>107 (0.9%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Overall (N=11630)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>5086 (43.7%)</td>
</tr>
<tr>
<td>Male</td>
<td>6544 (56.3%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Diagnoses</th>
<th>Overall (N=11630)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sickle Cell Disease</td>
<td>25 (0.2%)</td>
</tr>
<tr>
<td>Opioid Use Disorder</td>
<td>217 (1.9%)</td>
</tr>
<tr>
<td>Obesity</td>
<td>674 (5.8%)</td>
</tr>
<tr>
<td>Symptomatic HIV</td>
<td>115 (1.0%)</td>
</tr>
</tbody>
</table>

*Race/ethnicity simplified due to low cell-count for multiple values. List of categorizations provided in Appendix 1.
Government insurance represents non-Medicare and non-Medicaid types of government-supported insurance, including programs from the Department of Defense TRICARE, Veterans Health Administration program, or Indian Health Service.

Table 2: Patient-level descriptive statistics on rates of stigmatizing labels and doubt markers per EHR note within the MIMIC-III dataset

<table>
<thead>
<tr>
<th></th>
<th>Frequencies (N=11630 patients)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stigmatizing Labels Count Per Patient</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>.5 (1.99)</td>
</tr>
<tr>
<td>Median [Min, Max]</td>
<td>0 [0, 90]</td>
</tr>
<tr>
<td><strong>Doubt Marker Labels Count Per Patient</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>0.09 (0.48)</td>
</tr>
<tr>
<td>Median [Min, Max]</td>
<td>0 [0, 29]</td>
</tr>
</tbody>
</table>

*Race/ethnicity simplified due to low cell-count for multiple values. List of categorizations provided in Appendix 1.

Table 3. Frequencies of provider types within the MIMIC-III dataset

<table>
<thead>
<tr>
<th>Provider Types*</th>
<th>Overall (N=1880)</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPs (NPs, PA-Cs)</td>
<td>31 (1.6%)</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>4 (0.2%)</td>
</tr>
<tr>
<td>Physicians</td>
<td>590 (31.4%)</td>
</tr>
<tr>
<td>Registered Dieticians</td>
<td>23 (1.2%)</td>
</tr>
<tr>
<td>Registered Nurses</td>
<td>1004 (53.4%)</td>
</tr>
<tr>
<td>Rehab (OTs/PTs)</td>
<td>49 (2.6%)</td>
</tr>
<tr>
<td>Respiratory Therapists</td>
<td>42 (2.2%)</td>
</tr>
<tr>
<td>Social Workers</td>
<td>47 (2.5%)</td>
</tr>
<tr>
<td>Unknown**</td>
<td>90 (4.8%)</td>
</tr>
</tbody>
</table>

*Provider types simplified due to low cell-count for multiple values. List of categorizations provided in Appendix 1.
**Providers with unknown category excluded from regressions

Table 4. Provider-level descriptive statistics on rates of stigmatizing labels and doubt markers within the MIMIC-III dataset
During exploratory data analysis, we assessed bivariate associations between stigmatizing labels and doubt markers with datasets summarized at the patient, and then provider levels. Spearman rank correlation test showed significant moderate correlation between doubt marker classification labels and stigmatizing classification labels at the patient level (Rho = .1887, p < .001). At the provider level, we found higher correlation between doubt marker classification labels and stigmatizing classification levels at the provider level (Rho = .4459, p < .001).

After calculating the mean incidence rate ratio to describe the levels of outcome clustering, we found the highest degree of clustering for stigmatizing labels per chart to occur at the patient level (Median IRR: 7.08), and the highest degree of clustering for doubt markers per chart at the patient level as well (Median IRR: 147.8). Provider level Median IRRs, while still greater than 1, were lower for both features, with a Median IRR for stigmatizing labels at 3.78, and Median IRR for doubt markers at 4.38. These results provide further support for conducting regression models to assess different characteristics related to stigmatizing and doubt-marking language at the patient and provider levels.

Patient-level models assessing the relationships between various demographic predictors and counts of stigmatizing classifier labels and doubt markers across all patient charts revealed several patterns. These results are displayed in Table 3. Male patients were found to receive 1.25 times the rate of doubt markers per chart than females (95% CI: 1.11, 1.42, p < .0001). With regards to ethnicity and race, we found that when compared to White patients, Black or African
American patients received 1.16 higher rates of stigmatizing labels per chart. All other patients identified with non-White ethnic/racial groups received fewer counts of stigmatizing labels, with patients identified as Native American/Alaskan Natives receiving the lowest (.24 times the rate of White patients). Additionally, patients who were identified as Asian, Other, or Unknown/Declined had significantly fewer rates of doubt marker labels per charts than patients who were identified as White.

Insurance type was also found to have significant associations with both types of stigmatizing linguistic features. Compared to patients with private insurance, patients with Government-run insurance (encompassing all government employee care, Medicaid, or Medicare) had 2.46 times as many Stigmatizing Labels per chart and 2.32 times as many Doubt Markers. Similarly, patients with no insurance, labeled “Self Pay”, had 2.12 times as many Stigmatizing Labels per chart, and 4.94 as many Doubt Markers per chart as patients with Private insurance. Additionally, 3 of the 4 frequently stigmatized disease diagnoses significantly predicted higher rates of Stigmatizing Labels and Doubt Markers per charts. Patients with ICD-9 codes for symptomatic HIV had 2.59 times the rate of Stigmatizing Labels per chart, and 2.40 times the rate of Doubt Markers per chart, compared with patients without HIV. Patients with obesity had 1.98 times higher rates of Stigmatizing labels per chart, and 2.14 times higher rates of doubt markers per chart. Patients with opioid use disorder experienced the highest differences in rates of both stigmatizing labels per chart (2.79 times higher) and doubt markers per chart (3.80 times higher). Finally, patients with Sickle Cell Disease had no significant difference in either type of stigmatizing linguistic feature compared to patients without Sickle Cell Disease.

**Patient-level models- demographic predictors**

**Table 3. Poisson regression results showing relationships between demographic patient**
predictor variables associations with stigmatizing linguistic EHR features per chart. Rate

**Ratios (95%CI)**

<table>
<thead>
<tr>
<th></th>
<th>Stigmatizing Classifier Labels</th>
<th>Doubt Marker Classifier Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (Ref = Female)</strong></td>
<td>1.02 (.97, 1.08)</td>
<td>1.25 (1.11, 1.42)**</td>
</tr>
<tr>
<td><strong>Ethnicity (Ref = White)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>0.54 (0.45, 0.65)**</td>
<td>0.46 (0.27, 0.72)**</td>
</tr>
<tr>
<td>Black/African American</td>
<td>1.16 (1.08, 1.25)**</td>
<td>1.06 (0.88, 1.27)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>0.74 (0.63, 0.86)**</td>
<td>0.78 (0.53, 1.10)</td>
</tr>
<tr>
<td>Native American/Alaskan Native</td>
<td>0.24 (0.08, 0.56)*</td>
<td>1.01 (0.25, 2.63)</td>
</tr>
<tr>
<td>Other</td>
<td>0.42 (0.34, 0.52)**</td>
<td>0.49 (0.30, 0.75)*</td>
</tr>
<tr>
<td>Unknown/Declined</td>
<td>0.66 (0.59, 0.73)**</td>
<td>0.75 (0.59, 0.93)*</td>
</tr>
<tr>
<td><strong>Insurance (Ref= Private)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government-run^</td>
<td>2.46 (2.32, 2.61)**</td>
<td>2.32 (2.03, 2.67)**</td>
</tr>
<tr>
<td>Self-Pay</td>
<td>2.12 (1.45, 2.95)**</td>
<td>4.94 (2.69, 8.25)**</td>
</tr>
<tr>
<td><strong>Diagnoses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV (Symptomatic)</td>
<td>2.59 (2.16, 3.08)**</td>
<td>2.40 (1.51, 3.60)**</td>
</tr>
<tr>
<td>Obesity</td>
<td>1.98 (1.83, 2.14)**</td>
<td>2.14 (1.78, 2.55)**</td>
</tr>
<tr>
<td>Opioid Use Disorder</td>
<td>2.79 (2.48, 3.11)**</td>
<td>3.80 (2.98, 4.77)**</td>
</tr>
<tr>
<td>Sickle Cell Disease</td>
<td>0.41 (0.10, 1.07)</td>
<td>1.54 (0.26, 4.75)</td>
</tr>
</tbody>
</table>

*p is significant at <.05 value

**p is significant at <.0001 value

^ Government-run includes the MIMIC-III insurance categories of “Government”, “Medicare”, and “Medicaid”

Provider type models also showed significant differences across provider types in the number of stigmatizing linguistic features per charts. Of note, we excluded Pharmacists from these analyses due to low cell sizes (n = 4). These results are displayed in Table 4.

Compared with Physicians, several groups of providers were found to have significantly different rates of stigmatizing label and doubt markers per chart.

Advanced Practice Providers (including Physician Associates and Nurse Practitioners) had 0.15 times the rates of Stigmatizing labels per chart, and only .04 times the rates of Doubt Marker labels per chart. Registered Dieticians were also found to have .25 times the rate of stigmatizing labels per chart as Physicians.
On the other hand, Registered Nurses had 1.40 times higher rates of Stigmatizing labels and 1.46 times higher rates of doubt marker labels than physicians. Rehab care team members, consisting of Occupational and Physical Health Therapists, were found to have 2.27 times the rate of doubt markers as Physicians. Finally, Social Workers reported the highest rates of stigmatizing labels and doubt markers, using 2.25 times the rate of stigmatizing labels per chart, and 5.27 times the rate of doubt markers per chart. Respiratory therapists were found to use both stigmatizing linguistic features at similar rates to Physicians.

*Provider-level models- provider type*

**Table 4. Poisson regression results, modeled at the provider level, showing relationships between provider types with stigmatizing linguistic EHR features per chart. Rate Ratios (95%CI)**

<table>
<thead>
<tr>
<th>Provider Type (Ref = Physicians)</th>
<th>Stigmatizing Classifier Labels</th>
<th>Doubt Marker Classifier Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advanced Practice Providers (NPP, PA-C)</td>
<td>0.15 (0.10, 0.21)**</td>
<td>0.04 (0.00, 0.17)**</td>
</tr>
<tr>
<td>Registered Dieticians</td>
<td>0.25 (0.15, 0.37)**</td>
<td>1.18 (0.63, 2.00)</td>
</tr>
<tr>
<td>Registered Nurses</td>
<td>1.40 (1.30, 1.50)**</td>
<td>1.46 (1.21, 1.77)**</td>
</tr>
<tr>
<td>Rehab (OT/PT)</td>
<td>1.18 (0.86, 1.58)</td>
<td>2.27 (1.19, 3.92)*</td>
</tr>
<tr>
<td>Respiratory Therapists</td>
<td>0.92 (0.65, 1.26)</td>
<td>0.35 (0.06, 1.09)</td>
</tr>
<tr>
<td>Social Workers</td>
<td>2.25 (1.76, 2.84)**</td>
<td>5.27 (3.33, 7.98)**</td>
</tr>
</tbody>
</table>

*p is significant at <.05 value  
**p is significant at <.0001 value

Pharmacists removed from regression analyses due to low cell size (n = 4)

Following patient and provider-level predictor models, we also sought to examine interactional effects to test for differences among more intersectional identities. In order to compensate for low racial/ethnic group cell sizes, we re-categorized our race variables into a binary Black or African American indicator vs non-Black/African American. We then conducted
interaction models with gender, insurance type, and each of the 4 stigmatizing diagnoses. All models included all predictors in Table 3 as covariates (Gender, Black/African American indicator, Insurance Type, and Diagnosis). Table 4 presents the results of our interaction models and strata-specific estimates among patients who were and were not Black/African American.

We observed a significant interaction effect among the Black/African American and Non-Black/African American indicator and insurance type (Chi-Sq = 30.72, p<.0001), where patients who were Black/African American with Government-run insurance and patients who were Black/African American, and self-pay had significantly higher rates of stigmatizing labels and doubt markers per chart than non-Black/African American patients with the same insurance types. A similar pattern emerged comparing the outcomes of Doubt markers, where we observed a significant interaction between the Black/African American race indicator and insurance type on the outcome of doubt markers (Chi-Sq = 6.54, p = .038).

Additionally, we found a significant interaction between the Black/African American race indicator and symptomatic HIV diagnosis (Chi-Sq = 5.61, p = .018), where Black/African American patients with HIV had higher rates of stigmatizing labels per charts than non-Black patients with symptomatic HIV. No other significant interactions were detected across the other variables assessed in interaction models.

**Patient-level models interaction model estimates with Black + African American /Non-Black + African American race variable**

Table 5. Patient-level interaction model estimates, with each predictor in the left-hand column interacting with a simplified Black/Non-Black racial category. Rate Ratios (95%CI)
<table>
<thead>
<tr>
<th></th>
<th>Classifier Labels (Non-Black/AA)</th>
<th>Classifier Labels Black/AA</th>
<th>Chi-Sq (p-val)</th>
<th>Classifier Labels (Non-Black/AA)</th>
<th>Classifier Labels Black/AA</th>
<th>Chi-Sq (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (Ref = Female)</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Insurance (Ref= Private)</strong></td>
<td>2.21 (2.08, 2.35)**</td>
<td>4.03 (3.21, 5.08)*</td>
<td>30.72 (p&lt;.0001)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Government-run^</td>
<td>1.63 (1.07, 2.48)*</td>
<td>5.67 (2.74, 11.73)**</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Diagnoses</strong></td>
<td>1.58 (1.25, 2.01)*</td>
<td>2.47 (1.87, 3.25)**</td>
<td>5.61 (p = .018)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HIV (Symptomatic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Opioid Use Disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sickle Cell Disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

All models include covariates of gender, insurance, and each of the four stigmatizing diagnoses.

* p is significant at <.05 value

** p is significant at <.0001 value

^ Government-run includes the MIMIC-III insurance categories of “Government”, “Medicare”, and “Medicaid”

- Indicates Null Interaction Effect

**Discussion**

The differences in distributions of stigmatizing labels and doubt markers within electronic health records largely fit the pattern of demonstrating disproportionately higher rates across historically stigmatized and marginalized groups. These two linguistic features, stigmatizing labels and doubt markers, can be conceptualized as EHR operationalizations of the Social Categories and Stereotypes Communication constructs of “biases in labeling” and “biases and describing behavior”, which provide evidence of the viability of this linguistic framework’s application in the healthcare field.

Results from correlations between doubt markers and stigmatizing labels indicate that these features are frequently used together, and may in tandem work to further stigmatize or invalidate patients’ testimonies. Our finding of 25% higher rates of doubt markers among notes of male patients compared to female patients stands in contrast to previous work, which
identified higher rates of doubt marking language and pain disbelief among female patients.5,15 While the current study stands to illuminate trends on a broad level, our doubt marker classification tools can be used to draw more targeted samples to guide further in-depth qualitative inquiry to identify the specific clinical contexts in which doubt marking language may be differentially applied by gender. There may be certain diagnoses or clinical situations in this ICU setting, such as alcohol or substance-related conditions, which occur more frequently among men and may also coincide with higher rates of doubt marker usage.54 In these contexts, providers often convey degrees of doubt in charts for patient-reported rates of substance use. Still, it is important to weigh doubt marker use against the possibility that these terms may further erode trust among other providers in patients who are already stigmatized as being distrustful by nature of their histories of substance use.

Findings showing significant differences across race identified that Black/African American patients received an estimated 16% higher rates of stigmatizing classifier labels per note, when compared to White patients. This finding is in line with previous work which has identified disproportionately higher rates of stigmatizing or doubt-marking language in charts of patients who are Black or African American, as well as broader trends of provider-held implicit biases.28,30 Given the long history of racial discrimination, health inequities, and broken trust in the healthcare system among Black and African American patients, it is especially important to avoid stigmatizing and doubt marking terms among these patients, and employ more neutral, patient-centered language. All other non-White racial and ethnic groups received significantly less stigmatizing labels, and equal or significantly less doubt markers. These differences may require additional testing across different patient populations, especially given that previous studies assessing trends across racial groups within MIMIC-III frequently simplified racial
categories to Black vs non-Black or into Black, White, and Other due to the low frequency of other minority populations within the sample. 55,56

Insurance, as a proxy indicator for socioeconomic status, revealed higher rates of stigmatizing labels among patients receiving government assistance (Medicare, Medicaid) for insurance, and especially for patients with no insurance, identified as “Self Pay”, when compared with patients with private insurance. This increase is greater in the latter group, which could be conceptualized as a group with the lowest socioeconomic status. 57-59 Still, we recognize that insurance is an imperfect indicator of socioeconomic status, and encourage future work to incorporate a greater variety of indicators to understand its role in driving patient stigmatization and doubt marking.

Of the 4 frequently stigmatized diagnoses selected for this study, we found significantly higher rates of stigmatizing labels and doubt markers across 3 of them, with the exception of sickle cell disease. Disproportionately higher rates were found for patients with obesity, symptomatic HIV, and were highest among patients with opioid use disorder. These trends were largely congruent with a wealth of research documenting experiences of stigmatization, ridicule, and testimonial injustice across these groups. 5,41,60 These trends underscore an increased need for systematic interventions to reduce provider stigmatization across these groups. An absence of difference among patients with sickle cell disease may also be driven by an overall low sample size of patients with SCD within this MIMIC-III dataset sample (n = 25). Additionally, much of the previous research focused on this population has been centered within the first point of hospital contact, the emergency department, which may be staffed with providers unfamiliar with the disease or specific patient needs, or driven by more salient ED factors like high patient volume and rapid triaging efforts. 61,62 While this study saw null results in differences of rates of
stigmatizing and doubt marking features, future studies exploring SCD patient stigmatization should continue to focus on ED and centers which care for higher rates of patients with the disease.

Our findings from the series of interaction models underscore the importance of incorporating intersectionality in the study and intervention of stigmatizing and doubt-marking language in charts, particularly along dimensions of race and socioeconomic status. Patients who were Black or African American received disproportionately higher rates of stigmatizing labels than patients who were not Black or African American, across equal levels of insurance which are often associated with lower SES, i.e. Medicare, Medicaid, and Self-pay. Due to the constraints of the data available, our categorical indicators utilized in interaction models were broad and many specific marginalized racial or SES groups were likely not fully described. In light of these constraints, we contend that these interaction effects likely underestimate the full disparity of stigmatizing and doubt-marking language among patients with multiple stigmatizing identity characteristics.

Findings comparing median incident rate ratios across both stigmatizing labels and doubt markers indicated drastically higher rates of clustering by patient than by provider, for both types of linguistic features. This stark difference shows that while trends in language use are clustered around specific providers, the language around patients is far more consistent. This supports the Social Categories and Stereotypes Communication central assumption that stereotypes are a result of shared cognitive and group-level processes, which may communicate information that is not necessarily wholly supported by individuals alone. For these reasons, it is important to consider the role of ingroup dynamics among a medical team, which is useful to understand how it may be “relationally beneficial” to perpetuate a stereotype, generating similarity and
agreeableness among healthcare team employees. Previous stereotype consensualization research has shown that once a stereotype is shared or known to be believed within groups, the process of refuting the stereotype requires greater processing resources and time, and puts the individual at greater risk for conflict than it does to agree. Additionally, the often necessary process of chart segment duplication and replication, which saves medical teams time and carries pertinent information forward through the EHR, may work to make it even harder to change the stereotyping process in how patients are labeled and how their actions are described. This highlights the need for systems in place such as the ones developed and tested within this study to aid in automatically identifying and classifying stigmatizing language as it happens in real time.

Of all providers, advanced practice practitioners and dieticians in this sample had significantly lower rates of stigmatizing labels, and for APPs, as low as 4% the rate of doubt markers when compared with Physicians. While these results are encouraging, future work is needed to assess these distributions with higher sample sizes for these specific roles. Registered nurses, on the other hand, employed stigmatizing labels and doubt markers at 40 and 46% higher rates than physicians. Out of all of the provider types identified in this sample, nurses are most likely to spend the highest amount of bedside time with patients. It is possible, that while spending time with patients labeled as “difficult”, that they may endure greater frequencies of negative behaviors in forms of verbal or physical abuses from patients and families that may arise out of patient frustrations or conditions. Additionally, due to nurses’ lower status within the hierarchy of medical teams, they may have higher motivation to generate in-group bonding among the medical team, support beliefs in agreement with higher-status team members, and face greater risks with going against shared team stereotypes and assumptions about patients.
Within our sample, social workers had the highest overall rates of both stigmatizing and doubt markers usage within charts. As ancillary health professionals within the healthcare team chain of command, social workers may face similar pressures to agree or conform to group norms as nurses. By nature, social work charts are also often more subjective in nature, which may more frequently describe patient testimonies. Additionally, language may describe whether or not patients qualify for a variety of resources, in which issues like substance use may be frequently described with doubt markers and/or stigmatizing labels. 72 Despite differences between provider types, it is important for all medical professionals to understand the power of their language in charts, and work to ensure that language does not work to manipulate patient narratives and cast undue doubt or perpetuate stigmatization for marginalized patient populations. 73,74

Limitations

While the results of this paper have illuminated important trends in the distribution of stigmatizing linguistic features in the EHR, it is not without limitations. Firstly, due to the predominantly White sample of MIMIC-III, our race and ethnicities had to be simplified in order to incorporate these factors into analyses. This simplification, however, likely results in some degree of erasure or potentially grouping of ethnicities and races which may have very different histories of stigmatization within the medical setting. MIMIC-III may also be limited in the degree of accuracy and granularity of reporting detailed characteristics related to patient identity (i.e. race/ethnicity), as it is encoded primarily by medical staff during admission intake. Still, this variable may better represent how race/ethnicity is perceived and potentially stigmatized by medical staff. Analyses in this study also did not incorporate patient age or time into account,
due to the difficulty in anchoring time at the patient and provider levels. Further work incorporating how time affects the accumulation of stigmatizing and doubt-marking linguistic features is needed to see how patient reputations may emerge and change over time. It is likely that there may also be subtle changes in the language of EHR which occurred over the entire database due to its large range of time from 2001 to 2012. Finally, understanding provider type roles in this context should also seek to incorporate student status, as they represent key mediums through which the medical “hidden curriculum” is transferred from one generation of medical professionals to another. This current study was limited in not including student status, which proved difficult to abstract exact student types and statuses due to the limitation of provider abbreviations and labels in MIMIC-III.

**Impact**

This study has successfully demonstrated the utility of stigmatizing language detection models to assess differences in how patients from a variety of backgrounds and diagnoses are discussed by providers within the EHR. Trends identified in this study should underscore the strong and present threat of stigmatizing and doubt marking language that exists disproportionately among highly marginalized patient groups. The tools utilized in this study have been guided by previous work in stigma and healthcare, and represents a significant step forward by scaling up previous linguistic work by leveraging advances in natural language processing on a large, freely accessible dataset. We believe that similar analyses utilizing the stigma and doubt detection tools and modeling strategies can be applied to assess the distribution of linguistic stigmatizing and doubt-marking features across a wide variety of other EHR datasets and care outcomes. Additionally, tools like the CARE-SD can be adapted and updated
with rapidly evolving natural language processing tools in the future. Large language models, which were implemented in the CARE-SD lexicon development stage, could also be applied through pretraining the models to query more nuanced questions about patient stigmatization patterns, summarize common situations in which stigmatizing language and doubt markers are used, or be applied to destigmatizing medical language once identified. The CARE-SD and MIMIC-III datasets and existing work can provide foundational models and targeted annotation datasets to accelerate future work in this area. In an era of increasing transparency in medical charts, healthcare systems should use tools like the ones implemented in this study to conduct continuous real-time audits of stereotyping and stigmatization in the EHR system. These methods offer us an important lens through which we can assess and intervene on the structural marginalization of our most vulnerable patient populations and reduce healthcare inequities.
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**Appendix 1: Patient Ethnicity and Provider Recategorizations**

Provider recategorization

<table>
<thead>
<tr>
<th>provider_label_final</th>
<th>Unique_Provider_Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physicians</td>
<td>MDs, Res, MD, MSIV, Med St, RO, HMS MS, DML, MDS, Mds, MedRes, HMSIV, MSV, HMS IV, RF, MS V, MedSt, md</td>
</tr>
<tr>
<td>APP</td>
<td>PA, NP, SNP, NNP, SNNP, nnp</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>PharmD, RPh, RPH</td>
</tr>
<tr>
<td>Registered Dieticians</td>
<td>RD, DI, RD,LDN, MS, RD, RD/LDN</td>
</tr>
<tr>
<td>Registered Nurses</td>
<td>RN, CoOpSt, RRT, SN, rn, RNs, NSV, RNC, Rn, CoOPSt, StNurs, CoOpst, CCRN, RNBA, CoWker, DRM, SRN, Nurs, NS, StNRS, Nurse, CM, StNur, RNStu, NSTude, CoWkr, StuNur, Co-Wkr, PracSt, CO-Op</td>
</tr>
</tbody>
</table>
### Appendix 2: Lexicons for Doubt Markers and Stigmatizing Labels

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Stem Word List</th>
<th>Expanded Words (Pruned to)</th>
<th>GPT-3.5 added words</th>
<th>High-noise terms removed</th>
<th>Final Lexicon</th>
<th>Final Lexicon Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stigmatizing Labels</td>
<td>180, reduced to 83. Annotator agreement = .75.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Aim 3: Evaluating the relationships between stigmatizing language features in the EHR and patient care outcomes of opioid analgesic prescription rates and self-directed discharge

Abstract:

Objective: To assess the relationships between counts of stigmatizing labels and doubt marking linguistic features within the electronic health record (EHR) with patient care outcomes of opioid analgesic prescription and dispensation rates, and rates of self-directed discharge from an intensive care unit (ICU).

Materials and Methods: Utilizing supervised learning models developed from prior work, we applied classifiers at the sentence level among patients in the MIMIC-III dataset, and constructed outcomes and covariates from relevant medical events and prescription tables. Poisson and logistic regression models were used to assess the relationships between linguistic features and care outcomes. Results: Each additional stigmatizing label per chart was associated with a 3.5 times higher odds of self-directed discharge (95% CI: 1.49, 8.17, p = .004). Similarly, each additional doubt marker per chart was associated with a 7.1 times higher odds of self-directed discharge (95% CI: 2.08, 24.29, p = .0017). No significant associations were found between stigmatizing labels or doubt markers and opioid prescription or dispensation rates. Discussion: Findings indicate significant associations between stigmatizing and doubt marking language in patient EHR with key reduced quality of care indicators within an ICU setting. While interpretation of causal effects is limited, this study provides further evidence of the potential to explore connections between implicit biases and care outcomes using natural language processing methods in real-world ICU datasets. Conclusions: Findings should provide further support to the ongoing evaluation of the multi-modal ways in which provider-held stigmas can impact patient care. The clear connection of linguistic bias features in EHR notes to salient care outcomes should prompt further efforts to develop meaningful interventions to reduce the transmission of patient stigmas through EHR notes.
Introduction

Provider-held stigmas are widely believed to manifest in discrimination and health inequities among patients. Patients regularly experience stigmatization by providers as a result of their race, gender, sexual orientation, disease status, drug use, and socioeconomic status, or other labeled characteristics identified by provider teams. Patients with multiple stigmatized identities and characteristics experience greater stigmatization and face unique challenges. Leaders across provider specialties and disciplines have long called for investigation of the processes by which provider stigmatization forms and is cultivated among medical teams. While recent efforts to address provider stigma are promising, due to the multifaceted, dynamic, and persistent impacts on health, it is of urgent priority for public and clinical health experts to develop novel methods for measuring and intervening on stigma. Drawing from ecosocial theory, relevant sociolinguistic frameworks, and advances in natural language processing, there is great potential for researchers to investigate manifestations of stigma within the data encoded in electronic health record (EHR) notes. Being able to assess instances of patient stigmatization in the health record could allow healthcare teams the ability to better evaluate and intervene on this wicked problem that drives inequities in health outcomes across marginalized groups.

This paper aims to examine the links between stigmatizing and doubt-marking language in the electronic health record and key quality of care outcomes of opioid prescription rates and patient self-directed discharge. The remaining subsections will focus on defining each of these constructs and outlining the framework we employ to examine these connections between provider stigmatizing language and health outcomes.

Defining Stigma

Stigma has been defined by social psychologists Link and Phelan as a social process that is characterized by the interplay of labeling, stereotyping and separation, which leads to status loss and discrimination, and importantly, occurs within a context of power, such as that of the patient-provider
Labeling occurs whenever we identify individuals as belonging to a particular group. Stereotyping involves ascribing a proclivity towards a specific behavior or characteristic to members of a labeled group. Separation involves distancing from the group, and drawing lines of “us versus them”. Status loss and discrimination involves a negative evaluation of a groups’ attributes and its members relative to another group. As Link and Phelan posit, all of these processes crucially develop in the context of power and power imbalances, which are extremely relevant in the context of provider-patient relationships. Beukeboom and Burgers recently compiled decades of linguistic research on stereotyping and stigmatization to form the Social Categories and Stereotypes Communication Framework. This framework posits that systematic differences in language, manifested by 1) how we label others and 2) how others’ behaviors and characteristics are described, contribute towards shared consensual understandings of perceived stereotypes and group category essentialism for individuals belonging to different groups. Within the context of provider notes, we focus our efforts on understanding stigmatizing labels, which help identify systematic differences in how patients are described, and doubt markers, which help identify the confidence and trust providers have in how patients present themselves in their testimonies, medical complaints, and behaviors.

**Stigmatizing labels**

Stigmatizing labels to describe groups are often used to perpetuate stereotypes, and when used by providers, can lead to feelings of stigmatization and reduced trust among their patients. Much of the recent work on identifying and reducing stigmatizing labels has come from providers seeking to improve care for patients with substance use disorders. A recent NIDA study published a list of words to avoid using around patients with substance use disorders, including "addict", "abuser", "user", or "junkie", which have been found to be associated with perceived stigmatization by patients. Similar studies have been applied to other chronic illness populations, identifying terms like “sickler” or “frequent flier” which may be used to further stigmatize patients with chronic illnesses who are often admitted into the hospital.

Recent research led by Michael Sun and colleagues on over 40,000 clinical notes has found
systematic racial inequities in presence of “Negative Descriptor” words in medical charts, defined by the Health Equity Commission of the Society of General Internal Medicine, which included commonly used terms in the EHR such as “(non-)adherent, aggressive, agitated, angry, challenging, combative, (non-)compliant, confront, (non-)cooperative, defensive, exaggerate, hysterical, (un-)pleasant, refuse, and resist”. This study found that compared to White patients, Black patients had 2.54 times the odds of having at least one negative descriptor written in their history and physical notes.\(^{15}\)

While some providers may argue that these terms may be useful in flagging unwanted patient behaviors or mental states, a recent study has shown that patients exposed to language written about them by providers which included stigmatizing labels resulted in patients feeling unfairly judged, labeled, and disrespected.\(^{16}\)

**Doubt Markers**

Linguistic features such as evidentials, defined as “the linguistic coding of epistemology”,\(^{17}\) are words that are frequently used in chart language to question the veracity of patients. Among the many words used as evidentials, words and expressions used to confer doubt or uncertainty such as: *allegedly, apparently,* or verbs like *claimed*, are often used to when describing patient testimonies, for example: “patient *claimed* their pain was 10/10”.\(^{18}\) Providers may use words when describing patient testimony in combination with stigmatizing labels or negative descriptors of patients to transmit their stance, or expression of attitudes, feelings, and judgment about patients to other providers which may impact future treatment and care decisions.\(^{19}\) Inequities have been found among usage of these terms across race and gender, where patients who were women and patients who were Black were found to have significantly higher frequencies of evidentials in their provider notes than patients who were men or White.\(^{18}\)

**Theoretical frameworks for how provider stigmatizing language impacts health outcomes**

Our understanding of how stigma impacts health outcomes in clinical settings is guided by two major theoretical frameworks. Beukeboom and Burgers recently compiled decades of research on
stigmatization and stereotyping in language to create the Social Categories and Stereotype Communication Framework, which is highly useful in the present study. This framework describes how stereotypes are forged and perpetuated in shared cognition through systematic differences in how language is used to 1) label others, and 2) describe the behaviors and characteristics of others. Our second framework, developed by Hagiwara and colleagues, is used to understand how stigmas held by providers, in the forms of implicit biases, fuel differences in physician communication behaviors, patient communication behaviors, which bidirectionally interact to impact patient satisfaction, trust, and eventually patient health and health behaviors. Hagiwara’s model helps us to focus on the role of provider stigmatizing language in charts within the interactional level of the patient-provider relationship. This model also posits that provider communication behaviors are part of a reciprocal feedback loop within patient-provider relationships. In this loop, stigmas towards various patients and patient groups held by providers are hypothesized to produce negative provider communication behaviors in patient interactions, which are then met with reduced quality of patient communication. These processes work in tandem to impact patient trust and satisfaction, as well as clinical decision making in the context of the patient’s healthcare team. While this conceptual model does not seek to completely eliminate the impacts of higher-level constructs of systemic racism, it provides a useful framework for investigating the role of provider stigmatizing language within the patient-provider relationship, and for planning interventions to improve health outcomes for frequently stigmatized patient populations.

Because our study aims to investigate the link between stigmatizing language embedded in provider communication patterns and patient care outcomes, we position the linguistic framework offered by Beukeboom and Burgers within Hagiwara and colleagues’ conceptual model situated in the context of “provider communication behaviors”. Described by Figure 1 below, our model adaptation has operationalized the construct of provider communication behaviors as linguistic features in clinical notes, structured by the Social Categories and Stereotype Communication Framework. We posit that linguistic features of stigmatizing labels and doubt markers in patients’ electronic health records work to create
shared stereotypes and stigmas against patients, which in turn impact provider and patient communication factors, patient satisfaction, trust, and clinical decision-making.

**Figure 1: Conceptual model for how stigmatizing language in charts impacts health outcomes**

![Conceptual model](image)

**Clinical Outcomes of Associated with Stigma**

Within healthcare provider teams, stigma and provider explicit and implicit biases hold strong influence over patient care decisions, and erode patient perceived trust and quality of provider-patient interactions. Previous research has identified several key outcomes theorized to be linked to provider stigma and implicit biases, including insufficient pain management strategies and increased instances of leaving against medical advice.
Pain Management

Many studies have pointed to disparities in pain management strategies among frequently stigmatized groups. Previous research has amassed substantial evidence of widespread reduced opioid prescription rates among Black and Hispanic patients \(^{24-26}\) and women,\(^{27-30}\) occurring in nearly all age groups, from pediatrics\(^{31}\) to end-of-life care.\(^{32,33}\) Due to the inherent subjectivity of patient-reported pain scores, pain management situations are hypothesized to embody the “high clinical ambiguity” that has been posited to be more susceptible to the impact of implicit biases and stigmas which are shared across medical teams.\(^{34}\) Often, patients who experience stigmatization while in need of pain management are stereotyped as “drug-seeking”, resulting in reduced prescription and dispensation of opioids, and failure to believe patient reported pain levels.\(^{30,34,35}\) This undertreatment of pain can have disastrous downstream clinical outcomes for all patients, but can be especially severe for patients with chronic illnesses such as sickle cell disease, where uncontrolled pain can exacerbate organ damage incurred through vaso-occlusive crises.\(^{36,37}\)

Self-directed discharge

Self-directed discharge can come at serious cost to patient health and healthcare systems. Research on self-directed discharge have largely reached consensus that patients who complete self-directed discharge have significantly higher odds of 30-day readmission and mortality,\(^{55-57}\) Patients who are readmitted following self-directed discharge on average also undergo double the length of stay on the following admission, and incur over 50% higher overall healthcare costs.\(^{58}\) Further, self-directed discharge is highest in patients who have low income, and among frequently stigmatized populations such as people with histories of substance use, HIV infection, and sickle cell disease.\(^{58}\) Experiences of discrimination and bias by race and socioeconomic
status have also been shown to drive higher rates of self-directed discharge\textsuperscript{38,39}, commonly known as “leaving against medical advice”, and increased reluctance to seek care\textsuperscript{22,40–42}, which can lead to increased risk of mortality and disease complications across a variety of chronic conditions.\textsuperscript{37,43} We use the term self-directed discharge to center patient experiences and reduce the paternalistic or stigmatizing framing of “leaving against medical advice”.\textsuperscript{44} While self-directed discharge happens because of a variety of socioeconomic and individual patient factors, providers factors such as hospital setting and structure and providers’ clinical communication style and experience, along with patient perceptions of trust likely play a significant role.\textsuperscript{45–47} While there has been limited research on provider-level predictors of self-directed discharge, current studies cite “failure to orient the patient to treatment on intake, punitive or threatening atmosphere on the inpatient unit, difficulties in doctor-patient relationship, [and] failure to establish a supportive provider-patient relationship” as common issues that may be directly related to provider-held stigmas towards marginalized patient populations.\textsuperscript{48}

This study seeks to further understand the connections between stigmatizing and doubt marking provider language and care outcomes by assessing the relationships between stigmatizing labels and doubt markers identified in the electronic health record with opioid pain management outcomes and whether patients complete self-directed discharge.

**Methods**

**MIMIC-III Dataset**

The Medical Information Mart for Intensive Care, or “MIMIC-III”, is a freely-available database of comprehensive, de-identified EHR, free-text notes, as well as prescriptions and chart event documentation for over 40,000 patients admitted to the ICU at Beth Israel Deaconess
Medical Center in Boston, MA from 2001 to 2012.\textsuperscript{49} This dataset contains over 1.2 million clinical provider notes, across nearly 50,000 admissions. The accessibility of free-text EHR dataset, combined with its extensive range of care quality outcomes and derived clinical severity scores, makes it an ideal source to test associations between linguistic features and care outcomes at the focus of the current study. Prior to tokenizing the charts at the sentence level and merging with lexicons of stigmatizing labels and doubt markers, all duplicate sentences were removed from the dataset, and charts labeled as EEG or Radiology were removed in order to restrict to charts more likely to have subjective narrative and patient history text data. Rates of stigmatizing labels and doubt markers, derived from prior work in which charts were classified at the sentence level of containing each of these features, were summarized at the chart and patient level. Further detail on how analysis predictors, outcomes, and covariates were developed is provided below.

PREDICTORS

Predictors included in models will include patient-level aggregates of two types of stigmatizing linguistic features: stigmatizing labels, and doubt markers. These linguistic features have been identified within the MIMIC-III dataset via clinical and health scientist annotations, which trained supervised learning text classifier models.

\textit{Stigmatizing labels}

Stigmatizing label lexicon development was guided by literature on stigmatizing language in medical care, specifically from the NIDA “Words Matter” publication, Sun’s
“Negative Patient Descriptors: Documenting Racial Bias in the Electronic Health Record”, as well as Zestcott’s “Health Care Providers’ Negative Implicit Attitudes and Stereotypes of American Indians”. The initial stem word list consisted of 18 words: "abuser", "junkie", "alcoholic", "drunk", "drug-seeking", "nonadherent", "agitated", "angry", "combative", "noncompliant", "confront", "noncooperative", "defensive", "hysterical", "unpleasant", "refuse", "frequent-flyer", "reluctant". This list was subsequently expanded using contextual word embeddings models and GPT 3.5 models, and pruned by expert clinical and public health annotators. Supervised learning natural language processing classifiers were developed from an annotated sample derived from MIMIC-III charts with matching sentences containing lexicon terms, resulting in a logistic regression classifier model with 81% accuracy, 75% positive class precision, which indicates the percentage of correct positive predictions out of all positive predictions made, 84% positive class recall, which indicates the percentage of the total positive samples which were correctly predicted, and .79 macro-F1 score, which combines the recall and precision, as a harmonic mean of the two, to provide a balanced estimate of to describe how well the model “trades-off” the two measures which are often at odds. These findings were comparable to human annotator agreement, which was calculated at 87% (kappa = .74).

**Doubt markers**

Doubt marker lexicon development was guided by literature on use of “doubt markers” in medical care, specifically led by Beach and colleagues, which identified words such as “claims”, “insists”, and “adamant” or “apparently”, which have been found to be used to discredit or invalidate patient testimony. The 6 words included on the initial stem list were: "adamant", "claimed", "insists", "allegedly","disbelieves","dubious".
Appendix 2 provides a final lexicon list used to develop annotation samples used to refine the supervised learning models, for both stigmatizing labels and doubt markers. Supervised learning natural language processing classifiers were developed from an annotated sample derived from MIMIC-III charts with matching sentences containing lexicon terms, resulting in a RoBERTa classifier model with 86% accuracy, 86% positive class precision, 71% positive class recall, and .84 macro-F1 score. These findings were comparable to human annotator agreement, which was calculated at 87% (kappa = .73).

These models were used to classify all sentences containing relevant stigmatizing labels and doubt marker lexicons in prior work, available via Physionet and Github. Average counts of the number of identified sentences containing stigmatizing labels and doubt markers per patient chart were calculated and summarized at the patient level.

OUTCOMES

Opioids/Pain Management

Opioid prescription rates at the patient level were calculated as average daily Morphine Milligram Equivalent (MME), which was derived using guidance from the Utah Medicaid Office and CDC Guidelines. These guidelines provided an opioid/MME dictionary, which was used to match any entries within the Prescriptions Table in MIMIC-III. For data in which ranges were present (i.e. 10-15 mg), we calculated the average of the range for that specific entry. The MME values calculated for each row in the Prescriptions table of MIMIC-III were averaged across the duration of days prescribed opioids, indicated by startdate and enddate variables. These values represented the average daily opioid prescription and dispensation patient level by using relevant
dose prescribed and dispensed variables. For patients which received no opioids, their values were transformed to 0.

**Self-directed discharge**

Instances wherein patients left against medical advice were collected from discharge location information provided in the MIMIC-III Admissions table, as leaving “AMA”, or against medical advice, which we refer to self-directed discharge to limit stigmatization. For each patient, any patients who had records of self-directed discharge within the Admissions table were assigned a binary “1” indicator for having completed self-directed discharge. All other patients were assigned a “0”.

**COVARIATES**

Covariates for all adjusted models included demographic variables such as gender, whether patient was identified as Black/African American, insurance type (government-run, self-pay, or private), and whether patients were diagnosed with four commonly stigmatized conditions: obesity, opioid use disorder, symptomatic HIV, and sickle cell disease, drawing from matches with relevant ICD-9 codes. We also included length of stay in total days, as well as patients’ average Oxford Acute Severity Illness Scores over all admissions (OASIS)\(^{52}\), which is a scale derived from physiological indicators such as: heart rate, mean arterial pressure, temperature, respiratory rate, urine output, pre-ICU admission length of stay, Glasgow Coma Scale, age, being placed on a mechanical ventilator at any point during day 1, and admission following elective surgery.\(^{52}\) This scale has been applied in other recent work utilizing data from the MIMIC-III dataset to assess disparities in end-of-life care outcomes, and has shown high
predictive ability on a variety of clinical outcomes.\textsuperscript{33,53,54} Finally, we included the covariate of a patient’s average daily pain score, derived from timestamped records of patient pain reports listed in MIMIC-III’s ChartEvents table. These items were calculated from the two different pain level indicators, collected through both the Philips CareVue system, used from 2001-2008 (itemid: 1044), and the iMDSoft Metavision system, used after 2008 (itemid: 223791). These scores were aggregated at the day, and then patient levels to get average patient-reported pain scores per day, per patient.

ANALYSES

Prior to model building, we conducted descriptive analyses on the distributions of outcomes, and covariates in order to determine viability for different generalized linear modeling structures. Next, we ran unadjusted models assessing the relationships between stigmatizing labels and doubt markers with patient daily average opioid prescription and dispensation rates, as well as whether the patient completed self-directed discharge.

In order to model the effect of provider stigmatizing language on patient clinical outcomes and patient health behaviors, we conducted a series of multivariable generalized linear models which assess the relationships between patient-level predictors of rates of stigmatizing labels and doubt markers in EHR notes on the patient-level outcomes of average daily opioid prescription and dispensation rates, and whether or not each patient completed self-directed discharge. We assessed associations using unadjusted (predictor and outcome only) generalized linear models, as well as adjusted models, which included relevant demographic, diagnosis, and disease severity covariates. Of note, the majority of predictors and outcomes did not follow normal distribution, which is typical for many forms of count-based data. For this reason, we
implemented Poisson distribution generalized linear models when modeling the rate of MME prescription and dispensation rates per day, and binomial distributions logistic regression models for the binary outcome of whether or not the patient completed self-directed discharge. Due to high rates of missing values for average daily pain scores (30%, or 3,489 patients did not have values for this variable, likely due to unresponsiveness), we performed a series of sensitivity analyses on patient samples with three different methods: 1) restricted to only patients with average daily pain scores, including the average daily pain score covariate (the model results shown in Table 3), 2) restricted to only patients with average daily pain scores without the average daily pain score covariate, as well 3) the full 11,630 patient sample, without the average daily pain score covariate. These models all resulted in similar patterns of association. These results are available in Appendix A.

**Results**

Table 1 includes descriptive results of the study predictors, covariates, and outcomes. Overall, the MIMIC-III dataset is composed of primarily patients who were identified as “White”, (71.5%), with the next largest racial/ethnic group being “Black/African American”. Most patients either had Medicare insurance (46.9%), or private insurance (38.8%). This sample had slightly more male patients (56.3%), and of the stigmatized diagnoses, we had the highest prevalence of patients with obesity (5.8%) and opioid use disorder (1.9%). Of all patients, 20.6% had at least one stigmatizing label across all charts, and 6.6% of patients had at least one doubt marker across all charts.
Table 1: Descriptive results of study predictors, demographic covariates, and outcomes

<table>
<thead>
<tr>
<th>Race/Ethnicity*</th>
<th>Overall (N=11630)</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>8312 (71.5%)</td>
</tr>
<tr>
<td>Asian</td>
<td>353 (3.0%)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>945 (8.1%)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>440 (3.8%)</td>
</tr>
<tr>
<td>Native American/Alaskan Native</td>
<td>16 (0.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>345 (3.0%)</td>
</tr>
<tr>
<td>Unknown/Declined</td>
<td>1219 (10.5%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Insurance</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Private</td>
<td>4509 (38.8%)</td>
</tr>
<tr>
<td>Government</td>
<td>353 (3.0%)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>1211 (10.4%)</td>
</tr>
<tr>
<td>Medicare</td>
<td>5450 (46.9%)</td>
</tr>
<tr>
<td>Self Pay</td>
<td>107 (0.9%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>5086 (43.7%)</td>
</tr>
<tr>
<td>Male</td>
<td>6544 (56.3%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Diagnoses</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sickle Cell Disease</td>
<td>25 (0.2%)</td>
</tr>
<tr>
<td>Opioid Use Disorder</td>
<td>217 (1.9%)</td>
</tr>
<tr>
<td>HIV (Symptomatic)</td>
<td>115 (1.0%)</td>
</tr>
<tr>
<td>Obesity</td>
<td>674 (5.8%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stigmatizing Labels Count (per Patient)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>.5 (1.99)</td>
</tr>
<tr>
<td>Median [Min, Max]</td>
<td>0 [0, 90]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stigmatizing Labels Count (per Patient, per Chart)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients with at least one Stigmatizing Label</td>
<td>0 [0, 4]</td>
</tr>
<tr>
<td>Label</td>
<td>2395 (20.6%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Doubt Markers Count (per Patient)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09 (0.48)</td>
<td>0 [0, 29]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Doubt Marker Count (per Patient, per Chart)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>.004 (.05)</td>
<td>0 [0, 2]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patients with at least one Doubt Marker</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>770 (6.6%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average Pain Score per day, per patient</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.81 (2.14)</td>
<td>2.87 [0, 10]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average OASIS severity index score, per patient</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>32.35 (8.24)</td>
<td>32.5 [6, 68]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Per-patient count of times left self-directed discharge</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01 (0.21)</td>
<td>0 [0, 19]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average Daily Milligrams Morphine Equivalent Prescribed</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.86 (6.29)</td>
<td>0 [0, 255]</td>
</tr>
</tbody>
</table>
Average Daily Milligrams Morphine Equivalent Dispensed

0.16 (0.64) 0 [0, 16.33]

*Race/ethnicity simplified to Black/African American and Not Black/African American, due to low cell-count for multiple values.

Results of the unadjusted and adjusted (including all covariates) Poisson and regression models are described in Table 3. Overall, no significant associations were found between either stigmatizing labels per chart, doubt markers per chart, and the outcomes of average daily MME prescribed or dispensed. However, we found that each additional stigmatizing label per chart was associated with a 3.5 times higher odds of self-directed discharge (OR=3.49 95% CI: 1.49, 8.17, p = .004). Similarly, each additional doubt marker per chart was associated with a 7.1 times higher odds of self-directed discharge (OR=7.10 95% CI: 2.08, 24.29, p = .0017).

Table 2. Regression results showing relationships between stigmatizing labels, doubt marking linguistic EHR features per chart with opioid medication rates and whether patients completed self-directed discharge associations. Betas or Odds Ratios (95%CI)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.67 (.30, 9.03)</td>
<td>1.02 (.20, 5.16)</td>
<td>.03 (.87, 1.22)</td>
<td>1.00 (.84, 1.17)</td>
<td>3.10 (1.40, 6.55)*</td>
<td>3.49 (1.49, 8.17)*</td>
<td>p = .0033</td>
</tr>
<tr>
<td>Doubt Marker Label Count, per chart</td>
<td>-0.01 (-2.85, 2.83)</td>
<td>-.00 (-3.70, 1.71)</td>
<td>-.11 (-.39, .18)</td>
<td>-.17 (.44, .11)</td>
<td>8.08 (2.59, 25.03)*</td>
<td>7.10 (2.08, 24.29)*</td>
</tr>
</tbody>
</table>

*p is significant at <.05 value
**p is significant at <.0001 value

Adjusted models include covariates of: Gender, total length of stay, average daily pain score, Black/African American identified race, insurance (Government-run, private, self-pay), average OASIS severity index score, and whether patient was diagnosed with obesity, opioid use disorder, symptomatic HIV, or sickle cell disease.

Discussion

Findings indicate significant associations between stigmatizing and doubt marking language in patient EHR with key reduced quality of care indicators within an ICU setting,
particularly with the outcome of patient self-directed discharge. These linguistic features were strongly associated with self-directed discharge— with each additional average stigmatizing label or doubt marker per chart predicting 3.5 and 7.1 times the odds of self-directed discharge, even when adjusting for key disease severity and demographic covariates. These results are especially compelling in light of our previous study on distributions of stigmatizing labels and doubt markers across patient demographic factors from the same sample as the current study. We found higher rates of stigmatizing labels per chart among Black/African American patients compared to White patients, among patients with government-run (Medicare, Medicaid) insurance and self-pay insurance compared to patients with private insurance, as well as higher rates of stigmatizing labels among patients with symptomatic HIV, obesity, and opioid use disorder diagnoses. Additionally, our prior study found higher rates of doubt markers per chart among patients who were male compared to female, among patients with government-run and self-pay insurance compared with private insurance, as well as among patients with symptomatic HIV, obesity, and opioid use disorder diagnosis. Findings from the current and previous studies point to increased marginalization across historically stigmatized patients through both the inequitable distribution of exposures of stigmatizing and doubt-marking language, and their significant associations with severe downstream health and quality of care outcomes such as self-directed discharge. These compelling results align with our interpretation of the conceptual model of implicit biases in healthcare posited by Hagiwara and colleagues, suggesting that language in charts are likely to be an important means of provider/patient communication that is connected with care decisions and quality of care outcomes. ²⁰ Taken together, these findings may help explain factors which work to create and enforce stigmas and drive significant inequities in care outcomes for historically marginalized patients.
Other studies have tied trends of self-directed discharge with inadequacy of pain management, particularly among patient with opioid-related diagnoses.\textsuperscript{59} In contrast to other studies, which have indicated inequities in opioid pain management outcomes connected with provider implicit bias or EHR stigmatizing language,\textsuperscript{13,24} we found no associations between stigmatizing labels or doubt markers and opioid prescription or dispensation rates. While we sought to limit our sample to patients who were able to report pain scores, per-patient daily averages may obscure precise clinical windows in which stigmatizing language or doubt marking language may most impact care. In order to identify more precise clinical windows, it may be necessary to limit further studies assessing connections between pain management and provider outcomes to specific diagnoses or illness criteria. While stigmatizing labels and doubt markers are important linguistic markers of patient stigmatization, it is possible other forms exist, such as “scare quotes”, which we had attempted to construct but did not achieve satisfactory classifier performance.

While this study provides a rich data source to assess the associations among linguistic features of stigmatizing labels and doubt markers with a variety of health outcomes, among a diverse range of conditions, it is important to consider limitations of the dataset’s context of the ICU, where patients may be less likely or able to complete self-directed discharge, or where opioid prescription and dispensation rates may also be driven by need to sedate patients in tandem with the goal of appropriate pain management. Additionally, our study setting, taking place at a single-center in Boston, MA, is composed of patients who are majority White, which likely makes assessing differences in outcomes between racial and ethnic groups more difficult. It is worth also considering how the timeframe of this dataset, taken from notes spanning 2001 to 2012, may differ from patterns in trends in current EHR language. Current EHR language may
be different due to a multitude of factors, such as changing standards of documentation, increased EHR transparency, or new advances in clinical charting systems and templates. While our findings highlight associations between stigmatizing and doubt-marking language and quality of care outcomes, we cannot directly assume causality, due to the observational nature of the study, as well as the lack of a longitudinal, repeated-measures framework in this current study.

Ultimately, this study provides strong evidence of associations between linguistic EHR note features related to implicit bias and quality of care outcomes. These findings, and the methodological tools developed during the course of three studies, can further support efforts to identify and assess different markers of bias, stereotypes, mistrust, and stigmatizing language within a variety of care settings and populations. The methodological framework of our current study can be replicated focusing on different clinical groups, as well as clinical settings such as emergency departments, which involve faster decision-making from providers that, in theory, may be more susceptible to implicit bias and stereotypes.60 One example for further study could be sickle cell disease pain crises, where clinical guidelines of opioid pain treatment are more standardized and actual care decisions may be more varied due to stigma or lack of provider knowledge.36 A major contribution of our study’s findings and methodological framework is its utility in creating interventions to reduce stigmatizing language in the EHR in real-time. With appropriate validation and training, these methods could be used to identify real-time instances of provider stigmatization, which can be used to target interventions toward specific teams and mitigate harm within vulnerable patient groups. Additionally, the identification of stigmatizing and doubt marking language could be used within an automated electronic health record pipeline, incorporating new advances in Large Language Models (LLMs) to real-time “de-stigmatizing”
corrections or suggestions for providing more neutral or patient-centered chart language. Given the recent changes in increased patient medical chart access and transparency championed by the 21st Century Cures Act, it is imperative to evaluate the quality of provider medical chart language to reduce patient stigmatization.\textsuperscript{61,62} In light of recent efforts to expand transparency of medical records, hospital systems may directly benefit from these types of analyses and interventions, which could provide real-time audits and mitigations of stigmatizing language and doubt markers within patient charts. Given the complexities of solving the problem of implicit provider bias, this provides another avenue to assess and intervene to help improve inequitable patterns of patient care.

Conclusions

Findings provide further support to the ongoing evaluation of the multi-modal ways in which provider-held stigmas can impact patient care. The clear connection of linguistic bias features in EHR notes to salient care outcomes should prompt further efforts to develop meaningful interventions to reduce the transmission of patient stigmas through EHR notes. Many current interventions and evaluations of implicit provider bias are limited by scale and point-in-time nature. Systems like the ones developed in this and previous connected studies could provide tools for ongoing audits and intervention targeting for hospital systems in a way that can push forward the landscape of implicit bias interventions and evaluations.
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Appendix 1

Table 4. Sensitivity analysis 1, where we limited to patients with self-reported pain scores, but did not include the pain variable. Regression results showing relationships between stigmatizing labels, doubt marking linguistic EHR features per chart with opioid
medication rates and whether patients completed self-directed discharge associations. Log Betas (95%CI) (Note: these are not exponentiated and should not be interpreted as odds ratios)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stigmatizing Label Count, Per Chart</td>
<td>.51 (-1.19, 2.20)</td>
<td>.06 (-1.36, 1.48)</td>
<td>.03 (-.14, .20)</td>
<td>.01 (-.15, .18)</td>
<td>1.13 (.34, 1.88)*</td>
<td>.0033</td>
</tr>
<tr>
<td>Doubt Marker Label Count, per chart</td>
<td>-.01 (-2.85, 2.83)</td>
<td>-.1.00 (-3.71, 1.70)</td>
<td>-.11 (-.39, .18)</td>
<td>-.17 (-.45, .11)</td>
<td>2.09 (.95, 3.22)</td>
<td>.0003</td>
</tr>
</tbody>
</table>

*p is significant at <.05 value
**p is significant at <.0001 value

Adjusted models include covariates of: Gender, total length of stay, average daily pain score, Black/African American identified race, insurance (Government-run, private, self-pay), average OASIS severity index score, and whether patient was diagnosed with obesity, opioid use disorder, symptomatic HIV, or sickle cell disease.

Table 5. Sensitivity analysis 2, where we included all patients (with or without self-reported pain scores), and did not include the pain variable. Log Betas (95%CI) (Note: these are not exponentiated and should not be interpreted as Odds ratios)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stigmatizing Label Count, Per Chart</td>
<td>.73 (-.09, 2.15)</td>
<td>.19 (-1.17, 1.54)</td>
<td>.082 (-.065, .226)</td>
<td>.05 (-.09, .19)</td>
<td>1.38 (.65, 2.12)*</td>
<td>.0002</td>
</tr>
<tr>
<td>Doubt Marker Label Count, per chart</td>
<td>.25 (-2.14, 2.65)</td>
<td>-.01 (-3.29, 1.28)</td>
<td>-.047 (-.200, .197)</td>
<td>-.13 (-.37, .10)</td>
<td>2.23 (1.09, 3.37)</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>

*p is significant at <.05 value
**p is significant at <.0001 value

Adjusted models include covariates of: Gender, total length of stay, average daily pain score, Black/African American identified race, insurance (Government-run, private, self-pay), average OASIS severity index score, and whether patient was diagnosed with obesity, opioid use disorder, symptomatic HIV, or sickle cell disease.
**Dissertation Conclusion**

This project represents a successful effort to develop a stigma and doubt marker detection system within electronic health records, and apply this system to assess inequities in the distribution of these linguistic features among a large dataset of medical records across marginalized groups, and examine connections with quality of care indicators. In Aim 1, we proved that this detection system was feasible and performs at levels close to human annotator agreement. We found that the concept of “scare quotes” needs further refinement in concept identification and classification, perhaps due to evolution of how quotes have been and continue to be used. Aim 2 illuminated stark differences among groups by factors of gender, race, insurance status, and stigmatizing diagnosis, where historically marginalized groups received disproportionately higher rates of doubt markers and stigmatizing labels as groups who had higher societal privilege. These trends further substantiate previous research which have identified stigmatization within smaller datasets by applying them to a large-scale de-identified electronic health record. We also identified differences among provider types, where nurses and social workers had significantly higher rates of stigmatizing label and doubt marker usage per patient chart than physicians. The high rates of clustering at the patient level indicate that this phenomenon accumulates around certain patients, and is a product of teams of providers. Aim 3 identified that stigmatizing labels and doubt markers were not associated with changes in prescription of opioids. We found that stigmatizing labels and doubt markers significantly increased likelihood of self-directed discharge, pointing to the connection between these linguistic features and patient-care team trust. Ultimately, this project lays a foundation for further scalable development and application in the context of identifying stigmatizing language, with value across a variety of care settings, patient groups, and health outcomes.