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Abstract 
 

Essays in Macroeconomics 
By Tong Xu 

 
 

This dissertation contains three chapters. The first chapter estimates three widely-used DSGE 
models for the Chinese economy. The structural estimation methodology allows us to analyze the 
business cycle behaviors for the Chinese economy. We find that (1) the standard Taylor rule as the 
monetary policy does not fit well with the Chinese data; (2) the spillovers between housing market 
and the real economy are more likely to work through the collateral constraints on the entrepreneur 
side rather than on the household side. The second chapter studies the optimal monetary policy in 
China in a unified theoretical and empirical framework. We build a simple New Keynesian model 
with asymmetric loss function for Central Bank, adaptive learning expectation, and targeted growth 
rate to derive the optimal monetary policy for China consistent with the empirical findings. 
Different from traditional stabilizing Taylor rule, the derived optimal monetary policy for China has 
a pro-growth feature and is endogenously regime-switching. We estimate the structural model with 
Chinese data and make inference on the preference of Central Bank from the estimation results. 
Also, we conduct several forecast exercises and find that the money growth rate has to grow in a 
relatively low speed in the long run to achieve a reasonable forecast for the output growth rate. The 
third chapter develops a model of financial intermediation in which the dynamic interaction between 
regulator supervision and banks’ loophole innovation generates credit cycles. Our model generates 
pro-cyclical bank leverage and asymmetric credit cycles. We show that a crisis is more likely to occur 
and the consequences are more severe after a longer boom. In addition, we investigate the welfare 
implications of a maximum leverage ratio in the environment of loophole innovation.  
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Chapter 1

Introduction
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1.1 Monetary Policy and Housing Market in China

The recent rapid and stable growth in the Chinese economy for the last several decades has

been impressive around the world. How to explain this phenomenon is important not only

for understanding the success in the past for China but also for forecasting the future economy

development. During the last few years, there emerge more and more literature using quantitive

model to explain some facts in the Chinese economy [14, 72]. However, most papers focus on the

problem of resources allocation during the economy transition process. They provide valuable

insights on the low-frequency changes or the growth trend for China, but they omit the high-

frequency fluctuations or the cycles. On the one hand, the cycles contain information about

the mechanisms in the economy. On the other hand, the cycle parts will become more and

more important when the economy approaches its long-run steady state. In this chapter, we

will focus on explaining the high-frequency fluctuations in the Chinese economy, and the new

available quarterly data for the Chinese economy makes this task feasible.

A new generation of medium-scale dynamic stochastic general equilibrium (DSGE) models

have been widely used in the macroeconomic analysis. Those models contain many frictions and

shocks and try to explain the dynamics in the economy. From the methodology perspective,

many of those models adopt the Bayesian estimation methodology to identify key parameters

and shock processes. Different from Vector Autoregression (VAR) analysis, which mainly cap-

tures the dynamics and interactions among the data series, the micro-founded structural models

provide more information on the mechanisms and are more suitable for policy analysis. Different

from structural models with parameters calibrated or estimated through method of moments,

this methodology does not only rely on certain moments of data but takes advantage of the

whole distribution information. Also, as the computation technology advances, the computation

burden for Bayesian estimation has become less a issue.

This chapter focuses on two issues of the Chinese economy. The first one is the monetary

policy rule in China. Monetary policy has been widely used across the world as a tool to affect

the economy by Central Banks. How the Central Bank in China controls money supply and

the effects of monetary policy on real economy are important not only for research but also

for policy making. The second one is the housing market. The recent booming in the housing

market in China has attracted a lot of attention from academia and policy makers. There are

many debates on the effects of roaring housing price on real economy and the potential systemic



3

risk associated with housing market. In this chapter, we combine structural models with newly

available data to address those two important questions in China.

In this chapter, we apply three mainstreams DSGE models to the Chinese economy. First, we

estimate Smets and Wouters [71]’s model using quarterly data over the period 1996Q1–2016Q4.

This model is the backbone New Keynesian model with widely accepted real frictions and

nominal stickiness. Since this model does not contain specific complicate mechanism, it serves

very well as the starting point for investigating the main relationship among key variables such

as consumption, investment, and inflation. In the estimation process, we find that original model

provides very strange results related to the capital share and consumption and investment have

different trends over the sample period, so we use variants from the original Smets and Wouters

[71]’s model to address those issues in the estimation process. The nominal stickiness provides

a role for the monetary policy and allows us to study the monetary policy in China. From the

estimation results, we find the estimated monetary policy in China has a small coefficient on

inflation, and its coefficients related to output are very close to zero. This is different from

the widely-used Taylor rule in U.S. with large coefficients on both inflation and output, which

captures the role of the Federal Bank System as a stabilization force in the economy. This

difference raises the question whether the standard Taylor rule works well as a simple way to

characterize the monetary policy rule in China, because the Central Bank in China may have

a different preference [18].

The recent boom in the housing market in China has drawn a lot of attention for research. To

investigate the housing market, we adopt two DSGE models with housing in the economy. We

estimate Iacoviello and Neri [42]’s model using quarterly data over the period 2004Q2–2016Q2.

This model includes both real sector and housing sector and studies the spillovers between the

two sectors. The main mechanism to generate the spillover from the housing sector to the real

economy comes from the borrowing constraint on the part of some households. Both housing

production technology and housing demand preference generate the endogenous dynamics in

residential investment and housing prices. Fluctuations in house prices affect the borrowing

constraint of a fraction of households and the relative profitability of producing new homes,

which generates feedback effects for the expenditure of households and firms. The estimation

results show that both housing production technology and housing demand preference shocks

can explain almost all the fluctuations in the residential investment and housing prices. However,

those two shocks cannot generate enough fluctuations for other variables in the model. This
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finding is very difficult to concile with the fact that both investment and housing market have

experienced rapid growth during the last decade in China, so it implies that the spillovers

between housing market and real economy may not work through the borrowing constraint on

the households’ side.

The other DSGE model with housing is Liu et al. [49]. We estimate their model using quar-

terly data over the period 2004Q2–2016Q2. This model builds the link between housing price

and investment through the borrowing constraint on the entrepreneurs’ side. An increase in

the housing demand from the households triggers the competing demand for the land/housing

between households and entrepreneurs and starts a financial spiral that drives the co-movement

between land/housing price and investment. The estimation results show that investment tech-

nology shocks can explain land price fluctuations in the long run, and housing demand shocks

have sizable effects on investment. So this model can generate sufficient spillovers between the

housing market and the real economy. This result provides some evidence that it is more likely

to explain the rapid growth both in investment and housing market through the mechanism

that entrepreneurs are borrowing constrained by their land value. However, this model builds

on real business cycle models and does not have nominal rigidities, so we cannot use it to study

inflation and monetary policy.

In the chapter 2, we discuss the related literature in Section 2.1. In Section 2.2, we discuss

data and methodology in this chapter. In Section 2.3, we estimate Smets and Wouters [71]’s

model and discuss the results. In Section 2.4, we estimate Iacoviello and Neri [42]’s model and

discuss the results. In Section 2.5, we estimate Liu et al. [49]’s model and discuss the results.

In Section 2.6, we summarize the estimation results and generally discuss the issues related to

applying these models to the Chinese economy.

1.2 Optimal Monetary Policy in China

Monetary policy plays an important role in the economy. Taylor rule has been widely used in

the literature to model the monetary policy rule in advanced countries since Taylor [76]. The

micro-foundation for Taylor rule comes from the stabilization role of monetary policy. However,

for an emerging economy like China, monetary policy may serve other roles than only stabilizing

one. Especially considering the huge political and economic institutional differences between

China and advanced economy such as U.S., we should not expect the monetary policy in China
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plays the same role and follows similar rules. One recent empirical finding provides evidence

on the pro-growth role for the monetary policy in China [18]. This motivates this chapter to

investigate the monetary policy in a unified theoretical and empirical framework.1

The first contribution of this chapter is that we derive the optimal monetary policy from

Central Bank’s asymmetric loss function. To obtain a consistent form with [18]’s empirical

finding, we assume a specific loss function for the Central Bank, adaptive learning expectations

in the economy, and revenue tax for firms. The specific loss function for the Central Bank help

us capture the asymmetric trade-off in the monetary policy. Adaptive learning expectations help

us avoid complicated endogenous regime-switching model and are crucial in the identification

strategy for the estimation. Revenue tax for firms can introduce the targeted GDP growth

rate into the monetary policy. Targeted GDP growth rate is one feature for China. Chinese

government announces annual GDP growth rate target each year, and this target plays an

important role in the monetary policy.

Second, we estimate the whole structure model including the monetary policy. Even though

the monetary policy is endogenously regime-switching, we are able to estimate the whole model.

With the estimation results, we can identify the weight coefficients in the loss function for the

Central Bank. Our inference for preference of the Central Bank in China is a novel approach,

and it comes from the unified framework between theoretical model and empirical estimation

in this chapter. Even though [18] provide solid empirical results for the monetary policy, lack

of structural model prevents them from conducting inference on the preference of the Central

Bank.

Third, we conduct several conditional forecast analyses based on our estimated structural

model. Due to the endogenous regime-switching property for the monetary policy, we cannot

use normal forecast method for linear dynamic models. Instead, we adopt simulation method

and update regime each period to conduct the forecasts. The recent decline in the GDP growth

rate in China has received many discussions, and it is widely believed that this will become the

“new normal” state for the Chinese economy. In the forecast exercises, we find that in order

to achieve a reasonable forecast for the output growth rate we need the money growth rate to

keep a relatively low speed in the long run. Otherwise, the output growth rate reverts back to

a high level.

1This chapter is adapted from my joint work with Kaiji Chen and Tao Zha, “Optimal Monetary Policy in
China”.
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This chapter is linked to a strand of literature about Taylor rule and optimal monetary policy.

Taylor [76] proposes the Taylor rule and is the first to link the monetary policy with inflation

and output. A series of works including Rotemberg and Woodford [66], Woodford [80, 81] derive

the Taylor rule from the stabilizing role for the Central Bank. However, monetary policy rule in

their papers focuses on the stabilization, while the monetary policy in our chapter includes more

roles. Rudebusch and Svensson [67] use estimated model and loss function to compare among

different monetary policy rules. Different from their paper, we use the estimated monetary

policy rule to infer the preference for the Central Bank rather than compare the performances

of different monetary policy rules.

Our chapter is also linked to another strand of literature on the monetary policy in China.

This chapter is closely related to Chen et al. [18]. On the one hand, they adopt VAR framework,

but our chapter adopts the structural DSGE approach. On the other hand, they estimate the

monetary policy rule and study the effect of monetary policy on investment through the bank

lending channel, while our chapter investigates the micro-foundation for the monetary policy in

China and makes inference on the Central Bank’s preference. Chang et al. [15] have monetary

policy in their structural DSGE model. However, their focus is on the interaction between

capital control and monetary policy, and their monetary policy is in the Ramsey sense rather

than a policy rule.

Another literature related to this chapter is conditional forecast. Waggoner and Zha [79]

propose a method to conduct conditional forecast for Bayesian VAR. Maih [50] discusses how

to conduct conditional forecast for Bayesian estimated DSGE model. Higgins et al. [40] apply

conditional forecast to the Chinese economy. Our chapter also conducts several conditional

forecast analyses. However, due to the non-linearity of the monetary policy, we cannot adopt

traditional conditional forecast suitable for linear models, so we rely on the simulation method

to provide the forecast results.

The structure for Chapter 3 is as follows. In Section 3.1, we derive the optimal monetary

policy with asymmetric Central Bank’s loss function and the structural model. In Section

3.2, we estimate the monetary policy and the rest of the structural model and infer the Central

Bank’s preference with the estimated parameters. In Section 3.3, we conduct several conditional

forecasts to study the future economy performance under different scenarios.
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1.3 Loophole Innovation and Supervision

Banks and other financial intermediaries play a prominent role in the economy by channeling

funds from savers to borrowers. In the wake of the recent financial crisis, there is a surge

in research aimed at understanding the relationship between financial intermediaries, financial

instability and macroeconomic fluctuations. In this chapter, we build a dynamic model of

financial intermediation that emphasizes the interaction between the regulator and banks. We

show that banks’ moral hazard can endogenously lead to financial instability, and generate

boom-bust credit cycles. In particular, the longer the boom, the more likely there will be a crisis

and the more severe the consequences will be, which corresponds to Minsky [56]’s hypothesis

that good times sow the seeds for the next financial crisis. Moreover, the model’s predictions

reconcile well with some empirical facts related to credit cycles. For instance, our model predicts

that banks’ leverage is pro-cyclical, consistent with the findings in Adrian and Shin [3, 4]. The

model also generates asymmetric credit cycles, i.e., long periods of credit booms followed by

sudden and sharp busts, while recovery is slow and gradual, as documented in Reinhart and

Reinhart [64].2

The key element of our chapter is banks’ risk-shifting problem. It is now widely accepted that

excessive risk-taking by banks contributed to the financial crisis of 2007-2009. While the causes

of excessive risk-taking remain subject to debate, many observers and policymakers believe

that bank supervision failure is one of the key contributing factors (Acharya and Richardson

[1], Acharya et al. [2], Freixas et al. [33]).3 Indeed, several countries have made great efforts to

improve their supervision of banks in the aftermath of the crisis.

What could explain the failure of bank supervision? Among various factors, financial inno-

vation is mentioned as one key factor that can undermine the effectiveness of the regulator’s

supervision (see, e.g., Silber [70], Miller [55], Kane [44], Tufano [77]). Undoubtedly, good fi-

nancial innovations provide numerous benefits to the economy.4 However, there are also bad

financial innovations that create new ways for financial institutions to get around current su-

pervision and take excessive risks, which we refer to as loophole innovations in this chapter.

For instance, Stein [73] argues that second-generation securitization, like subprime CDOs, is a

2This chapter is adapted from my joint work with Jianxing Wei, “A Model of Bank Credit Cycles”.
3Other mentioned factors include, for instance, shortcomings in financial institutions’ incentive structures and

risk management practices, misplaced reliance on credit rating agencies, etc.
4For instance, financial innovations help improve risk sharing, complete the market, reduce trade costs, see

Beck et al. [7] for an excellent survey of the debate on the “bright” and “dark” sides of financial innovation.
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bad financial innovation that evolved in response to flaws in prevailing models and incentive

schemes. Another related example is Credit Default Swap (CDS). CDS was widely used to free

up regulatory capital in banks’ balance sheets prior to the crisis. However, when the risky assets

of banks and the insurer are correlated, banks can use CDS to engage in regulatory arbitrage

and take excessive risks under the Basel regulatory framework (Yorulmazer [84]). As is illus-

trated in the recent financial crisis, the regulator was slow to understand the danger of loophole

innovations in some instances, facilitating banks’ excessive risk-taking. In this chapter, we put

a central emphasis on how banks’ loophole innovation affects the effectiveness of regulator su-

pervision, and investigate its macroeconomic implications over the credit cycles. To the best

of our knowledge, this chapter is the first to explicitly model the dynamic interaction between

regulator supervision and banks’ loophole innovation.

In the model, banks borrow from depositors in the form of debt to finance their investment

opportunities. The investment opportunities could be safe or risky projects. Due to limited

liability, banks are subject to a risk-shifting problem. Therefore, banks have incentives to take

on inefficient risky projects, in which they enjoy the upside of payoff if projects succeed but

depositors bear the loss if projects fail. One solution to this moral hazard problem is market

discipline: depositors impose a leverage constraint on banks. If banks have enough “skin in

the game”, they will behave properly. However, market discipline is costly in the sense that it

limits a bank’s investment capacity.

Another complementary solution to the moral hazard problem is supervision by the reg-

ulator. In this chapter, we formally distinguish regulation from supervision, in terms of the

verifiability of bank information and actions, following Eisenbach et al. [26].5 Through actively

monitoring banks’ activities, the regulator can promote banks’ safety and soundness. The lever-

age constraint and supervision from the regulator work together to address banks’ risk-shifting

problem. The better the regulator’s supervision ability, the more banks can relax their bor-

rowing constraint. As a result, the size of the banks depends on depositors’ beliefs regarding

the regulator’s supervision ability. When depositors’ confidence in the regulator’s competence

is high, they will permit banks to take high leverage without worrying about the risk-shifting

problem. If the regulator’s ability is perceived to be low, depositors have to tighten the leverage

5Regulation is written into law and enforced through the courts, so it can only be contingent on verifiable
information. In contrast, supervision involves the assessment of the safety and soundness of banks through
monitoring by the regulator, and corrective actions in response to the assessment. Supervision can be contingent
on non-verifiable information.
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constraint to make sure banks behave properly.

Even though regulator supervision helps banks to increase their leverage from an ex ante

perspective, banks always have incentives to find loopholes to circumvent regulator supervision

ex post. In our chapter, we model loophole innovation as discovering a new type of risky project

which is not currently supervised by the regulator, thereby providing banks with opportunities

to take on risky projects without being monitored by the regulator. This acts as an endoge-

nous opposing force diminishing the regulator’s expertise in supervision. When the loophole

innovation eventually succeeds, the regulator’s supervision becomes less effective. However, the

regulator and depositors are not aware of the new loopholes immediately, so banks take on

inefficient risky projects, thereby leading to massive defaults and a severe decline in output.

After a bust, depositors realize that the regulator’s expertise has become obsolete and they lose

confidence in the financial system. In response, they constrain banks from taking high leverage

to prevent their risk-taking activities, which implies a sharp contraction of the banking sector.

We incorporate regulator supervision and banks’ loophole innovation into a dynamic model.

We assume that the regulator’s expertise in supervising banks regarding previous loopholes

gradually improves through a learning-by-doing process. This assumption is supported by

some recent studies on how prudential supervision works in practice (see, e.g., Dahlgren [20],

Dudley [24], Eisenbach et al. [26]).6 As the regulator’s expertise grows, it has two effects on

banks’ moral hazard problem. On the one hand, it eases banks’ risk-shifting problem related

to previous loopholes, which allows banks to take a higher leverage. Therefore, banks have a

larger investment size, and the total output goes up. In this way, the economy experiences a

boom accompanied with rising leverage in the banking sector. On the other hand, however,

banks will also engage in loophole innovation more actively. When supervision is more effective

and banks’ leverage is higher, the gain from finding a new loophole is larger. Banks’ efforts to

conduct loophole innovation increase, and thus banks are more likely to discover a new loophole.

If the loophole innovation is successful, it provides banks with a new type of risky project which

is not supervised by the regulator. There is a crisis in the economy.

Our main result of the dynamic model is that the interaction between regulator supervision

6For instance, according to Eisenbach et al. [26], “The current structure and organization of FRBNY FISG
supervisory staff dates from a significant reorganization that took place in 2011. That reorganization drew on
lessons learned during the financial crisis to reshape the internal structure of the group and the way that staff
interacts with one another to enhance communication and facilitate identification of emerging risks through
a greater emphasis on cross-firm perspectives. The reorganization was designed to foster enhanced and more
frequent engagement between senior supervisory staff and senior managers and members of the board of directors
at supervised firms”.
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and banks’ attempts to circumvent supervision can lead to regime changes in banks’ moral

hazard problem, and generates macroeconomic fluctuations. In our economy, the sources of

the economic downturns endogenously come from banks’ loophole innovations. Moreover, the

longer the boom, the more likely there will be a crisis and the more severe the consequences will

be. This is because as banks’ leverage rises in boom periods, they have stronger incentives to

find new loopholes. Furthermore, the business cycles are asymmetric in our economy: periods of

gradual expansions in banks’ leverage, investment, and aggregate output are followed by sudden

and sharp contractions, and then the economy starts the gradual growth again. This result

arises from the asymmetric nature of loophole innovation. Although the regulator takes time

to gradually improve its supervision ability through a learning-by-doing process, its expertise

can be severely undermined the moment that new loopholes are discovered.

The 2007-2009 financial crisis is a good example to illustrate our mechanism. Before the

crisis, banks discovered vulnerabilities in the rules of regulation and supervision, and by ex-

ploiting these loopholes, they took excessive risks. When the massive failures occurred and the

crisis unfolded, regulators and investors realized that there had been so many cracks in the

financial system. As Timothy F. Geithner[34] recognized, “Our regulatory framework was built

in a different era for a long extinct form of finance. It long ago fell behind the curve of market

developments. Parts of the system were crawling with regulators but parts of the system were

without any meaningful oversight. This permitted and even encouraged arbitrage and evasion

on an appalling scale.” In response to the vulnerabilities in the financial system, investors cut

their lending to the banks and there was a sharp deleveraging process in the financial sector.

We also investigate the regulation implications of this model. We consider the regulation

with a maximum leverage ratio. The regulator’s supervision ability can be seen as the state of

the economy. Banks’ loophole innovation effort determines the evolution rules for the regulator’s

supervision ability, which characterizes the stationary distribution of the economy in the long

run. We find that under certain conditions the regulator would set a maximum leverage ratio to

restrict the upper-bound leverage for the banks. This regulation has two effects. First, it reduces

banks’ leverage and can potentially decrease output in boom periods. Second, it decreases

success probability of loophole innovation. A lower loophole innovation success probability

shifts the stationary distribution of the economy towards more favorable states, which improves

the average output in the long run. The regulator will trade off these two effects to set the

optimal maximum leverage ratio.
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The model’s empirical implications are broadly consistent with the stylized facts found in

many empirical studies. First, Schularick and Taylor [69] study 14 developed countries over 140

years, concluding that a long period of credit growth is the best single predictor of financial

crises. Second, Reinhart and Reinhart [64] find that credit cycles are asymmetric: long periods

of credit expansion are followed by sudden stops, and then gradual recovery. Third, Adrian

and Shin [3, 4] find that financial intermediaries’ leverage is pro-cyclical over the business

cycles. Fourth, Dell’Ariccia et al. [22] find that during a boom, financial intermediaries’ lending

standards decrease and loan default rates increase, which is accompanied by massive failures in

the financial sector. Our model’s results reflect these facts within a unified framework.

This chapter contributes to the existing literature in several ways. First, unlike most regu-

lation and supervision literature which focuses on static models, this chapter studies regulator

supervision in a dynamic framework. Second, complementary to a small but growing literature

on endogenous business cycles, which focus on non-financial firms, this chapter provides a novel

mechanism to generate endogenous credit cycles originated from the financial sector. By ana-

lyzing the dynamics of banks’ moral hazard problem, this chapter is able to rationalize some of

the key features of the credit cycles that are not explained by the existing literature. Third, this

chapter provides a new rationale for the maximum leverage ratio when there is an interaction

between regulator supervision and banks’ loophole innovation. We show that tightening banks’

leverage ratio involves a systemic risk and output trade-off, and the regulator can lower the

likelihood of systemic crises at the cost of decreasing output in boom periods.

Chapter 4’s structure is as follows. Section 4.1 discusses the related literature. Section 4.2

presents the static model for bank risk-shifting, supervision, and loophole innovation. Section

4.3 nests the static model in a dynamic model, analyzing the macroeconomic implications

of the interaction between banks’ loophole innovation and regulator supervision. Sector 4.4

investigates the welfare implications of the maximum leverage ratio. Section 4.5 adds learning

about unknown loopholes and the regulator’s investigation choice in the model. Section 4.6

discusses several setups in the model.
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Chapter 2

DSGE Models for Chinese Economy
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2.1 Literature

This chapter fits into several strands of literature such as quantitive modeling for China, data

for Chinese economy, monetary policy, and housing in China. In this section, we will discuss

related papers.

Our chapter follows the literature about studying Chinese economy with quantitive models

[18, 72]. Song et al. [72] study the China’s economic transition process focusing on the re-

sources reallocation between State-Owned Enterprise and private firms. Calibrated to match

several data moments in China, their model can explain high economic growth, long-term high

returns on capital, and a large trade surplus in China between 1992 and 2007. Chen et al.

[18] present empirical facts for Chinese economy and build a theoretical model to explain the

increase in investment-to-output ratio and changes in the loan structure for banks. In their

model, collateral constraint on capital plays an important role, and they focus on the resources

allocation between light and heavy sectors. Both papers use quantitive methods to study the

Chinese economy, but our chapter is different from them in two ways. First, different from their

calibration methodology, our chapter adopts the Bayesian estimation approach. Rather than

matching several moments of Chinese data, we can take advantage of more information from

the distribution of the data series, which is feasible recently mainly due to the availability of

constructed quarterly Chinese data series by Higgins and Zha [39]. Second, their papers focus

more on explaining the trend part for the Chinese economy, while our chapter mainly studies the

cycle or fluctuation part. To study the cycle part, we have to include various shocks processes

in the model, and our chapter is more suitable for this task.

Different from U.S., data availability has always been an issue for studying the Chinese

economy. Usually there are only officially published annual data, which provides very few

observations. This limited sample can explain partly why most quantitive research on China

employ the calibration approach. However, very recently Higgins and Zha [39] construct and

update quarterly and monthly Chinese data seires, which greatly enlarges the sample size and

makes estimation approach available for the Chinese economy. Higgins et al. [40] adopt the

Vector-autoregression (VAR) approach to study the Chinese economy and provide reasonable

unconditional and conditional forecasts for the future Chinese economy. Similar to Higgins et

al. [40], our chapter takes advantage of Higgins and Zha [39] to increase the sample size for the

data series, but we use the structural DSGE model for estimation so we can understand more
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structural details for the micro-foundation for the Chinese economy. We will also provide some

unconditional and conditional forecasts with our estimated DSGE models.

Our chapter is related to a huge literature on monetary policy. One key element in the

New Keynesian framework is the monetary policy rule. Most literature studying U.S. economy

follow Taylor [76] to specify the monetary policy rule as the interest rate rule. However, there

is still a question whether the Taylor rule works in China since China has a very different

political and economic institution from U.S.. China has a officially determined loan rate and

deposit rate for a long time, so the interest rate mechanism from the demand channel may not

be applied in China. Chen et al. [18] provide empirical evidence that the monetary policy in

China mainly works through bank credit channel and there exists regime-switching for Chineses

monetary policy. In Chen et al. [17]’s paper, they find the monetary policy can affect the real

economy through shadow banks in China. Different from them, our chapter tries to identify the

problems of monetary policy rule through investigating the performance of estimated models.

Zhang [85] compares the two monetary policy rules in China. Chang et al. [15] studies the

linkage between the monetary policy and capital control in China. Chen et al. [19] studies the

effects of credit quota for Chinese monetary policy through GMM approach. Different from

their research, our chapter uses Bayesian estimation methodology for DSGE model. Dai et al.

[21] also apply Bayesian estimation methodology for the Chinese economy and does not favor

the New Keynesian framework. Different from their focus on the model comparison, we try to

diagnose which part in the model may lead to the estimation problems, and also we study the

recent housing boom in China.

Our chapter is also related to the literature on Chinese housing market. Several papers

document the rapid development in the housing market for China [29, 82, 83]. They provide

very important evidence that the high-speed development in the housing market accompanies

the impressive advance in the growth of real economy in China in the last decade. Although

it has been an important feature for China in the last decade, there exist very few papers

explaining this phenomenon. Chen and Wen [16] builds a quantitive model to explain this

great housing boom from the perspective of rational bubble. Recently, there are two paper

[60, 62] using Bayesian estimated DSGE model to study the housing market and real economy

in China. They build their models on Iacoviello and Neri [42] and Iacoviello [41]. This chapter

uses more models and focuses on the difficulty for current main stream DSGE models to explain

the Chinese data series.
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2.2 Data and Methodology

2.2.1 Data

Most data used in this chapter comes from Higgins and Zha [39]. They constructed quarterly

Chinese data, which has been in other studies such as Chang et al. [14]. The quarterly data

greatly improves the size and quality of the sample for China and makes the structural estimation

for the models feasible. In Iacoviello and Neri [42] and Liu et al. [49], we use additional data

about land prices from Wu et al. [82].

All the data used in this chapter is listed in the Table 2.1. All variables except LandPric-

eGyourko Q SA comes from Higgins and Zha [39], and LandPriceGyourko Q SA comes from

Wu et al. [82]. Later we will show how we construct Chinese series of variables corresponding

to their U.S. counterparts based on these raw data.

2.2.2 Methodology

Our estimation method follows Bayesian approach. We linearize the equations describing the

equilibrium around the balanced growth path steady state. The solution takes the form of a

state-space model for given parameters, which can be used to calculate the likelihood function. A

system of measurement equations links the observed data to the state variables in the equations.

A standard Kalman-filter algorithm can be applied to the system of measurement and state

equations in the form of likelihood function. Multiplying the likelihood by the prior distribution

leads to a posterior kernel, which is proportional to the posterior density function. We follow a

Bayesian approach to estimate the model. We transform the data for computing the likelihood

function, choose prior distributions for the parameters, and estimate the posterior distribution.

In practice, we use both Dynare and Dr Tao Zha’s C/C++ code to search for the posterior

mode. As is well-known, one difficulty in the numerical optimization is to find the global peak

instead of a local one. All the algorithm can only guarantee a local peak, so we need to start

searching from many initial guesses of the parameter values and pick the best one out of all

the local peaks. For complicated model such as Liu et al. [49]1, we may need to use advanced

1The complexity of the model, on the one hand, depends on the number of equations in the model. On the
other hand, it depends on the shape of the posterior kernel. As is discussed in its online appendix, Liu et al.
[49] finds its posterior kernel is full of ridges and local peaks, where Dynare has a hard time to find the mode of
the posterior distribution. Even though in theory, given sufficient random draws, Dynare could be able to find
the same mode, but the limitation of time makes it not feasible in reality. For the Chinese data, Dr Tao Zha’s
C/C++ code performs better for this model, which is consistent with the finding in Liu et al. [49]’s paper.
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algorithm with Dr Tao Zha’s C/C++ code, which demands large extra amount of computation

and the fast speed in C/C++ makes it feasible.

2.3 Smets-Wouters Model

2.3.1 Model Overview

Smets and Wouters [71] provides a canonical New Keynesian model. This model features both

nominal and real rigidities in the economy. It has imperfect competition in intermediary good

and labor market to capture the sticky price and wage, which allows monetary policy to play a

role in the business cycles. More specifically, the two markets follow Calvo [13]’s assumption that

in each period firms or labor union face fixed probabilities to change their price or wage. Also, it

consists of habit formation, investment adjustment cost, and variable capital utilization to cap-

ture the real rigidities in the economy. To generate fluctuations in the business cycles, in addition

to the standard total factor productivity shocks, the model includes two intertemporal-margin

shocks (risk premium shocks and investment-specific technology shocks), two intratemporal-

margin shocks (price and wage mark-up shocks), and two policy shocks (exogenous spending

shocks and monetary policy shocks). It also contains labor-augmenting technological progress

to capture the balanced steady-state growth path.

In this model, the representative household maximizes an infinite-horizon utility with con-

sumption goods and labor efforts. The utility contains a time-varying external consumption

habit part. Labor is differentiated by a union, which has monopoly power to allow for a sticky

nominal wage. Household rents capital service to intermediary-goods firms and decides capi-

tal accumulation facing investment adjustment costs. Intermediary-goods firms rent labor and

capital service to produce intermediary goods and set their prices following Calvo model to

allow for a sticky price. Final-goods firms buy intermediary goods and use them to produce

and sell final goods in the competitive markets. Details about the model setup and derivation

of log-linearization equations are in the Appendix A.

2.3.2 Data Construction

Smets and Wouters [71] estimated their model with seven macroeconomic quarterly U.S. time

series as observable variables: the log difference of real GDP, real consumption, real investment
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and the real wage, log hours worked, the log difference of the GDP deflator, and the federal funds

rate. To get the correspondent Chinese time series, we construct them with data in the Table

2.1 as follows: (1) construct “real GDP per capita” with “NGDP va Q SA / DGDP va Q SA /

Pop Q”; (2) construct “real consumption per capita” with “NC va Q SA / DGDP va Q SA /

Pop Q”; (3) construct “real investment per capita” with “NGFCF va Q SA / DGDP va Q SA

/ Pop Q”; (4) construct “real wage” with “AverageWageSplice Q SA / DGDP va Q SA”; (5)

since there is no hours data for China, we use quarterly employment share out of total population

as a proxy. So construct “hours” with “Emp Q SA / Pop Q”; (6) construct “GDP deflator”

with “DGDP va Q SA”; (7) construct “federal funds rate” or “interest rate” with the 7-day

repo in China “SpliceRepo7Day Q”2.

From the Table 2.1, we can see that different data time series cover different time span, and

we will use the intersection of them to estimate the model. Thus, the model is estimated over

the sample period from 1996Q1 to 2016Q4. The time series are plotted in the Figure 2.1. We

can see that real GDP per capita, real consumption per capita, real investment per capita, and

real wage have been growing since 1996Q1. Employment share has a hump-shape, which peaks

around 2005. Inflation has been fluctuating, and there was a big drop around 2009. The 7-day

repo started high from 1996Q1 and became relatively stable after 2000.

Figure 2.1: Chinese Data Time Series
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Table 2.2 shows the statistical summary for the data series. First, we can see the quarterly

growth rate for real GDP per capita is around 2% for the last twenty years. Second, the growth

rates for real consumption per capita and real investment per capita are around 1.8% and 2.3%

respectively. This means that investment has grown faster than consumption for China. Third,

compared to GDP and consumption, investment in China has been much more volatile with a

standard deviation of around 3% for the growth rate.

Table 2.2: SW Data Summary: 1996Q1 to 2016Q4

Variable mean std min p25 median p75 max

log diff of real GDP 2.044 0.558 0.605 1.636 1.960 2.310 3.923
log diff of real consumption 1.853 0.746 0.258 1.440 1.883 2.396 3.300
log diff of real investment 2.334 2.992 -5.103 0.703 1.962 3.383 13.714
log diff of real wage 2.222 1.774 -3.313 1.493 2.160 3.006 8.298
employment share 0.568 0.003 0.562 0.566 0.568 0.571 0.572
inflation 0.733 0.902 -1.666 0.150 0.678 1.152 2.825
interest rate 0.896 0.633 0.238 0.545 0.644 0.981 2.929

2.3.3 Parameter Estimates

Our calibrated parameter values and prior distributions mainly follow the setup in Smets and

Wouters [71]. Like their model, we fix five parameters. We set the depreciation rate δ at 0.025,

the steady-state mark-up in the labor market φw at 1.5, and the curvature parameters of the

Kimball aggregators in the goods and labor market εp and εw both at 10. Besides, we set the

exogenous spending-GDP ratio gy at 20 percent match the Chinese data.

We follow Smets and Wouters [71] exactly to set the prior distributions for the parameters

as in the Table 2.3, with one exception that balanced growth rate γ̄ is set to have a mean of 2

and standard deviation of 0.5 to fit the Chinese long-run growth rate.

Column (1) in the Table 2.3 gives the mode of the posterior distribution of the parameters.

The trend growth rate is around 2.14 percent quarterly, which is consistent with the average

growth rate for the Chinese economy. However, the capital share α is very close to zero, which

highly contrasts with the high capital share of income in China. To deal with this issue, we

fix the capital share at 0.5 and re-estimate the model, and the results are in the column (2).

We can see that the trend growth rate now deviates from the average growth rate of Chinese

economy. Also, from Table 2.2, we can see that real consumption and investment grow with

very different pace during the sample period, where investment grows about 0.5% faster than

consumption. During the last two decades, the consumption share out of GDP has dropped
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from 46% to below 40%, while the investment share has increased around 10% from 33%. Since

we are more interested in the high frequency dynamics rather than the low frequency trend

changes, we detrend real GDP, real consumption, and real investment separately with linear

trend to capture the high-frequency fluctuations in the data series. In estimation, we set the

trend growth rate at 2, the capital share at 0.5, and fit the detrended time series in the model

to search for the posterior. The results are in the column (3) in the Table 2.3.

First, we can see that the parameter σc is smaller than one for all the models, which implies

the risk aversion is not large in China. Second, the persistence parameters for both productivity

and investment shocks are very large. Third, the government spending shocks are persistent.

Last, let us look at parameters related to the monetary policy. The persistence coefficient for the

interest rate ρ is around 0.85 to 0.9 from the estimation, so interest rate is relatively persistent.

The coefficient for the inflation rπ is close to one compared to the value of two in U.S., which

implies the monetary policy in China does not respond much to the inflation. The coefficients

related to output ry and r∆y are not large, and they are very close to zero in the model (2) and

(3). From the results related to the monetary policy, it seems that different from the traditional

understanding of Taylor rule in the U.S. economy where interest rate responds sufficiently to

changes in inflation and output, those factors do not feed into the monetary policy a lot in

the estimation results for China. This is consistent with the findings of Chen et al. [18], who

identify the monetary policy rule in China and find it is different from the standard Taylor rule.
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Table 2.3: SW Prior and Posterior Distributions

Prior Model Posterior

Distribution Mean Std (1) (2) (3)

ϕ NORMAL 4 1.5 5.5241 7.2773 5.1991
σc NORMAL 1.50 0.375 0.0071 0.0006 0.6060
λ BETA 0.7 0.1 0.9936 0.9680 0.9135
ξw BETA 0.5 0.1 0.7404 0.8668 0.7091
σl NORMAL 2 0.75 2.7834 3.2862 2.9593
ξp BETA 0.5 0.10 0.7631 0.9608 0.6691
ιw BETA 0.5 0.15 0.3988 0.2214 0.5485
ιp BETA 0.5 0.15 0.3690 0.4547 0.3847
ψ BETA 0.5 0.15 0.6200 0.9018 0.9236
φp NORMAL 1.25 0.125 1.2680 1.5846 1.7953
rπ NORMAL 1.5 0.25 1.0912 1.0108 1.1345
ρ BETA 0.75 0.10 0.8789 0.8553 0.9094
ry NORMAL 0.125 0.05 0.1220 -0.000 -0.075
r∆y NORMAL 0.125 0.05 0.0877 0.0001 0.0107
π̄ GAMMA 0.625 0.1 0.6113 0.6017 0.5679
100(β−1 − 1) GAMMA 0.25 0.1 0.1575 0.4030 0.3048
l̄ NORMAL 0.0 2.0 -0.261 6.9849 -3.782
γ̄ NORMAL 2.0 0.5 2.1396 0.0919
α NORMAL 0.3 0.05 0.0007
µp BETA 0.5 0.2 0.4628 0.1504 0.2469
µw BETA 0.5 0.2 0.8738 0.2496 0.8691
ρga BETA 0.5 0.2 0.9263 0.4521 0.3445
ρa BETA 0.5 0.2 0.9593 0.9736 0.9787
ρb BETA 0.5 0.2 0.9811 0.9997 0.1574
ρg BETA 0.5 0.2 0.9607 0.9909 0.8019
ρi BETA 0.5 0.2 0.8771 0.9521 0.9762
ρr BETA 0.5 0.2 0.0578 0.1279 0.2080
ρp BETA 0.5 0.2 0.9415 0.4064 0.7205
ρw BETA 0.5 0.2 0.8475 0.3035 0.9057
σa InvGAMMA 0.1 2.0 0.4545 0.4273 0.3283
σb InvGAMMA 0.1 2.0 0.0829 0.0334 0.2721
σg InvGAMMA 0.1 2.0 0.6076 1.2852 1.5310
σi InvGAMMA 0.1 2.0 0.6803 0.1675 0.3911
σr InvGAMMA 0.1 2.0 0.1374 0.1511 0.1623
σp InvGAMMA 0.1 2.0 0.0847 0.3278 0.2177
σw InvGAMMA 0.1 2.0 0.8778 0.6934 0.7207

2.3.4 Properties of the Estimated Model

In this part, we will study the dynamic properties from the perspectives of impulse response

functions and variance decompositions.
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Figure 2.2: SW Model 1: Impulse Response
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In the Figure 2.2 to 2.4, we plot the impulse response functions for the Model 1 to 3. In

the figures, we include seven important variables (output ‘y’, consumption ‘c’, investment ‘i’,

inflation ‘pi’, interest rate ‘r’, wage ‘w’, and labor ‘l’) and all the shocks (TFP technology ‘a’,

risk premium ‘b’, exogenous spending ‘g’, investment technology ‘i’, monetary policy ‘r’, price

mark-up ‘p’, and wage mark-up ‘w’). For Model 1, several things stand out. First, the responses

of investment to all shocks are relative large. Second, the investment technology shock only has

significant impacts on investment but very small effects on other variables. For Model 2, there

are strong non-stationarity in the estimated model because all the impulse respones do not

come back to zero even after long periods. For Model 3, first we can see that all variables have

relatively strong responses to the investment shocks. Second, we can see that there exist many

fluctuations in the impulse response functions. These fluctuations may mainly come from the

respones of monetary policy, i.e. interest rate (row ‘r’). In the Table 2.3, we can see that the

coefficient for output in the monetary policy is negative, which is different from the standard

Taylor rule with a positive coefficient on output. Thus, this also provides some evidence that

Taylor rule or interest rate mechanism may not apply to the Chinese economy.
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Figure 2.3: SW Model 2: Impulse Response
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Figure 2.4: SW Model 3: Impulse Response
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The variance decomposition results are in the Tables 2.4 and 2.5.3 For Model 1, We can see

that TFP shocks explain most fluctuations of output. Exogenous spending shocks explain most

fluctuations of consumption. Investment shocks are responsible for large portions of both short-

3Since Model 2 is not very stationary, here we only present results for Model 1 and 3.
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and long-run variance decomposition of investment. Price mark-up shocks are the dominant

factors for the changes in inflation. Monetary policy shocks play an important role in the

short-run effects on interest rate, but in the long run price mark-up shocks dominate. In the

short run, wage mark-up shocks explain large part of changes in wage, but in the long-run price

mark-up shocks have largest effects. For labor, risk premium shocks, monetary policy shocks,

and price mark-up shocks are important in the short run. However, in the long run, only price

mark-up shocks stand out. For Model 3, we can see that investment shocks are dominant in the

long run for all the variables, which is consistent with previous findings in the impulse response

functions. But in the short run, price mark-up shocks, monetary policy shocks, wage mark-up

shocks are important for inflation, interest rate, and wage respectively.
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Table 2.4: SW Model 1: Variance Decomposition

a b g i r p w

Output
Unconditional 88.24 0.26 0.26 0.00 0.18 11.01 0.03
1Q 97.38 0.91 0.26 0.00 0.62 0.81 0.00
4Q 95.63 0.71 0.12 0.00 0.48 3.03 0.00
8Q 92.97 0.53 0.06 0.00 0.36 6.04 0.00
40Q 88.16 0.27 0.21 0.00 0.18 11.12 0.03

Consumption
Unconditional 9.91 0.22 80.20 0.03 0.15 9.44 0.02
1Q 8.12 0.86 89.63 0.00 0.59 0.77 0.00
4Q 8.69 0.65 87.39 0.02 0.44 2.78 0.00
8Q 9.15 0.47 84.58 0.04 0.32 5.41 0.00
40Q 9.88 0.23 80.12 0.03 0.16 9.52 0.02

Investment
Unconditional 3.83 1.38 1.29 40.21 0.90 52.13 0.22
1Q 0.02 2.57 1.63 92.96 1.68 1.02 0.08
4Q 0.03 2.58 1.61 88.25 1.68 5.73 0.08
8Q 0.33 2.43 1.40 77.78 1.58 16.39 0.05
40Q 3.76 1.38 1.16 40.04 0.90 52.52 0.21

Inflation
Unconditional 5.65 7.48 1.55 0.00 0.00 84.95 0.34
1Q 3.20 1.60 0.14 0.00 0.00 94.60 0.44
4Q 3.92 2.19 0.32 0.00 0.00 93.39 0.15
8Q 4.39 2.78 0.58 0.00 0.00 92.03 0.19
40Q 5.59 5.88 1.47 0.00 0.00 86.68 0.35

Interest Rate
Unconditional 6.36 10.34 1.38 0.00 1.52 80.12 0.24
1Q 0.00 1.13 10.07 0.00 61.98 26.66 0.13
4Q 1.83 2.29 2.44 0.00 18.30 74.98 0.12
8Q 3.19 2.96 0.70 0.00 6.72 86.37 0.04
40Q 6.07 7.27 1.14 0.00 1.64 83.59 0.26

Wage
Unconditional 3.90 0.00 1.09 0.01 0.00 79.62 15.34
1Q 1.06 0.02 4.55 0.00 0.02 7.58 86.74
4Q 2.23 0.01 3.73 0.00 0.01 34.34 59.65
8Q 2.96 0.01 2.35 0.00 0.00 59.78 34.87
40Q 3.76 0.00 1.09 0.01 0.00 79.51 15.58

Labor
Unconditional 11.12 2.01 2.08 0.00 1.39 83.14 0.23
1Q 3.41 33.64 9.88 0.00 23.13 29.91 0.00
4Q 6.02 15.53 2.67 0.00 10.56 65.17 0.02
8Q 7.03 7.15 0.93 0.00 4.87 79.97 0.02
40Q 10.42 2.09 1.68 0.00 1.45 84.08 0.24
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Table 2.5: SW Model 3: Variance Decomposition

a b g i r p w

Output
Unconditional 1.48 0.25 1.02 71.51 5.25 11.65 8.8051
1Q 1.94 3.24 24.00 49.97 8.34 9.48 3.0031
4Q 1.66 0.81 3.79 65.20 8.58 13.81 6.1200
8Q 1.39 0.37 1.67 68.63 6.40 12.98 8.5364
40Q 1.45 0.27 1.10 70.42 5.48 12.08 9.1736

Consumption
Unconditional 1.11 0.06 0.50 79.79 3.47 8.61 6.4290
1Q 1.10 0.73 25.83 64.94 1.39 4.45 1.5300
4Q 0.22 0.11 6.36 77.17 4.01 8.12 3.9841
8Q 0.19 0.05 2.76 78.06 3.83 8.83 6.2458
40Q 1.09 0.07 0.59 78.54 3.69 9.08 6.9149

Investment
Unconditional 0.41 0.13 0.01 72.56 5.28 12.65 8.9429
1Q 0.50 2.23 0.05 72.89 8.91 10.95 4.4442
4Q 0.38 0.43 0.03 73.85 7.14 12.06 6.0684
8Q 0.23 0.16 0.02 75.22 5.21 11.05 8.0748
40Q 0.40 0.13 0.01 72.64 5.29 12.57 8.9373

Inflation
Unconditional 1.00 0.06 0.06 76.06 5.36 13.04 4.3905
1Q 0.49 0.12 0.07 15.54 5.20 75.64 2.9068
4Q 1.58 0.16 0.30 39.58 11.06 43.90 3.3875
8Q 1.90 0.13 0.22 60.98 10.73 24.19 1.8422
40Q 1.03 0.06 0.06 74.80 5.71 13.80 4.4986

Interest Rate
Unconditional 0.86 0.02 0.11 90.92 2.68 3.71 1.6726
1Q 0.25 0.06 0.25 0.21 88.91 9.99 0.3026
4Q 0.09 0.01 0.39 37.58 39.37 20.59 1.9382
8Q 0.17 0.01 0.35 65.42 16.59 14.49 2.9399
40Q 0.82 0.02 0.13 89.95 3.09 4.14 1.8189

Wage
Unconditional 1.17 0.07 0.08 76.38 3.85 10.74 7.6871
1Q 0.35 0.01 1.72 28.72 0.51 2.34 66.3144
4Q 0.90 0.00 1.59 52.89 0.77 0.92 42.9073
8Q 3.01 0.12 1.35 46.56 1.32 4.82 42.7935
40Q 1.17 0.07 0.09 74.94 4.01 11.31 8.3799

Labor
Unconditional 0.73 0.17 0.61 77.37 4.51 10.20 6.3746
1Q 0.94 3.06 23.48 51.37 8.14 8.56 4.4144
4Q 0.20 0.92 5.30 61.50 9.41 14.34 8.3017
8Q 0.43 0.68 3.75 59.06 8.42 15.25 12.3667
40Q 0.70 0.19 0.70 76.37 4.71 10.52 6.7662
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2.4 Iacoviello-Neri Model

2.4.1 Model Overview

Iacoviello and Neri [42] builds on Smets and Wouters [71] and includes several new elements

to investigate the interaction between housing market and real economy in the business cycles.

First, similar to Smets and Wouters [71], it has nominal and real rigidities in the economy.

Second, it has a multi-sector structure with housing and non-housing goods. By introducing

the housing goods, it allows us to study whether the developments of housing sector (resi-

dential investment and housing prices) are just a reflection of macroeconomic activities in the

real economy or it might be an important driving force of business cycles. Third, it contains

financial frictions in the household sector. In particular, some (impatient) households suffer

from borrowing constraint where housing serves as collateral. This allows housing sector to

have spillover effects for the real economy through changing the borrowing constraint for the

impatient households. Fourth, it introduces housing demand shocks from the household side

and housing technology shock from the housing sector to capture the demand and supply sides

for the housing market, and it further helps explain how much fluctuations in the real economy

can be explained by the housing sector activities.

This model features two sectors, heterogeneity in households, and collateral constraints tied

to housing values. On the demand side, there are two types of households: patient and impa-

tient. Both patient and impatient households work, consume, and owning housing. However,

patient ones own capital and supply funds to firms and impatient households. Impatient house-

holds borrow from patient ones up against their housing collateral. On the supply side, the

non-housing sector uses capital and labor to produce consumption goods and business capital

for both sectors. The housing sector produces new homes combining business capital with labor

and land. Details about the model setup and derivation of log-linearization equations are in the

Appendix B.

2.4.2 Data Construction

Iacoviello and Neri [42] estimated their model with ten observables: real consumption, real resi-

dential investment, real business investment, real house prices, nominal interest rates, inflation,

hours and wage inflation in the consumption sector, hours and wage inflation in the housing
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sector. We construct the correspondent Chinese observables as follows: (1) we construct “real

consumption” with “NC va Q SA / DGDP va Q SA / Pop Q”; (2) we construct “real residen-

tial investment” with “HHNGFCF Q SA / PriceGFCFAltPad Q / Pop Q”4; (3) we construct

“real business investment” with

“(NGFCF Q SA - GovtGFCF Q SA - HHNGFCF Q SA) / PriceGFCFAltPad Q

/ Pop Q”; (4) we construct “real house prices” with “LandPriceGyourko Q SA

/ DGDP va Q SA”. There exist office house price indices calculated and reported by the Na-

tional Bureau of Statistics of China. However, those house price indices are widely criticized

for under-estimating the housing prices in China [29, 83]. In the estimation process, it is the

growth rate mattering rather than the level. We believe that the growth rate of land price is

a reasonable proxy for that of housing price. (5) we construct “nominal interest rates” with

“SpliceRepo7Day Q”; (6) we construct “inflation” as the log difference of “DGDP va Q SA”; (7)

Since hours data is not available in China, we use employment share as a proxy for hours as pre-

viously. We construct “hours in the consumption sector” with “NonConstrSecEmp Q SAAvg

/ Pop Q”; (8) we construct “wage inflation in the consumption sector” as the log difference of

“AvgUrbWageNonConsAlt Q”; (9) we construct “hours in the housing sector” with “ConstrSe-

cEmp Q SAAvg / Pop Q”; (10) we construct “wage inflation in the housing sector” as the log

difference of “AvgUrbWageConsAlt Q”. We take the common time span for all the data, and

the sample period is from 2004Q2 to 2016Q2.

We plot the data series in the Figure 2.5. From the figure, we can see that both residential

investment and the land price have been increasing around the last decade, which are consistent

with what we observe for the Chinese economy. However, the growth moment for business

investment has slowed down a little since around 2012. The employment share for consumption

sector has been declining, which largely comes from the population aging problem in China.

But the employment in the housing sector has been increasing, which is consistent with the

booming housing market. Table 2.6 shows the statistical summary for those time series. First,

the growth rates of real residential investment and real land price are both higher than that

of real business investment in the last decade and much higher than the growth rate of real

consumption. Second, the growth rate of residential investment is more volatile than that of

business investment, but the standard deviation of growth rate of real land price is much higher.

4Since there is no price deflator for housing investment in China, we use fixed asset investment price deflator
as proxy.
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Figure 2.5: Chinese Data Time Series
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Table 2.6: IN Data Summary: 2004Q2 to 2016Q2

Variable mean std min p25 median p75 max

log diff of real consumption 2.026 0.669 0.639 1.554 2.051 2.506 3.300
inflation 0.942 0.970 -1.666 0.331 0.834 1.707 2.825
log diff of real residential investment 2.910 4.225 -5.490 0.301 2.336 5.010 15.165
log diff of real business investment 2.666 2.599 -3.625 1.108 2.400 4.563 9.217
cons-sector employment share 0.517 0.011 0.501 0.506 0.518 0.527 0.533
hous-sector employment share 0.051 0.008 0.038 0.044 0.050 0.060 0.064
log diff of real land price 2.888 10.300 -28.785 -1.159 2.699 8.104 31.004
interest rate 0.694 0.258 0.238 0.520 0.642 0.883 1.177
log diff of cons-sector wage inflation 3.102 0.828 1.762 2.454 2.964 3.667 5.131
log diff of hous-sector wage inflation 2.982 0.866 1.047 2.350 3.184 3.640 4.578

2.4.3 Parameter Estimates

Our calibrated parameters and prior distributions follow exactly the same setup as Iacoviello

and Neri [42]. We set the discount factors of the patient and impatient households at 0.9925

and 0.97 respectively. The low discount factor for impatient households guarantees that the

borrowing constraint is binding for them around steady state. We set X = 1.15, which means

that the mark-up in the consumption-good sector is 15 percent in the steady state. Similarly,

we set the mark-up in the labor market Xw,c = Xw,h = 1.15. Since the persistent shock in

the monetary policy is difficult to identify in the estimation, we set ρs = 0.975. We fix the

depreciation rates for housing, consumption-sector capital, and housing-sector capital equal to

δh = 0.01, δkc = 0.025, and δkh = 0.03 respectively. For goods production function, we set the

capital share µc = 0.35. For housing production function, we set the capital share µh = 0.1, land

share µl = 0.1, and intermediate goods share µb = 0.1. Regarding the borrowing constraint
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parameter, we set the LTV ratio m = 0.85, which means that the total debt has to be less

that 85% of the expected value of the housing for the impatient households. We set our prior

distributions for the parameters exactly following Iacoviello and Neri [42] in the Table 2.7.

The results are in the Table 2.7. Several things stand out. First, the habit parameter

for the patient households is much smaller that that for the impatient households. Second,

the parameters related to monetary policy seem to be consistent with the traditional Taylor

rule. The persistence coefficient for interest rate rR is about 0.82. The coefficient for inflation

rπ is much higher than one. The coefficient for output rY is positive, which means higher

output results in a increase in the interest rate for the monetary policy. Third, all shocks

related productivity, ρAC , ρAH , and ρAK , are persistent with persistence coefficients higher

than 0.95. Regarding the standard deviations for the shocks, housing productivity and housing

demand shocks have relatively large ones. This is consistent with the data summary in the

Table 2.6, where growth rate of land prices has the largest standard deviation and growth rate

of residential investment has the second largest ones. To match with the data characteristics,

the model needs to have very large shock standard deviations for housing demand and housing

productivity. Fourth, there is one strange result, which is a negative trend for the investment

technology, i.e. γAK = −0.016. This result comes from the fundamental conflict between the

balance path relationship in the model and the observed data in the Chinese economy. In the

model, there exists a relationship for the growth rates in the balanced growth path, which is

that the growth rate for the consumption is equal to the sum of growth rates for housing prices

and residential investment. However, from the Table 2.6, we can see that both the growth rate

for land price (2.8%) and the growth rate for residential investment (2.9%) are higher than the

growth rate for consumption (2.0%) in the last decade. In this sense, Iacoviello and Neri [42]’s

model has a hard time to explain the boom in the housing market.
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Table 2.7: IN Prior and Posterior Distributions

Prior Model Posterior

Distribution Mean Std Mode

ε BETA 0.5 0.075 0.329
ε′ BETA 0.5 0.075 0.718
η GAMMA 0.5 0.1 0.448
η′ GAMMA 0.5 0.1 0.456
ξ NORMAL 1 0.1 0.928
ξ′ NORMAL 1 0.1 0.756
φk,c GAMMA 10 2.5 28.69
φk,h GAMMA 10 2.5 6.524
α BETA 0.65 0.05 0.793
rR BETA 0.75 0.1 0.819
rπ NORMAL 1.5 0.1 1.749
rY NORMAL 0 0.1 0.131
θπ BETA 0.125 0.05 0.652
ιπ BETA 0.125 0.05 0.964
θw,c BETA 0.625 0.1 0.664
ιw,c BETA 0.25 0.1 0.054
θw,h BETA 0.0 2.0 0.863
ιw,h BETA 2.0 0.5 0.129
ζ BETA 0.3 0.05 0.987
γAC NORMAL 0.5 0.2 0.034
γAH NORMAL 0.5 0.2 0.016
γAK NORMAL 0.5 0.2 -0.016
ρAC BETA 0.5 0.2 0.964
ρAH BETA 0.5 0.2 0.966
ρAK BETA 0.5 0.2 0.952
ρj BETA 0.5 0.2 0.798
ρz BETA 0.5 0.2 0.789
ρτ BETA 0.5 0.2 0.842
σAC InvGAMMA 0.5 0.2 0.000
σAH InvGAMMA 0.1 2.0 0.113
σAK InvGAMMA 0.1 2.0 0.021
σj InvGAMMA 0.1 2.0 1.486
σz InvGAMMA 0.1 2.0 0.019
στ InvGAMMA 0.1 2.0 0.019
σR InvGAMMA 0.1 2.0 0.002
σp InvGAMMA 0.1 2.0 0.010
σs InvGAMMA 0.5 0.2 0.000
σn,h InvGAMMA 0.1 2.0 0.246
σw,h InvGAMMA 0.1 2.0 0.005

2.4.4 Properties of the Estimated Model

In the Figure 2.6, we plot the impulse response functions for the estimated model. In the

figure, we include seven variables (consumption ‘c’, business investment ‘ik’, housing price ‘q’,
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residential investment ‘ih’, GDP ‘GDP’, inflation ‘dp’, interest rate ‘r’) and all the shocks

(consumption-sector technology ‘c’, investment technology ‘k’, housing-sector technology ‘h’,

housing preference ‘j’, temporary monetary policy ‘r’, persistent monetary policy ‘s’, price

mark-up ‘p’, discount factor ‘z’, labor supply ‘t’). First, we can see discount factor shocks affect

consumption mostly in the short run, but investment technology shocks have large long-run

effects on consumption. Second, investment technology shocks are the most dominant forces

in determining business investment. Third, housing technology shocks have negative effects on

housing price, while housing preference shocks have positive ones. Housing preference shocks

have short-term effects, but it takes long periods before the effects of housing technology shocks

to fade. Fourth, both housing technology shocks and housing preference shocks have large and

positive effects on residential investment. Similar to housing prices, housing technology shocks

have larger long-term effects. Fifth, investment technology shocks, housing technology shocks,

and housing preference shocks have large effects on GDP, because they are dominant forces

for important components of GDP such as consumption, business investment, and resident

investment. Sixth, two monetary policy shocks and price mark-up shocks have relatively large

effects on inflation and interest rate. But only persistent monetary policy shocks have long-run

effects.

Figure 2.6: IN Model: Impulse Response
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Next let us look at the variance decomposition results in the Table 2.8. Most results are con-
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sistent with the implications from the impulse response functions. First, investment technology

shocks explain most of the variance for consumption and business investment. Second, housing

technology and housing preference shocks account for most of the fluctuations for housing price

and residential investment. Third, persistent monetary policy shocks are important to explain

the variance for inflation and interest rate. Since housing sector is an important feature in the

Iacoviello and Neri [42]’s model compared to Smets and Wouters [71]’s model, we will focus on

two shocks related to housing, housing technology shock and housing preference shock. Even

though these two shocks explain more than 95% variance for housing price and residential in-

vestment, they are not important for other variables. Especially they can only explain less than

2% unconditional variance for business investment and around 6% unconditional variance for

consumption. In this sense, it is very hard for this model to explain the high-speed development

in both business investment and housing sector for China in the last decade. In the Table 2.6,

we can see that business investment, residential investment, and land price all have experienced

a growth rate higher than 10 percent annually, and this is an important characteristics for

Chinese economy. However, these facts are very hard to concile with Iacoviello and Neri [42]’s

model. To obtain high growth for residential investment and housing price, we need persistent

positive housing preference shocks. But in the model, housing preference shocks do not have

large effects on business investment.
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Table 2.8: IN Model: Variance Decomposition

c k h j r s p z t

Consumption
Unc 0.14 46.68 5.14 1.00 7.99 3.71 7.09 11.28 16.92
1Q 0.02 0.05 3.84 0.02 24.14 9.67 16.16 40.35 5.71
4Q 0.06 0.33 2.71 0.16 20.42 9.30 19.29 30.56 17.13
8Q 0.10 1.58 2.80 0.85 17.55 8.09 15.80 24.71 28.48
40Q 0.16 29.37 6.69 1.30 10.68 4.95 9.46 14.95 22.41

Business Investment
Unc 0.01 91.14 1.12 0.77 1.22 0.46 1.46 1.77 2.01
1Q 0.00 72.27 1.15 0.88 10.71 3.75 7.77 1.75 1.68
4Q 0.01 78.69 2.40 1.43 4.01 1.51 5.03 3.66 3.22
8Q 0.01 82.41 2.19 1.46 2.65 1.00 3.18 3.53 3.53
40Q 0.01 90.48 1.15 0.83 1.32 0.50 1.59 1.91 2.16

Housing Price
Unc 0.00 0.89 64.66 33.22 0.27 0.10 0.30 0.26 0.25
1Q 0.00 0.00 12.11 84.85 1.37 0.47 0.91 0.13 0.13
4Q 0.00 0.00 17.39 80.01 0.69 0.26 0.82 0.43 0.36
8Q 0.00 0.01 26.16 71.28 0.59 0.22 0.66 0.55 0.49
40Q 0.00 0.50 58.61 39.43 0.32 0.12 0.36 0.31 0.30

Residential Investment
Unc 0.00 0.00 79.43 19.88 0.28 0.08 0.04 0.09 0.15
1Q 0.00 0.00 55.58 43.10 0.84 0.24 0.08 0.06 0.08
4Q 0.00 0.00 65.67 33.33 0.49 0.14 0.05 0.12 0.16
8Q 0.00 0.00 71.97 27.14 0.38 0.11 0.05 0.12 0.19
40Q 0.00 0.00 79.12 20.19 0.28 0.08 0.04 0.09 0.16

GDP
Unc 0.01 34.43 47.26 12.58 1.40 0.51 1.08 0.52 2.16
1Q 0.00 10.86 43.10 34.77 5.78 1.94 2.60 0.06 0.84
4Q 0.00 15.18 49.65 26.00 3.08 1.13 2.31 0.47 2.13
8Q 0.00 19.57 51.97 20.10 2.25 0.82 1.72 0.72 2.82
40Q 0.01 31.66 49.08 13.24 1.48 0.54 1.13 0.54 2.27

Inflation
Unc 0.00 0.29 1.29 0.21 12.37 55.45 26.18 2.71 1.46
1Q 0.00 0.07 0.56 0.02 9.89 9.27 77.66 1.80 0.69
4Q 0.00 0.23 1.44 0.30 19.86 30.91 40.70 4.30 2.22
8Q 0.00 0.28 1.41 0.29 17.38 37.99 36.77 3.78 2.05
40Q 0.00 0.26 1.36 0.22 13.13 52.77 27.79 2.87 1.55

Interest Rate
Unc 0.00 2.04 1.19 1.32 8.04 72.05 8.26 4.32 2.72
1Q 0.00 1.95 3.57 4.19 57.21 2.60 29.71 0.68 0.05
4Q 0.00 2.82 1.90 2.03 27.59 26.13 29.03 7.54 2.93
8Q 0.00 2.74 1.58 2.16 17.00 45.88 17.43 8.56 4.61
40Q 0.00 1.93 1.29 1.46 8.95 69.29 9.20 4.80 3.03
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2.5 Liu-Wang-Zha Model

2.5.1 Model Overview

Liu et al. [49] develop a DSGE model to investigate the co-movements between land prices

and business investment. Different from Smets and Wouters [71] and Iacoviello and Neri [42],

this model only contains real rigidities such as consumption habit formation and investment

adjustment costs and does not include nominal rigidities. In this sense, this model fits more

into the real business cycle model rather than New Keynesian one. However, this model features

borrowing constrained entrepreneurs with land as collateral, which has the potential to link the

fluctuations in land prices to those in business investment. This mechanism is different from

Iacoviello and Neri [42], where the borrowing constraints lie on impatient households. Thus,

this model could deliver positive co-movements between land prices and business investment

while Iacoviello and Neri [42] could not.

The setup for the model is as follows: the economy is populated by two types of agents,

households and entrepreneurs. Households consume goods, provide labor supply, and enjoy

housing (land services). Entrepreneurs consume goods and conduct capital investment. En-

trepreneurs use labor, capital, and land to produce output, which can be used fro consumption

goods and capital investment. Details about the model setup and derivation of log-linearization

equations are in the Appendix C.

2.5.2 Data Construction

Liu et al. [49] fitted their model to six U.S. time series: the real price of land, the inverse of

relative price of investment, real per capita consumption, real per capita investment (in con-

sumption units), real per capita nonfarm non financial business debt, and per capita hours

worked. We construct the correspondent Chinese time series as follows: (1) we construct “real

price of land” with “LandPriceGyourko Q SA / PriceCexHousing Q”; (2) we construct “inverse

of relative price of investment” with “PriceCexHousing Q / PriceGFCFAltPad Q”; (3) we con-

struct “real per capita consumption” with “NC Q SA / PriceCexHousing Q / Pop Q”; (4) we

construct “real per capita investment” with “NGFCF Q SA / PriceCexHousing Q / Pop Q”;

(5) we construct “real per capita nonfarm non financial business debt” with “(LevNFEST-

LoanFOF Q+LevNFEMLTLoanFOF Q) / PriceCexHousing Q / Pop Q”; (6) we construct “per
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capita hours worked” with “Emp Q SAAvg / Pop Q”. And the sample period is from 2004Q2

to 2016Q2 due to the data availability for land price.

Figure 2.7: Chinese Data Time Series
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Table 2.9: LWZ Data Summary: 2004Q2 to 2016Q2

Variable mean std min p25 median p75 max

log diff of real land price 2.870 10.239 -28.133 -1.517 2.424 8.318 29.564
log diff of inverse of rel. price of inv 0.641 0.625 -0.639 0.186 0.603 1.086 2.450
log diff of real consumption 2.008 0.808 0.308 1.381 1.970 2.449 3.897
log diff of real investment 2.104 2.399 -4.956 0.392 1.788 3.384 9.875
log diff of real debt 2.117 2.100 -1.305 1.195 1.976 2.649 13.553
employment share 0.568 0.002 0.563 0.566 0.568 0.570 0.571

We plot the Chinese data series in the Figure 2.7. First, we can see that the inverse of

relative price of investment is increasing, which reflects that capital goods technology grows

faster than consumption goods technology. Second, the real debt has been increasing in the

last decade. Table 2.9 shows the statistical summary for these time series. First, we can see

that real land price grows faster than real consumption, real investment, and real debt. Second,

we can see that the inverse of relative price of investment grows at the average rate of 0.64%

each quarter, which demonstrates the relative faster advance in the capital goods technology.

Third, the growth rates for real investment and real debt show the similar magnitude in the

mean and standard deviation. Their average growth rates are slightly higher than that of real

consumption but much more volatile.
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2.5.3 Parameter Estimates

We follow exactly the same setup as Liu et al. [49] to estimate our model. In their model,

they not only directly fix the values for some parameters but also target some moments for

the economy. First, we fix the capital share α at 0.3 and LTV ratio in the steady state θ̄ at

0.75. Second, we target the following moments in the steady state: (1) the real interest rate

is 1.01; (2) the quarterly capital-output ratio is 4.6194; (3) the quarterly investment-capital

ratio is 0.0523; (4) the quarterly land-output ratio is 2.6; (5) the quarterly housing-output

ratio is 5.8011. From those five moments, we can back out five parameter values (β, λ̄a, ϕ̄, φ,

and δ) after obtaining the estimated parameter values. We set our prior distributions for the

parameters exactly following Liu et al. [49] in the Table 2.10.5

The estimation results are in the Table 2.10. First, we can see that households have small

consumption habit coefficient while entrepreneurs have a large one. Second, the persistence

coefficients for discount factor shocks, transitory and permanent investment technology shocks,

labor supply shocks are relatively large, which means that those shocks are persistent. Third,

housing demand shocks have large standard deviation.

5The prior distributions for standard deviations follow Gamma distribution with hyper-parameter values of
0.3261 and 1.45e-4. Their priors do not have finite mean and standard deviation, but their 90% probability
interval are between 0.0001 and 2.
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Table 2.10: LWZ Prior and Posterior Distributions

Prior Model Posterior

Distribution Mean Std Mode

γh BETA 0.333 0.235 0.236
γe BETA 0.333 0.235 0.934
Ω GAMMA 2 2 3.132
100(gγ − 1) GAMMA 0.618 0.453 0.128
100(λ̄q − 1) GAMMA 0.618 0.453 0.127
ρa BETA 0.333 0.453 0.886
ρz BETA 0.333 0.453 0.537
ρvz BETA 0.333 0.453 0.019
ρq BETA 0.333 0.453 0.998
ρvq BETA 0.333 0.453 0.964
ρϕ BETA 0.333 0.453 0.271
ρψ BETA 0.333 0.453 0.967
ρθ BETA 0.333 0.453 0.000
σa InvGAMMA Inf Inf 0.000
σz InvGAMMA Inf Inf 0.009
σvz InvGAMMA Inf Inf 0.000
σq InvGAMMA Inf Inf 0.005
σvq InvGAMMA Inf Inf 0.008
σϕ InvGAMMA Inf Inf 9.548
σψ InvGAMMA Inf Inf 0.005
σθ InvGAMMA Inf Inf 0.010

Figure 2.8: LWZ Model: Impulse Response
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2.5.4 Properties of the Estimated Model

In the figure 2.8, we plot the impulse response functions for the estimated model. In the figure,

we focus on six variables (land price ‘ql’, consumption ‘c’, investment ‘i’, labor ‘n’, output

‘y’, wage ‘w’) and all the shocks (discount factor ‘a’, permanent component of technology

‘z’, transitory component of technology ‘vz’, permanent component of investment technology

‘q’, transitory component of investment technology ‘vq’, housing demand ‘phi’, labor disutility

‘psi’, and collateral constraint ‘theta’). First, we can see that the permanent component of

investment technology shocks has large effects on all the variables. And its effects on land price,

consumption and wage are long-lasting. Second, housing demand shocks have large effects on

land price in the short-run but not in the long run, while effects of permanent component of

investment technology shocks on land price are small at the beginning but become large in the

long run. Also, housing demand shocks have sizable effects on investment. Third, the directions

of permanent component of investment technology shocks and housing demand shocks are the

same for land price and investment. This provides some potential to concile with the fact that

there have been booms both in investment and in housing/land price in China in the last decade.

The variance decomposition results are in the Table 2.11. First, in the long run, the perma-

nent components for investment technology shocks are dominant for all the variables. This is

consistent with a large persistent coefficient for this shock. Second, in the short run, other than

land price, housing demand shocks have sizable effects on the variances of investment, labor,

and wage. Third, technology shocks explain almost half of the variance for consumption in the

short run.
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Table 2.11: LWZ Model: Variance Decomposition

a z vz q vq ϕ ψ θ

Land Price
Unc 0.00 0.06 0.00 98.12 0.02 1.69 0.09 0.00
1Q 0.00 0.05 0.00 0.21 0.11 99.36 0.25 0.00
4Q 0.00 0.73 0.00 2.63 0.49 95.26 0.83 0.02
8Q 0.00 1.85 0.00 10.26 0.73 85.80 1.31 0.02
40Q 0.00 0.62 0.00 81.69 0.18 16.67 0.82 0.00

Consumption
Unc 0.00 0.07 0.00 99.83 0.01 0.00 0.07 0.00
1Q 0.00 49.56 0.01 0.23 22.34 4.24 23.46 0.11
4Q 0.00 46.31 0.00 23.48 12.37 1.01 16.34 0.46
8Q 0.00 25.08 0.00 61.68 4.98 0.27 7.85 0.10
40Q 0.00 0.92 0.00 98.11 0.14 0.03 0.77 0.00

Investment
Unc 0.00 0.66 0.00 97.63 0.07 1.00 0.60 0.00
1Q 0.00 0.90 0.00 68.57 1.59 28.23 0.70 0.00
4Q 0.00 0.15 0.00 92.79 0.18 5.93 0.94 0.00
8Q 0.00 0.44 0.00 96.36 0.09 2.13 0.96 0.00
40Q 0.00 0.99 0.00 96.47 0.11 1.50 0.90 0.00

Labor
Unc 0.00 1.27 0.00 93.76 0.13 1.19 3.62 0.00
1Q 0.00 0.88 0.00 60.78 0.57 29.31 8.39 0.03
4Q 0.00 0.32 0.00 86.40 0.10 6.55 6.55 0.05
8Q 0.00 1.12 0.00 90.60 0.15 2.59 5.49 0.02
40Q 0.00 2.42 0.00 88.37 0.23 2.26 6.67 0.01

Output
Unc 0.00 0.02 0.00 99.79 0.01 0.03 0.13 0.00
1Q 0.00 9.82 0.00 58.53 7.24 18.95 5.42 0.02
4Q 0.00 3.22 0.00 88.11 1.31 4.08 3.22 0.03
8Q 0.00 1.23 0.00 94.78 0.44 1.23 2.29 0.01
40Q 0.00 0.18 0.00 98.47 0.07 0.29 0.96 0.00

Wage
Unc 0.00 0.07 0.00 99.90 0.01 0.00 0.00 0.00
1Q 0.00 30.71 0.00 12.41 24.14 25.41 7.27 0.03
4Q 0.00 44.53 0.00 29.26 15.90 6.16 2.44 1.67
8Q 0.00 24.70 0.00 67.06 5.73 1.36 0.78 0.35
40Q 0.00 0.84 0.00 98.89 0.15 0.05 0.04 0.00

2.6 Discussion

This section summarizes the estimation results in the above sections and discuss issues of ap-

plying DSGE estimation models to the Chinese economy.

For Smets and Wouters [71]’s model, we get very strange estimation results about the capital
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share in the goods production function if we estimate the capital share and the growth trend for

the model. This issue may come from the different growth rate for consumption and investment

during the last two decades. Another issue is related to the monetary policy rule. The estimated

results for different variants of Smets and Wouters [71]’s model seem to be different from the

traditional Taylor rule in U.S.. The Federal Reserve Bank has long built a reputation for

targeting the inflation rate, so the inflation coefficient in the monetary policy for U.S. is larger

than that in China. In the Model 2 and 3, we can see that the coefficients related to output is

negative for current output and close to zero for output growth. However, those coefficients for

U.S. are positive to reflect the stabilization objective of the central bank in U.S. [81]. However,

Chen et al. [18] find that monetary policy has a stimulus role rather than a stabilization role in

China. This raises the question about validation of Taylor rule in China. To understand more

about the monetary policy in China, we also need to characterize the objective of the Central

Bank in China other than the standard stabilization objective, which may be consistent with

the empirical evidence.

Both Iacoviello and Neri [42] and Liu et al. [49] have housing in their models and can provide

some insights on the recent housing boom in China. Iacoviello and Neri [42]’s model is hard to

concile with the fact that both housing price and residential investment have been growing very

rapidly in the last decade. Also, in their model, there are not many spillovers between housing

market and investment, which may be hard to explain the impressive joint growth of investment

and housing market observed in China. This may come from the main mechanism of Iacoviello

and Neri [42]’s model, which relies mainly on the effects of housing price on consumption for the

constrained households. Thus, the effects of housing market on investment are only indirect.

Liu et al. [49] has a different mechanism than Iacoviello and Neri [42], which is based on the

effects of housing market on borrowing constraint for the entrepreneurs, so housing price can

affect the investment decisions for the entrepreneurs in a more direct channel. The estimated

results show that Liu et al. [49]’s model can generate substantial spillovers between the housing

market and investment, which is more consistent with the observed facts in China. In this

sense, Liu et al. [49]’s model has more potential to explain the recent housing booms in China.

However, this model is based on real business cycles model, so we cannot study the role of

monetary policy here, which may be an interesting topic for future research.
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Chapter 3

Optimal Monetary Policy in China
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3.1 Model

In this section, we will provide a micro-foundation for the whole structural model and derive

the optimal monetary policy for the Central Bank. First, we derive the three New Keynesian

equations with targeted output from households’ problem, firms’ problem, and aggregate price

dynamics. Second, we introduce the Central Bank’s asymmetric loss function and discuss how

it is related to the specific institutional background in China. Third, we derive the optimal

monetary policy with the Central Bank’s loss function and New Keynesian equations with

targeted output and discuss the conditions under which we can get the monetary policy rule

consistent with Chen et al. [18].

There are three elements in this model different from the standard simple New Keynesian

model. First, we assume that agents in the model use adaptive learning expectations, so we

can avoid the difficulty of solving an endogenous regime-switching model. Second, we let the

government collect revenue tax on the firms to introduce the targeted output growth rate in the

model. Third, the Central Bank’s loss function deviates from the standard quadratic from and

has some asymmetric features. In the model below, we will discuss more about those elements

in detail.

3.1.1 New Keynesian Equations with Targeted Output

3.1.1.1 Household’s Problem

There is a representative household that consumes goods, supplies labor, accumulates bonds,

holds shares in firms, receives lump-sum transfer payments from government, and accumulates

money. It’s problem is

max E0

∞∑
t=0

βt

[
C1−σ
t

1− σ
− ϕN

1+ψ
t

1 + ψ
+ ν log(Mt/Pt)

]

where Ct is a consumption index given by

Ct =

(∫ 1

0
Ct(i)

ε−1
ε di

) ε
ε−1

with Ct(i) representing the quantity of good i consumed by the representative household in the

period t. We assume that there exist a continuum of goods denoted by the interval [0, 1]. The
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budget constraint within each period is

∫ 1

0
Pt(i)Ct(i)di+Bt +Mt ≤ (1 +Rt−1)Bt−1 +Mt−1 +WtNt + Tt

where Tt includes both dividends from firms and lump-sum transfer payments from government

in the period t.

The household’s decision on allocating its consumption expenditures among the differ-

entiated goods can be separately solved from other decisions. This problem requires that

the consumption index Ct be maximized for any given level of consumption expenditures∫ 1
0 Pt(i)Ct(i)di. The solution to this problem gives us the optimal demand for differential

goods

Ct(i) =

(
Pt(i)

Pt

)−ε
Ct, ∀ i ∈ [0, 1]

where Pt =
(∫ 1

0 Pt(i)
1−εdi

) 1
1−ε

. And we can also get the following equation

PtCt =

∫ 1

0
Pt(i)Ct(i)di

Taking advantage of the above results, we can re-write household’s problem

max
Ct,Nt,Mt,Bt

E0

∞∑
t=0

βt

[
C1−σ
t

1− σ
− ϕN

1+ψ
t

1 + ψ
+ ν log(Mt/Pt)

]

subject to the intra-period budget constraint

PtCt +Bt +Mt ≤ (1 +Rt−1)Bt−1 +Mt−1 +WtNt + Tt

The optimal decisions can be described by the following first-order conditions

∂Nt :
ϕNψ

t

C−σt
=
Wt

Pt

∂Bt : 1 = βEt

(
C−σt+1

C−σt

Pt
Pt+1

(1 +Rt)

)

∂Mt : ν

(
Mt

Pt

)−1

= C−σt
Rt

1 +Rt
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We can log-linearize the F.O.C. around the steady state, and we get

∂Nt : ψn̂t + σĉt = ŵt − p̂t (3.1)

∂Bt : ĉt = Etĉt+1 −
1

σ
(r̃t − Etπ̃t+1) (3.2)

∂Mt : m̂t − p̂t = σĉt −
1

R(1 +R)
r̃t (3.3)

where we use ‘hat’ to denote percentage deviation from the steady state for variables and ‘tilde’

to denote linear deviation from the steady state for variables1.

3.1.1.2 Aggregate Price Dynamics

Next we will derive the aggregate price dynamics. Here we follow Calvo [13]’s setup by assuming

that in each period only a measure of 1−θ firms can reset their prices while the other θ measure

of firms cannot adjust their prices. Since each firm faces the same price-setting problem, they

choose the same price P ∗t if they can reset their price in the period t and the other firms continue

their last-period price Pt−1(i). From Pt =
(∫ 1

0 Pt(i)
1−εdi

) 1
1−ε

, we can get

P 1−ε
t =

∫ 1

0
Pt(i)

1−εdi = (1− θ)(P ∗t )1−ε + θ

∫ 1

0
Pt−1(i)1−εdi = (1− θ)(P ∗t )1−ε + θP 1−ε

t−1

Then we can get the inflation

Π1−ε
t = θ + (1− θ)

(
P ∗t
Pt−1

)1−ε

where Πt ≡ Pt/Pt−1. We log-linearize it around the steady state, and we get

π̃t = (1− θ)(p̂∗t − p̂t−1) (3.4)

3.1.1.3 Firm’s Problem

The firms produce goods with labor and have a linear production technology

Yt(i) = AtNt(i)

1In simplicity, for variable x with a steady state value x̄, x̂ = dx/x̄, and x̃ = dx.
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A firm with price-resetting opportunity in period t will choose the price P ∗t which maximizes

all its discounted profits generated while that price remains effective. Formally, it solves the

following problem

max
P ∗t

∞∑
k=0

θkEtQt,t+k [(1− τt+k)P ∗t Yt+k(i)−MCt+kPt+kYt+k(i)]

subject to its demand function

Yt+k(i) =

(
P ∗t
Pt+k

)−ε
Ct+k

where Qt,t+k ≡ βk(Ct+k/Ct)
−σ(Pt/Pt+k) is the stochastic discount factor for nominal profits,

MCt+k is the real marginal cost in period t+ k, and τt+k is the revenue tax. The revenue tax

is set by the government and transfered to the household in lump-sum transfer payments. To

introduce the targeted GDP growth rate in the model, we assume that the government sets

the revenue tax τt to achieve the targeted output growth in the flexible price environment. In

China, the targeted growth rate is an important part in the monetary policy [18]. However, in

the standard New Keynesian model, it only contains the potential output, which is described

as the output under flexible-price environment. Our model introduces the revenue tax in this

novel way to include the targeted output growth rate in the New Keynesian framework.

We can get the F.O.C. for the price setting problem that

∞∑
k=0

θkEtQt,t+kYt+k(i)

[
(1− τt+k)P ∗t −

ε

ε− 1
MCt+kPt+k

]
= 0

By log-linearizing it around the steady state, we can get

∞∑
k=0

(βθ)kEt

[
− τ

1− τ
τ̂t+k + p̂∗t − m̂ct+k − p̂t+k

]
= 0

We can re-arrange the equation and get

p̂∗t − p̂t−1 = (1− βθ)
(
m̂ct + p̂t − p̂t−1 +

τ

1− τ
τ̂t

)
+ βθ(Etp̂

∗
t+1 − p̂t−1)

Using equation (3.4), we can express the above equation with inflation

π̃t = βEtπ̃t+1 +
(1− βθ)(1− θ)

θ

(
m̂ct +

τ

1− τ
τ̂t

)
(3.5)
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From this equation, we can see that current inflation is positively related to the expected

inflation in the next period. Also, current inflation increases as real marginal cost and revenue

tax increase.

3.1.1.4 Equilibrium

In the equilibrium, market clearing in the goods markets require

Yt(i) = Ct(i), ∀ i ∈ [0, 1]

Define aggregate output Yt ≡
(∫ 1

0 Yt(i)
ε−1
ε di

) ε
ε−1

, and we can get

Yt = Ct.

From the labor market clearing, we can get

Nt =

∫ 1

0
Nt(i)di =

Yt
At

∫ 1

0

(
Pt(i)

Pt

)−ε
di

From firms’ production function, we can get the real marginal cost

MCt =
Wt

Pt

1

At

By log-linearizing the above equations, we can get

ŷt = ĉt (3.6)

n̂t = ŷt − ât (3.7)

m̂ct = ŵt − p̂t − ât (3.8)

3.1.1.5 Flexible-price Economy

Under flexible-price economy, all firms can reset their prices in each period. We use superscript

f to denote the variables under flexible-price economy. Then we can get the following equations.

m̂cft = − τ

1− τ
τ̂t
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m̂cft = ŵft − p̂
f
t − ât

ŷft = ât + n̂ft

ψn̂ft + σĉft = ŵft − p̂
f
t

Substitute with above equations and we can get

ŷft =
1 + ψ

σ + ψ
ât −

1

σ + ψ

τ

1− τ
τ̂t (3.9)

3.1.1.6 Sticky-price Economy

From equations (3.1), (3.7), and (3.8)

m̂ct +
τ

1− τ
τ̂t = (σ + ψ)ŷt − (1 + ψ)ât +

τ

1− τ
τ̂t

= (σ + ψ)(ŷt − ŷft )

Substitute the above equation into equation (3.4) and substitute ŷft with ŷ∗t , we get the

Phillips curve

π̃t = βEtπ̃t+1 +
(1− βθ)(1− θ)(σ + ψ)

θ
(ŷt − ŷ∗t ) (3.10)

Since the government set τt to achieve the targeted output under the flexible-price economy, i.e.

ŷ∗t is the output associated with the targeted output growth rate.

Substitute equation (3.6) into (3.2) and (3.3), we get the demand equation and money

demand equation

ŷt = Etŷt+1 −
1

σ
(r̃t − Etπ̃t+1) (3.11)

m̂t − p̂t = σŷt −
1

R(1 +R)
r̃t (3.12)

Equations (3.10), (3.11), and (3.12) describe the optimal decisions for the private agents (house-

hold and firms). To close the economy, we need the monetary policy on the part of Central

Bank, which will be derived later.

3.1.1.7 Adaptive Learning

In this part, we deviate from the rational expectation and assume that agents’ beliefs follows

adaptive learning process. Specifically, the adaptive learning expectation about future output
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in the next period is weighted average of current period output and targeted output., i.e.

Eat ŷt+1 = αyŷt + (1− αy)ŷ∗t (3.13)

Similarly, the expectation of inflation also follows the adaptive form

Eat π̃t+1 = αππ̃t (3.14)

We adopts adaptive learning belief for several reasons. First, more and more papers in

the business cycle literature try to deviate from rational expectation equilibrium to explain the

business cycle properties [27, 28, 68]. Second, the adoption of adaptive learning is more from the

practical perspective in this chapter. Since the monetary policy follows the endogenous regime-

switching process, it is very difficult to solve the rational expectation equilibrium. Furthermore,

the Central Bank’s problem becomes even more difficult if the Central Bank take the rational

expectation of the private agents into consideration when it sets the optimal monetary policy.

This is because the monetary policy itself would also alternate the private agents’ expectation

formation. Third, there has been a discussion about the commitment problem for the Central

Bank [81], and the optimal monetary policy may take Ramsey form or discretion form. However,

in the adaptive learning framework, commitment problem is not a issue since the private agents’

decision is backward looking rather than forward looking. Thus, there is only one optimal

monetary policy for the Central Bank. Fourth, the adaptive learning expectation assumption

allows us to exploit an identification strategy in Section 3.2, which makes the estimation of the

whole model feasible.

3.1.1.8 New Keynesian Equation in the Growth Form

In this part, we will transform output, targeted output, and money supply into the growth

rate form, but keep inflation and interest rate in their level form. After substituting adaptive

learning equations (3.13) and (3.14) into equations (3.11), (3.12) and (3.10), and transforming

them into growth rates, we get the demand equation

(1− αy)(gy,t − g∗y,t) + τ(rt − αππt) + Cy + ud,t = 0 (3.15)
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where τ = 1/σ. Following Chen et al. [18], we define the growth rate for the targeted output

g∗y,t as the logarithm difference between targeted output and last period output, i.e. y∗t − yt−1.

Thus, the gap between actual output and targeted output yt − y∗t equals to the gap between

actual output growth rate and targeted output growth rate gy,t − g∗y,t.

The money demand equation is

gm,t − πt = η1gy,t − ηr(rt − rt−1) + Cm + ub,t (3.16)

where η1 = σ, and ηr = 1/(R(1 + R)). Since τ = 1/η1, we can re-write the demand equation

(3.15) as

(1− αy)η1(gy,t − g∗y,t) + rt − αππt + Cy + ud,t = 0 (3.17)

And the inflation equation is

πt =
(1− βθ)(1− θ)(σ + ψ)

(1− απβ)θ
(gy,t − g∗y,t) + Cπ + us,t

We can simplify the above equation as

πt = κ(gy,t − g∗y,t) + Cπ + us,t (3.18)

where κ = (1−βθ)(1−θ)(σ+ψ)
(1−απβ)θ .

3.1.2 Central Bank’s Loss function

To understand the role of the government’s asymmetric preference for output growth, we begin

with the conventional loss function for output growth

Lyt = δ (gy,t − ḡy,t)2 , (3.19)

where ḡy,t represents the potential GDP growth. The overall loss function is

Lt = Lyt + λ (πt − π∗)2 + (gm,t − gm,t−1)2

= δ (gy,t − ḡy,t)2 + λ (πt − π∗)2 + (gm,t − gm,t−1)2
(3.20)
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This loss function suffers from two problems. First, for transitional economies like China,

the concept of potential GDP is not well defined. The transition path for the Chinese economy

is characterized by steady increases of the share of investment in GDP, the share of medium-

and long-term loans in total loans, and the share of revenues in heavy industries in total output

since the late 1990s [14]. China is still in the transition process. In such a policy environment, it

is practically difficult to define what constitutes potential or trend output growth like those in

advanced countries. Second, even if we avoid the issue related to the concept of potential GDP

by setting ḡy,t = g∗y,t, the quadratic output loss function (3.19) fails to represent the Chinese

government’s preference for growth to be above the target (that is, more growth is preferred by

the Chinese government).

To approximate the government’s practical preference in a tractable form, we apply the

prospect theory proposed by Kahneman and Tversky [43]. In their decision theory under risk,

the value function is (1) concave for gains and convex for losses and (2) steeper for losses than

for gains. For our case, the reference point for decision choice is the GDP target g∗y,t. Using the

prospect theory, we generalize the loss function (3.19) to be2

Lyt = δt
(
gy,t − g∗y,t

)2
(3.21)

with

δt =


δb if gy,t − g∗y,t < 0

−δa if gy,t − g∗y,t ≥ 0

,

where δb > δa > 0, this loss function becomes asymmetric. The parametric constraint, δb >

δa > 0, implies that the marginal loss for the government when actual GDP growth misses the

target is larger than the marginal gain when actual GDP growth is already above the target.

The negative sign for the weight on (gy,t−g∗y,t)2 is necessary to ensure the concave gain required

by the prospect theory of Kahneman and Tversky [43]; that is, the loss declines as GDP growth

continues to rise in the growth region gy,t − g∗y,t ≥ 0. This captures the pro-growth preference

for the Chinese government. The piecewise quadratic form of loss function (3.21) enables us to

obtain a closed-form solution to optimal monetary policy.

The purpose of this chapter is not to justify the generalized loss function (3.21) can apply

all the economy around the world. The Chinese government’s objective function is unlikely

2Potentially the coefficient for inflate λ could also be time-varying, but here we keep it constant to be consistent
with Chen et al. [18].
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to be the same as the objective function of the representative agent for an economy with a

1.38 billion population. Among others, political and social stability is a top priority of the

government; maintaining control of the communist party over economic and social activities is

another. Building a micro foundation of the Chinese government’s loss function is a complex

issue and a challenging task and thus merits a separate research paper.3 We instead use a

straightforward application of the widely used prospect theory of Kahneman and Tversky [43]

for the Chinese government’s decision making.

3.1.3 Optimal Monetary Policy

In this part, we will derive the Central Bank’s optimal monetary policy given the private agents’

decision equations (3.16), (3.17), and (3.18). The Central Bank’s problem is

min
gm,t

E0

∞∑
t=0

βt
{

1

2
[δt(gy,t − g∗y,t)2 + λ(πt − π∗)2 + (gm,t − gm,t−1)2]

}

s.t. gm,t − πt = η1gy,t − ηr(rt − rt−1) + Cm + ub,t

(1− αy)η1(gy,t − g∗y,t) + rt − αππt + Cy + ud,t = 0

πt = κ(gy,t − g∗y,t) + Cπ + us,t

We can write down the Lagrangian equation with Lagrangian multiplier µ1,t for equation

(3.16), Lagrangian multiplier µ2,t for equation (3.17), and Lagrangian multiplier µ3,t for equation

(3.18)

L = E0
∑∞

t=0 β
t{ 1

2 [δt(gy,t − g∗y,t)2 + λ(πt − π∗)2 + (gm,t − gm,t−1)2]

+µ1,t[gm,t − πt − η1gy,t + ηr(rt − rt−1)− Cm − ub,t]

+µ2,t[(1− αy)η1(gy,t − g∗y,t) + rt − αππt + Cy + ud,t]

+µ3,t[πt − κ(gy,t − g∗y,t)− Cπ − us,t]}

The first-order conditions with respect to gm,t, rt, πt, and gy,t are as follows

∂gm,t : gm,t − gm,t−1 − β(Etgm,t+1 − gm,t) + µ1,t = 0 (3.22)

∂rt : ηrµ1,t + µ2,t − βηrEtµ1,t+1 = 0 (3.23)

∂πt : λ(πt − π∗)− µ1,t − απµ2,t + µ3,t = 0 (3.24)

∂gy,t : δt(gy,t − g∗y,t)− η1µ1,t + (1− αy)η1µ2,t − κµ3,t = 0 (3.25)

3See Li and Zhou [48] for a description of Chinese leaders’ own preferences and incentives.
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Canceling the term µ3,t from equation (3.24) and (3.25), we get

κλ(πt − π∗) + δt(gy,t − g∗y,t)− (κ+ η1)µ1,t + ((1− αy)η1 − απκ)µ2,t = 0

Substitute µ2,t from the above equation with equation (3.23),

κλ(πt − π∗) + δt(gy,t − g∗y,t)− [(κ+ η1) + ((1− αy)η1 − απκ)ηr]µ1,t + ((1− αy)η1 − απκ)βηrEtµ1,t+1 = 0 (3.26)

Substitute µ1,t and Eµ1,t+1 with equation (3.22), and use adaptive learning for money growth

Eat gm,t+1 = (1− αm)ḡm + αmgm,t

Eat gm,t+2 = (1− α2
m)ḡm + α2

mgm,t

Here this adaptive learning expectation is on the part of Central Bank.

we get

gm,t =
κλπ∗ + (1− αm)β[(κ+ η1) + ((1− αy)η1 − απκ)(2− αmβ)ηr]ḡm

(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr

+
(κ+ η1) + ((1− αy)η1 − απκ)ηr

(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr
gm,t−1

− κλ

(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr
πt

− δt
(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr

(gy,t − g∗y,t)

(3.27)

Define

γ0 ≡
κλπ∗ + (1− αm)β[(κ+ η1) + ((1− αy)η1 − απκ)(2− αmβ)ηr]ḡm

(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr

γm ≡
(κ+ η1) + ((1− αy)η1 − απκ)ηr

(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr

γπ ≡−
κλ

(κ+ η1)(1− αmβ + β) + ((1− αy)η1 − απκ)(1 + (1− αm)(2− αmβ)β)ηr

γy,t ≡

 γy,a = δa
(κ+η1)(1−αmβ+β)+((1−αy)η1−απκ)(1+(1−αm)(2−αmβ)β)ηr

, if gy,t − g∗y,t ≥ 0

γy,b = − δb
(κ+η1)(1−αmβ+β)+((1−αy)η1−απκ)(1+(1−αm)(2−αmβ)β)ηr

, if gy,t − g∗y,t < 0

Given that all the adaptive learning parameters (αy, απ, and αm) are smaller than one, the
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sufficient condition to get the signs that γm < 1, γπ < 0, γa > 0, and γb < 0 are

(1− αy)η1 − απκ ≥ 0 (3.28)

Thus, we can get the following proposition

Proposition 1. Under the adaptive learning expectation and the parameter configuration that

(1−αy)η1−απκ ≥ 0, optimal monetary policy for the Central Bank’s problem follows the form

gm,t = γ0 + γmgm,t−1 + γππt + γy,t(gy,t − g∗y,t), (3.29)

where γm < 1, γπ < 0, and the output coefficient is time-varying as

γy,t =

 γy,a > 0, if gy,t − g∗y,t ≥ 0

γy,b < 0, if gy,t − g∗y,t < 0
.

Proposition 1 provides the optimal monetary policy form in the model. This monetary policy

rule is similar to the empirical finding in Chen et al. [18], but the difference is the timing in the

right hand of the equation. Their empirical rule depends on the lagged inflation rate and lagged

gap between actual and targeted output growth rate. Our derived monetary policy depends on

current inflation rate and current gap between actual and targeted output growth rate, which

shares the same feature with the standard Taylor rule. Even though there is difference in the

timing, both monetary policies share the same asymmetric feature.

3.2 Estimation

In this section, we will estimate the structural models with Chinese data. First, we discuss the

construction for the data series. Second, we estimate the monetary policy rule following Chen

et al. [18]. Third, we estimate the rest of the structural model. Fourth, we make inference on

the preference of Central Bank based on the estimated model.

3.2.1 Data

In this part, we will discuss the construction of relevant Chinese data series. We will estimate

the model following Section 3.1, so the output, targeted output, and money are all in the growth
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rate, while inflation and interest rate are in their level.

Table 3.1: Statistical Summary (Quarterly)

mean std min 25% median 75% max

Output Growth Rate 2.22 0.73 0.10 1.74 2.16 2.51 4.39
Targeted Output Growth Rate 0.71 1.38 -3.14 -0.16 0.90 1.83 3.85
Money Growth Rate 3.74 1.01 2.04 3.13 3.63 4.10 8.22
Inflation Rate 0.52 0.69 -1.02 0.13 0.46 0.81 2.53
Interest Rate 0.67 0.23 0.24 0.53 0.62 0.85 1.18

We construct the Chinese data series following Chen et al. [18]. We construct several data

series: (1) real GDP growth rate; (2) targeted GDP growth rate; (3) money (M2) growth rate;

(4) inflation rate; (5) interest rate. First, real GDP growth rate is constructed from the nominal

GDP level and GDP deflator. We can get the real GDP level first by dividing nominal GDP

by the GDP deflator and then calculate real GDP growth rate. Second, for the targeted GDP

growth rate, we can calculate the targeted GDP level with the real GDP level four quarters ago

and the announced annual GDP growth rate. Next we calculated the targeted GDP growth

rate with the targeted GDP level and the real GDP level in the last period. Third, we construct

the money growth rate with the levels of M2. Fourth, we use consumer price index to calculate

the inflation rate. Fifth, we use 7-day repo rate to construct the interest rate.

The statistical summary for the constructed data is in the Table 3.1. First, we can see that

the real GDP growth rate is around 2.2 percent quarterly, which reflects high-speed growth in

China. Second, the targeted output growth rate is lower than the actual one on average. This

is consistent with Chen et al. [18], who argue that targeted output growth rate often reflects the

conservative prospect of the government for the GDP growth. Third, the money growth rate is

higher than GDP growth rate. In the same time the money growth is more volatile. Fourth, the

inflation rate is around 0.52 percent quarterly on average, but there are periods with negative

inflation rate within the sample. Fifth, the interest rate is about 0.67 percent quarterly, and it

is relatively stable across the sample period.
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Figure 3.1: Quarterly Data

2000 2005 2010 2015

-2

0

2

4

O
u
tp

u
t 
G

ro
w

th
 R

a
te

Actual and Targeted Output Growth Rate

Actual

Targeted

2000 2005 2010 2015

3

4

5

6

7

8

M
o
n
e
y
 G

ro
w

th
 R

a
te

Money Growth Rate

2000 2005 2010 2015
-1

0

1

2

In
fl
a
ti
o
n
 R

a
te

Inflation Rate

2000 2005 2010 2015

0.4

0.6

0.8

1

In
te

re
s
t 
R

a
te

Interest Rate

We plot the data series in the Figure 3.1. First, we can see from the figure that the volatility

for the real GDP growth rate has decreased after 2010. Also the average GDP growth rate seems

to decrease during the same period. Second, there is a peak in the money growth rate around

2009, which corresponds to the stimulus period in China to cope with the financial crisis. Third,

the inflation dropped a lot during the financial crisis period due to the weak demand. Fourth,

for the 7-day repo, the average repo rate after 2010 is higher than that before 2010.

3.2.2 Estimation for Monetary Policy Rule

Following Chen et al. [18], we characterize the monetary policy rule in China as

gm,t = γ0 + γmgm,t−1 + γππt−1 + γy,t(gy,t−1 − g∗y,t−1) + σm,tεm,t (3.30)

where the output coefficient is time-varying with the form

γy,t =

 γy,a > 0, if gy,t−1 − g∗y,t−1 ≥ 0

γy,b < 0, if gy,t−1 − g∗y,t−1 < 0
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and the subscript “a” stands for “above target” and “b” for “below target”. Also, we allow for

heteroskedasticity between the two states in the estimation

σm,t =

 σm,a > 0, if gy,t−1 − g∗y,t−1 ≥ 0

σm,b < 0, if gy,t−1 − g∗y,t−1 < 0
.

The timing of the monetary policy is different from the derived model, but it is the same

as Chen et al. [18]’s specification. In their VAR framework, timing is very important for their

identification strategy of the monetary policy shocks. In our model, timing is not crucial,

because all variables on the right hand of equation (3.30) (gm,t−1, πt−1, and gy,t−1 − g∗y,t−1) are

observable. Whether they are lagged values or current values does not affect the identification of

monetary policy rule. However, the adaptive learning expectations in the rest of the model are

important, because we are able to avoid solving endogenous regime-switch rational expectation

equilibrium. To be consistent with Chen et al. [18], we follow the same timing setup for the

monetary policy rule. Thus, the estimation results for the monetary policy rule are the same

as Chen et al. [18] in the Table 3.2.

Table 3.2: Estimated monetary policy

Coefficient Estimate SE p-value

γm 0.391∗∗∗ 0.101 0.000
γπ −0.397∗∗∗ 0.121 0.001
γy,a 0.183∗∗∗ 0.060 0.002
γy,b −1.299∗∗∗ 0.499 0.009
σm,a 0.005∗∗∗ 0.001 0.000
σm,b 0.010∗∗∗ 0.002 0.000

Note. “SE” stands for standard error. The three-star superscript indicates a 1% significance level.

From Table 3.2, we can see first that the coefficient for lagged money growth γm is positive

and smaller than one, which means that there exists some stickiness in the money supply and

the money growth rate is stable in the long run. Second, the coefficient for the inflation γπ is

negative, which means that money growth rate decreases as the lagged inflation increases. This

is consistent with the traditional anti-inflation role of Central Bank. Third, the coefficient of

output growth rate above target γy,a is positive, and that of output growth rate below target γy,b

is negative. This is the main empirical evidence in Chen et al. [18] to argue that the monetary

policy is pro-growth in China. The positive coefficient of output growth rate above target means

that money supply goes up as the actual output growth rate increases in the last period when
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it is higher than the targeted one, which represent the pro-growth inclination of the Central

Bank. But the negative coefficient of output growth rate below target means that money supply

increases as the lagged output gap enlarged. Also, we can see that the absolute value of γy,b

is much larger than γy,a, which implies the reaction of money supply is more sensitive to the

output growth rate gap in the below-target state. Fourth, the shock standard deviation in the

below-target state is about twice the size of the one in the above-target state. This implies that

the money supply shocks are more volatile in the below-target state.

We can see that the Chinese monetary policy is different from the traditional Taylor rule,

which is widely used in advanced countries. One underlying rationale for the traditional Taylor

rule is the stabilization role of the Central Bank regarding inflation and output. However, the

Central Bank or government in China may have very different preference compared to those

advanced countries. Chen et al. [18] provides a detailed introduction and discussion on the

institutional background for the role and preference of Central Bank in China. That is why we

should expect the monetary policy rule has a very different form in China.

3.2.3 Estimation for the Structural Model

The rest of the model are the structural models related to the private agents. Those equations

include (3.16), (3.17), and (3.18), i.e.

gm,t − πt = η1gy,t − ηr(rt − rt−1) + Cm + ub,t

(1− αy)η1(gy,t − g∗y,t) + rt − αππt + Cy + ud,t = 0

πt = κ(gy,t − g∗y,t) + Cπ + us,t

We assume that all shock processes follow AR(1) process, so the shock processes are

ud,t = ρdud,t−1 + εd,t (3.31)

ub,t = ρbub,t−1 + εb,t (3.32)

us,t = ρsus,t−1 + εs,t (3.33)

For the measurement equations, we use data series including output growth rate, money
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growth rate, interest rate, inflation rate, and targeted output growth rate.

gDatax,t = gx,t (3.34)

gDatam,t = gm,t (3.35)

rDatat = rt (3.36)

πDatat = πt (3.37)

g∗Datax,t = g∗x,t (3.38)

Here there is no expectation terms in the private agents’ part of the model. This is very im-

portant for the identification strategy for a model with endogenous regime-switching monetary

policy. There has been a literature discussing the Markov-Regime Switching DSGE models, but

most of them focus on the exogenous regime switching case [30, 32]. In this model, we have an

endogenous regime-switching monetary policy. It would be very difficult to solve this model in

rational expectation case, and let alone to estimate this model.

The prior distributions are in the Table 3.3. We assume that the prior distributions of η1,

ηr, and κ all follow the Gamma distribution. Since η1 is the risk aversion parameter for the

households, we set its prior with a mean of 2 and a standard deviation of 1.4. The parameter

ηr captures the effects of interest rate on the money demand. We set its prior covering a

large range because we do not have much prior information about its value. The parameter κ

governs the Phillips curve, which measures the effects of output gap on the inflation. We set

this parameter with both mean and standard deviation of 0.9. The parameters, αy and απ,

determine the adaptive learning process. According to the adaptive learning literature, they

should be between zero and one, which both captures the belief stickiness and guarantees the

stabilization of the system. We set their prior following Beta distribution with a mean of 0.5

and a standard deviation of 0.22. We set the constant terms in the equations (3.16), (3.17), and

(3.18) following Normal distribution with a zero mean and a standard deviation of 5, because

we do not have much prior information on those constant terms. For the shock processes, we

assume that all the persistence coefficients follow Beta distribution with a mean of 0.33 and a

standard deviation of 0.23. For the priors of standard deviation parameters, we follow Liu et al.

[49] to set them with inverse Gamma distribution and the 90 percentile interval covering from
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1e-4 to 2.

Table 3.3: Parameters Priors and Posterior Mode

Prior Distribution Mean Std 90% interval Mode 90% interval

η1 Gamma(2,1) 2 1.4142 [0.35,4.74] 2.9715 [ 2.12, 4.38]
ηr Gamma(1,0.02) 50 50 [2.56,149.78] 11.989 [ 5.52, 19.17]
κ Gamma(1,1/0.9) 0.9 0.9 [0.04,2.69] 0.2332 [ 0.09, 0.32]
αy Beta(2,2) 0.5 0.2236 [0.13,0.86] 0.9664 [ 0.91, 0.99]
απ Beta(2,2) 0.5 0.2236 [0.13,0.86] 0.0461 [ 0.00, 0.11]
Cy Normal(0,5) 0 5 [-8.22,8.22] -0.790 [-1.00, -0.64]
Cm Normal(0,5) 0 5 [-8.22,8.22] -3.475 [-6.82, -1.62]
Cπ Normal(0,5) 0 5 [-8.22,8.22] 0.2034 [-0.00, 0.44]

ρb Beta(1,2) 0.3333 0.2357 [0.02,0.77] 0.0276 [ 0.00, 0.26]
ρd Beta(1,2) 0.3333 0.2357 [0.02,0.77] 0.7230 [ 0.62, 0.88]
ρs Beta(1,2) 0.3333 0.2357 [0.02,0.77] 0.4848 [ 0.30, 0.61]
σb InvGamma(0.3261,1.452e-4) Inf Inf [1e-4,2] 2.1896 [ 1.65, 3.14]
σd InvGamma(0.3261,1.452e-4) Inf Inf [1e-4,2] 0.1467 [ 0.11, 0.21]
σs InvGamma(0.3261,1.452e-4) Inf Inf [1e-4,2] 0.5039 [ 0.45, 0.61]

From the estimation results, we can see that the parameter η1 has a mode around 3. The

mode for the parameter ηr is around 12, which means that the real money demand increases

about 12 percent if the real interest rate increase 1 percent. The mode for the parameter κ is

0.23, and this means that 1 percent increase in the output growth rate gap leads to 0.23 percent

increase in the inflation in the Phillips curve. Regarding the adaptive learning parameters, αy

is close to one and απ is close to zero. This implies that when agents form their belief about

future output, they put a lot of weight on current output and very little weight on the targeted

output. But when agents form their belief about inflation in the next period, they do not put

much weight on current inflation and believe inflation in the next period is more close to the

average inflation in the long run. We can see that all the shock processes are not very persistent

from the persistence coefficients of the shocks. The shock in the money demand equation has

a relatively large standard deviation mode, which captures the high volatility of money growth

rate in the Table 3.1.

From this estimation, we can get the parameter values related to the equations (3.16), (3.17),

and (3.18). However, due to the endogenous regime-switching monetary policy rule, there is

non-linearity in the model, so we cannot conduct standard analysis such as impulse response

functions and variance decomposition. Alternatively, we will conduct several forecast analyses

in the next section.
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3.2.4 Inference for Central Bank’s Preference

In the Proposition 1, we establish the optimal monetary policy under the Central Bank’s prefer-

ence. The coefficients in the optimal monetary policy rule link with the preference parameters

in the Central Bank’s loss function and the structure parameters in the model. One condition

for the parameters in the Proposition 1 is (1 − αy)η1 − απκ ≥ 0. From the Table 3.3, we can

see that this condition is satisfied, so the derived optimal monetary policy has the same signs

as the estimated monetary policy.

Given the estimated monetary policy and the structural model, we are able to identify

some the preference parameters, specifically the three relative weight coefficients. We cannot

separately identify the discount factor and adaptive learning parameter for Central Bank. From

equation (3.27) and the estimation results, we can get

λ =− γπ
γmκ

((κ+ η1) + ((1− αy)η1 − απκ)ηr) = 18.6

δa =
γa
γm

((κ+ η1) + ((1− αy)η1 − απκ)ηr) = 2.0

δb =− γb
γm

((κ+ η1) + ((1− αy)η1 − απκ)ηr) = 14.2

The Central Bank’s loss function in each period is in the form δt(gx,t − g∗x,t)2 + λ(πt − π∗)2 +

(gm,t − gm,t−1)2. Note that all the weights are relative one compared to the money growth,

which has a normalized weight of one. From the above results, we can see that the weight on

the inflation λ is much larger than that on the money growth, and to compensate one percent

of inflation fluctuation, the Central Bank would like to tolerate about 4.3 percent change in

the money growth rate. The weight on output in the above-target regime is twice the weight

to the money growth, which means that one percent increase in the money growth rate can be

compensated by 0.7 percent increase in the output growth rate for the Central Bank. However,

the weight on output in the below-target regime is much larger, which means that in this regime

Central Bank would like to sacrifice one percent increase in the money growth for at least 0.23

percent increase in the output. This means that in the below-target regime Central Bank are

more willing to increase money growth to promote the output growth.
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3.3 Forecast

In this section, we will conduct several forecast exercises to help us understand the structural

DSGE model for the Chinese economy. Due to the non-linearity property of the monetary pol-

icy, it is meaningless to conduct unconditional forecasts, because the future shock realizations

are able to affect the monetary policy rule. This issue leads us to the conditional forecasts.

There is a literature about the methodology of conditional forecasts in the Bayesian VAR and

DSGE framework [50, 79]. Higgins et al. [40] also explore the role of monetary policy within the

conditional forecast framework. However, most papers in the conditional forecast literature use

linear models, while this chapter has a monetary policy rule with endogenous regime-switching

property. This non-linearity in the monetary policy prevents us from adopting those conditional

forecast methods in the literature, so we turn to the simulation method to conduct the condi-

tional forecast. Since the annual targeted GDP growth rate is set by the government, we treat

it as the conditional variable in the forecast exercises. The algorithm is as follows:

Algorithm: given the estimation results for the sample period between 1 and T , we conduct

conditional forecast for the period between T + 1 and T + h.

(I) For simulation i = 1, 2, . . . , N ,

(1) calculate the targeted growth rate in the period t ∈ [T+1, T+h] with annual targeted

GDP growth rate, output level one year ago, and lagged output level;

(2) random draw money supply shock um,t, demand shock ud,t, money demand shock

ub,t, and supply shock us,t independently for the forecast period t ∈ [T + 1, T + h]

(the standard deviation of money supply shocks is varying depend on lagged gap

between actual output growth rate and targeted output growth rate);

(3) calculate the money supply using equation (3.30);

(4) solve the model in the period t for output growth gy,t, inflation rate πt, and interest

rate rt;

(5) repeat the above steps (i) to (iii) for period t+ 1 until covering all the periods from

T + 1 to T + h, and we get one simulation for the forecast period.

(II) repeat the above steps until we get N simulations, and calculate the mean and confidence

interval for the conditional forecast.
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One important variable in the model the targeted GDP growth rate, and we assume that

the annual targeted GDP growth rate is 6.5% in all the forecasting periods. But we need to

transform the annual targeted GDP growth rate into the targeted output growth rate, which

depends on the output growth rate path in the past. We will consider three scenarios: (I) the

annual targeted GDP growth rate is 6.5%; (II) the annual targeted GDP growth rate is 6.5% and

the monetary policy shocks are two standard deviation lower than zero for the first four quarters

in the forecast period; (III) the annual targeted GDP growth rate is 6.5% and the money growth

rate is two standard deviation lower than its average. Scenario (I) is conditional on the annual

targeted GDP growth rate but allows totally random shocks in the model. Scenario (II) is

conditional on both the annual targeted GDP growth rate and the money supply shocks in the

first four quarters in the forecast period, and all other shocks and money supply shocks in later

periods are still random. Scenario (III) is conditional on the annual targeted GDP growth rate

and the money growth rate, so monetary policy rule and money supply shocks are abstract from

the model. All other shocks are still random. Note that scenarios (I) and (II) still adopt the

endogenous monetary policy rule in the model for the forecast period, but scenario (III) adopts

a different monetary policy which sticks to a constant money growth rate.

3.3.1 Forecast Scenario I

In this part, we conduct conditional forecasts given the annual targeted GDP growth rate is

6.5%. We will focus on four variables: output growth rate, money growth rate, inflation rate,

and interest rate.
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Figure 3.2: Scenario I Forecast: Quarterly
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Note: blue solid line is mean, and black dashed line is 90% confidence interval.

Figure 3.3: Scenario I Forecast: Year-to-Year
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Note: blue solid line is mean, and black dashed line is 90% confidence interval.

The forecast results are in the Figure 3.2 and 3.3. Figure 3.2 plots the forecasts on the

quarterly basis, while Figure 3.3 transform the forecasts into year-to-year data, which is more

closer to the data we discuss generally. Even though they are in different basis, the main message

is still the same. We can see that the output growth rate goes back to the relatively high level

in the forecast period. This is an issue for all the estimated models, which has a mean-reversing

property. All the variables will go to their sample mean in the long run. Since China has kept

growing at a high speed for a long time, it is very difficult to obtain a reasonable forecast which

captures the trend consistent with recent decline in the GDP growth rate. It would be very
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hard to believe that China can continue to keep the annual growth rate higher than 8% in the

long run. Similarly, after the temporary decline at the beginning of the forecast period, money

growth rate reverts to a high level about 14% annually. This is consistent with the high growth

rate in the money supply for China in the sample period, but it is not realistic to predict such

high money growth rate can sustain in the future. The forecasts for inflation rate and interest

rate are still within the reasonable range.

Figure 3.4: Scenario I Forecast: Regime
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Figure 3.4 plots the probability of the economy staying in the below-target regime, and the

probability is based on the simulation frequencies. We can see that at the beginning of the

forecast period, the economy has a very high probability in the below-target regime due to the

low GDP growth rate at the end of the sample. But after about four quarters, the probability of

falling in the below-target regime is stably about 10%. When the output growth rate is stable,

the targeted growth rate is also stable, so the probability of falling in the below-target regime

is relatively stable.

3.3.2 Forecast Scenario II

In this part, we conduct conditional forecasts given the annual targeted GDP growth rate

is 6.5% and the monetary policy shocks are two standard deviation lower than zero for the

first four quarters in the forecast period. After the first four quarters, money supply shocks

follow random distribution. This scenario studies the case where Central Bank still follows the
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monetary policy rule but it would like to lower the money supply temporarily.

Figure 3.5: Scenario II Forecast: Quarterly
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Note: blue solid line is mean, and black dashed line is 90% confidence interval.

Figure 3.6: Scenario II Forecast: Year-to-Year
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The forecast results are in the Figure 3.5 and 3.6. Figure 3.5 plots the forecasts on the

quarterly basis, while Figure 3.6 transform the forecasts into year-to-year data. We can see

that the output growth rate in the first several quarters in the forecast period follows the

declining trend at end the of the sample period, and this is because the negative monetary

policy shocks. After those periods, the output growth rate jumps back to very high level just

like the scenario I. It seems that it would be very hard to obtain a reasonable prospect for
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the output growth in China without the help of slowing money growth in the long run. The

money growth rate plummets at the beginning and reverts back to its sample average later.

The temporary negative shocks for the money supply also decrease inflation rate and increase

interest rate temporarily, but in the long run they come back to their stable level.

Figure 3.7 plots the probability of the economy staying in the below-target regime. We

can see that the probability of falling in the below-target regime is relatively high in the first

four quarters in the forecast period due to the negative money supply shocks. After that, the

probability reverts back to stable low probability.

Figure 3.7: Scenario II Forecast: Regime
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3.3.3 Forecast Scenario III

In this part, we conduct conditional forecasts given the annual targeted GDP growth rate is 6.5%

and the money growth rate is two standard deviation lower than its average. Thus, in this part,

the monetary policy in the forecast period is not following the equation (3.30), but the money

growth rate stays a certain level (about annual growth rate 6.88%). This scenario describe the

case that the Central Bank suddenly gives up its former monetary policy rule and commits to

increasing the money supply in a stable pace. We will study the forecast performance in this

scenario.
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Figure 3.8: Scenario III Forecast: Quarterly
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Note: blue solid line is mean, and black dashed line is 90% confidence interval.

Figure 3.9: Scenario III Forecast: Year-to-Year
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Note: blue solid line is mean, and black dashed line is 90% confidence interval.

The forecast results are in the Figure 3.8 and 3.9. Figure 3.8 plots the forecasts on the

quarterly basis, while Figure 3.9 transforms the forecasts into year-to-year data. We can see

that in this scenario the year-to-year output growth rate is between 6% and 7% in the long run,

which seems to be a reasonable forecast. The inflation rate is around 1% in the long run. There

is a rising trend for interest rate, but in the long run it stabilizes around 3%. Compared with

scenario I and II, we can see that we need a relatively low money growth rate to concile with

the fact of declining GDP growth rate recently in China.
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Chapter 4

A Model of Bank Credit Cycles
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4.1 Literature

This chapter is linked to different strands of the literature on banks’ risk-taking, financial

innovation, financial crises, and credit cycles.

Our chapter follows the literature on banks’ risk-taking and financial stability (see, e.g.,

Keeley [45], Suarez [74], Matutes and Vives [54], Boyd and Nicoló [11] and Martinez-Miera and

Repullo [53]). Unlike most literature, which assumes an exogenous capital structure, in our

chapter, bank’s leverage is endogenously chosen by the bank as a commitment device to reduce

moral hazard. In this respect, our chapter is mostly related to a recent paper by Dell’Ariccia

et al. [22], in which it is shown how interest rate affects a bank’s risk-taking when the bank

can choose its leverage optimally. However, none of these papers consider the role of regulator

supervision in alleviating banks’ moral hazard.

Our work is related to the literature on regulator supervision (see, e.g., Dewatripont et al.

[23], Bhattacharya et al. [8], Prescott [63], Marshall and Prescott [51], Rochet [65]). More re-

cently, Eisenbach et al. [25, 26] formally distinguish bank supervision and regulation and develop

a static framework to explain the relationship between supervisory efforts and bank characteris-

tics observed in the data. We depart from this literature by focusing on the connection between

the regulator’s competence and credit cycles. In this respect, our chapter is closely related to

Morrison and White [57, 58]. They show that crises will only occur when public confidence in

the regulator’s ability to detect bad banks through screening is low. While the regulator’s ability

is constant in the static model in Morrison and White [57, 58], we study the dynamic interaction

between regulator supervision and banks’ loophole innovation. In this regard, we consider our

model a first attempt to formalize Kane [44]’s influential idea of “regulatory dialectic”.

Our interest in endogenous business cycle relates to Suarez and Sussman [75], Martin [52],

Favara [31], Myerson [59], and Gu et al. [38]. Among these papers, our chapter is mostly related

to Myerson [59], who shows how boom-bust credit cycles can be sustained in economies with

moral hazard in financial intermediation. Unlike Myerson [59], our model focuses on the role of

regulator supervision in curbing moral hazard in financial intermediation, and more importantly,

our chapter generates richer macroeconomic implications consistent with stylized facts found in

the empirical literature.

Our work is also linked to the literature on asymmetric business cycles. Some papers, in-

cluding Veldkamp [78], Ordoñez [61], and Kurlat [46], study the asymmetric nature of the credit
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cycles from the perspective of the asymmetric information flow over the cycles. A recent paper

by Asriyan and Vanasco [6] studies the role of financial intermediaries’ learning in generating

and amplifying the informational cycles. Our chapter also features a regulator whose expertise

grows through learning-by-doing. The key difference is that, in our chapter, the shock to the

fundamental is endogenously generated by the banking sector itself rather than exogenously.

And our chapter also stresses the role of banks’ leverage over the cycle, which is absent in their

paper.

There is an emerging literature studying the close relationship between boom and bust

in the business cycles. In Gorton and Ordoñez [36, 37], booms are associated with loss of

information while crises happen when the economy transits from information-insensitive states

to information-sensitive states. Boz and Mendoza [12] and Biais et al. [9] emphasize the role of

investors’ belief regarding the strength of a financial innovation in generating boom and bust.

Good belief builds up in boom periods, but adverse realization of the fundamental decreases

belief dramatically and leads to a bust. Boissay et al. [10] build a model featuring an interbank

market with moral hazard and adverse selection problems. Increased savings during expansions

drive down the return on loans, and when the fundamental becomes weak, the interbank market

freezes due to an agency problem, which leads to a bank crisis. Unlike these papers, we build a

model focusing on the interaction between regulator supervision and banks’ loophole innovation.

4.2 Static Model

Consider an economy with a mass-one continuum of banks, a large mass of households, and a

regulator. All parties are risk-neutral. Each bank is endowed with w. Banks can use their own

money ω and raise deposit (or more generally issue debt liabilities) from households to make

investments. A household can invest in a storage technology with a fixed return of r0, or invest

in the banks as a depositor. We assume that the deposit market is competitive, and there is no

deposit insurance, so households are willing to invest in the banks as long as they break even

relative to the return on storage technology. If a bank borrows x from depositors, the bank’s

investment size would be ω+x.1 We denote a bank’s leverage as L ≡ ω+x
ω . Banks are protected

by limited liability and repay depositors only in case of success.

1In this chapter, a bank’s capital structure is endogenously determined, rather than exogenously given. This
treatment is supported by two observations under existing bank regulations. First, a bank’s true leverage may
be higher than the regulatory limit because banks can overstate capital by not recognizing losses. Second, banks
can save on capital by engaging in regulatory arbitrage of capital requirements.
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Banks can invest in a safe project or in a risky project. The safe project’s payoff is R/ηs

with probability ηs and zero with probability 1− ηs, so the expected return of the safe project

is R. The risky project is more likely to fail than the safe project but will pay more if it

succeeds. More specifically, the success probability of the risky project is η < ηs, and the payoff

conditional on project success is λ̄R/η, so the expected payoff of the risky project is λ̄R. Banks

can choose the success probability of the risky project, η, within the interval [η, η̄], with η̄ < ηs

and λ̄/η̄ > 1/ηs. As η is lower, the risky project is less likely to succeed, but, conditional

on success, the payoff is higher. Therefore, η is also a measure of the riskiness of the risky

project. The lower is η, the more risky is the project. We assume that R > r0 > λ̄R. Thus, the

safe project has the highest expected return, and the risky project has a lower expected return

than the storage technology. Banks’ project choices are not observed by depositors and are not

contractable.

There is a benevolent regulator who can supervise the banks. To model regulator supervi-

sion, we assume that the regulator can prevent banks from choosing high riskiness when taking

the risky project.2 More specifically, when the regulator’s supervision ability is η∗, banks can

only choose the risky project success probability within the interval [η∗, η̄]. The setup regarding

supervision is similar to Eisenbach et al. [26], where the regulator can take corrective actions

to reduce the variance of bank’ return.

However, the regulator’s supervision is not perfect. Sometimes banks may discover a new

type of risky project, which is not immediately known by the regulator and households. We

call this discovery a successful loophole innovation. If a loophole innovation succeeds, banks are

able to take the new risky project with any riskiness levels, since the regulator does not realize

that it exists. Borrowing the setup from technology innovation literature, such as Aghion and

Howitt [5] and Laeven et al. [47], we assume that only one bank is capable to conduct loophole

innovation.3 We call this bank the capable bank. It is costly for the capable bank to conduct

loophole innovation. When the capable bank’s effort is e ∈ [0, 1], the loophole innovation

succeeds with probability e. The cost for the capable bank is 1
2ce

2 · (ω + x), where c is the

coefficient governing the cost of innovation. If a loophole innovation succeeds, all banks learn

about the new loophole, and a risky project immune from supervision is available to them.

The timing of the static model is as follows: at the beginning of the period, each bank

2High riskiness would correspond to low success probability in our model.
3We can generalize this assumption for N banks, as long as N is finite. Otherwise, innovations succeed every

period.
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offers a deposit menu to households, which specifies the leverage of the bank and deposit rate.

Households decide whether or not to make deposits in the banks. After that, one of the banks

knows it is the capable one and exerts loophole innovation effort. If the loophole innovation is

successful, a new type of risky project emerges, and all other banks learn about it. Banks make

project choices and choose riskiness levels under the regulator’s supervision if they invest in the

risky project. At the end of the period, banks’ projects pay off. Banks pay back the depositors

if their projects succeed. Otherwise, they default and go bankrupt.

To characterize the equilibrium, we take the following steps. First, we describe banks’ menu

choice problem, in which banks choose the deposit menus to maximize their expected profits.

Second, we solve the capable bank’s loophole innovation problem, in which the capable bank

chooses the effort to conduct loophole innovation, given its leverage and interest rate. Third,

we impose the equilibrium condition that the expected loophole innovation success probability

is consistent with the capable bank’s innovation effort, and solve the equilibrium.

First, we describe banks’ menu choice problem. A bank’s expected profit given leverage and

interest rate is4

(1−p) max{RL−ηsr(L−1), λ̄RL−η∗r(L−1)}+pmax{RL−ηsr(L−1), λ̄RL−ηr(L−1)} (4.1)

where p is the probability that a loophole innovation succeeds in equilibrium, which both banks

and households take as given. The first term is bank’s expected profit if the loophole innovation

fails. When the loophole innovation fails, banks are monitored by the regulator, thus the highest

riskiness available to them is η∗. Due to limited liability, banks would like to choose the highest

riskiness η∗ if they invest in the risky project. Banks optimally decide between the safe project

and the risky project with riskiness η∗. The second term is bank’s expected profit if the loophole

innovation is successful. If the loophole innovation succeeds, it provides banks with a new type

of risky project to circumvent the regulator’s supervision. In this case, if banks invest in the

new risky project, they can choose the riskiness η. Banks decide between the safe project and

the risky project with riskiness η to maximize their expected profits.

In this chapter, we focus on the case that banks’ leverage is always constrained by the

risk-shifting problem, so that their leverage is finite. The following assumption is the sufficient

4Since there is a continuum of banks and only one of them is capable, each bank expects itself to be the
capable one with a probability of measure zero. Thus, banks do not consider the cost of loophole innovation
when they choose the leverage at the beginning of the period.
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condition that guarantees it.

Assumption 1. (1−λ̄)R
(ηs−η̄∗)r0 < 1.

This assumption implies two things. First, banks with sufficiently high leverage will choose

the risky project. Second, the maximum supervision ability is not high enough to fully eliminate

banks’ risk-shifting problem.

To analyze banks’ menu choice problem, we can divide the possible menus into three areas

according to equation (4.1). First, if the deposit menu {L, r} satisfies RL − ηsr(L − 1) ≥

λ̄RL−ηr(L−1), banks will never choose the risky project since the safe project yields a higher

expected profit. Second, if {L, r} satisfies λ̄RL−ηr(L−1) > RL−ηsr(L−1) ≥ λ̄RL−η∗r(L−1),

which project banks will choose depends on whether there is a successful loophole innovation

or not. If the loophole innovation fails, banks will be under the monitoring of the regulator

with supervision ability η∗. Therefore, they choose the safe project. Otherwise, banks will take

advantage of the loophole to circumvent the supervision, and choose the new risky project with

the highest riskiness. Third, if {L, r} is in the area such that RL−ηsr(L−1) < λ̄RL−η∗r(L−1),

banks will always choose the risky project, even if the loophole innovation fails. Banks choosing

menus in this area have to offer households very high interest rates to attract deposits, which

yields a negative expected profit for banks. Thus, menus in this area are never optimal for

banks. In other words, the feasible menus have to provide banks with incentives to invest

in the safe project if there is no successful loophole innovation. We can write this incentive

compatibility constraint as

RL− ηsr(L− 1) ≥ λ̄RL− η∗r(L− 1) (4.2)

The left side of the constraint is a bank’s expected profit from taking the safe project. The

right side is a bank’s expected profit from taking the risky project if the loophole innovation

fails, in which case the regulator’s supervision ability is η∗.

Given the leverage, banks would like to offer the lowest possible interest rate to attract

deposit from households. Since households are rational, they would conjecture banks’ project

choices given the leverage, and demand a deposit rate that leaves them indifferent between

depositing in the bank and investing in the storage technology. Therefore, the interest rate in

the deposit menu is related to the leverage. We define L0 ≡ 1/(1 − (1 − λ̄)Rηs/((ηs − η)r0)))

and L∗ ≡ 1/(1 − (1 − λ̄)R((1 − p)ηs + pη)/((ηs − η∗)r0))). It is easy to see that for a small
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loophole innovation success probability p, L∗ is larger than L0.

To raise money from depositors, the interest rate needs to be sufficiently high to compensate

for the bank’s risk. The interest rate that leaves depositors indifferent between depositing in

the bank and investing in the storage technology is

r =


r0
ηs , if L ≤ L0

r0
(1−p)ηs+pη , if L0 < L ≤ L∗

r0
η∗ , if L > L∗

(4.3)

First, if a menu has a leverage lower than or equal to L0 and an interest rate r0/η
s, the

bank’s expected profit from taking the safe project is always higher than the risky project.

Therefore, the bank will never invest in the risky project, even if there is a successful loophole

innovation. Since the safe project succeeds with probability ηs, the interest rate for depositors

to break even is r0/η
s. Second, for a menu with a leverage between L0 and L∗ and an interest

rate r0/((1− p)ηs + pη), the bank’s expected profit from taking the safe project is higher than

the risky project when the loophole innovation fails and lower than the risky project when the

loophole innovation succeeds. With probability p, the loophole innovation is successful, and

banks will choose the risky project with the highest riskiness η. With probability 1 − p, the

loophole innovation fails, and banks will choose the safe project. From an ex-ante perspective,

the bank succeeds with probability (1 − p)ηs + pη, thus depositors demand an interest rate

of r0/((1 − p)ηs + pη). Third, if a bank’s leverage is higher than L∗, it will always take the

risky project even if the loophole innovation fails, so the interest rate needs to be as high as

r0/η
∗ to compensate for the risk. It is easy to see that this leads to a negative profit for banks.

Therefore, banks will never choose a leverage higher than L∗.

In the case that p is small, we can show that a bank’s expected profit with menu {L∗, r0/((1−

p)ηs + pη)} is higher than that with menu {L0, r0}, so all banks will choose a leverage of L∗.

From now on, we will focus on this case.

Next, let us solve the loophole innovation effort problem of the capable bank. After all banks

raise deposits, one bank knows that it is the capable one, and it can exert effort to conduct

loophole innovation. Given the leverage level and deposit rate, the innovation effort problem of

the capable bank is

max
e

(1− e)[RL− ηsr(L− 1)] + e[λ̄RL− ηr(L− 1)]− 1

2
ce2L (4.4)
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With probability 1 − e, the loophole innovation fails, so the capable bank chooses the safe

project. With probability e, the loophole innovation is successful, so the capable bank chooses

the risky project with riskiness η.

The first-order condition can be written as

− [R− ηsr(1− 1/L)] + [λ̄R− ηr(1− 1/L)] = ce (4.5)

First, we can see that given the leverage and interest rate, a higher loophole innovation cost

coefficient c reduces the capable bank’s innovation effort. Second, other things equal, a higher

leverage L induces the capable bank to choose a higher loophole innovation effort. This is

because when the bank’s leverage is higher, the gain from finding a new loophole is larger.

Third, a higher interest rate r results in a higher loophole innovation effort, since a new loophole

provides the capable bank with an opportunity to avoid paying interest.

The definition of equilibrium in the static model is as follows.

Definition 1. An equilibrium in the static model consists of the success probability of loophole

innovation and decision rules {L(η), r(η), e(η)} such that (i) the deposit menu {L(η), r(η)}

solves the banks’ problem (4.1) given (4.3); (ii) e(η) solves the capable bank’s problem (4.4); (iii)

the success probability of loophole innovation is consistent with the capable bank’s innovation

effort, i.e., p = e.

In equilibrium, the ex ante probability that the loophole innovation succeeds must be equal

to the innovation effort chosen by the capable bank, i.e., p = e. The break-even condition for

depositors implies that the interest rate is

r0 = [(1− e)ηs + eη]r (4.6)

Here with probability 1−e, the loophole innovation fails. Banks take on the safe project, which

has a success probability ηs. With probability e, the loophole innovation succeeds,and banks

take on the risky project with success probability η. From an ex-ante view, the bank succeeds

with probability (1− e)ηs + eη. The interest rate r0 compensates for the bank’s default risk.

As we mentioned before, we need the loophole innovation success probability p to be small,

so that banks will choose a leverage of L∗. The following lemma shows that a large innovation

cost c will guarantee this.
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Lemma 1. Under Assumption 1 and a large innovation cost coefficient c, the incentive com-

patibility constraint equation (4.2) is always binding for each bank.

With Lemma (1), we can solve the bank’s problem in an explicit form. From equations (4.2),

(4.6), and (4.5), we can solve the innovation effort, deposit rate, and leverage in equilibrium

given the supervision ability η∗,

e =
η∗ − η
ηs − η∗

(1− λ̄)R

c
(4.7)

r =
r0

(1− e)ηs + eη
(4.8)

L =
1

1− (1−λ̄)R
(ηs−η∗)r

(4.9)

From the above equations, we have the following proposition.

Proposition 2. Under Assumption 1 and a large innovation cost coefficient c, as the regulator’s

supervision ability increases,

(I) the capable bank’s loophole innovation effort increases;

(II) the banks’ deposit rate increases;

(III) the banks’ leverage increases.

The total output depends on whether the loophole innovation succeeds or not. If the loophole

innovation fails, all banks take the safe project, and the total output is (R − r0)ωL. If the

loophole innovation is successful, all banks take the risky project, and the total output is

(λ̄R− r0)ωL. Thus, the expected output at the beginning of the period is ω · [(1− e)(R− r0) +

e(λ̄R− r0)]L. We plot these results in Figure 4.1.

Next we study the comparative statics. We focus on how the cost coefficient of loophole

innovation (c), the expected payoff of the safe project (R), and the relative payoff of the risky

project (λ̄) will affect banks’ deposit rate (r), leverage (L), and capable bank’s innovation effort

(e).

Lemma 2. Under Assumption 1 and a large innovation cost coefficient c,

(I) the capable bank’s loophole innovation effort e decreases in c, increases in R, and decreases

in λ̄;
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(II) the banks’ deposit rate r decreases in c, increases in R, and decreases in λ̄;

(III) the banks’ leverage L is increases in c, increases in R, and decreases in λ̄;

Figure 4.1: Relationship with Supervision Ability
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It is easy to see that with a larger innovation cost coefficient c, the capable bank will exert

less effort to conduct loophole innovation, thus the success probability of the loophole innovation

decreases. A lower loophole innovation success probability will reduce the deposit rate demanded

by households, since banks are less likely to take the risky project. And a lower deposit rate

relaxes banks’ incentive compatibility constraint, so banks can have a higher leverage.

The effects of increasing the expected payoff of the safe project, R, are more complicated.

On the one hand, a larger R makes the safe project more attractive, which directly dampens

the incentive of loophole innovation. On the other hand, a larger R also increases the leverage

of banks, which indirectly gives the capable bank stronger incentive to innovate. The latter

effect dominates the former one, so the capable bank’s innovation effort increases. Following a

similar logic, a larger λ̄, increases the attractiveness of the risky project, but the low leverage

associated with it decreases the capable bank’s incentive to innovate. Overall, the capable

bank’s innovation effort is lower with a larger λ̄.
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4.3 Dynamic Model

4.3.1 Setup

In this section, we extend the static model into a dynamic model. Each bank lives for one

period. Each bank is endowed with ω at the beginning of each period. To raise deposit, banks

offer deposit menus to households. In each period, only one bank has a capable idea, and it

chooses the effort it will make to conduct loophole innovation. The loophole innovation, once

successful in one period, spreads in two dimensions. First, all banks in that period learn about

it and are able to exploit the loophole, as in the static model. Second, all banks in the periods

following the successful loophole innovation will learn about it.

One key element in the dynamic model is the evolution of the regulator’s supervision ability.

There are two countervailing forces that affect the regulator’s supervision ability. On the one

hand, a successful loophole innovation discovers a new type of risky project that is off the radar

of the regulator’s accumulated monitoring skills, which undermines the regulator’s expertise. On

the other hand, after a successful loophole innovation, the regulator recognizes the existence of a

new loophole and starts to investigate it.5 Over time, the regulator learns more and more about

the new loophole, and improves its monitoring skills each period through learning-by-doing. As

mentioned in the introduction, the assumption that the regulator engages in learning-by-doing

is supported by some recent empirical papers (see, e.g., Dahlgren [20], Dudley [24], Eisenbach

et al. [26]). These papers find that, in reality, regulators have drawn on lessons learned during

the financial crisis and make effort to improve their supervision abilities.

In this chapter, we capture the regulator’s learning-by-doing in a reduced form. More

specifically, the evolution law for the regulator’s supervision ability for a new loophole, i.e., the

regulator’s supervision ability ηt in the period t since the last loophole innovation that succeeded

in the period t̂ is

ηt =

 η∗k, if t− t̂ = k < K

η∗K , if t− t̂ = k ≥ K
(4.10)

Here k is the period following the last successful loophole innovation. If a loophole innovation

is successful in one period, regulator supervision becomes ineffective for this new loophole.

From the next period on, the regulator’s supervision ability starts to evolve gradually according

5Since there is an infinite number of banks in the economy, the public can infer the occurrence of a successful
loophole innovation from the share of bank failures at the end of the period.
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to the evolution law. We assume that η∗k increases with k, so regulator’s supervision ability

regarding the new loophole increases for each period. After K periods, it will stay constant

unless another new loophole innovation succeeds. This guarantees that there is an upper-bound

for the regulator’s supervision ability, so banks’ risk-shifting problem always exists. For each

loophole, we denote the regulator’s supervision ability space as {η∗1, η∗2, . . . , η∗k, . . . η∗K}.

Regarding banks’ project choices in each period, we need to consider two possible cases.

First, if a loophole innovation is successful, all banks can take the new risky project without

being detected by the regulator. Second, if a loophole innovation fails, it is easy to see that if

banks want to take risky projects, they would only take the risky project discovered in the latest

loophole innovation. This is because the regulator’s supervision ability is lowest for the risky

project discovered in the latest loophole innovation, so banks can choose the highest riskiness

when taking the new risky project.

When banks borrow from depositors at the beginning of each period, whether the loophole

innovation will succeed or fail is not yet known. Thus the regulator’s supervision ability for

the latest discovered loophole determines the deposit contracts between banks and depositors,

and the capable bank’s loophole innovation effort. Therefore, the regulator’s supervision ability

related to the latest loophole is sufficient to describe the state for the economy, which implies that

regulator’s supervision ability space for the latest discovered loophole, {η∗1, η∗2, . . . , η∗k, . . . η∗K},

is also the state space for the economy.

The timing of the dynamic model is as follows: at the beginning of each period, the regula-

tor’s supervision ability is updated according to the evolution law, which is common knowledge.

Banks offer deposit menus to households. Households decide whether or not to make deposits

in the banks. After banks raise deposits, one of the banks knows it is the capable bank, and

it chooses to make loophole innovation effort. If the loophole innovation is successful, all other

banks can learn from it. Banks make project choices and choose riskiness if they invest in

risky projects. At the end of each period, projects pay off. Banks pay back the depositors if

their projects succeed. Otherwise, they default. In the next period, the regulator improves its

supervision ability on the loopholes according to the evolution law.

4.3.2 Dynamics

Within each period, the problem is the same as the static model. As shown in the static model, in

normal times without successful loophole innovation, all banks choose the safe project. However,
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if loophole innovation is successful, all banks choose the risky project. Given the regulator’s

supervision ability ηt in the period t, we have the following results

et =
ηt − η
ηs − ηt

(1− λ̄)R

c
(4.11)

rt =
r0

(1− et)ηs + etη
(4.12)

Lt =
1

1− (1−λ̄)R
(ηs−ηt)rt

(4.13)

As the regulator’s supervision ability improves, banks have a higher leverage ratio. If the

loophole innovation fails in the period t, all banks choose the safe project. A fraction 1− ηs of

banks fail at the end of the period, and the output is ynt = ω ·(R−r0)Lt. Thus the output in the

economy increases as banks’ leverage rises. We say that the economy is in boom. However, if

the loophole innovation succeeds in the period t, all banks choose the risky project. A fraction

1− η of banks default, and the output is yit = ω · (λ̄R− r0)Lt. Due to the widespread defaults

and declining output, we say that there is a crisis in the economy when a loophole innovation

is successful.

Proposition 3. Under Assumption 1 and a large innovation cost coefficient c, the longer the

boom,

(I) the higher the bank’s leverage;

(II) the more likely a crisis is to occur;

(III) conditional on a crisis occurring, the larger the decline in output.

Since the regulator improves its supervision ability each period through learning-by-doing,

the regulator’s supervision ability is higher when the boom is longer. From Proposition 2,

we know that banks’ leverage and the capable bank’s loophole innovation effort increase with

supervision ability. Therefore, banks’ leverage is higher for a longer boom, and at the same time

capable banks’ innovation effort is higher, which implies that crises are more likely to happen.

Conditional on loophole innovation being carried out, the output is yit = ω · (λ̄R− r0)Lt. Since

λ̄R < r0, the greater the leverage, the larger the drop in output.

To illustrate Proposition 3, we simulate a certain path of loophole innovation in the economy.

The results are in Figure 4.2. Two successful loophole innovations take place in the period 15

and 25, so there are crises in these two periods. The boom period before the first crisis is longer
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than the one before the second. As we can see, both leverage and output increase in boom

periods. The longer the boom, the higher the leverage and output. At the same time, the

capable bank’s innovation effort also increases, which means there is a higher probability that

a crisis is to occur. When the loophole innovation eventually succeeds, banks choose the risky

project. As is shown in Figure 4.2, conditional on a crisis occurring, the drop in output is larger

in the first crisis.

Figure 4.2: Dynamics
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Note: The dotted vertical lines indicate the periods when loophole innovation occurs.

4.3.3 Long-run Distribution Properties

Next, we investigate the long-run distribution for the economy. As we have shown before, the

regulator’s supervision ability regarding the latest discovered loophole characterizes the states

of the dynamic economy. Given the regulator’s supervision ability η∗i , all banks offer the same

contracts to households, which determines the leverage, deposit contract, and capable bank’s

loophole innovation effort. At the same time, the evolution of the supervision ability state

depends on whether loophole innovation succeeds or not. To make a more general case, we let

the regulator’s supervision ability for known risky projects grow with probability q, and stay at

the same level with probability 1− q. Whether or not the regulator’s supervision ability grows

is public knowledge. Note that when q = 1, we go back to the previous case where supervision
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ability grows in each period with certainty. If the current supervision ability is η∗i , i.e., ηt = η∗i ,

we can write down the general rule for supervision ability evolution. For the case i < K,

ηt+1 =


η∗i+1, with prob. q in case of no successful loophole innovation;

η∗i , with prob. 1− q in case of no successful loophole innovation;

η∗1, in case of successful loophole innovation.

(4.14)

For the case i = K,

ηt+1 =

 η∗K , in case of no successful loophole innovation;

η∗1, in case of successful loophole innovation.
(4.15)

For supervision ability η∗i , with probability 1 − ei, loophole innovation fails in the current

period. In this case, with probability q, the regulator’s supervision ability will evolve to η∗i+1 if

i < K, or stay at η∗K if i = K in the next period. With probability 1− q, the regulator will stay

at the same level of supervision ability η∗i . With probability ei, loophole innovation succeeds

in the current period. In this case, the regulator’s supervision ability resets to η∗1 in the next

period. Thus, the regulator’s supervision ability follows a Markov process. We can write the

transition matrix for the Markov process as

P =



e1 + (1− q)(1− e1) q(1− e1) 0 . . . 0

e2 (1− q)(1− e2) q(1− e2) . . . 0

...
...

...
. . .

...

eK−1 0 0 . . . q(1− eK−1)

eK 0 0 . . . 1− eK


(4.16)

The element Pij denotes the probability that the economy evolves from state i in the current

period, to state j in the next period. If the current state is i, the regulator’s supervision ability

is η∗i , and the capable bank’s innovation effort is ei. For states 1 ≤ i < K, with probability

ei, the loophole innovation succeeds, and the economy will evolve to state 1 in the next period.

With probability 1− ei, the loophole innovation fails, and the economy will evolve to the next

state i + 1 with probability q and stay at the same state i with probability 1 − q in the next

period. For state K, the difference is that the economy will stay the same state in the next

period if there is no successful loophole innovation in the current period.
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Since there is only a finite number of recurrent states which follow a Markov process, we

can deduce the following lemma.

Lemma 3. Under Assumption 1 and a large innovation cost coefficient c, there is a stationary

distribution π for the supervision ability Markov process, i.e., π = πP .

The stationary distribution π is a 1×K row vector, where the ith element πi is the probability

of the economy with supervision ability η∗i . Since the first state occurs only after a successful

loophole innovation, the first element π1 equals the probability of crises in the long run.

As is shown in Lemma 2, when the values of parameters such as c, R, and λ̄ change, the

success probability of loophole innovation changes. This leads to changes in the transition

matrix and the stationary distribution. We can deduce the following lemma.

Lemma 4. Under Assumption 1 and a large innovation cost coefficient c, if c increases, R

decreases, or λ̄ increases, the probability of the lowest supervision ability state decreases, and

the probability of the highest supervision state increases.

The intuition is that if c increases, R decreases, or λ̄ increases, the success probability of

loophole innovation in each state decreases. On the one hand, this implies that there are fewer

crises, and the economy is less likely to return to the lowest supervision ability state. On the

other hand, the economy is more likely to evolve into the state with higher supervision ability,

thus the probability of the highest supervision ability state increases.

We can further characterize the property for the whole distribution in the following propo-

sition.

Proposition 4. Under Assumption 1 and a large innovation cost coefficient c, if c increases,

R decreases, or λ̄ increases, the new stationary distribution will first-order stochastic dominate

the original one.

First-order stochastic dominance means that the cumulative density function of the new

stationary distribution is lower than that of the original one, so the whole distribution shifts

to the higher supervision states on average. In other words, the probability that the regulator

has a high supervision ability is higher in the long run. In Figure 4.3, we plot the innovation

probability and stationary distribution with different innovation cost coefficients. As shown in

the figure, we can see that with a small c, the stationary distribution has a higher probability
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for low supervision ability, i.e., the economy is more likely to stay in the low supervision ability

states in the long run.

Figure 4.3: Long-run Stationary Distribution
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4.4 Regulation: Maximum Leverage Ratio

In this section, we discuss the policy implications of banks’ loophole innovation. When a capable

bank engages in loophole innovation, it will not internalize the negative externalities for other

banks. The negative externalities of loophole innovation have two dimensions. First, successful

loophole innovation will reduce the output in the current period by allowing all banks to invest

in inefficient risky projects. Second, after a new loophole innovation, the regulator has to learn

about it and improve its supervision ability gradually from the start. This leads to a low

leverage for the banks in the following periods. These externalities provide the regulator with

justification for setting the maximum leverage ratio to curb loophole innovation probability. As

shown before, when the regulator has a high supervision ability, the market allows the banks to

have a high leverage. But at the same time, the market-determined leverage results in a high

probability of innovation. To curb the high probability of innovation, the regulator can set a

maximum leverage ratio for the banks.

Under the regulator’s supervision ability η∗i , let us denote the market-determined leverage
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as Lmi . Here Lmi is the bank’s privately optimal leverage where there is no regulation, as

in the benchmark model. Now suppose that the regulator sets the maximum leverage ratio

as L̄. If Lmi ≤ L̄, banks can choose the market-determined leverage without violating the

regulation. In this case, the maximum leverage ratio will not affect the bank’s decision. However,

if Lmi > L̄, regulation constrains banks’ leverage choices. Banks cannot choose the privately

optimal leverage Lmi due to the regulation, instead they can only take a leverage of L̄. From

Proposition 2, we know that Lm increases with the regulator’s supervision ability, so regulation

is more likely to be effective when supervision ability is high. We refer to the states that the

maximum leverage ratio constrains market-determined leverage as the affected states.

When the leverage regulation is effective, banks optimally choose the regulated maximum

leverage, and the incentive compatibility constraint becomes slack. The first order condition

for the capable bank’s innovation effort is

− [R− ηsr(1− 1/L̄)] + [λ̄R− ηr(1− 1/L̄)] = ce (4.17)

and the interest rate in the equilibrium is

r =
r0

(1− e)ηs + eη
(4.18)

By solving the above two equations, we can get the innovation probability ē when banks’

leverages are restricted by the regulation. Thus, the innovation probability under regulation is

eri =

 emi , if Lmi ≤ L̄

ē, if Lmi > L̄
(4.19)

Since banks’ leverage is constrained with a maximum leverage ratio, the innovation probability

under regulation is always smaller than or equal to that without regulation, i.e., eri ≤ emi . With

the above innovation probability, we can write the transition matrix under regulation as

P r =



er1 + (1− q)(1− er1) q(1− er1) 0 . . . 0

er2 (1− q)(1− er2) q(1− er2) . . . 0

...
...

...
. . .

...

erK−1 0 0 . . . q(1− erK−1)

erK 0 0 . . . 1− erK


(4.20)
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where the element P r(i, j) is the probability of moving from state i to state j in the next period.

With this transition matrix, we can get the stationary distribution under regulation, πr. Since

we know that certain states’ innovation probabilities are smaller with regulation if there are

some Lmi > L̄, we can compare the two stationary distributions with and without regulation in

the following proposition.

Proposition 5. Under Assumption 1 and a large innovation cost coefficient c, if the regulator

sets a maximum leverage lower than the highest one determined by the market, the stationary

distribution under regulation will first-order stochastic dominate the one without regulation.

Figure 4.4: Maximum Leverage Ratio
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Note: Black dot-dashed line: without regulation; Blue dashed line: lenient regulation; Red solid line: strict
regulation.

The results are shown in Figure 4.4. The figure includes three cases: without regulation,

lenient regulation (high maximum leverage), and strict regulation (low maximum leverage).

In fact, we can consider the case without regulation as a special case of regulation, when the

maximum leverage ratio is sufficiently high for banks’ leverage choice to never be restricted.

As we can see in the figure, as regulation becomes stricter, leverage and innovation probability

under more states deviate from the case with only market discipline. Also, the leverage and

innovation probability in those affected states are lower under stricter regulation. The changes
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in innovation probability affect the transition matrix and also stationary distribution. As we see

in the graph, the stationary distribution shifts more to the high states under stricter regulation.

We assume that the regulator sets the maximum leverage ratio to maximize average output

in the long run. The expected output in state i is

yri = ω · [(1− eri )(R− r0) + eri (λ̄R− r0)]Lri (4.21)

and the average output in the stationary distribution is

EY =

K∑
i=1

πri y
r
i (4.22)

The maximum leverage ratio can affect average output in two ways. First, it can directly

affect expected output yri in certain states through its effects on leverage and loophole innova-

tion success probability. Effective regulation decreases banks’ leverage in the affected states,

which has a negative effect on output in the affected states given the expected output per unit

investment. But at the same time, regulation reduces loophole innovation success probability,

which increases the expected output per unit investment. The overall effect of regulation on

expected output in the affected states depends on which effect dominates. Usually when super-

vision ability is high, the former effect dominates, so expected output in the affected states will

decrease with strict regulation. Second, it can affect the stationary distribution πri through its

effect on loophole innovation success probability. Strict regulation will shift the distribution to-

wards high states, which usually have a higher output. If regulation decreases expected output

in the affected states, there is a trade-off for the regulator between expected output in affected

states and the probability of staying in high states in the stationary distribution.

In certain parameter space, the regulator optimally chooses a maximum leverage level at

which the incentive compatibility constraint is not binding when the regulator has a high super-

vision ability. The results are shown in Figure 4.5. As we can see, the optimal regulation sets

a maximum leverage ratio which is effective in some states. Expected output in those affected

states becomes lower under regulation. However, the loophole innovation success probability is

also reduced in those high supervision ability states, because the capable bank has less incen-

tive to innovate under regulation. The change of loophole innovation success probability shifts

the stationary distribution. Compared to the case of no regulation, the economy has a higher

probability of staying in high supervision ability states, as shown in the fourth graph.
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Figure 4.5: Optimal Regulation
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4.5 Learning about Loophole Innovation

In the previous sections, if a loophole innovation succeeds, the regulator and investors have full

knowledge about the existence of the new loophole by the end of the period. Next we study the

dynamics when there is some uncertainty concerning whether or not there has been an unknown

loophole in the economy.

We assume that there are N banks in the economy. Each bank lives for one period. A

finite number of banks can prevent the revelation of the existence of a new loophole through

the fraction of failed banks. In each period, one of the N banks is a capable one and can choose

to make effort to conduct loophole innovation.

Regarding the uncertainty surrounding an unknown loophole, we assume that at the end of

each period, the public only observes the number of bank failures. Therefore, the public needs

to infer whether bank failures come from the safe projects or risky ones, and updates its belief

about an unknown loophole using this information.6 Let us denote the public’s belief about the

probability of there being an unknown loophole as θ.

6On the contrary, if the public can observe banks’ payoff, they know whether banks have invested in risky
projects, and can clearly infer the existence of a loophole.
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Unlike in previous sections, we give the regulator the additional role of investigator. Since

there is uncertainty about the existence of loophole innovation, the regulator can pay a fixed

cost χ/r0 to investigate the banking sector at the beginning of each period, and the investigation

result are publicly observed. We assume that the investigation cost comes from a lump-sum

tax from households. If there is a loophole, the public knows about it, and the regulator’s

supervision ability for it starts to grow gradually from the lowest level. If there is no unknown

loophole, it is revealed to the public, and the supervision ability evolves. Thus, investigation

plays two roles in the model. First, it eliminates the uncertainty regarding an unknown loophole.

Second, it is the starting point for the gradual growth of supervision ability for a certain type

of risky project. Eisenbach et al. [25] discusses that one of the supervisory jobs for the central

bank is “discovery examination”, which focuses on understanding a specific business activity

and filling the knowledge gap. In our model, investigation from the regulator serves a similar

role.

The timing is as follows: at the beginning of each period, the regulator decides whether

or not to investigate. If it investigates and finds a loophole, its supervision ability resets to

the lowest level. The investigation result is publicly observed, and the public updates its belief

regarding an unknown loophole. Banks offer menus of leverage and deposit rate to households.

Households decide whether or not to make deposits in the banks. After banks raise deposits,

banks know whether there is a loophole that is unknown to the regulator, and they learn about

the loophole if there is one. One of the banks knows it is the capable bank, and it makes

loophole innovation effort. If the innovation innovation is successful, all other banks can learn

about it. Then banks make project choices under the regulator’s supervision. At the end of each

period, projects pay off. Banks pay back the depositors if their projects succeed. Otherwise,

they default. The public updates its belief about the existence of an unknown loophole in the

economy. In the next period, the regulator’s supervision ability on known risky projects evolves.

Consider the deposit menus banks offer to depositors. As in previous sections, we focus on

the case where the innovation cost coefficient is large so that the success probability of loophole

innovation is small. It is easy to see that banks will offer at most two types of contracts, one

with low leverage and the other with high leverage. The first one is that banks offer a leverage

and deposit rate menu {L0, r0/η
s}, where L0 ≡ 1/(1 − (1 − λ̄)Rηs/((ηs − η)r0))). Under this

menu, the bank will never invest in any risky project even if there is an unknown loophole, so

they only need to pay a low interest rate r0/η
s to allow the depositors to break even. Also,
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if the capable bank offers this menu, it will have no incentive to conduct loophole innovation.

Thus, the expected profit of the banks choosing this menu is

π0 = RL0 − r0(L0 − 1)

The second one is a menu with a leverage higher than L0, and a deposit rate that allows

depositors to break even. For a large innovation cost coefficient, the incentive compatibility

constraint is binding, i.e., R − ηsr(1 − 1/L) = λ̄R − η∗r(1 − 1/L). Since there is uncertainty

about an unknown loophole, the belief about the probability that there is an unknown loophole,

θ, plays a role in the deposit contract. Note that the capable bank will make loophole innovation

efforts only if it chooses the high-leverage menu. Therefore, the number of banks choosing the

high-leverage menu affects the success probability of loophole innovation, which also determines

the expected profit of banks with high-leverage menus. Let us use n to denote the banks choosing

a high-leverage menu. We have the following results related to banks choosing a high-leverage

menu

e =
η∗ − η
ηs − η∗

(1− λ̄)R

c
(4.23)

r =
r0

(1− θ)(1− n
N e)η

s + [θ + (1− θ) nN e]η
(4.24)

L =
1

1− (1−λ̄)R
(ηs−η∗)r

(4.25)

This menu is only feasible if the interest rate r is not higher than R/ηs. Since r depends on θ,

this implies that the belief that there is an unknown loophole cannot be too large.

The expected profit for banks choosing a high-leverage menu is

π(n, θ, η∗) = (1− θ)
(
1− n

N e
)

[RL− ηsr(L− 1)] +
[
θ + (1− θ) nN e

]
[λ̄RL− ηr(L− 1)]− 1−θ

N
1
2ce

2L

With probability (1− θ)
(
1− n

N e
)
, no unknown loophole existed before this period, and no new

loophole innovation is carried out in this period, so banks with a high-leverage menu will choose

the safe project. With probability θ + (1 − θ) nN e, either there is unknown loophole, or a new

loophole is discovered in this period, so banks with a high-leverage menu invest in the risky

project evading the regulator’s supervision. The probability that one high-leverage bank is a

capable one is 1/N , and it will exert innovation effort when there is no unknown loophole. We
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can see that π∗(n, θ, η∗) decreases in n, decreases in θ, and increases in η∗ for a large innovation

cost coefficient. The number of banks choosing high leverage, n, is endogenously determined in

the equilibrium, where no bank has the incentive to switch to the low leverage menu. Let n∗

denote the number of banks choosing a high-leverage menu in equilibrium, then

n∗ =


0, if π(1, θ, η∗) < π0

n, if π(n, θ, η∗) ≥ π0 > π(n+ 1, θ, η∗)

N, if π(N, θ, η∗) ≥ π0

(4.26)

Firstly, if banks’ expected profit with the low-leverage menu is higher than with the high-

leverage menu, even if only one bank chooses the high-leverage menu, all banks will offer the

low-leverage one. This case occurs when the belief is very pessimistic, i.e., θ is large. Secondly,

if banks’ expected profit with the high-leverage menu is higher than with the low-leverage menu,

even if all banks choose low-leverage menu, all banks will offer the high-leverage one. This case

occurs when the belief is very optimistic, i.e., θ is small. Thirdly, when θ is in the medium

range, some banks may choose the high-leverage menu while others choose the low-leverage

one. The number of banks choosing the high-leverage menu is determined in such a way that

banks’ expected profit with high leverage is higher than or equal to the expected profit with

low leverage, with one extra bank switching to the high-leverage menu making banks prefer the

low-leverage menu. For a bank that chooses the high-leverage menu, let r∗, L∗, and π∗ denote

respectively the bank’s interest rate, leverage, and expected profit in equilibrium. For a capable

bank, let us use e∗ to denote its loophole innovation effort in equilibrium.

Next we consider the belief updating problem. At the end of each period, the public can

update its belief about the existence of an unknown loophole from the performance of banks

in that period. For the banks choosing the low-leverage menu, there is no information about

the existence of an unknown loophole since they never choose risky projects. Thus, all the

information related to belief updates comes from those banks choosing the high-leverage menu.

If the public observes m banks failing out of n∗ banks choosing the high-leverage menu, the

updated belief is

θ̃(m, θ, η∗) =

[
θ + (1− θ)n∗N e

∗] ηm(1− η)n
∗−m

(1− θ)
(
1− n∗

N e
∗
)

(ηs)m(1− ηs)n∗−m +
[
θ + (1− θ)n∗N e∗

]
ηm(1− η)n∗−m

(4.27)

For a certain belief θ and supervision ability η∗, the updated belief after observing banks’
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performance can only have n∗ + 1 possible values. Let us denote by M(θ, η∗) the set for all

possible updated belief,

M(θ, η∗) = {θ̃(m, θ, η∗)|m = 0, 1, . . . , n∗}

For a belief θ̃(m) in the set M(θ, η∗), the probability that the public will have that belief after

observing banks’ performance is

Γ(θ̃(m)|θ, η∗) =
(
n∗

m

)
(1− θ)

(
1− n∗

N e
∗) (ηs)m(1− ηs)n∗−m +

(
n∗

m

) [
θ + (1− θ)n∗N e

∗] ηm(1− η)n
∗−m

At the beginning of each period, if the public belief is too pessimistic, all banks will offer

low-leverage menu, and there is no belief updating. Let θ̄(η∗) denote the threshold belief at

which at least one bank will choose the high-leverage menu given the supervision ability η∗. It

satisfies the following condition

π(1, θ̄(η∗), η∗) = π0

Since π(n, θ, η∗) decreases in θ and increases in η∗ for a large c, we get the following lemma

Lemma 5. Under Assumption 1 and a large innovation cost coefficient c, there is an unique

belief threshold, above which no bank will choose the high-leverage menu, and thus the belief

about an unknown loophole is not updated in the period. The belief threshold increases in the

regulator’s supervision ability.

When the belief θ is higher than θ̄(η∗), no bank chooses the high-leverage menu, so there

is no update about an unknown loophole from the banks’ performance. The belief at the end

of the period will be the same as θ. We call θ̄(η∗) the belief-update threshold because there is

updating of belief only if the belief is lower than θ̄(η∗) for supervision ability η∗.

Next we discuss the effects of changes in belief and supervision ability on the economy.

The analysis is complicated by the fact that the number of banks choosing the high-leverage

menu also changes with these factors. We use n∗e∗/N , [(N − n∗)r0/η
s + n∗r∗]/N , and [(N −

n∗)L0+n∗L∗]/N to denote expected innovation effort, average interest rate, and average leverage

respectively. We have the following proposition

Proposition 6. Under Assumption 1 and a large innovation cost coefficient c,

(I) if θ increases, n∗ stays the same or decreases.
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(i) if n∗ stays the same, expected innovation effort stays the same, average interest rate

increases, average leverage decreases;

(ii) if n∗ decreases, expected innovation effort decreases, interest rate may increase,

decrease or stay the same, average leverage decreases.

(II) if supervision ability η∗ increases, n∗ stays the same or increases. Expected innovation

effort increases, average interest rate increases, average leverage increases.

For the first part of Proposition 6, the effects of belief θ mainly come from its effect on interest

rate. When it is large, depositors worry about the unknown loophole, so banks choosing the

high-leverage menu have to pay a high interest rate. A higher interest rate lowers the leverage

through incentive compatibility constraint. Its effect on capable bank’s loophole innovation

effort comes from the extensive margin, i.e., banks switch to low-leverage menu. For the second

part of Proposition 6, the effects of supervision ability could come from both the intensive and

extensive margin. For the intensive margin, banks choosing the high-leverage menu can offer

a higher leverage. This also leads to a higher loophole innovation effort if the capable bank

chooses the high-leverage menu. If more banks choose the high-leverage menu with increasing

supervision ability, this increases the average leverage and expected innovation probability from

the extensive margin. This shows that the results in Proposition 2 are robust even if we include

learning in the model.

Unlike in previous sections, the regulator faces an investigation problem now, i.e., when to

pay a fixed cost to investigate whether there is an unknown loophole. The regulator uses a

lump-sum tax from households to fund the investigation cost. The regulator has a discount

factor β, and its aim is to maximize the discounted expected output including the loss from the

investigation cost. The expected output, given belief θ and supervision ability η∗, is

y(θ, η∗) = n∗
[
(1− θ)

(
1− n∗

N e
∗) (R− r0) +

(
θ + (1− θ)n∗N e

∗) (λ̄R− r0)
]
L∗ + (N − n∗)(R− r0)L0 (4.28)

The regulator makes a decision concerning investigation based on the belief at the beginning

of each period, which is the same as updated belief based on banks’ performance in the last

period. If the regulator does not investigate, the belief stays the same, and banks offer menus

based on this belief. Otherwise, the belief will reset to zero after investigation, since the investi-

gation eliminates the uncertainty about an unknown loophole in the economy. If the regulator

finds a loophole through investigation, the regulator has to accumulate supervision ability from
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the beginning for the new type of risky project. If the investigation does not find a loophole,

the regulator’s supervision ability continues to evolve from the last period. Let θ̃ be the belief

before investigation in the current period, and θ̃′ be the belief before investigation in the next

period. We can write down the regulator’s problem in the recursive form

V (θ̃, η∗i ) = max
d∈{0,1}

(1− d)
[
y(θ̃, η∗i ) + β

∑
θ̃′∈M(θ̃,η∗i ) Γ(θ̃′|θ̃, η∗i )(q ∗ V (θ̃′, η∗i+1) + (1− q) ∗ V (θ̃′, η∗i ))

]
+ d

{
−χ+ θ̃

[
y(0, η∗1) + β

∑
θ̃′∈M(0,η∗1) Γ(θ̃′|0, η∗1)(q ∗ V (θ̃′, η∗2) + (1− q) ∗ V (θ̃′, η∗1))

]
+(1− θ̃)

[
y(0, η∗i ) + β

∑
θ̃′∈M(0,η∗i ) Γ(θ̃′|0, η∗i )(q ∗ V (θ̃′, η∗i+1) + (1− q) ∗ V (θ̃′, η∗i ))

]}
(4.29)

If the regulator chooses not to investigate, i.e., d = 0, the expected output is y(θ̃, η∗i ), the belief

in the next period θ̃′ is updated from θ̃ through the banks’ performance, and the supervision

ability evolves to η∗i+1 with probability q and stays the same with probability 1− q in the next

period. If the regulator chooses to investigate, i.e., d = 1, it needs to collect the tax from

the household and pay the fixed cost at the beginning of the period, and the related loss in

the output is χ. If the regulator finds a loophole through investigation, the regulator has to

accumulate its expertise for this new type of risky project from the beginning, and its supervision

ability resets to the lowest level. The expected output is y(0, η∗1) in the current period, and

the supervision ability and belief evolve following the rules. If the regulator does not find a

loophole, the expected output is y(0, η∗i ), and the supervision ability and belief evolve. In this

economy, the belief θ̃ and the supervision ability for a known loophole η∗i are important states

characterizing the evolution of the economy.

We can see that if the investigation cost is zero, the regulator will choose to investigate

each period, because eliminating uncertainty can increase banks’ leverage and reduce the risk

related to an unknown loophole. Thus, there is no uncertainty about an unknown loophole

when banks offer menus to households. The results will be the same to those in Section ??.

If the investigation cost is too large, there are some absorbing states with positive probability,

where the economy will stay forever once it enters. Since the supervision ability for an known

loophole increases with positive probability, the absorbing states can only include the highest

supervision ability η∗K . If the belief at the beginning of the period is higher than the belief-

update threshold θ̄(η∗K), banks will always choose the low-leverage menu if the regulator does

not investigate. Given a sufficiently large investigation cost, the regulator would not choose to

investigate. In this case, there is no belief update and no evolution for the supervision ability,

and the economy stays where it is.
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The case with a medium investigation cost is more interesting. We plot the belief thresholds

in Figure 4.6 for a certain parameter space where the investigation cost is not too large or too

small. The black dashed line denotes the belief-update threshold. If the belief θ is higher than

this threshold, all banks will choose the low-leverage menu, and there will be no update regarding

an unknown loophole. As is shown in Lemma 5, the threshold is higher for high supervision

ability, and the black dashed line is higher on the right side. The blue solid line denotes the

belief threshold for investigation. If the belief is higher than the threshold, the regulator will

investigate whether there is an unknown loophole. We can see that the relationship between the

investigation threshold and the supervision ability is not monotonic. Within the belief-update

region, on the one hand, higher supervision ability leads to higher leverage, and the drop in the

expected output will be larger if there is an unknown loophole. This force leads to the belief

threshold decreasing with the supervision ability. In the extreme case where β is zero, it is

easy to show that the belief threshold for investigation is a decreasing function for supervision

ability. On the other hand, the investigation cost is irreversible, so investigation is an option for

the regulator. There could be a wait-and-see effect. The regulator may need more information

before paying the fixed investigation cost. This force makes the regulator willing to delay

investigation. Within the no-belief-update region, the regulator has an incentive to investigate

to eliminate the uncertainty so that banks can have higher leverage. Also, since the belief-

update threshold increases with supervision ability, the regulator may withhold investigation

to allow the belief to fall below the threshold in the higher supervision ability state. Thus, the

relationship between the belief threshold for investigation and supervision ability may not be

monotonic.
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Figure 4.6: Belief Threshold
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Note: Black dashed line: belief threshold for no belief update; Blue solid line: belief threshold for investigation.

4.6 Discussion

In this section, we discuss several setups in the model in relation to the loophole innovation and

regulator’s learning-by-doing.

Regarding the loophole innovation, we assume that there is only one capable bank in each

period. We can easily extend the model to the case that there is a finite number of capable

banks. In this case, we can show that the choice of innovation effort of one capable bank

depends on the choices of other banks. This extension makes the model more complicated,

without adding any new insights. Second, we assume that all current and future banks can

learn about the new loophole if the capable bank succeeds. There are two reasons that we

make this assumption. Firstly, since a successful loophole innovation provides banks with the

opportunities to take the risky projects, which the regulator tries to forbid, the capable bank

cannot rely on any legal system to protect the successful loophole innovation. Secondly, there

is no competition among banks in the model, so the capable bank has no incentive to prevent

other banks from taking advantage of the new loophole.

In this chapter, we model the regulator’s learning-by-doing process in a reduced form. We
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do this for two reasons. First, we treat the regulator’s supervision as passive in the model, so

we can focus on the decisions of banks, especially the loophole innovation. Second, the passive

evolution of the regulator’s supervision ability makes our model much more tractable. However,

in Section ??, we add an investigation role for the regulator, which can be considered as a form

of active learning-by-doing. In a companion paper on shadow banking that is still working in

progress, we provide a complete micro-foundation for investors’ learning-by-doing, which we

expect to incorporate into this model in the future.
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Chapter 5

Conclusion
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5.1 Summary for Monetary Policy and Housing Market in China

In Chapter 2, we estimate three mainstream DSGE models with newly available Chinese quar-

terly data. The results for Smets and Wouters [71]’s model show that the estimated monetary

policy is not consistent with the widely used Taylor rule for U.S. data. The results for Iacoviello

and Neri [42]’s model show that there is not much spillovers between the housing market and

the real economy, which implies that borrowing constraint on the households’ side is not im-

portant to explain the rapid growth of both business investment and housing market. Liu et

al. [49]’s model can generate sufficient co-movement between housing market and investment

through borrowing constraint on the entrepreneurs’ side, but this model is abstract from nomi-

nal rigidities. Thus, there are two main findings in this chapter. First, the standard Taylor rule

as monetary policy does not fit well with the Chinese data. Second, housing price plays a role

in the real economy mainly through relaxing the borrowing constraint of entrepreneurs.

There are still several issues to solve in the future for us to apply newly-developed Bayesian-

estimated DSGE models for the Chinese economy. First, as discussed by Song et al. [72] and

Chang et al. [14], the Chinese economy in the past few decades has been experiencing the

economic transition. It would be very helpful if we can differentiate between the low-frequency

transition part and the high-frequency fluctuation part. In this way, we may understand better

the interaction between long-term trend and short-term cycles for the Chinese economy. Second,

for New Keynesian models, we need to find a reasonable way to describe the monetary policy

for China. The Taylor rule has been widely used in the DSGE models for the U.S. economy,

and literature tries to justify it from the stabilization perspective. However, Chen et al. [18]

provides empirical evidence that the standard Taylor rule does not apply in China. In this

chapter, we also raise the question whether the standard Taylor rule applies for China. We

need more research on how to model the monetary policy in China so we can incorporate it

into the DSGE model. Third, the recent boom in the housing market has been phenomenal

in China. Both Iacoviello and Neri [42] and Liu et al. [49] attribute it to the demand shocks

for housing, which are not explained in the model. It could be an important topic for future

research to dig into the structural determinants of these shocks. In the end, as time goes, we

believe that the Bayesian-estimated DSGE models have even larger potential to understand the

Chinese economy due to the improvements in the data availability and accuracy.
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5.2 Summary for Optimal Monetary Policy in China

In Chapter 3, we conduct several investigations related to the monetary policy in China. First,

we derive the endogenous regime-switching monetary policy, which is consistent with the em-

pirical findings from [18]. To derive this optimal monetary policy, we need asymmetric loss

function for the Central Bank, adaptive learning expectation, and revenue tax. Second, we

estimate the monetary policy rule and the rest equations of the structural model. Based on

the estimation results, we are able to make inference about the preference of Central Bank.

Third, we conduct several conditional forecast exercises based on the estimated model. We find

that we need a relatively low money growth rate to achieve a reasonable forecast for the output

growth.

The preference of the Central Bank is a very important issue for research and policy making.

Our chapter proposes a simple loss function to characterize the Central Bank’s preference in

China. But we believe that in reality its preference could be very complex. It would be very

interesting to investigate the motivation and preferences of the Central Bank with detailed

information about institutional background and decision processes. With those knowledge, we

are able to refine our model and characterize the monetary policy better in the model. Also,

during the derivation of the optimal monetary policy, we assume that the agents use adaptive

learning expectation. One reason underlying this assumption is the difficulty related to solving

an endogenous regime-switching model. It would be an interesting direction to study whether

the adaptive learning belief will lead to the same equilibrium as the rational expectation. If

it is the case, this provides more evidence to support the adoption of adaptive learning in our

model.

5.3 Summary for A Model of Bank Credit Cycles

In Chapter 4 we develop a model on the dynamic interaction between regulator supervision and

banks’ loophole innovation, and study its implications on banks’ credit cycles. In the model,

banks’ leverages are constrained due to a risk-shifting problem. The regulator supervises the

banks to ease this moral hazard problem, and its expertise in supervision improves gradually

through learning-by-doing. At the same time, banks can engage in loophole innovation to

circumvent supervision, which acts as an endogenous opposing force diminishing the value of
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the regulator’s accumulated expertise. In equilibrium, banks’ leverage and loophole innovation

move together with the regulator’s supervision ability. The model shows that long periods

of gradual expansion in banks’ leverage, investment, and aggregate output, are followed by

sudden and sharp recessions. In our model, even in the absence of exogenous perturbations,

banks themselves can become the sources of adverse shocks to the real economy. We show that

the longer the boom, the more likely there is a crisis and the more severe the consequences,

which corresponds to Minsky’s hypothesis that good times sow the seeds for the next financial

crisis. The model’s empirical implications are broadly consistent with the stylized facts from

empirical studies related to credit cycles.

Based on this model, we also discuss the welfare implications of a maximum leverage ratio

in the environment of loophole innovation. We show that the regulator faces a trade-off between

financial stability and output in boom periods. A higher maximum leverage ratio is associated

with higher output in good times but more frequent crises, while a lower maximum leverage

ratio is associated with lower output in good times but less frequent crises. Also, we extend

the benchmark model by allowing households to have uncertainty regarding the regulator’s

supervision ability, and study how the economy evolves with both the regulator’s supervision

ability and households’ beliefs regarding the regulator’s supervision ability.

In the chapter, the sources of credit cycles come from the interaction between regulator

supervision and banks’ loophole innovation. Without a doubt, there are other important sources

for the credit cycles, which have been widely discussed in the literature. We consider our

mechanism as a novel and complementary one to those in the previous literature. To highlight

our mechanism, we have omitted other sources for the business cycles from this chapter. We

can potentially incorporate some common shocks in the business cycle literature into our model.

Although the present model is stylized, it would be interesting to test the implications of

this model with data in future work. First, our model shows that longer boom periods predict

higher probability of crises and more severe consequences. We can test the relationship between

conditional frequency, as well as consequences of crises and the length of boom periods with

cross-country data. Second, as more data on regulation and supervision emerges, we can study

the linkage between bank regulation and business cycle patterns across countries.
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Appendices
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A Smets-Wouters Model

A.1 Overview

This model provides a canonical New Keynesian model. This model features both nominal and

real rigidities in the economy. It has imperfect competition in intermediary good and labor

market to capture the sticky price and wage, which allows monetary policy to play a role in

the business cycles. More specifically, the two markets follow Calvo [13]’s assumption that each

period firms or labor union face a fixed probability to change their price or wage. Also, it consists

of habit formation, cost of adjusting investment, and variable capital utilization to capture the

real rigidity in the economy. To generate fluctuations in the business cycles, in addition to the

standard total factor productivity shocks, the model also includes two intertemporal-margin

shocks (risk premium shocks and investment-specific technology shocks), two intratemporal-

margin shocks (price and wage mark-up shocks), and two policy shocks (exogenous spending

shocks and monetary policy shocks). It also contains labor-augmenting technological progress

to capture the balanced steady-state growth path.

A.2 Environment

A.2.1 Final Goods Producers

max
Yt,Yi,t

PtYt −
∫ 1

0
Pi,tYi,tdi

s.t.

∫ 1

0
G

(
Yi,t
Yt

; εpt

)
di = 1 (1)

F.O.C.

Yi,t = YtG
′−1

[
Pi,t
Pt

∫ 1

0
G′
(
Yj,t
Yt

; εpt

)
Yj,t
Yt
dj

]
Zero-profit condition

Pt =

∫ 1

0
Pi,tG

′−1

[
Pi,t
Pt

∫ 1

0
G′
(
Yj,t
Yt

; εpt

)
Yj,t
Yt
dj

]
di (2)
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A.2.2 Intermediate Goods Producers

Cost minimization problem

min
Ks
i,t,Li,t

WtLi,t +RktK
s
i,t

s.t. Yi,t = eε
a
t (Ks

i,t)
α(γtLi,t)

1−α − γtΦ (3)

F.O.C. (same for all firms)

Ks
t =

α

1− α
Wt

Rkt
Lt (4)

and marginal cost

MCt =
Wt

(1− α)γ(1−α)teε
a
t (Ks

t /Lt)
α

=
W 1−α
t (Rkt )α

αα(1− α)1−αγ(1−α)teε
a
t

(5)

Price setting problem

max
P̃i,t

Et

∞∑
s=0

ξsp
βsΞt+sPt
ΞtPt+s

[P̃i,tX
p
t,s −MCt+s]Yi,t+s

s.t. Yi,t+s = Yt+sG
′−1

(
P̃i,tX

p
t,s

Pt+s
τpt+s

)

where

Xp
t,s =

 1 for s = 0∏s
l=1 π

ιp
t+l−1π

1−ιp for s = 1, . . . ,∞

and

τpt+s =

∫ 1

0
G′
(
Yi,t+s
Yt+s

; εpt+s

)
Yi,t+s
Yt+s

di

F.O.C.

Et

∞∑
s=0

ξsp
βsΞt+sPt
ΞtPt+s

Yi,t+s

[
P̃i,tX

p
t,s + (P̃i,tX

p
t,s −MCt+s)

1

G′−1(·)
G′(·)
G′′(·)

]
= 0

let

ηpt+s

(
P̃i,tX

p
t,s

Pt+s
; εpt+s

)
≡ − 1

G′−1(·)
G′(·)
G′′(·)

then

Et

∞∑
s=0

ξsp
βsΞt+sPt
ΞtPt+s

Yi,t+s
ηpt+s(·)− 1

[
P̃i,tX

p
t,s −

ηpt+s(·)
ηpt+s(·)− 1

MCt+s

]
= 0 (6)
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since P̃i,t is the same, from equation (2) (approximately),

Pt = (1− ξp)P̃tG′−1

[
P̃t
Pt
τpt

]
+ ξpπ

ιp
t−1π

1−ιpPt−1G
′−1

[
π
ιp
t−1π

1−ιpPt−1

Pt
τpt

]
(7)

A.2.3 Household

max
Ct,It,Bt,Zt,L̄t

Et

∞∑
s=0

βs
[

1

1− σc
(Ct+s − λC̄t+s−1)1−σc

]
e
σc−1
1+σl

L̄
1+σl
t+s

s.t. Ct+s + It+s +
Bt+s

eε
b
t+sRt+sPt+s

− Tt+s ≤
Bt+s−1

Pt+s
+
W h
t+sL̄t+s
Pt+s

+
Rkt+sZt+sKt+s−1

Pt+s
(8)

− a(Zt+s)Kt+s−1 +
Divt+s
Pt+s

Kt+s = (1− δ)Kt+s−1 + eε
i
t+s

[
1− S

(
It+s
It+s−1

)]
It+s (9)

where

Ks
t+s = Zt+sKt+s−1 (10)

and

L̄t+s =

∫ 1

0
Ll,t+sdl

F.O.C.

(∂Ct) Ξt = (Ct − λCt−1)−σce
σc−1
1+σl

L̄
1+σl
t (11)

(∂L̄t)
W h
t

Pt
= (Ct − λCt−1)L̄σlt (12)

(∂Bt) Ξt = βeε
b
tRtEt

[
Ξt+1

πt+1

]
(13)

(∂It) Ξt = Ξkt e
εit

[
1− S

(
It
It−1

)
− S′

(
It
It−1

)
It
It−1

]
+ βEt

[
Ξkt+1eε

i
t+1S′

(
It+1

It

)(
It+1

It

)2
]

let

Qt ≡
Ξkt
Ξt

then

(∂It) 1 = Qte
εit

[
1− S

(
It
It−1

)
− S′

(
It
It−1

)
It
It−1

]
+ βEt

Ξt+1

Ξt

[
Qt+1eε

i
t+1S′

(
It+1

It

)(
It+1

It

)2
]

(14)
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(∂Kt) Ξkt = βEt

[
Ξt+1

(
Rkt+1Zt+1

Pt+1
− a(Zt+1)

)
+ Ξkt+1(1− δ)

]

substitute with Qt, we get

(∂Kt) Qt = βEt
Ξt+1

Ξt

[(
Rkt+1Zt+1

Pt+1
− a(Zt+1)

)
+Qt+1(1− δ)

]
(15)

(∂Zt)
Rkt
Pt

= a′(Zt) (16)

A.2.4 Intermediate Labor Union Sector

Labor packers (final labor provider)

max
Lt,Ll,t

WtLt −
∫ 1

0
Wl,tLl,tdl

s.t.

∫ 1

0
H

(
Ll,t
Lt

; εwt

)
dl = 1

F.O.C.

Ll,t = LtH
′−1

[
Wl,t

Wt

∫ 1

0
H ′
(
Ll,t
Lt

; εwt

)
Ll,t
Lt

dl

]
zero-profit condition

Wt =

∫ 1

0
Wl,tH

′−1

[
Wl,t

Wt

∫ 1

0
H ′
(
Lj,t
Lt

; εwt

)
Lj,t
Lt

dj

]
dl (17)

Labor unions (intermediate labor provider)

max
W̃l,t

Et

∞∑
s=0

ξsw
βsΞt+sPt
ΞtPt+s

[W̃l,tX
w
t,s −W h

t+s]Ll,t+s

s.t. Ll,t+s = Lt+sH
′−1

(
W̃l,tX

w
t,s

Wt+s

∫ 1

0
H ′
(
Ll,t+s
Lt+s

; εwt+s

)
Ll,t+s
Lt+s

dl

)

where

Xw
t,s =

 1 for s = 0∏s
l=1 γπ

ιw
t+l−1π

1−ιw for s = 1, . . . ,∞

F.O.C.

Et

∞∑
s=0

ξsw
βsΞt+sPt
ΞtPt+s

Ll,t+s
ηwt+s(·)− 1

[
W̃l,tX

w
t,s −

ηwt+s(·)
ηwt+s(·)− 1

W h
t+s

]
= 0 (18)
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where

ηwt+s

(
W̃l,tX

w
t,s

Wt+s
; εwt+s

)
≡ − 1

H ′−1(·)
H ′(·)
H ′′(·)

since W̃l,t is the same, from equation (17) (approximately),

Wt = (1− ξw)W̃tH
′−1

[
W̃t

Wt
τwt

]
+ ξwγπ

ιw
t−1π

1−ιwWt−1H
′−1

[
γπιwt−1π

1−ιwWt−1

Wt
τwt

]
(19)

where

τwt ≡
∫ 1

0
H ′
(
Ll,t
Lt

; εwt

)
Ll,t
Lt

dl

A.2.5 Government Policies

Monetary policy

Rt
R

=

(
Rt−1

R

)ρ [(πt
π

)rπ ( Yt
Y p
t

)ry]1−ρ(
Yt/Yt−1

Y p
t /Y

p
t−1

)r∆y
eε
r
t (20)

where Y p
t is potential output (output under flexible prices and wages in the absence of the two

“mark-up” shocks). Government budget

PtGt +Bt−1 = Tt +
Bt
Rt

where

Gt = eε
g
t gyyγ

t

A.2.6 Resource Constraint

Ct + It +Gt + a(Zt)Kt−1 = Yt (21)
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A.3 Detrending

Notation

ct = Ct
γt

it = It
γt

yt = Yt
γt

yi,t =
Yi,t
γt

ypt =
Y pt
γt

kst =
Ks
t
γt

ksi,t =
Ks
i,t

γt

kt = Kt
γt

p̃t = P̃t
Pt

rkt =
Rkt
Pt

mct = MCt
Pt

wt = Wt
Ptγt

wht =
Wh
t

Ptγt

ζt = Ξtγ
σct

From equation (1), we get ∫ 1

0
G

(
yi,t
yt

; εpt

)
di = 1 (22)

From equation (7), we get

1 = (1− ξp)p̃tG′−1(p̃tτ
p
t ) + ξpπ

ιp
t−1π

1−ιpπ−1
t G′−1(π

ιp
t−1π

1−ιpπ−1
t τpt ) (23)

From equation (3), we get

yi,t = eε
a
t (ksi,t)

α(Li,t)
1−α − Φ (24)

From equation (4), we get

kst =
α

1− α
wt

rkt
Lt (25)
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From equation (5), we get

mct =
wt

(1− α)eε
a
t (kst /Lt)

α
=

w1−α
t (rkt )α

αα(1− α)1−αeε
a
t

(26)

From equation (6) (divided by Pt), we get

Et
∑∞

s=0 ξ
s
pβ

sγ(1−σc)s ζt+s
ζt

yi,t+s
ηpt+s(·)−1

p̃i,t∏s
l=1 π

ιp
t+l−1π

1−ιp∏s
l=1 πt+l

−
ηpt+s(p̃i,t

∏s
l=1 π

ιp
t+l−1

π1−ιp∏s
l=1

πt+l
;εpt+s)

ηpt+s(·)−1
mct+s

 = 0 (27)

From equation (9), we get

kt =
(1− δ)
γ

kt−1 + eε
i
t

[
1− S(

itγ

it−1
)

]
it (28)

From equation (10), we get

kst =
Ztkt−1

γ
(29)

From equation (11), we get

ζt = (ct −
λ

γ
ct−1)−σce

σc−1
1+σl

L̄
1+σl
t (30)

From equation (12), we get

wht = (ct −
λ

γ
ct−1)L̄σlt (31)

From equation (13), we get

ζt = βγ−σceε
b
tRtEt

[
ζt+1

πt+1

]
(32)

From equation (14), we get

1 = Qte
εit

[
1− S

(
itγ
it−1

)
− S′

(
itγ
it−1

)
itγ
it−1

]
+ βγ−σcEt

ζt+1

ζt

[
Qt+1eε

i
t+1S′

(
it+1γ
it

)(
it+1γ
it

)2
]

(33)

From equation (15), we get

Qt = βγ−σcEt
ζt+1

ζt

[
rkt+1Zt+1 − a(Zt+1) +Qt+1(1− δ)

]
(34)

From equation (16), we get

rkt = a′(Zt) (35)
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From equation (18) (divided by Pt), we get

Et
∑∞

s=0 ξ
s
wβ

sγ(1−σc)s ζt+s
ζt

Ll,t+s
ηwt+s(·)−1

w̃l,t∏s
l=1 π

ιw
t+l−1π

1−ιw∏s
l=1 πt+l

−
ηwt+s(

w̃l,t
wt+s

∏s
l=1 π

ιw
t+l−1

π1−ιw∏s
l=1

πt+l
;εpt+s)

ηwt+s(·)−1 wht+s

 = 0 (36)

From equation (19), we get

wt = (1− ξw)w̃tH
′−1

[
w̃t
wt
τwt

]
+ ξwπ

ιw
t−1π

1−ιwπ−1
t wt−1H

′−1

[
πιwt−1π

1−ιwπ−1
t wt−1

wt
τwt

]
(37)

From equation (20), we get

Rt
R

=

(
Rt−1

R

)ρ [(πt
π

)rπ ( yt
ypt

)ry]1−ρ(
yt/yt−1

ypt /y
p
t−1

)r∆y
eε
r
t (38)

From equation (21), we get

ct + it + eε
g
t gyy +

a(Zt)

γ
kt−1 = yt (39)

A.4 Steady State

Steady state

p̃ = 1

z = 1

a(1) = 0

q = 1

S(γ) = S′(γ) = 0

S′′(γ) = ϕ

a′(1)
a′′(1) = 1−ψ

ψ

Steady state relationship (find r, rk, c/y, i/y, k/y, wL/c)

w = w̃

y = yi = (ks)αL1−α − Φ

L = L̄ = Ll

r. From equation (32), we get

r =
π

βγ−σc
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rk. From equation (34), we get

rk =
1

βγ−σc
− (1− δ)

k/y. From zero-profit conditions for intermediate goods producers, we get

φp ≡
Φ + y

y
=

1

mc
=

ηp

ηp − 1
=

(ks)αL1−α

y

From equation (26), we get

w =

[
αα(1− α)1−α

φp(rk)α

] 1
1−α

From equation (25), we get

ks

L
=

α

1− α
w

rk

From equation (24), we get

ks

y
= φp

(
ks

L

)1−α

From equation (29), we get

k

y
= γ

ks

y

i/y. From equation (28), we get

i

y
=
i

k

k

y
= (γ − 1 + δ)

ks

y

c/y. From equation (39), we get

c

y
= 1− i

y
− gy

wL/c. From equation (36), we get

wh =
ηw − 1

ηw
w =

w

φw

Then from equation (25)

whL

c
=

w

φw

(
L

ks

)(
ks

y

)(y
c

)
=

1

φw

1− α
α

rk(ks/y)

c/y
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A.5 Log-Linearization

SW(1). From equation (39), we get

ŷt =
c

y
ĉt +

i

y
ît +

rk

γ

k

y
ẑt + gyε

g
t︸︷︷︸

εgt

SW(2). From equation (30), we get

ζ̂t = (σc − 1)L1+σl l̂t − σc
1−λ

γ

(
ĉt − λ

γ ĉt−1

)
= σc−1

1−λ
γ

whL
c l̂t − σc

1−λ
γ

(
ĉt − λ

γ ĉt−1

)
From equation (32), we get

ζ̂t = εbt + r̂t − Eπ̂t+1 + Eζ̂t+1

Then

ĉt =
λ
γ

1+λ
γ

ĉt−1 + 1
1+λ

γ

Eĉt+1 + σc−1

σc
(

1+λ
γ

) whL
c (l̂t − El̂t+1)−

1−λ
γ

σc
(

1+λ
γ

)(r̂t − Eπ̂t+1 + εbt)

SW(3). From equation (33), we get

ît = 1
1+βγ1−σc ît−1 + βγ1−σc

1+βγ1−σcEît+1 + 1
(1+βγ1−σc )γ2ϕ

q̂t +
1

(1 + βγ1−σc)γ2ϕ
εit︸ ︷︷ ︸

εit

SW(4). From equations (34) and (32), we get

q̂t = βγ−σc(1− δ)Eq̂t+1 + βγ−σcrkEr̂kt+1 − (r̂t − Eπ̂t+1 + εbt)

SW(5). From equation (22), we get

ŷt =

∫ 1

0
ŷi,tdi

With equation (24), we get

ŷt = φp(αk̂
s
t + (1− α)l̂t + εat )

SW(6). From equation (29), we get

k̂st = k̂t−1 + ẑt
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SW(7). From equation (35), we get

ẑt =
a′(1)

a′′(1)
r̂kt =

1− ψ
ψ

r̂kt

SW(8). From equation (28), we get

k̂t =
1− δ
γ

k̂t−1 +

(
1− 1− δ

γ

)
ît +

(
1− 1− δ

γ

)
εit︸︷︷︸

(1+βγ1−σc )γ2ϕεit

SW(9). From equation (26), we get price mark-up

µpt ≡ −m̂ct = α(k̂st − l̂t) + εat − ŵt

SW(10). From equation (23), we get

ˆ̃pt =
ξp

1− ξp
(π̂t − ιpπ̂t−1)

From equation (27), we get

ˆ̃pt = −ξpβγ1−σc(ιpπ̂t − Eπ̂t+1)− 1−ξpβγ1−σc

1+(φp−1)εp
µpt −

(1−ξpβγ1−σc ) 1
ηp

∂ηp

∂εp
(φp−1)

1+(φp−1)εp
εpt + ξpβγ

1−σcE ˆ̃pt+1

where εp ≡ ηp′

ηp .

Then

π̂t =
ιp

1 + βγ1−σcιp
π̂t−1 +

βγ1−σc

1 + βγ1−σcιp
Eπ̂t+1

−1− ξpβγ1−σc

1 + βγ1−σcιp

1− ξp
ξp

1

1 + (φp − 1)εp
µpt

−
(1− ξp)(1− ξpβγ1−σc) 1

ηp
∂ηp

∂εp
(φp − 1)

ξp(1 + βγ1−σcιp)(1 + (φp − 1)εp)
εpt︸ ︷︷ ︸

εpt

SW(11). From equation (25), we get

r̂kt = −(k̂st − l̂t) + ŵt
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SW(12). From equation (31), we get wage mark-up (ˆ̄lt = l̂t)

µwt ≡ ŵt − ŵht = ŵt −

(
σl l̂t +

1

1− λ
γ

(ĉt −
λ

γ
ĉt−1)

)

SW(13). From equation (37), we get

ˆ̃wt =
1

1− ξw
ŵt +

ξw
1− ξw

(−ŵt−1 + π̂t − ιwπ̂t−1)

From equation (36), we get

ˆ̃wt = −ξwβγ1−σc(ιwπ̂t − Eπ̂t+1) + (1− ξwβγ1−σc)ŵt

− 1− ξwβγ1−σc

1 + (φw − 1)εw
µwt −

(1− ξwβγ1−σc) 1
ηw

∂ηw

∂εw
(φw − 1)

1 + (φw − 1)εw
εwt + ξwβγ

1−σcE ˆ̃wt+1

where φw ≡ ηw

ηw−1 and εw ≡ ηw′

ηw .

Then

ŵt =
1

1 + βγ1−σc ŵt−1 +
βγ1−σc

1 + βγ1−σc (Eŵt+1 + Eπ̂t+1)

−1 + βγ1−σcιw
1 + βγ1−σc π̂t +

ιw
1 + βγ1−σc π̂t−1 −

1− ξwβγ1−σc

1 + βγ1−σc
1− ξw
ξw

1

1 + (φw − 1)εw
µwt

−
(1− ξw)(1− ξwβγ1−σc) 1

ηw
∂ηw

∂εw
(φw − 1)

ξw(1 + βγ1−σcιw)(1 + (φw − 1)εw)
εwt︸ ︷︷ ︸

εwt

SW(14). From equation (38), we get

r̂t = ρr̂t−1 + (1− ρ)[rππ̂t + ry(ŷt − ŷpt )] + r∆y[(ŷt − ŷpt )− (ŷt−1 − ŷpt−1)] + εrt

14 variables: ŷt, ĉt, ît, q̂t, k̂
s
t , k̂t, ẑt, r̂

k
t , µ̂pt , π̂t, µ̂

w
t , ŵt, l̂t, r̂t.

Flexible Economy

ŷft =
c

y
ĉft +

i

y
îft +

rk

γ

k

y
ẑft + gyε

g
t︸︷︷︸

εgt

ĉft =
λ
γ

1+λ
γ

ĉft−1 + 1
1+λ

γ

Eĉft+1 + σc−1

σc
(

1+λ
γ

) whL
c (l̂ft − El̂

f
t+1)−

1−λ
γ

σc
(

1+λ
γ

)(r̂ft + εbt)
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îft = 1
1+βγ1−σc î

f
t−1 + βγ1−σc

1+βγ1−σcEî
f
t+1 + 1

(1+βγ1−σc )γ2ϕ
q̂ft +

1

(1 + βγ1−σc)γ2ϕ
εit︸ ︷︷ ︸

εit

q̂ft = βγ−σc(1− δ)Eq̂ft+1 + βγ−σcrkEr̂k,ft+1 − (r̂ft + εbt)

ŷft = φp(αk̂
s,f
t + (1− α)l̂ft + εat )

k̂s,ft = k̂ft−1 + ẑft

ẑft =
1− ψ
ψ

r̂k,ft

k̂ft =
1− δ
γ

k̂ft−1 +

(
1− 1− δ

γ

)
îft +

(
1− 1− δ

γ

)
εit︸︷︷︸

(1+βγ1−σc )γ2ϕεit

0 = α(k̂s,ft − l̂
f
t ) + εat − ŵ

f
t

r̂k,ft = −(k̂s,ft − l̂
f
t ) + ŵft

0 = ŵft −

(
σl l̂

f
t +

1

1− λ
γ

(ĉft −
λ

γ
ĉft−1)

)

A.6 Shock Processes

Exogenous spending shock

εgt = ρgε
g
t−1 + ηgt + ρgaη

a
t

Risk premium shock

εbt = ρbε
b
t−1 + ηbt

Investment-specific technology shock

εit = ρiε
i
t−1 + ηit

Total factor productivity shock

εat = ρaε
a
t−1 + ηat

Price mark-up shock

εpt = ρpε
p
t−1 + ηpt − µpη

p
t−1



117

Wage mark-up shock

εwt = ρwε
w
t−1 + ηwt − µwηwt−1

Monetary policy shock

εrt = ρrε
r
t−1 + ηrt

Measurement Equation

Yt =



dlGDPt

dlCONt

dlINVt

dlWAGt

lHOURSt

dlPt

FEDFUNDSt



=



γ̄

γ̄

γ̄

γ̄

l̄

π̄

r̄



+



ŷt − ŷt−1

ĉt − ĉt−1

ît − ît−1

ŵt − ŵt−1

l̂t

π̂t

r̂t


where l and dl stand for 100 times log and log difference, respectively; γ̄ = 100(γ − 1) is

the common quarterly trend growth rate to real GDP, consumption, investment and wages;

π̄ = 100(π− 1) is the quarterly steady-state inflation rate; and r̄ = (β−1γσcπ− 1) is the steady-

state nominal interest rate; l̄ is steady-state hours worked, which is normalized to be equal to

zero.
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B Iacoviello-Neri Model

B.1 Overview

This comprehensive DSGE model consists of four main elements: (1) a multi-sector structure

with housing and non-housing goods; (2) nominal rigidities (prices and wages); (3) financial

frictions in the household sector (collateral constraint); (4) a rich set of shocks (sectoral produc-

tivity shock, housing preference shock, preference shock, ISTC shock, CB inflation target shock,

labor supply shock,...). Thus, this model can be viewed as SW model plus a housing sector

(with price and quantity), and it tries to answer the following two questions: (1) What are the

main driving forces of fluctuations in the housing market? (2) How large are the spillovers from

the housing market to the wider economy?

B.2 Environment

B.2.1 Households

Patient households work, consume, and accumulate housing. They own the productive capital

of the economy, and supply funds to firms on the one hand, and to impatient households on

the other hand. They also own land and rent land to the final good production firm. And they

supply intermediate goods to the firm.

Patient household

maxE0

∞∑
t=0

(βGC)tzt

(
Γc ln(ct − εct−1) + jt lnht −

τt
1 + η

(n1+ξ
c,t + n1+ξ

h,t )
1+η
1+ξ

)
(40)

s.t. ct +
kc,t
Ak,t

+ kh,t + kb,t + qtht + pl,tlt − bt =
wc,tnc,t
Xwc,t

+
wh,tnh,t
Xwh,t

+

(
Rc,tzc,t +

1− δkc
Ak,t

)
kc,t−1 + (Rh,tzh,t + 1− δkh)kh,t−1 + pb,tkb,t −

Rt−1bt−1

πt

+ (pl,t +Rl,t)lt−1 + qt(1− δh)ht−1 +Divt − φt −
a(zc,t)kc,t−1

Ak,t
− a(zh,t)kh,t−1 (41)

where Γc = (GC − ε)/(GC − βεGC), Γ′c = (GC − ε′)/(GC − β′ε′GC), and Divt = (1 −

1/Xwc,t)wc,tnc,t + (1− 1/Xwh,t)wh,tnh,t + (1− 1/Xt)Yt. jt represents housing preference shock

(demand shock). zt denotes intertemporal preference shock. And τt is labor supply shock.
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adjustment cost on capital

φt =
φkc
2

(
kc,t
kc,t−1

−GK
)2 kc,t−1

Ak,t
+
φkh
2

(
kh,t
kh,t−1

−GC
)2

kh,t−1 (42)

adjustment cost on capacity utilization

a(zc,t) = Rc

(
1

2
$z2

c,t + (1−$)zc,t +
($

2
− 1
))

(43)

a(zh,t) = Rh

(
1

2
$z2

h,t + (1−$)zh,t +
($

2
− 1
))

(44)

where Rc and Rh are steady state for rent rate of capital in goods and housing sector.

Impatient household do not accumulate capital and do not own finished good firms or land

(the dividends only come from labor unions). And they accumulate housing and borrow from

patient households for the maximum possible amount against it.

Impatient household

maxE0

∞∑
t=0

(β′GC)tzt

(
Γ′c ln(c′t − ε′c′t−1) + jt lnh′t −

τt
1 + η′

((n′c,t)
1+ξ′ + (n′h,t)

1+ξ′)
1+η′
1+ξ′

)
(45)

s.t. c′t + qth
′
t − b′t =

w′c,tn
′
c,t

X ′wc,t
+
w′h,tn

′
h,t

X ′wh,t
+ qt(1− δh)h′t−1 −

Rt−1b
′
t−1

πt
+Div′t (46)

b′t ≤ mEt
(
qt+1h

′
tπt+1

Rt

)
(47)

where Div′t = (1− 1/X ′wc,t)w
′
c,tn
′
c,t + (1− 1/X ′wh,t)w

′
h,tn

′
h,t.

B.2.2 Technology

Competitive flexible price/wholesale firms that produce wholesale consumption goods and hous-

ing using two technologies, and a final good firm (described below) that operates in the consump-

tion sector under monopolistic competition. Wholesale firms hire labor and capital services, and

purchase intermediate goods to produce wholesale goods Yt and new houses IHt.

Wholesale firms

max
Yt
Xt

+ qtIHt −

∑
i=c,h

wi,tni,t +
∑
i=c,h

w′i,tn
′
i,t +

∑
i=c,h

Ri,tzi,tki,t−1 +Rl,tlt−1 + pb,tkb,t

 (48)
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s.t. Yt = (Ac,t(n
α
c,tn
′1−α
c,t ))1−µc(zc,tkc,t−1)µc (49)

IHt = (Ah,t(n
α
h,tn

′1−α
h,t ))1−µh−µb−µl(zh,tkh,t−1)µhkµbb,tl

µl
t−1 (50)

where Xt is the markup of final goods over wholesale goods.

B.2.3 Nominal Rigidities and Monetary Policy

We allow for price rigidities in the consumption sector and for wage rigidities in both the

consumption and housing sectors. We rule out price rigidities in the housing market.

We introduce sticky prices in the consumption sector by assuming monopolistic competition

at the retail level and implicit costs of adjusting nominal prices following Calvo-style contracts.

Each period, a fraction 1− θπ of retailers set prices optimally, while a fraction θπ cannot do so,

and index prices to the previous period inflation rate with an elasticity equal to ιπ.

Consumption-sector Phillips curve

lnπt − ιπ lnπt−1 = βGC(Et lnπt+1 − ιπ lnπt)− επ ln(Xt/X) + up,t (51)

where επ = (1− θπ)(1−βGCθπ)/θπ, up,t is i.i.d. normal shock with zero mean and variance σ2
p.

Patient and impatient households supply homogeneous labor services to unions. The unions

differentiate labor services as in Smets and Wouters (2007), set wages subject to a Calvo scheme

and offer labor services to wholesale labor packers who reassemble these services into the ho-

mogeneous labor composites ni,t and n′i,t for i = c, h.

Wage Phillips curve

lnωc,t − ιwc lnπt−1 = βGC(Et lnωc,t+1 − ιwc lnπt)− εwc ln(Xwc,t/Xwc) (52)

lnω′c,t − ιwc lnπt−1 = β′GC(Et lnω′c,t+1 − ιwc lnπt)− ε′wc ln(X ′wc,t/Xwc) (53)

lnωh,t − ιwh lnπt−1 = βGC(Et lnωh,t+1 − ιwh lnπt)− εwh ln(Xwh,t/Xwh) (54)

lnω′h,t − ιwh lnπt−1 = β′GC(Et lnω′h,t+1 − ιwh lnπt)− ε′wh ln(X ′wh,t/Xwh) (55)

where ωi,t =
wi,tπt
wi,t−1

is nominal wage inflation, εwi = (1 − θwi)(1 − βGCθwi)/θwi, and ε′wi =

(1− θwi)(1− β′GCθwi)/θwi.
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Taylor rule

Rt = RrRt−1π
(1−rR)rπ
t

(
GDPt

GCGDPt−1

)(1−rR)rY

r̄r1−rR uR,t
st

(56)

where r̄r is the steady-state real interest rate, uR,t i.i.d. normal shock with zero mean and

variance σ2
R, st is a stochastic process with high persistence capturing long-lasting deviations of

inflation from its steady-state level, due,e.g.,to shifts in the central bank’s inflation target, and

GDPt = Ct + q̄tIHt + IKt.

B.2.4 Equilibrium

Final goods market

Ct + IKc,t/Ak,t + IKh,t + kb,t = Yt − φt (57)

Housing market

Ht − (1− δh)Ht−1 = IHt (58)

Debt market

bt + b′t = 0 (59)

Aggregate

Ct = ct + c′t (60)

Ht = ht + h′t (61)

IKc,t = kc,t − (1− δkc)kc,t−1 (62)

IKh,t = kh,t − (1− δkh)kh,t−1 (63)

B.2.5 Trends and Balanced Growth

Productivity

lnAc,t = t ln(1 + γAC) + lnZc,t, lnZc,t = ρAC lnZc,t−1 + uC,t (64)

lnAh,t = t ln(1 + γAH) + lnZh,t, lnZh,t = ρAH lnZh,t−1 + uH,t (65)

lnAk,t = t ln(1 + γAK) + lnZk,t, lnZk,t = ρAK lnZk,t−1 + uK,t (66)
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Growth rates

GC = GIKh = Gq×IH = 1 + γAC +
µc

1− µc
γAK (67)

GIKc = 1 + γAC +
1

1− µc
γAK (68)

GIH = 1 + (µh + µb)γAC +
µc(µh + µb)

1− µc
γAK + (1− µh − µl − µb)γAH (69)

Gq = 1 + (1− µh − µb)γAC +
µc(1− µh − µb)

1− µc
γAK − (1− µh − µl − µb)γAH (70)

B.3 Euler Equations

B.3.1 Patient Household

marginal utility of consumption

uc,t = zt
GC − ε

GC − βεGC

(
1

ct − εct−1
− βGCε

ct+1 − εct

)
(71)

marginal utility of housing

uh,t =
ztjt
ht

(72)

marginal disutility of working in the goods and housing sector

unc,t = ztτtn
ξ
c,t

(
n1+ξ
c,t + n1+ξ

h,t

) η−ξ
1+ξ

(73)

unh,t = ztτtn
ξ
h,t

(
n1+ξ
c,t + n1+ξ

h,t

) η−ξ
1+ξ

(74)
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F.O.C.

∂ht : uc,tqt = uh,t + βGCEt[uc,t+1qt+1(1− δh)] (75)

∂bt : uc,t = βGCEt(uc,t+1Rt/πt+1) (76)

∂kc,t : uc,t

(
1

Ak,t
+

∂φt
∂kc,t

)
= (77)

βGCEt

[
uc,t+1

(
Rc,t+1zc,t+1 −

a(zc,t+1)

Ak,t+1
+

1− δkc
Ak,t+1

− ∂φt+1

∂kc,t

)]
(78)

∂kh,t : uc,t

(
1 +

∂φt
∂kh,t

)
= (79)

βGCEt

[
uc,t+1

(
Rh,t+1zh,t+1 − a(zh,t+1) + 1− δhc −

∂φt+1

∂kh,t

)]
(80)

∂nc,t : unc,t = uc,t
wc,t
Xwc,t

(81)

∂nh,t : unh,t = uc,t
wh,t
Xwh,t

(82)

∂kb,t : uc,t(pb,t − 1) = 0 (83)

∂zc,t : Rc,t =
a′(zc,t)

Ak,t
(84)

∂zh,t : Rh,t = a′(zc,t) (85)

∂lt : uc,tpl,t = βGCEt[uc,t+1(pl,t+1 +Rl,t+1)] (86)

B.3.2 Impatient Household

marginal utility of consumption

uc′,t = zt
GC − ε′

GC − β′ε′GC

(
1

c′t − ε′c′t−1

− β′GCε
′

c′t+1 − ε′c′t

)
(87)

marginal utility of housing

uh′,t =
ztjt
h′t

(88)

marginal disutility of working in the goods and housing sector

unc′,t = ztτt(n
′
c,t)

ξ
(

(n′c,t)
1+ξ + (n′h,t)

1+ξ
) η−ξ

1+ξ
(89)

unh′,t = ztτt(n
′
h,t)

ξ
(

(n′c,t)
1+ξ + (n′h,t)

1+ξ
) η−ξ

1+ξ
(90)
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F.O.C.

∂h′t : uc′,tqt = uh′,t + β′GCEt[uc′,t+1qt+1(1− δh)] + Et

(
λt
mqt+1πt+1

Rt

)
(91)

∂b′t : uc′,t = β′GCEt(uc′,t+1Rt/πt+1) + λt (92)

∂nc′,t : unc′,t = uc′,t
w′c,t
X ′wc,t

(93)

∂nh′,t : unh′,t = uc′,t
w′h,t
X ′wh,t

(94)

(95)

B.3.3 Intermediate Goods Firms

F.O.C.

∂nc,t : (1− µc)α
Yt

Xtnc,t
= wc,t (96)

∂n′c,t : (1− µc)(1− α)
Yt

Xtn′c,t
= w′c,t (97)

∂nh,t : (1− µh − µb − µl)α
qtIHt

nh,t
= wh,t (98)

∂n′h,t : (1− µh − µb − µl)(1− α)
qtIHt

n′h,t
= w′h,t (99)

∂kc,t−1 : µc
Yt

Xtkc,t−1
= Rc,tzc,t (100)

∂kh,t−1 : µh
qtIHt

kh,t−1
= Rh,tzh,t (101)

∂lt : µlqtIHt = Rl,t (102)

∂kb,t : µb
qtIHt

kb,t
= pb,t (103)

where set lt = 1.

B.4 Detrend

B.4.1 Detrend Rules

growth rate GC :

ct, c
′
t, kh,t, kb,t, pl,t, Rl,t, bt, b

′
t, wc,t, w

′
c,t, wh,t, w

′
h,t, Yt

detrend method: ·/GtC
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growth rate GH :

ht, h
′
t, IHt

detrend method: ·/GtH

growth rate GQ:

qt

detrend method: ·/GtQ

growth rate GK :

kc,t

detrend method: ·/GtK

growth rate G−1
C :

uc,t, u
′
c,t

detrend method: · ×GtC

growth rate G−1
H :

uh,t, u
′
h,t

detrend method: · ×GtH

growth rate ΓK :

Rc,t

detrend method: · × ΓtK

no trend: ni,t, n
′
i,t, Rt, Rh,t

B.4.2 Patient Household

Define the detrended variable x̃t ≡ xt/Gtx. Then the preference becomes

maxE0
∑∞

t=0(βGC)tzt

(
Γc ln(c̃t − εc̃t−1

GC
) + jt ln h̃t − τt

1+η (ñ1+ξ
c,t + ñ1+ξ

h,t )
1+η
1+ξ + tΓc lnGC + tjt lnGH

)
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marginal utility of consumption

ũc,t = zt
GC − ε

GC − βεGC

(
1

c̃t − ε
GC
c̃t−1

− βε

c̃t+1 − ε
GC
c̃t

)
(104)

marginal utility of housing

ũh,t =
ztjt

h̃t
(105)

From (41), budget constraint

c̃t +
k̃c,t
ak,t

+ k̃h,t + k̃b,t + q̃th̃t + p̃l,tlt − b̃t = w̃c,tnc,t + w̃h,tnh,t

+

(
R̃c,tzc,t +

1− δkc
ak,t

)
k̃c,t−1

GK
+ (Rh,tzh,t + 1− δkh)

k̃h,t−1

GC
+ pb,tk̃b,t −

Rt−1b̃t−1

πtGC

+ (p̃l,t + R̃l,t)lt−1 + q̃t(1− δh)
h̃t−1

GH
+

(
1− 1

Xt

)
Ỹt −

φkcGK
2

(
k̃c,t

k̃c,t−1

− 1

)2

k̃c,t−1

− φkhGC
2

(
k̃h,t

k̃h,t−1

− 1

)2

k̃h,t−1 −
a(zc,t)k̃c,t−1

ak,tGK
− a(zh,t)

k̃h,t−1

GC
(106)

F.O.C.

∂ht : ũc,tq̃t = ũh,t + βGQEt[ũc,t+1q̃t+1(1− δh)] (107)

∂bt : ũc,t = βEt(ũc,t+1Rt/πt+1) (108)

∂kc,t : ũc,t

[
1

ak,t
+ φkc

(
k̃c,t

k̃c,t−1

− 1

)]
=

βGCEt

[
ũc,t+1

GK

(
R̃c,t+1zc,t+1 −

a(zc,t)

ak,t
+

1− δkc
ak,t+1

+
GKφkc

2

(
k̃2
c,t+1

k̃2
c,t

− 1

))]
(109)

∂kh,t : ũc,t

[
1 + φkh

(
k̃h,t

k̃h,t−1

− 1

)]
=

βGCEt

[
ũc,t+1

GC

(
R̃h,t+1zh,t+1 − a(zh,t) + 1− δkh +

GCφkh
2

(
k̃2
h,t+1

k̃2
h,t

− 1

))]
(110)

(111)
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∂nc,t : ztτtn
ξ
c,t

(
n1+ξ
c,t + n1+ξ

h,t

) η−ξ
1+ξ

= ũc,t
w̃c,t
Xwc,t

(112)

∂nh,t : ztτtn
ξ
h,t

(
n1+ξ
c,t + n1+ξ

h,t

) η−ξ
1+ξ

= ũc,t
w̃h,t
Xwh,t

(113)

∂kb,t : ũc,t(pb,t − 1) = 0 (114)

∂zc,t : R̃c,t =
a′(zc,t)

ak,t
(115)

∂zh,t : Rh,t = a′(zc,t) (116)

∂lt : ũc,tp̃l,t = βGCEt[ũc,t+1(p̃l,t+1 + R̃l,t+1)] (117)

B.4.3 Impatient Household

Do the similar transformation to impatient households’ problem. The marginal utility of con-

sumption

marginal utility of consumption

ũc′,t = zt
GC − ε′

GC − β′ε′GC

(
1

c̃′t − ε′

GC
c̃′t−1

− β′ε′

c̃′t+1 − ε′

GC
c̃′t

)
(118)

marginal utility of housing

ũh′,t =
ztjt

h̃′t
(119)

F.O.C.

∂h′t : ũc′,tq̃t = ũh′,t + β′GQEt[ũc′,t+1q̃t+1(1− δh)] + Et

(
λ̃t
mq̃t+1πt+1

Rt
GQ

)
(120)

∂b′t : ũc′,t = β′Et(ũc′,t+1Rt/πt+1) + λ̃t (121)

∂nc′,t : ztτt(n
′
c,t)

ξ
(

(n′c,t)
1+ξ + (n′h,t)

1+ξ
) η−ξ

1+ξ
= ũc′,t

w̃′c,t
X ′wc,t

(122)

∂nh′,t : ztτt(n
′
h,t)

ξ
(

(n′c,t)
1+ξ + (n′h,t)

1+ξ
) η−ξ

1+ξ
= ũc′,t

w̃′h,t
X ′wh,t

(123)

(124)

From (46)

c̃′t + q̃th̃
′
t − b̃′t = w̃′c,tn

′
c,t + w̃′h,tn

′
h,t + q̃t(1− δh)

h̃′t−1

GH
−
Rt−1b̃

′
t−1

πtGC
(125)
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From (47)

b̃′t = mEt

(
GQ

q̃t+1h̃
′
tπt+1

Rt

)
(126)

B.4.4 Intermediate Goods Firms

From (49)

Ỹt = (ac,t(n
α
c,tn
′1−α
c,t ))1−µc(zc,tk̃c,t−1/GK)µc (127)

˜IHt = (ah,t(n
α
h,tn

′1−α
h,t ))1−µh−µb−µl(zh,tk̃h,t−1/GC)µh k̃µbb,tl

µl
t−1 (128)

F.O.C.

∂nc,t : (1− µc)α
Ỹt

Xtnc,t
= w̃c,t (129)

∂n′c,t : (1− µc)(1− α)
Ỹt

Xtn′c,t
= w̃′c,t (130)

∂nh,t : (1− µh − µb − µl)α
q̃t ˜IHt

nh,t
= w̃h,t (131)

∂n′h,t : (1− µh − µb − µl)(1− α)
q̃t ˜IHt

n′h,t
= w̃′h,t (132)

∂kc,t−1 : µc
ỸtGK

Xtk̃c,t−1

= R̃c,tzc,t (133)

∂kh,t−1 : µh
q̃t ˜IHtGC

k̃h,t−1

= Rh,tzh,t (134)

∂lt : µlq̃t ˜IHt = R̃l,t (135)

∂kb,t : µb
q̃t ˜IHt

k̃b,t
= p̃b,t (136)

B.4.5 Equilibrium

From (56)

Rt = RrRt−1π
(1−rR)rπ
t

(
˜GDP t

˜GDP t−1

)(1−rR)rY

r̄r1−rR uR,t
st

(137)

From (57)

C̃t + ˜IKc,t/ak,t + ˜IKh,t + k̃b,t = Ỹt − φkcGK
2

(
k̃c,t
k̃c,t−1

− 1
)2
k̃c,t−1 − φkhGC

2

(
k̃h,t
k̃h,t−1

− 1
)2

k̃h,t−1 (138)
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From (58)

h̃t + h̃′t −
1− δh
GH

(h̃t−1 + h̃′t−1) = ˜IHt (139)

From (59)

b̃t + b̃′t = 0 (140)

B.5 Steady State

From (108)

R =
1

β
(141)

From (109)

Rc =
ΓK
β
− (1− δkc) (142)

From (110)

Rh =
1

β
− (1− δkh) (143)

define

r ≡ R

GC
− 1 (144)

δ′h ≡ 1− 1− δh
GH

(145)

δ′kc ≡ 1− 1− δkc
GK

(146)

δ′kh ≡ 1− 1− δkh
GC

(147)

From (133) and (142)

ζ0 =
kc
Y

=
βGKµc

ΓK − β(1− δkc)
1

X
(148)

From (134) and (143)

ζ1 =
kh
qIH

=
βGCµh

1− β(1− δkh)
(149)

From (107)

ζ2 =
qh

c
=

j

1− βGQ(1− δh)
(150)

From (107)

ζ3 =
qh′

c′
=

j

1− β′GQ(1− δh)−GQ(β − β′)m
(151)
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From (126)

ζ4 =

(
R

GC
− 1

)
mGQ
R

(152)

define

χ1 ≡ 1 + δ′hζ2(1− rζ1 − µl − α(1− µh − µl − µb)) (153)

χ2 ≡ (rζ1 + µl + α(1− µh − µl − µb))δ′hζ3 + ζ3ζ4 (154)

χ3 ≡
X − 1 + rζ0X + α(1− µc)

X
(155)

χ4 ≡ 1 + δ′hζ3(1− (1− α)(1− µh − µl − µb)) + ζ3ζ4 (156)

χ5 ≡ (1− α)(1− µh − µl − µb)δ′hζ2 (157)

χ6 ≡
(1− α)(1− µc)

X
(158)

then

c

Y
=
χ3χ4 + χ2χ6

χ1χ4 − χ2χ5
(159)

c′

Y
=
χ1χ6 + χ3χ5

χ1χ4 − χ2χ5
(160)

qIH

Y
= δ′h

(
ζ2
c

Y
+ ζ3

c′

Y

)
(161)

normalize τ = 1 and from (112) (113) (129), and (131)

nc =

 (1−µc)α
XXwc

Y
c(

1 + (1−µh−µb−µl)X
1−µc

qIH
Y

) η−ξ
1+ξ


1

1+η

(162)

nh = nc

(
(1− µh − µb − µl)X

1− µc
qIH

Y

) 1
1+ξ

(163)

from (122) (123) (130), and (132)

n′c =

 (1−µc)α
XXwc

Y
c′(

1 + (1−µh−µb−µl)X
1−µc

qIH
Y

) η−ξ
1+ξ


1

1+η

(164)

n′h = n′c

(
(1− µh − µb − µl)X

1− µc
qIH

Y

) 1
1+ξ

(165)
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from (127) and (148)

Y = nαc (n′c)
1−α

(
ζ0

GK

) µc
1−µc

(166)

from (128) and (149)

IH = n
α(1−µh−µb−µl)
h (n′h)(1−α)(1−µh−µb−µl)

(
ζ1
Y

GC

qIH

Y

)µh (
µbY

qIH

Y

)µb
(167)

c = Y
c

Y
(168)

c′ = Y
c′

Y
(169)

q =
Y

IH

qIH

Y
(170)

qIH = Y
qIH

Y
(171)

from (148)

kc = ζ0Y (172)

from (149)

kh = ζ1qIH (173)

from (150)

h = ζ2
c

q
(174)

from (151)

h′ = ζ3
c′

q
(175)

from (126)

b = mqGQ
h′

R
(176)

C = c+ c′ (177)

IK = δ′kckc + δ′khkh (178)

wc = α(1− µc)
Y

Xnc
(179)
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wh = α(1− µh − µl − µb)
qIH

nh
(180)

w′c = (1− α)(1− µc)
Y

Xn′c
(181)

w′h = (1− α)(1− µh − µl − µb)
qIH

n′h
(182)

uc =
1

c
(183)

uc′ =
1

c′
(184)

λ =
1− β′/β

c′
(185)

B.6 Log-linearization

we now log-linearize the model around the steady state. Define x̂t ≡ log xt − log xSS

= log( xt
xSS

) = log(1 + xt−xss
xss

) ≈ xt−xss
xss

. From (106)

cĉt + kc(k̂c,t − âk,t) + khk̂h,t + qh(q̂t + ĥt)− bb̂t =
1− δh
GH

qh(q̂t + ĥt−1)

+ wcnc(ŵc,t + n̂c,t) + whnh(ŵh,t + n̂h,t) + (1− 1

X
)Y Ŷt +

Y

X
X̂t

+
Rb

GC
(R̂t−1 + b̂t−1 − π̂t) +

Rc + 1− δkc
GK

kck̂c,t−1 +
kc
GK

(Rc(R̂c,t + ẑc,t)− (1− δkc)âk,t)

+
Rh + 1− δkh

GC
khk̂h,t−1 +

kh
GC

Rh(R̂h,t + ẑh,t) + µlqIH(q̂t + ˆIHt) (186)

From (107)

quc(q̂t + ûc,t) =
j

h
(ẑt + ĵt − ĥt) + βGQ(1− δh)quc(Eq̂t+1 + Eûc,t+1) (187)

From (108)

ûc,t = Eûc,t+1 + R̂t − Eπ̂t+1 (188)

From (109)

ûc,t − âk,t + φkc(k̂c,t − k̂c,t−1) = Eûc,t+1 + β
ΓK

(Rc(ER̂c,t+1 + Eẑc,t+1)− (1− δkc)Eâk,t+1 +GKφkc(Ek̂c,t+1 − k̂c,t)) (189)
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From (110)

ûc,t + φkh(k̂h,t − k̂h,t−1) = Eûc,t+1 + β(Rh(ER̂h,t+1 +Eẑh,t+1) +GCφkh(Ek̂h,t+1 − k̂h,t)) (190)

From (112)

τ̂t + ẑt + ξn̂c,t +
η − ξ

n1+ξ
c + n1+ξ

h

(n1+ξ
c n̂c,t + n1+ξ

h n̂h,t) = ûc,t + ŵc,t − X̂wc,t (191)

From (113)

τ̂t + ẑt + ξn̂h,t +
η − ξ

n1+ξ
c + n1+ξ

h

(n1+ξ
c n̂c,t + n1+ξ

h n̂h,t) = ûc,t + ŵh,t − X̂wh,t (192)

From (125)

c′ĉ′t + qh′(q̂t + ĥ′t)−
1−δh
GH

qh′(q̂t + ĥ′t−1) = w′cn
′
c(ŵ
′
c,t + n̂′c,t) + w′hn

′
h(ŵ′h,t + n̂′h,t) + bb̂t − Rb

GC
(R̂t−1 + b̂t−1 − π̂t) (193)

From (120)

quc′(q̂t + ûc′,t) = j
h′ (ẑt + ĵt − ĥ′t) + β′GQ(1− δh)quc′(Eq̂t+1 + Eûc′,t+1) +m

λqGQ
R (λ̂t + Eq̂t+1 + Eπ̂t+1 − R̂t) (194)

From (126)

b̂t = Eq̂t+1 + ĥ′t + Eπ̂t+1 − R̂t (195)

From (121)

uc′ ûc′,t =
β′

β
uc′(Eûc′,t+1 + R̂t − Eπ̂t+1) + λλ̂t (196)

From (122)

τ̂t + ẑt + ξ′n̂′c,t +
η′ − ξ′

(n′c)
1+ξ′ + (n′h)1+ξ′

((n′c)
1+ξ′ n̂′c,t + (n′h)1+ξ′ n̂′h,t) = ûc′,t + ŵ′c,t − X̂ ′wc,t (197)

From (123)

τ̂t + ẑt + ξ′n̂′h,t +
η′ − ξ′

(n′c)
1+ξ′ + (n′h)1+ξ′

((n′c)
1+ξ′ n̂′c,t + (n′h)1+ξ′ n̂′h,t) = ûc′,t + ŵ′h,t − X̂ ′wh,t (198)
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From (127)

Ŷt = (1− µc)âc,t + α(1− µc)n̂c,t + (1− α)(1− µc)n̂′c,t + µc(k̂c,t−1 + ẑc,t) (199)

From (128)

ˆIHt = (1− µh − µb − µl)âh,t + µb(q̂t + ˆIHt) + α(1− µh − µb − µl)n̂h,t + (1− α)(1− µh − µb − µl)n̂′h,t + µh(k̂h,t−1 + ẑh,t) (200)

From (129)

Ŷt − X̂t − n̂c,t = ŵc,t (201)

From (130)

Ŷt − X̂t − n̂′c,t = ŵ′c,t (202)

From (131)

q̂t + ˆIHt − n̂h,t = ŵh,t (203)

From (132)

q̂t + ˆIHt − n̂′h,t = ŵ′h,t (204)

From (133)

Ŷt − X̂t − k̂c,t−1 = R̂c,t + ẑc,t (205)

From (134)

q̂t + ˆIHt − k̂h,t−1 = R̂h,t + ẑh,t (206)

From (51)

π̂t − ιππ̂t−1 = βGC(Etπ̂t+1 − ιππ̂t)−
(1− θπ)(1− βGCθπ)

θπ
X̂t + up,t (207)

From (137)

R̂t = rRR̂t−1 + (1− rR)rππ̂t + (1− rR)rY

(
ˆGDP t − ˆGDP t−1

)
+ ur,t − ŝt (208)

From (139)

hĥt + h′ĥ′t −
1− δh
GH

(hĥt−1 + h′ĥ′t−1) = IH ˆIHt (209)
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From (104)

ûc,t = ẑt −
GC

(1− βε)(GC − ε)

(
ĉt −

ε

GC
ĉt−1 − βε

(
Eĉt+1 −

ε

GC
ĉt

))
(210)

From (118)

ûc′,t = ẑt −
GC

(1− β′ε′)(GC − ε′)

(
ĉ′t −

ε′

GC
ĉ′t−1 − β′ε′

(
Eĉ′t+1 −

ε′

GC
ĉ′t

))
(211)

From (52)

ŵc,t =
1

1 + βGC
ŵc,t−1 +

(
1− 1

1 + βGC

)
(Eŵc,t+1 + Eπ̂t+1)− 1 + βGCιwc

1 + βGC
π̂t

+
ιwc

1 + βGC
π̂t−1 −

(1− θwc)(1− βGCθwc)
θwc(1 + βGC)

X̂wc,t (212)

From (53)

ŵ′c,t =
1

1 + β′GC
ŵ′c,t−1 +

(
1− 1

1 + β′GC

)
(Eŵ′c,t+1 + Eπ̂t+1)− 1 + β′GCιwc

1 + β′GC
π̂t

+
ιwc

1 + β′GC
π̂t−1 −

(1− θwc)(1− β′GCθwc)
θwc(1 + β′GC)

X̂ ′wc,t (213)

From (54)

ŵh,t =
1

1 + βGC
ŵh,t−1 +

(
1− 1

1 + βGC

)
(Eŵh,t+1 + Eπ̂t+1)− 1 + βGCιwh

1 + βGC
π̂t

+
ιwh

1 + βGC
π̂t−1 −

(1− θwh)(1− βGCθwh)

θwh(1 + βGC)
X̂wh,t (214)

From (55)

ŵ′h,t =
1

1 + β′GC
ŵ′h,t−1 +

(
1− 1

1 + β′GC

)
(Eŵ′h,t+1 + Eπ̂t+1)− 1 + β′GCιwh

1 + β′GC
π̂t

+
ιwh

1 + β′GC
π̂t−1 −

(1− θwh)(1− β′GCθwh)

θwh(1 + β′GC)
X̂ ′wh,t (215)

From (115)

R̂c,t + âk,t =
ζ

1− ζ
ẑc,t (216)
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where ζ = $/(1 +$). From (116)

R̂h,t =
ζ

1− ζ
ẑh,t (217)

aggregate

CĈt = cĉt + c′ĉ′t (218)

IK ˆIKt = kc

(
k̂c,t −

1− δkc
GK

k̂c,t−1

)
+ kh

(
k̂h,t −

1− δkh
GC

k̂h,t−1

)
(219)

Ŵc,t =
wc

wc + w′c
ŵc,t +

w′c
wc + w′c

ŵ′c,t (220)

Ŵh,t =
wh

wh + w′h
ŵh,t +

w′h
wh + w′h

ŵ′h,t (221)

N̂c,t = αn̂c,t + (1− α)n̂′c,t (222)

N̂h,t = αn̂h,t + (1− α)n̂′h,t (223)

shock process

âc,t = ρAC âc,t−1 + uc,t (224)

âh,t = ρAH âh,t−1 + uh,t (225)

âk,t = ρAK âk,t−1 + uk,t (226)

ĵt = ρj ĵt−1 + uj,t (227)

ẑt = ρz ẑt−1 + uz,t (228)

τ̂t = ρτ τ̂t−1 + uτ,t (229)

ŝt = ρsŝt−1 + us,t (230)

Equations (186) to (230) determine the following 45 variables: ĉt, ûc,t, ĥt, k̂c,t, k̂h,t, n̂c,t,

n̂h,t, b̂t, ẑc,t, ẑh,t, ĉ
′
t, ûc′,t, ĥ

′
t, n̂

′
c,t, n̂

′
h,t,

ˆIHt, Ŷt, q̂t, R̂t, π̂t, λ̂t, X̂t, ŵc,t, ŵh,t, ŵ
′
c,t, ŵ

′
h,t, X̂wc,t,

X̂wh,t, X̂
′
wc,t, X̂

′
wh,t, R̂c,t, R̂h,t, Ĉt,

ˆIKt, Ŵc,t, Ŵh,t, N̂c,t, N̂h,t, âc,t, âh,t, âk,t, ĵt, ẑt, τ̂t, ŝt.

Measurement equations (total 10)

Measurement equations link the data with the model variables. Along the BGP, we have (pick

Ct as an example) model-generated consumption at time t is Ct = GtCG0 = GtC (if normalize

G0 = 1), while the data of consumption at time t is Cdatat . Therefore Ĉt ≡ logCdatat − logCt =
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logCdatat − t logGC = logCdatat − t log(1 + GC − 1) ≈ logCdatat − t(GC − 1). Similarly, Ĉt−1 ≈

logCdatat−1 −(t−1)(GC−1). Therefore d log(Cdatat ) = logCdatat − logCdatat−1 = Ĉt−Ĉt−1 +(GC−1).

aggregate consumption (log difference of real personal consumption per capita)

Cdatat = Ĉt − Ĉt−1 + (GC − 1) (231)

business fixed investment (log difference of real private nonresidentialinvestment per capita)

IKdata
t = ˆIKt − ˆIKt−1 + (GK − 1) (232)

residential investment (log difference of real private residential investment per capita)

IHdata
t = ˆIHt − ˆIHt−1 + (GH − 1) (233)

inflation (log difference of implicit price deflator, demeaned)

πdatat = π̂t (234)

nominal short-term interest rate (demeaned)

Rdatat = R̂t (235)

real house price (log difference of real house price index deflated with implicit price deflator)

qdatat = q̂t − q̂t−1 + (GQ − 1) (236)

hours in consumption sector

Ndata
c,t = N̂c,t (237)

hours in housing sector (with measurement error)

Ndata
h,t = N̂h,t + unh,t (238)



138

wage inflation in consumption-good sector (demeaned)

W data
c,t = Ŵc,t − Ŵc,t−1 + π̂t (239)

wage inflation in consumption-good sector (demeaned, with measurement error)

W data
h,t = Ŵh,t − Ŵh,t−1 + π̂t + uwh,t (240)

9 shocks and 2 measurement errors: uc,t, uh,t, uk,t, uj,t, uz,t, uτ,t, us,t, up,t, ur,t, unh,t, uwh,t
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C Liu-Wang-Zha Model

The economy is populated by two types of agents—households and entrepreneurs—with a con-

tinuum and unit measure of each type. There are four types of commodities: labor, goods,

land, and loanable bonds. Goods production requires labor, capital, and land as inputs. The

output can be used for consumption (by both types of agents) and for capital investment (by

the entrepreneurs). The representative household’s utility depends on consumption goods, land

services (housing), and leisure; the representative entrepreneur’s utility depends on consumption

goods only.

C.1 Environment

C.1.1 The representative household

The household has the utility function

E

∞∑
t=0

βtAt {log(Cht − γhCh,t−1) + ϕt logLht − ψtNht} , (241)

where Cht denotes consumption, Lht denotes land holdings, and Nht denotes labor hours. The

parameter β ∈ (0, 1) is a subjective discount factor, the parameter γh measures the degree of

habit persistence. The terms At, ϕt, and ψt are intertemporal preference, housing preference,

and labor supply shocks respectively. They follow the stochastic process

At = At−1(1 + λat), lnλat = (1− ρa) ln λ̄a + ρa lnλa,t−1 + εat, (242)

lnϕt = (1− ρϕ) ln ϕ̄+ ρϕ lnϕt−1 + εϕt, (243)

lnψt = (1− ρψ) ln ψ̄ + ρψ lnψt−1 + εψt, (244)

The budget constraint for the household is given by

Cht + qlt(Lht − Lh,t−1) +
St
Rt
≤ wtNht + St−1. (245)

The household chooses Cht, Lh,t, Nht, and St to maximize (241) subject to (242)-(245) and the

borrowing constraint St ≥ −S̄ for some large number S̄.
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C.1.2 The representative entrepreneur

The entrepreneur has the utility function

E

∞∑
t=0

βt [log(Cet − γeCe,t−1)] , (246)

where Cet denotes the entrepreneur’s consumption and γe is the habit persistence parameter.

The production function is given by

Yt = Zt[L
φ
e,t−1K

1−φ
t−1 ]αN1−α

et , (247)

We assume that the total factor productivity Zt is composed of a permanent component Zpt and

a transitory component νt such that Zt = Zpt νzt, where the permanent component Zpt follows

the stochastic process

Zpt = Zpt−1λzt, lnλzt = (1− ρz) ln λ̄z + ρz lnλz,t−1 + εzt, (248)

and the transitory component follows the stochastic process

ln νzt = ρνz ln νz,t−1 + ενzt. (249)

Capital accumulation follows the law of motion

Kt = (1− δ)Kt−1 +

[
1− Ω

2

(
It
It−1

− λ̄I
)2
]
It, (250)

where It denotes investment, λ̄I denotes the steady-state growth rate of investment, and Ω > 0

is the adjustment cost parameter.

The entrepreneur faces the budget constraint

Cet + qlt(Let − Le,t−1) +Bt−1 = Zt[L
φ
e,t−1K

1−φ
t−1 ]αN1−α

et − It
Qt
− wtNet +

Bt
Rt
, (251)

where Bt−1 is the amount of matured debt and Bt/Rt is the value of new debt. We interpret

Qt as the investment-specific technological change. Specifically, we assume that Qt = Qpt νqt,
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where the permanent component Qpt follows the stochastic process

Qpt = Qpt−1λqt, lnλqt = (1− ρq) ln λ̄q + ρq lnλq,t−1 + εqt, (252)

and the transitory component follows the stochastic process

ln νqt = ρνq ln νq,t−1 + ενqt. (253)

The entrepreneur faces the credit constraint

Bt ≤ θtEt[ql,t+1Let + qk,t+1Kt], (254)

where qk,t+1 is the shadow price of capital in consumption units. θt is “collateral shock” that

reflects the uncertainty in the tightness of the credit market. We assume that θt follows the

stochastic process

ln θt = (1− ρθ) ln θ̄ + ρθ ln θt−1 + εθt, (255)

The entrepreneur chooses Cet, Net, It, Le,t, Kt, and Bt to maximize (246) subject to (247)

through (255).

C.1.3 Market clearing conditions and equilibrium

In a competitive equilibrium, the markets for goods, labor, land, and loanable bonds all clear.

The goods market clearing condition implies that

Ct +
It
Qt

= Yt, (256)

where Ct = Cht + Cet denotes aggregate consumption. The labor market clearing condition

implies that labor demand equals labor supply:

Net = Nht ≡ Nt. (257)

The land market clearing condition implies that

Lht + Let = L̄, (258)
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where L̄ is the fixed aggregate land endowment. Finally, the bond market clearing condition

implies that

St = Bt. (259)

A competitive equilibrium consists of sequences of prices {wt, qlt, Rt}∞t=0 and allocations

{Cht, Cet, It, Nht, Net, Lht, Let, St, Bt,Kt, Yt}∞t=0 such that (i) taking the prices as given, the al-

locations solve the optimizing problems for the household and the entrepreneur and (ii) all

markets clear.

C.2 Derivations of equilibrium conditions

C.3 Euler equations

Denote by µht the Lagrangian multiplier for the budget constraint (245). The first-order con-

ditions for the household’s optimizing problem are given by

µht = At

[
1

Cht − γhCh,t−1
− Et

βγh
Ch,t+1 − γhCht

(1 + λa,t+1)

]
, (260)

wt =
At
µht

ψt, (261)

qlt = βEt
µh,t+1

µht
ql,t+1 +

Atϕt
µhtLht

, (262)

1

Rt
= βEt

µh,t+1

µht
. (263)

Denote by µet the Lagrangian multiplier for the budget constraint (251), µkt the multiplier

for the capital accumulation equation (250), and µbt the multiplier for the borrowing constraint

(254). With these notations, the shadow price of capital in consumption units is given by

qkt =
µkt
µet

. (264)
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The first-order conditions for the entrepreneur’s optimizing problem are given by

µet =
1

Cet − γeCe,t−1
− Et

βγe
Ce,t+1 − γeCet

, (265)

wt = (1− α)Yt/Net, (266)

1

Qt
= qkt

[
1− Ω

2

(
It
It−1

− λ̄I
)2

− Ω

(
It
It−1

− λ̄I
)

It
It−1

]

+βΩEt
µe,t+1

µet
qk,t+1

(
It+1

It
− λ̄I

)(
It+1

It

)2

, (267)

qkt = βEt
µe,t+1

µet

[
α(1− φ)

Yt+1

Kt
+ qk,t+1(1− δ)

]
+
µbt
µet

θtEtqk,t+1, (268)

qlt = βEt
µe,t+1

µet

[
αφ

Yt+1

Let
+ ql,t+1

]
+
µbt
µet

θtEtql,t+1, (269)

1

Rt
= βEt

µe,t+1

µet
+
µbt
µet

. (270)

C.4 Stationary equilibrium

We make the following transformations of the variables along the stationary equilibrium

Ỹt ≡
Yt
Γt
, C̃ht ≡

Cht
Γt

, C̃et ≡
Cet
Γt
, Ĩt ≡

It
QtΓt

, K̃t ≡
Kt

QtΓt
, B̃t ≡

Bt
Γt
,

w̃t ≡
wt
Γt
, µ̃ht ≡

µhtΓt
At

, µ̃et ≡ µetΓt, µ̃bt ≡ µbtΓt, q̃lt ≡
qlt
Γt
, q̃kt ≡ qktQt, (271)

where Γt ≡ [ZtQ
(1−φ)α
t ]

1
1−(1−φ)α .

Denote by gγt ≡ Γt
Γt−1

and gqt ≡ Qt
Qt−1

the growth rates for the exogenous variables Γt and

Qt. Denote by gγ the steady-state value of gγt and λk ≡ gγ λ̄q the steady-state growth rate of

capital stock. On the balanced growth path, investment grows at the same rate as does capital,

so we have λ̄I = λk.
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The stationary equilibrium is the solution to the following system of equations:

µ̃ht =
1

C̃ht − γhC̃h,t−1Γt−1/Γt
− Et

βγh

C̃h,t+1Γt+1/Γt − γhC̃ht
(1 + λa,t+1), (272)

w̃t =
ψt
µ̃ht

, (273)

q̃lt = βEt
µ̃h,t+1

µ̃ht
(1 + λa,t+1)q̃l,t+1 +

ϕt
µ̃htLht

, (274)

1

Rt
= βEt

µ̃h,t+1

µ̃ht

Γt
Γt+1

(1 + λa,t+1). (275)

µ̃et =
1

C̃et − γeC̃e,t−1Γt−1/Γt
− Et

βγe

C̃e,t+1Γt+1/Γt − γeC̃et
, (276)

w̃t = (1− α)Ỹt/Nt, (277)

1 = q̃kt

1− Ω

2

(
Ĩt

Ĩt−1

QtΓt
Qt−1Γt−1

− λ̄I

)2

− Ω

(
Ĩt

Ĩt−1

QtΓt
Qt−1Γt−1

− λ̄I

)
Ĩt

Ĩt−1

QtΓt
Qt−1Γt−1


+ βΩEt

µ̃e,t+1

µ̃et

QtΓt
Qt+1Γt+1

q̃k,t+1

(
Ĩt+1

Ĩt

Qt+1Γt+1

QtΓt
− λ̄I

)(
Ĩt+1

Ĩt

Qt+1Γt+1

QtΓt

)2

, (278)

q̃kt = βEt
µ̃e,t+1

µ̃et

[
α(1− φ)

Ỹt+1

K̃t

+ q̃k,t+1
QtΓt

Qt+1Γt+1
(1− δ)

]
+
µ̃bt
µ̃et

θtEtq̃k,t+1
Qt
Qt+1

, (279)

q̃lt = βEt
µ̃e,t+1

µ̃et

[
αφ

Ỹt+1

Let
+ q̃l,t+1

]
+
µ̃bt
µ̃et

θtEtq̃l,t+1
Γt+1

Γt
, (280)

1

Rt
= βEt

µ̃e,t+1

µ̃et

Γt
Γt+1

+
µ̃bt
µ̃et

. (281)

Ỹt =

(
ZtQt

Zt−1Qt−1

)− (1−φ)α
1−(1−φ)α

[Lφe,t−1K̃
1−φ
t−1 ]αN1−α

t , (282)

K̃t = (1− δ)K̃t−1
Qt−1Γt−1

QtΓt
+

1− Ω

2

(
Ĩt

Ĩt−1

QtΓt
Qt−1Γt−1

− λ̄I

)2
 Ĩt, (283)

Ỹt = C̃ht + C̃et + Ĩt, (284)

L̄ = Lht + Let, (285)

αỸt = C̃et + Ĩt + q̃lt(Let − Le,t−1) + B̃t−1
Γt−1

Γt
− B̃t
Rt
, (286)

B̃t = θtEt

[
q̃l,t+1

Γt+1

Γt
Let + q̃k,t+1K̃t

Qt
Qt+1

]
. (287)

We solve these 16 equations for 16 variables summarized in the vector

[µ̃ht, w̃t, q̃lt, Rt, µ̃et, Nt, Ĩt, Ỹt, C̃ht, C̃et, q̃kt, Let, Lht, K̃t, B̃t, µ̃bt]
′.
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C.5 Steady state

To get the steady-state value for µ̃b
µ̃e

, we use the stationary bond Euler equations (275) for the

household and (281) (described in the Appendix) to obtain

1

R
=
β(1 + λ̄a)

gγ
,

µ̃b
µ̃e

=
βλ̄a
gγ

. (288)

Since λ̄a > 0, we have µ̃b > 0 and the borrowing constraint is binding in the steady-state

equilibrium.

To get the ratio of commercial real estate to output, we use the land Euler equation (280)

for the entrepreneur, the definition of µ̃e in (276), and the solution for µ̃b
µ̃e

in (288). In particular,

we have

q̃lLe

Ỹ
=

βαφ

1− β − βλ̄aθ̄
. (289)

To get the investment-output ratio, we first solve for the investment-capital ratio by using

the law of motion for capital stock in (283) and then solve for the capital-output ratio using

the capital Euler equation (279). Specifically, we have

Ĩ

K̃
= 1− 1− δ

λk
, (290)

K̃

Ỹ
=

[
1− β

λk
(λ̄aθ̄ + 1− δ)

]−1

βα(1− φ), (291)

where we have used the steady-state condition that q̃k = 1, as implied by the investment Euler

equation (278). The investment-output ratio is then given by

Ĩ

Ỹ
=

Ĩ

K̃

K̃

Ỹ
=
βα(1− φ)[λk − (1− δ)]
λk − β(λ̄aθ̄ + 1− δ)

. (292)

Given the solution for the ratios q̃lLe
Ỹ

and K̃
Ỹ

in (289) and (291), the binding borrowing

constraint (287) implies that

B̃

Ỹ
= θ̄gγ

q̃lLe

Ỹ
+

θ̄

λ̄q

K̃

Ỹ
. (293)

The entrepreneur’s flow of funds constraint (286) implies that

C̃e

Ỹ
= α− Ĩ

Ỹ
− 1− β(1 + λ̄a)

gγ

B̃

Ỹ
. (294)
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The aggregate resource constraint (284) then implies that

C̃h

Ỹ
= 1− C̃e

Ỹ
− Ĩ

Ỹ
. (295)

To solve for Lh
L̄e

, we first use the household’s land Euler equation (i.e., the housing demand

equation) (274) and the definition for the marginal utility (272) to obtain

q̃lLh

C̃h
=

ϕ̄(gγ − γh)

gγ(1− gγ/R)(1− γh/R)
, (296)

where the steady-state loan rate is given by (288).

Taking the ratio between (296) and (289) results in the solution

Lh
Le

=
ϕ̄(gγ − γh)(1− β − βλ̄aθ̄)
βαφgγ(1− gγ/R)(1− γh/R)

C̃h

Ỹ
. (297)

Finally, we can solve for the steady-state hours by combining the labor supply equation

(273) and the labor demand equation (277) to get

N =
(1− α)gγ(1− γh/R)

ψ̄(gγ − γh)

Ỹ

C̃h
. (298)

C.6 Log-linearized equilibrium system

Upon obtaining the steady-state equilibrium, we log-linearize the equilibrium conditions (272)

through (287) around the steady state. We define the constants Ωh ≡ (gγ−β(1+λ̄a)γh)(gγ−γh)

and Ωe ≡ (gγ − βγe)(gγ − γe). The log-linearized equilibrium conditions are given by
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Ωhµ̂ht = −[g2
γ + γ2

hβ(1 + λ̄a)]Ĉht + gγγh(Ĉh,t−1 − ĝγt)

− βλ̄aγh(gγ − γh)Etλ̂a,t+1 + β(1 + λ̄a)gγγhEt(Ĉh,t+1 + ĝγ,t+1), (299)

ŵt + µ̂ht = ψ̂t, (300)

q̂lt + µ̂ht = β(1 + λ̄a)Et [µ̂h,t+1 + q̂l,t+1]

+ [1− β(1 + λ̄a)](ϕ̂t − L̂ht) + βλ̄aEtλ̂a,t+1, (301)

µ̂ht − R̂t = Et

[
µ̂h,t+1 +

λ̄a
1 + λ̄a

λ̂a,t+1 − ĝγ,t+1

]
, (302)

Ωeµ̂et = −(g2
γ + βγ2

e )Ĉe,t + gγγe(Ĉe,t−1 − ĝγt) + βgγγeEt(Ĉe,t+1 + ĝγ,t+1), (303)

ŵt = Ŷt − N̂t, (304)

q̂kt = (1 + β)Ωλ2
kÎt − Ωλ2

kÎt−1 + Ωλ2
k(ĝγt + ĝqt)

− βΩλ2
kEt[Ît+1 + ĝγ,t+1 + ĝq,t+1], (305)

q̂kt + µ̂et =
µ̃b
µ̃e

θ̄

λ̄q
(µ̂bt + θ̂t) +

β(1− δ)
λk

Et(q̂k,t+1 − ĝq,t+1 − ĝγ,t+1)

+

(
1− µ̃b

µ̃e

θ̄

λ̄q

)
Etµ̂e,t+1 +

µ̃b
µ̃e

θ̄

λ̄q
Et(q̂k,t+1 − ĝq,t+1)

+ βα(1− φ)
Ỹ

K̃
Et(Ŷt+1 − K̂t), (306)

q̂lt + µ̂et =
µ̃b
µ̃e
gγ θ̄(θ̂t + µ̂bt) +

(
1− µ̃b

µ̃e
gγθ

)
Etµ̂e,t+1 +

µ̃b
µ̃e
gγ θ̄Et(q̂l,t+1 + ĝγ,t+1)

+ βEtq̂l,t+1 + (1− β − βλ̄aθ̄)Et[Ŷt+1 − L̂et], (307)

µ̂et − R̂t =
1

1 + λ̄a

[
Et(µ̂e,t+1 − ĝγ,t+1) + λ̄aµ̂bt

]
, (308)

Ŷt = αφL̂e,t−1 + α(1− φ)K̂t−1 + (1− α)N̂t −
(1− φ)α

1− (1− φ)α
[ĝzt + ĝqt], (309)

K̂t =
1− δ
λk

[K̂t−1 − ĝγt − ĝqt] +

(
1− 1− δ

λk

)
Ît, (310)

Ŷt =
C̃h

Ỹ
Ĉht +

Ce

Ỹ
Ĉe,t +

Ĩ

Ỹ
Ît, (311)

0 =
Lh
L̄
L̂ht +

Le
L̄
L̂et, (312)

αŶt =
C̃e

Ỹ
Ĉe,t +

Ĩ

Ỹ
Ît +

q̃lLe

Ỹ
(L̂et − L̂e,t−1)

+
1

gγ

B̃

Ỹ
(B̂t−1 − ĝγt)−

1

R

B̃

Ỹ
(B̂t − R̂t), (313)

B̂t = θ̂t + gγ θ̄
q̃lLe

B̃
Et(q̂l,t+1 + L̂et + ĝγ,t+1)

+

(
1− gγ θ̄

q̃lLe

B̃

)
Et(q̂k,t+1 + K̂t − ĝq,t+1). (314)
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The terms ĝzt, ĝqt, and ĝγt are given by

ĝzt = λ̂zt + ν̂zt − v̂z,t−1, (315)

ĝqt = λ̂qt + ν̂qt − v̂q,t−1, (316)

ĝγt =
1

(1− (1− φ)α)
ĝzt +

(1− φ)α

(1− (1− φ)α)
ĝqt. (317)

The technology shocks follow the processes

λ̂zt = ρzλ̂z,t−1 + ε̂zt, (318)

ν̂zt = ρνz ν̂z,t−1 + ε̂νzt, (319)

λ̂qt = ρqλ̂q,t−1 + ε̂qt, (320)

ν̂qt = ρνq ν̂q,t−1 + ε̂νqt. (321)

(322)

There preference shocks follow the processes

λ̂at = ρaλ̂a,t−1 + ε̂at, (323)

ϕ̂t = ρϕϕ̂t−1 + ε̂ϕt, (324)

ψ̂t = ρψψ̂t−1 + ε̂ψt. (325)

The liquidity shock follows the process

θ̂t = ρθθ̂t−1 + ε̂θt. (326)

We solve the 19 rational expectations equations, (299) through (317), for the 19 unknowns

summarized in the column vector

xt = [µ̂ht, ŵt, q̂lt, R̂t, µ̂et, µ̂bt, N̂t, Ît, Ŷt, Ĉht, Ĉet, q̂kt, L̂ht, L̂et, K̂t, B̂t, ĝγt, ĝzt, ĝqt]
′,

where xt is referred to as a vector of state variables. The system of solved-out equations forms

a system of state equations.
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D Proofs for A Model of Bank Credit Cycles

Proof for Proposition 2

From equation (4.7), we can get

∂e

∂η∗
=

ηs − η
(ηs − η∗)2

(1− λ̄)R

c
> 0 (327)

Thus, innovation effort (probability) is increasing with supervision ability.

From equation (4.8), we can get

∂r

∂δ
=

(ηs − η)r2

r0
· ∂e
∂η∗

> 0 (328)

Thus, deposit rate is increasing with supervision ability.

From equation (4.9), we can get

∂L

∂η∗
=

(1− λ̄)R

(ηs − η∗)3cL2r0
[ηs(ηs − η∗)c− (1− λ̄)(ηs − η)(ηs + η∗ − 2η)R] (329)

From the above equation we can see that, as long as c ≥ (1−λ̄)(ηs−η)(ηs+η̄∗−2η)R

ηs(ηs−η̄∗) holds, leverage

is always increasing with supervision ability. Q.E.D.

Proof for Lemma 2

From equation (4.7), we can get

∂e

∂c
= −

η∗ − η
ηs − η∗

(1− λ̄)R

c2
< 0 (330)

∂e

∂R
=

η∗ − η
ηs − η∗

1− λ̄
c

> 0 (331)

∂e

∂λ̄
= −

η∗ − η
ηs − η∗

R

c
< 0 (332)

From equation (4.8), we can get

∂r

∂c
=

(ηs − η)r2

r0
· ∂e
∂c

< 0 (333)

∂r

∂R
=

(ηs − η)r2

r0
· ∂e
∂R

> 0 (334)

∂r

∂λ̄
=

(ηs − η)r2

r0
· ∂e
∂λ̄

< 0 (335)
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From equation (4.9) and under large innovation cost coefficient c, we can get

∂L

∂c
= − (1− λ̄)R

(ηs − η∗)L2r2
· ∂r
∂c

> 0 (336)

∂L

∂R
=

1− λ̄
(ηs − η∗)2cL2r0

[ηs(ηs − η∗)c− 2(1− λ̄)(ηs − η)(η∗ − η)R] (337)

∂L

∂λ̄
= − R

(ηs − η∗)2cL2r0
[ηs(ηs − η∗)c− 2(1− λ̄)(ηs − η)(η∗ − η)R] (338)

It is easy to see that for sufficiently large c, ∂L
∂R > 0 and ∂L

∂λ̄
< 0. In fact, as long as ∂L

∂η∗ > 0,

∂L
∂R > 0 and ∂L

∂λ̄
< 0. Q.E.D.

Proof for Lemma 4

From Lemma 2, we know that when c increases, R decreases, or λ̄ increases, the innovation

probabilities are lower for each state. If we can show that lower innovation probabilities lead

to a lower probability in the lowest state and a higher probability in the highest state, we can

prove this lemma. We use superscripts o to denote the old states and n to denote the new

states.

From π = πP , we can get π(I − P ) = 0. We can write down the relationship between the

probabilities of two nearby states as follows

πj+1 =


q(1−ej)

1−(1−q)(1−ej+1)πj , if 1 < j < K − 1

q(1−eK−1)
eK

πK−1, if j = K − 1
(339)

With this relationship, we can write down the relationship between the probability of the lowest

state and that of others

πj =


∏j−1
i=1

q(1−ej)
1−(1−q)(1−ej+1) · π1, if 1 < j < K

q(1−eK−1)
eK

∏K−1
i=1

q(1−ej)
1−(1−q)(1−ej+1) · π1, if j = K

(340)

We can define ∆j as

∆j =


∏j−1
i=1

q(1−ej)
1−(1−q)(1−ej+1) , if 1 < j < K

q(1−eK−1)
eK

∏K−1
i=1

q(1−ej)
1−(1−q)(1−ej+1) , if j = K

(341)

So πj = ∆j ·π1 for any j ≥ 2. It is easy to see that as c increases, R decreases, or λ̄ increases, all

ej ’s decrease, so all ∆j ’s increase. Substitute πj into
∑K

j=1 πj = 1, we can get π1 = 1/(
∑K

j=1 ∆j),
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so π1 decreases.

We will prove πnK > πoK by contradiction. If πnK ≤ πoK , since ej becomes smaller, from

equation (339), we can get πnj < πoj for all 1 < j < K. And from above, we know πn1 < πo1. So∑K
j=1 π

n
j <

∑K
j=1 π

0
j = 1, and there is contradiction. Thus, πnK > πoK . Q.E.D.

Proof for Proposition 4

To prove the new stationary distribution first-order stochastic dominates the original one, we

just need to show that the cumulative probability
∑k

j=1 π
n
j is smaller or equal to

∑k
j=1 π

o
j

for all k and with strict inequality for some k following the definition of first-order stochastic

dominance.

If c increases, R decreases, or λ̄ increases, enj < eoj for all j. From equation (339), it

is easy to see that (1) if πnj > πoj for some j, this inequality holds for all k larger than j;

(2) if πnj < πoj for some j, this inequality holds for all k smaller than j. From Lemma 4,

there must exist a 1 < k < K, where πnk ≤ πok and πnk+1 > πok+1. For j < k, πnj < πoj ,

so
∑j

i=1 π
n
i <

∑j
i=1 π

o
i . For j > k, πnj > πoj , so

∑N
i=j π

n
i >

∑N
i=j π

o
i . For k < j < N ,∑j

i=1 π
n
i = 1−

∑N
i=j π

n
i < 1−

∑N
i=j π

o
i =

∑j
i=1 π

o
i . Thus, we can show that

∑j
i=1 π

n
i ≤

∑j
i=1 π

o
i

for all j and with strict inequality for j < K. Q.E.D.

Proof for Proposition 5

With innovation probability under regulation, we can write down the relationship between the

probabilities of two nearby states as follows

πrj+1 =


q(1−erj )

1−(1−q)(1−erj+1)π
r
j , if 1 < j < K − 1

q(1−erK−1)

erK
πrK−1, if j = K − 1

(342)

With this relationship, we can write down the relationship between the probability of the lowest

state and that of others

πrj =


∏j−1
i=1

q(1−erj )
1−(1−q)(1−erj+1) · π

r
1, if 1 < j < K

q(1−erK−1)

erK

∏K−1
i=1

q(1−erj )
1−(1−q)(1−erj+1) · π

r
1, if j = K

(343)
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We can define ∆r
j as

∆r
j =


∏j−1
i=1

q(1−erj )
1−(1−q)(1−erj+1) , if 1 < j < K

q(1−erK−1)

erK

∏K−1
i=1

q(1−erj )
1−(1−q)(1−erj+1) , if j = K

(344)

From
∑K

j=1 π
r
j = 1, we get πr1 = 1/(

∑K
j=1 ∆r

j). If the regulator sets a maximum leverage lower

than the highest one determined by the market, there exists at least one erj which is smaller than

that without regulation. We can get that all ∆r
j ’s are larger than or equal to the correspondent

without regulation, ∆m
j ’s, and some are strictly larger. Then,

∑K
j=1 ∆r

j is larger, so πr1 is lower

that that without regulation, πm1 . It is easy to see that πrK is higher than the case without

regulation, πmK .

Since the regulator sets a maximum leverage lower than the highest one determined by the

market, there must exist a 1 ≤ k̄ ≤ K, where all states lower than or equal to k̄ are not affected

by the regulation, while all states higher than k̄ are affected by the regulation. For j ≤ k̄,

erj = emj , and for j > k̄, erj < emj . For equations (339) and (342), we can see that πrj < πmj for

j ≤ k̄. And if πrj > πmj for some j, this inequality holds for all k larger than j. Since πrK > πmK ,

there must exist one k̄ < k̂ ≤ K, where πrj ≤ πmj for j < k̂ and πrj > πmj for j ≥ k̂. For

j < k̂, πrj ≤ πmj with some strict inequality, so
∑j

i=1 π
r
i <

∑j
i=1 π

m
i . For j ≥ k̂, πrj > πmj , so∑K

i=j π
r
i >

∑K
i=j π

m
i . For k̂ ≤ j < K,

∑j
i=1 π

r
i = 1−

∑K
i=j π

r
i < 1−

∑K
i=j π

m
i =

∑j
i=1 π

m
i . Thus,

we can show that
∑j

i=1 π
r
i ≤

∑j
i=1 π

m
i for all j and with strict inequality for j < K. Q.E.D.
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