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ABSTRACT

This dissertation investigates novel quantum phenomena in fractal electronic energy
bands also known as Hofstadter bands. In two-dimensional lattices subject to an
external perpendicular magnetic field, Hofstadter bands arise when the semi-classical
cyclotron radius of the electron becomes comparable to the lattice constant. Hof-
stadter lattices exhibit a strong interplay between topological electronic states and
lattice effects, suggesting rich quantum critical phenomena and novel phases of elec-
tronic matter beyond conventional quantum Hall physics. However, this regime had
remained inaccessible due to limitations in accessing large magnetic flux per unit cell
in conventional 2D materials at laboratory-scale fields, causing Hofstadter bands to
collapse into degenerate Landau levels which have been much explored in the quantum
Hall effect.

In recent years, the emergence of new 2D quantum platforms with nanometer
scale unit cells, such as moiré materials and nano patterned superlattices, have led
to experimental realization of Hofstadter bands. Consequently, Hofstadter physics
has experienced a renaissance, emerging as an active frontier to investigate new fun-
damental questions in quantum matter. Exploiting these opportunities, this thesis
develops a theoretical investigation of novel quantum phenomena in Hofstadter quan-
tum materials, concerned with three central themes: (1) a study of the nature of
topological quantum phase transitions, (2) a new framework to classify the poorly
understood regime of superconductivity in fractal electronic systems and (3) an in-
vestigation of the nature of competing electronic orders, uncovering mechanisms to
realize unconventional symmetry-broken and topological electronic orders driven en-
tirely by repulsive interactions. The theoretical framework established in this thesis
opens a new path toward the realization of novel quantum states, unleashing new
paradigms in Hofstadter quantum materials.
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5.3 (a) Gap functions at the VHS obtained from the RG analysis for q = 2
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symmetries. (b) Real space structure of the gap function for q = 2 even

under T̂1 and T̂2 and odd under Ĉ4, shown within a single magnetic unit
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∆Rxx̂,s;0,s′ for q = 3 as a function of the horizontal magnetic unit cell

separation Rx between Cooper pairs (with lattice constant a = 1).

Note that the gap function oscillates between each unit cell and decays

as 1/R2
x at long distances. See Section 5.5 for more details. (d) The

projection onto the Fermi surface of the gap function for q = 2 shown

in (b) as a function of the angle θp along the Fermi surface within the

rMBZ (note that ∆
(ℓ)
m are equal within each patch m). Note that the

gap crosses zero, indicating nodes in the fermionic spectrum. (e-f)
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top and bottom bands respectively, as shown in (f), implying each ∆
(ℓ)
m

contributes ±2 to the Chern number. Plots (c-e) are given in arbitrary

units as the magnitude of the gap function is not determined within

the weak coupling theory. . . . . . . . . . . . . . . . . . . . . . . . . 133



5.4 Edge modes in the BdG spectrum of the Hofstadter SC for q = 3 with

cylindrical boundary conditions open in the y direction for the self-

similar T̂xT̂y symmetric gap function Eq. (5.35) at (a) 5/6 and (b)

1/6 filling (chemical potential µ = ±2.44 respectively, with t = 1 and

∆0 = 0.02 in (a) and 0.2 in (b), taking 100 extended unit cells along the

y direction; see Section 5.3 for details of the BdG Hamiltonian). The

spectra are colored according to a weighted inverse participation ratio

with green and red indicating states localized to the top and bottom

edges of the cylinder respectively, while blue indicates bulk states. In

(a) there are pairs of crossing edge modes at zero energy around px =

±2π/9, and we find that each is three-fold degenerate, corresponding

to Chern number 6. In (b) there are six right-moving and six left-

moving zero energy edge modes are located around px = ±π/6, giving

a total Chern number −6. Observe that the edge modes of the same

color move in opposite direction in (a) and (b). Localized edge modes

at higher energies that do not cross zero energy are the normal state

edge modes that connect to higher energy Hofstadter bands not shown

in the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
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Chapter 1

Introduction

A central theme in physics is to understand the collective behavior of phases of matter

[6]. In that regard, a key aspect is that of spontaneous breaking of symmetries, which

occurs when the low energy state of the system displays less degree of symmetry than

the underlying interactions. A familiar, yet striking, example of this phenomenon

occurs in crystals, in that, while fundamental microscopic interactions respect trans-

lation invariance, the low energy state breaks the full translation symmetry of empty

space down to discrete translations respected by the emerging periodic arrangement

of atoms. The existence of crystalline patterns, in turn, affects quantum mechanical

properties of electrons in a solid, accounting for a wide range of metallic and insu-

lating materials. The same mechanism applied to other symmetries dictates much of

the thermodynamic properties of a zoo of macroscopic phases of matter observed in

nature.

The mathematical underpinnings of spontaneous symmetry breaking were intro-

duced by Landau and Ginzburg[7, 8] in the 1950s, who proposed the existence of an

order parameter to characterize the macroscopic state of matter. An order parameter

is a local field that acquires a non-zero expectation value in the symmetry broken

phases and remains zero if the symmetry is preserved. In a crystal, for example,
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the order parameter is encoded in the Fourier components capturing the onset of

periodic density modulations, while, in a magnet, for example, the local magneti-

zation is the order parameter. The Ginzurg-Landau approach is also very powerful

in describing subtle quantum phenomena such as superconductivity, wherein the or-

der parameter captures the onset of a collective condensate of electron pairs[8]. The

Ginzburg-Landau framework is one of the theoretical pillars that allow one to classify

the macroscopic behaviors of matter, draw meaningful interpretations of experimental

observations, and make powerful symmetry-based predictions even when the detailed

microscopic information of the system is lacking.

Enter Topological Phases of Matter

However, the ground shaking discovery of the quantum Hall effect[9–11] in the 1980s

has shown that quantum matter admits unexpected phase structures that fall outside

of the Ginzburg-Landau paradigm. The quantum Hall effect represents a new phase

of matter wherein a two-dimensional (2D) electron gas in a perpendicular magnetic

field gives rise to a nontrivial type of bulk insulator supporting chiral (that is, uni-

directional) electronic states propagating along the 1D edge[12, 13]. For sufficiently

low temperature, low disordered systems, the Hall conductance σ = Ix/Vy – the ratio

of the electric current to the perpendicular Hall voltage – acquires quantized values

σH = νe2/h around stable plateaus, where −e is the charge of the electron and h is

Planck’s constant. The integer and fractional quantum Hall effects refer to the cases

where ν is integral or rational, respectively. A remarkable feature is that this sharp

quantization condition takes place in a complex electronic system subject to imper-

fections and disorder[14, 15]. Essentially, the stability of the quantized phenomenon

to perturbations of the system and the absence of a symmetry breaking mechanism

establish the quantum Hall effect as a quintessential topological phenomenon[16–21].
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Figure 1.1: The competition between the magnetic length lB and the lattice constant a
gives rise to the Hofstadter Butterfly. (a) At lB >> a, the energy spectrum of the 2D
lattice with a uniform magnetic field is described by Landau levels En = (n+1/2)ωcℏ,
n ∈ Z. (b) At lB ∼ a, the energy spectrum becomes fractal and self-similar by
tuning the magnetic flux Φ per unit cell. The spectrum is then called the Hofstadter
Butterfly. (c) The Hofstadter bands at Φ/Φ0 = 1/3.

What are the mathematical underpinnings of this topological phase of matter?

Key steps in elucidating the role of topology in the integer quantum Hall effect

were uncovered by the seminar works of Hofstadter[4] and, subsequently, Thouless,

Kohmoto, Nightingale and den Nijs (TKNN)[22]. First, Hofstadter has shown that an

external magnetic field can fundamentally modify the quantum states of electrons in

two dimensional lattices. Semiclassically, the field affects electronic motion through

cyclotron orbits of radius lB =
√
h/(eB), denoted the magnetic length. As shown in

Ref. [4] and Fig. 1.1, the competition between the length scales set by the size of

the unit cell of the lattice, a and the magnetic length lB gives rise to a rich spectrum

dubbed the Hofstadter Butterfly. The nature of the electronic bands strongly depends

on the ratio Φ/Φ0, where Φ = Ba2 is the flux per unit cell (say, for concreteness, on

the square lattice with lattice constant a) and Φ0 = h/e is the quantum of flux.

A remarkable feature discovered by Hofstadter is that the energy spectrum of this

physical system is far from ordinary. In fact, the spectrum support self-similar fractal
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electronic bands as shown in Fig. 1.1b.

Crucially, TKNN have taken Hofstadter’s discovery one step ahead, establishing

that a band insulator in which electrons fully occupy an integer number of Hofstadter

bands is, in fact, a quantum Hall system whose Hall conductance is expressed as

σH = e2

h
C, where C =

∑
Eα<EF

Cα is an integer invariant that captures the topological

aspect of the filled Hofstadter bands below the Fermi energy EF , and the Chern

number of the α-th band is defined as

Cα =
1

2π

∫
BZ

d2kFαxy(k) , (1.1)

where the integral is performed in the first Brillouin zone(BZ). The Chern number is

given by the integral in momentum space of the gauge invariant Berry curvature[23]

Fαij(k) = ∂kiAαj(k)− ∂kjAαi(k) (1.2)

obtained from the curl of the Berry connection of the isolated band α,

Aα(k) = i ⟨α,k| ∂k |α,k⟩ , (1.3)

where |α,k⟩ is the Bloch state associated with the α-th band.

The above discussion suggests the existence of a close connection between electro-

magnetism in real space and topological aspects of Bloch states in momentum space,

with the Berry curvature playing the role a momentum space magnetic field. In par-

ticular, this connection shows that a band structure with a quantized Chern number

provides a momentum space realization of a magnetic monopole[24, 25]. Since this

quantized invariant is robust to perturbations that do not close the spectral gap[26–

28], the identification of the quantum Hall response with topological properties of

Bloch states provides a topological explanation for the stability of the quantum Hall
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effect.

Despite deep conceptual advances revealed by the connections between Hofs-

tadter system and band topology, in practical terms, the Hofstadter regime had

remained inaccessible in realistic 2D systems. This was due to the fact that, in

typical 2D semiconductors[14, 15, 29] as well as in atomically thin 2D materials such

as graphene[30–35] and transition metal dichalcogenides[36–38], the lattice constant

resides on the scale of a few Angstrons, implying that, for laboratory accessible mag-

netic fields, Φ/Φ0 ∼ 10−4− 10−3. As such, the flux quantum that penetrates the unit

cell of the lattice is much smaller than h/e, or, equivalently, the magnetic length turns

out to be much larger than the lattice constant. In this regime, lattice effects become

relatively weak, causing Hofstadter bands to behave effectively as degenerate Landau

levels[12, 14, 39], which are equally separated by an energy gap ℏωc =
ℏeB
m∗ , where m

∗

is the effective electronic mass and ωc =
eB
m∗ is the cyclotron frequency (see Fig. 1.1a).

Since Φ scales linearly with the magnetic field, it would require an impractical field

increase of 3 to 4 orders of magnitude for fluxes comparable to h/e to be realized.
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Figure 1.2: Two examples of experimental realization of Hofstadter quantum materi-
als in moiré systems[1, 2]. The nanometer scale unit cells of moiré systems enable the
realization of Hofstadter bands in experimentally accessible magnetic fields at which
the magnetic flux per super unit cell Φ is comparable to the flux quantum Φ0. The
existence of Hofstadter band structures are verified by measuring (a) Hall conduc-
tance and (b) magnetocapacitance.

In recent years, however, this problem has been circumvented with the emergence

of new 2D quantum platforms with nanometer scale unit cells. In particular, moiré

superlattices obtained by stacking 2D graphene and other atomically thin materials

with small misalignment as shown in Fig 1.2 have emerged as versatile platforms

to probe new quantum phases of matter.[40–44] Due to their effective large scale

unit cell, these platforms allow experimental investigation of regimes of magnetic flux

comparable to quantum of flux with laboratory scale fields. Consequently, Hofstadter

quantum materials have experienced a renaissance, emerging as an active frontier of

investigation of fundamental questions, with synergies between experiment [1, 2, 45–

55] (see Fig. 1.2) and theory[56–72].
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What is this thesis about?

The interplay of electronic interactions, orbital field effects and lattice degrees

of freedom make Hofstadter systems promising to the pursuit unconventional quan-

tum phases of matter. Addressing these new opportunities, this thesis invites a new

perspective on the potentialities of Hofstadter quantum materials, by presenting theo-

retical investigations that uncover a new body of phenomena transcending traditional

quantum Hall physics, which arises due to the rich properties of these fractal electronic

systems.

The first of these properties is self-similarity. In Hofstadter bands, this is mani-

fested in the form of a nontrivial organization of Bloch electrons into q-fold degenerate

states when the flux per unit cell is a rational p/q of the flux quantum. Thus the

ability to tune the band structure of Hofstadter systems using the external field as a

control knob is a striking feature explored in this thesis. Directly related to this, it fol-

lows that Hofstadter bands support a tunable manifold of Van Hove singularities[73].

These singularities arise from a change in topology of the Fermi surface contours

and give rise to a logarithmic divergence in the electronic density of states in 2D

bands[73], which enhances the effect of interactions and favors the formation of new

ground states via competition of electronic instabilities[74–89]. Furthermore, Hofs-

tadter bands display pronounced lattice effects and finite bandwidth[4, 90] that set

them apart from Landau levels, as shown in Fig. 1.1b,c.

What makes Hofstadter bands so distinct from other crystalline systems? In short,

the interplay of the lattice translations and the external gauge field accounts for a

great deal of the rich physics encoded in such systems. That can be appreciated by

recognizing that, in the presence of a vector potential A(r) associated with a mag-

netic field B = ∇ × A(r), the momentum p = iℏ∇ of a particle of charge −e is

changed (minimal coupling) to p + eA(r). Importantly, even in the presence of a

uniform magnetic field B = Bẑ (say, along z direction), the vector potential is a lin-
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ear function of the position. Consequently, the presence of an external uniform field

breaks the original translation symmetries T̂x̂ and T̂ŷ in the absence of a field. The

effect of the shift in the vector potential can be compensated by a gauge transforma-

tion, leading to magnetic translation symmetry operators T̂x and T̂y that commute

with the Hamiltonian. However, these new symmetry generators satisfy a modified

commutation relation

T̂x T̂y = ei2πΦ/Φ0 T̂y T̂x (1.4)

that captures the Aharonov-Bohm effect associated with the motion of an electron

around the unit cell of the lattice, which is pierced by the flux Φ as shown in Fig.

1.3. The resulting Magnetic Translation Group (MTG)[91–93] and its non-Abelian

character endow Hofstadter bands with rich electronic states. In particular, for Φ
Φ0

=

p
q
, Eq. (1.4) implies that the irreducible representation of the MTG on single particle

states are q-dimensional, giving rise to q-fold degenerate energy spectrum.

Figure 1.3: Due to the magnetic flux Φ penetrating the unit cell, the election hoppings
in the x and y directions are associated with Aharanov-Bohm phases and no longer
commute. The motion of an electron around the unit cell is associated with a total
Aharanov-Bohm phase ei2πΦ/Φ0 , giving rise to a modified commutation relation Eq.
(1.4).

In this thesis we investigate novel collective behavior of electrons in Hofstadter

systems that is intimately related to these properties of the MTG. In particular, we

show a pathway to superconducting phases driven entirely by repulsive interactions

and classify novel topological phase transitions induced coupling to lattice effects.
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1.1 Three Themes

This thesis investigates three themes in Hofstadter quantum materials, concerned

with (1) the nature of topological quantum phase transitions, (2) a classification of

superconducting states and (3) microscopic mechanisms for charge and spin density

waves, as well as unconventional superconductivity driven entirely by repulsive inter-

actions.

Theme 1: Quantum Phase Transitions in Hofstadter Systems

Jian Wang and Luiz H. Santos, Classification of Topological Phase Transitions and

van Hove Singularity Steering Mechanism in Graphene Superlattices, Phys. Rev.

Lett. 125 236805 (2020).

Figure 1.4: Quantum criticality in the honeycomb
Hofstadter lattice is classified with a universal spec-
trum function named Thouless function.

Chapter 3 of the thesis discusses certain universal properties of quantum phase

transitions in Hofstadter-Chern insulators[60, 94–107]. As the magnetic length be-

comes comparable to the lattice constant, topological phases in Hofstadter bands

become strongly coupled to the underlying lattice[45, 72, 95, 108–120]. As such,

the questions raised in this portion of the thesis are (1) Can lattice degrees of free-

dom induce topological quantum phase transitions that are intrinsically distinct from

traditional quantum Hall plateau transitions in Landau levels? If so, (2) what is
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the underlying mechanism that changes the topological properties of Hofstadter-Chern

insulators? (3) What constitutes the universality class of such topological phase tran-

sitions?

In answering these questions, this thesis establishes a theoretical framework de-

scribing quantum phase transitions in Hofstadter-Chern insulators on the paradig-

matic honeycomb lattice. The response of the system to lattice effects encoded in

modulations of the hopping parameters is studied analytically and numerically. An-

alytical results are extracted from the self-similarity of the bands. The critical point

is described by a universality class of multi-component Dirac fermions transforming

under the action of MTG, which accounts for the existence of large jumps in the Hall

resistivity that are distinct from conventional plateau transitions. Furthermore, the

work establishes a new connection between the energy scale of these unconventional

critical points and a regime of Van Hove singularities in Hofstadter-Chern bands,

which provides a new mechanism to understand the emergence of topological quan-

tum criticality in a fractal spectrum.

Theme 2: Theory of Hofstadter Superconductors

Daniel Shaffer, Jian Wang, and Luiz H. Santos, Theory of Hofstadter Superconduc-

tors, Phys. Rev. B 104 184501 (2021).
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Figure 1.5: Electronic pairing states in Hofstadter
bands gives rise to unconventional superconductiv-
ity at high magnetic fields.

Chapter 4 of the thesis addresses the nature of superconductivity in Hofstadter

systems by raising a question of principle: if a superconducting state arises in a

Hofstadter lattice, what forms of electronic pairing are compatible with self-similar

electronic bands? What are the symmetry broken and topological properties of such

Hofstadter superconductors?

To answer these questions, this chapter starts by providing a comprehensive

study of the irreducible representations of the MTG acting on charge 2e pairing

fields. The analysis shows that the order parameter of Hofstadter superconductors is

multi-dimensional due to the onset of pairing correlations across momentum resolved

patches of the Brillouin zone. This new group-theoretical analysis, furthermore, forms

the basis for a Ginzburg-Landau theory of Hofstadter superconductors, which is shown

to possess a very rich phase diagram. A central result is established, namely, that

MTG is necessarily broken when superconducting correlations develop in Hofstadter
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bands, a distinguishing property of Hofstadter superconductors that is in contrast

with weakly interacting Hofstadter-Chern insulators. In particular, the study identi-

fies a new class of charge 2e condensate dubbed Zq Hofstadter superconductor, which

arises when MTG is broken down to a cyclic Zq subgroup. Our analytical results

show that this class of states support unconventional excitations, such as Bogoliubov

Fermi surfaces[121–132] and chiral Majorana edge states[133], which are distinct from

fermionic excitations in conventional superconductors.

Theme 3: Competing Orders in Hofstadter Quantum Materials

Daniel Shaffer, Jian Wang, and Luiz H. Santos, Unconventional Self-Similar Hofs-

tadter Superconductivity from Repulsive Interactions, arXiv:2204.13116 (2022).

Figure 1.6: In a Hofstadter lattice with repulsive
Hubbard interaction, unconventional superconduc-
tivity and density waves emerge as competing or-
dered states of electrons.

Complex quantum materials can be characterized by rich phase diagrams, which

manifest an intricate competition between different electronic ground states. While

the study of competing orders has been devoted to several correlated materials, such

as high temperature superconductors[113, 134–141], the similar analysis in Hofstadter

systems has escaped previous consideration.

In Chapter 5, a new theory of competing electronic orders is developed in Hof-

stadter systems. In particular, the role of repulsive interactions is analysed when
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the Fermi energy lies in the vicinity of Van Hove singularities. Unlike Landau lev-

els, Hofstadter bands have finite bandwidth and display a rich manifold of Van Hove

singularities, whose number (proportional to q) can be tuned as a function of the

magnetic flux Φ = 2π(p/q)h/e per unit cell. Exploring this control knob, a weak cou-

pling renormalization group (RG) analysis[142–144] is performed for the fermionic

Hofstadter-Hubbard model on the square lattice, establishing a rich competition of

electronic orders, from which electronic pairing emerges as a low energy instabil-

ity. This scenario of competing orders near VHSs underlies several proposed mecha-

nisms of unconventional superconductivity through repulsive interactions, for example

in cuprates[74–76], doped graphene[77–80] and moiré graphene superlattices[81–89].

The work in this thesis extends this analysis to the new realm of Hofstadter elec-

tronic bands, uncovering a new microscopic mechanism for the realization of reentrant

superconductivity[145–156] in Hofstadter materials, which could be within near-term

experimental reach in moiré superlattices.

This theory gives an original contribution in that it incorporates the constraints of

the MTG to fermionic RG. Specifically, it establishes that, as high energy electronic

states are integrated out, the emerging low energy theory displays an emergent self-

similarity in that the RG equations admit fixed trajectories equivalent to those in the

zero field system[74, 75, 157]. Using these new methods, it is found that Hofstadter

Fermi liquids can undergo instability towards nodal d-wave superconductivity near

1/4 and 3/4 fillings in the π-flux lattice (when the flux per unit cell is Φ = h/2e),

as well as chiral topological superconductivity with Chern number C = ±6 near 1/6

and 5/6 fillings in the ±2π/3-flux lattice (when the flux per unit cell is Φ = ±h/3e).

Besides superconductivity, the RG analysis uncovers charge and density wave states,

establishing Hofstadter quantum materials as a promising platform to explore novel

quantum interacting phases of matter.
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Chapter 2

Hofstadter Model: Background

In this section, we will discuss the Hofstadter model which will be used throughout

this thesis. The Hofstadter model is established by Douglas Hofstadter[4] to describe

the motion of electrons in two-dimensional materials under a strong perpendicular

magnetic field B (strong in the sense that the magnetic length scale lB =
√
h/(eB)

is comparable to the lattice constant). Astonishingly, Hofstadter found that the

electronic energy dispersion forms a fractal spectrum, exhibiting a self-similar pattern

resembling a butterfly(see Fig. 2.2). Hofstadter’s Butterfly arises from the interplay

between Landau levels and lattice structures. Compared with a Landau level, a

Hofstadter band has a finite band width and a nontrivial Chern number[22, 57],

giving rise to rich quantum phase transitions induced by tuning lattice parameters.

By turning on interactions, Hofstadter bands can support novel topological phases

beyond quantum Hall insulators. These above arguments will be further exploited in

Chapter 3-5.

2.1 Square Lattice

We start with a square lattice in a perpendicular magnetic field B = Bẑ as shown in

Fig. 2.1. Neglecting spin-orbital effects, the system is described by the tight-binding
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Hamiltonian of spinless electrons with nearest-neighbor hoppings:

H = −
∑
⟨rr′⟩

t e2πiArr′c†rcr′ + h.c. , (2.1)

where the lattice vector r = (x, y) and Arr′ =
∫ r′

r
A · dr/Φ0 with the flux quantum

Φ0 = 2πℏ/e = 2π. We work in the Landau gauge with vector potential A = xBŷ and

set the lattice constant a = 1 so that x, y ∈ Z. For the nearest neighbor atoms we

have Arr′ = x(1 − δyy′)Φ/Φ0, thus the magnetic gauge breaks the lattice translation

symmetry Tx but still preserves Ty. If the flux per unit cell is a rational multiple of the

flux quantum, say Φ/Φ0 = p/q, we recognize a reminiscent symmetry T̂x = Txe
2πiBy/Φ0

called the magnetic translation symmetry. T̂x and the unbroken translation Ty = T̂y

along the y direction generate the non-Abelian magnetic translation group (MTG)

satisfying T̂xT̂y = ωp
q T̂yT̂x with ωq = e2πi/q being the qth root of unity. With the

commuting operators (T̂x)
q = (Tx)

q and T̂y from the MTG, we define the magnetic

unit cell as shown in Fig. 2.1, where each site is a effective magnetic sub-lattice. We

correspondingly define operators cR,s = csx̂+R with s = 0, . . . , q − 1 being the sub-

lattice index defined modulo q andR = (qj, y) with j, y ∈ Z labeling the extended unit

lattice cites. With the sub-lattice notations, the Hamiltonian Eq. (5.1) is rewritten

as the following:

H = −t
∑
R

[

q−2∑
s=0

(c†R,s+1cR,s + c†R+ŷ,scR,se
2πis p

q ) + c†R+qx̂,0cR,q−1] + h.c. (2.2)

Bloch’s theorem then applies to the above Hamiltonian and we can write it down

in momentum space using cks = 1√
N

∑
R e

−ik·(sx̂+R)csx̂+R , with N being the total

number of unit cells and where the quasi-momentum k is defined on the magnetic
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Figure 2.1: Hofstadter model on the square lattice. The uniform magnetic field B is
perpendicularly applied to the square lattice, giving a magnetic flux Φ = (p/q)Φ0

penetrating each unit cell. The magnetic unit cell is shown in light blue. The
Aharonov–Bohm phases related to the magnetic translations are shown to the
right of the arrows which indicate the direction of the electron hoppings, here
ω = exp(i2πp/q).

Brillouin zone (MBZ) k = (kx, ky) ∈ [−π/q, π/q)× [−π, π). In this basis

H = −
∑
ks

(2t cos(ky + sQ) + µ)c†kscks −
∑
k⟨ss′⟩

te−ikx(s−s′)c†kscks′ , (2.3)

and the magnetic translation symmetries act as T̂xcksT̂
†
x = e−ikxck+Q,s+1 and T̂ycksT̂

†
y =

e−ikycks, with Q = 2πp
q
ŷ. Note that the k-space Hamiltonian is q × q.

The Hofstadter HamiltonianH can then be diagonalized asH0 =
∑

kασ εα(k)d
†
kαdkα

using a unitary transformation

dkασ =
∑
s

U s
α(k)cks . (2.4)

We present the numerical result for the band structure at Φ/Φ0 = 1/3 in Fig. 2.2a.

Note that there is a gauge freedom in choosing the U(1) phases in U s
α(k). Although

the Hofstadter Hamiltonian is gauge invariant, the phases must be fixed if the U(1)

gauge symmetry is broken, for example, in the case when a superconducting or-

der parameter ⟨d−kαdkβ⟩ is induced by the interactions, as discussed in Chapter 4
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Figure 2.2: (a) The band structure of the Hofstadter model on a square lattice at
Φ/Φ0 = 1/3. The Chern numbers of the bands are shown in red. (b) The Hofstadter
butterfly for the square lattice. The energy levels develops into a fractal spectrum by
tuning the magnetic flux per unit cell.

and 5. For concreteness, we take U s+1
α (k+Q) = U s

α(k), which endures a canonical

transformation under MTG for the band operators: T̂xdkασT̂
†
x = e−ikxdk+Q,α,σ and

T̂ydkασT̂
†
y = e−ikydkασ. Furthermore, we fix the remaining gauge freedom by taking

U1
α(k) ∈ R. This choice makes it clear that the T̂x symmetry implies a q-fold degen-

eracy of each band, εα(k) = εα(k+Q). This q-fold degeneracy is a generic feature

of Hofstadter bands.

2.2 Honeycomb Lattice

We then consider the Hofstadter model on a honeycomb lattice. Similar to the square

lattice, we neglect spin and write down the tight-binding Hamiltonian with nearest-

neighbor hoppings as follows:

H = −
∑
⟨rr′⟩

t e2πiArr′a†rbr′ + h.c. , (2.5)

where ar and br labels the two triangle sub-lattices, the lattice vector r = ma1+na2,

m,n ∈ Z and Arr′ =
∫ r′

r
A · dr/Φ0. We set the lattice constant to be 1 and the
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Figure 2.3: Hofstadter model on the honeycomb lattice at flux Φ = (1/3)Φ0 per
unit cell. The magnetic unit cell is shown in light blue. The Aharonov–Bohm phases
related to the magnetic translations are shown to the right of the arrows which indicate
the direction of the electron hoppings, here ω = exp(i2π/3).

lattice basis to be a1 = (3/2,−
√
3/2), a2 = (3/2,

√
3/2) as shown in Fig.2.3. We

choose a gauge A = (0, x +
√
3y, 0)B = (0, 3nB, 0) and set the flux per unit cell to

be Φ = (p/q)Φ0 to write down the following Hamiltonian:

H = −t
∑

r(m,n)

(a†rbr + ω−na†rbr+a1 + ωna†rbr+a2) + h.c. (2.6)

where ω = e2πip/q. Note that the position of atom br is actually r+ (−1, 0), we have

neglect the integral along (−1, 0) and other constant contributions to the integral Arr′

since they can be eliminated by a gauge transformation on the lattice basis.

The gauge A breaks the lattice translation symmetry Ta2 and preserves Ta1 . We

then write down the magnetic translations T̂1 = Ta1 , T̂2 = Ta2e
2πiBn/Φ0 and define the

magnetic unit cell by the commuting MTG operators T̂1 and (T̂2)
q = (Ta2)

q. The

Hamiltonian is then written as the following:

H = −t
∑
r

[

q−1∑
s=0

(a†rsbrs + ω−sa†rsbr+a1,s) +

q−2∑
s=0

ωsa†rsbr,s+1 + ωq−1a†r,q−1br+qa2,0]

+h.c. (2.7)

Bloch’s theorem then applies to the above Hamiltonian and we can write it down in
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Figure 2.4: The band structure of the Hofstadter model on a honeycomb lattice at
Φ/Φ0 = 1/3. The Chern numbers of the bands are shown in red.

momentum space using aks =
1√
N

∑
R e

−ik·(sx̂+R)asa2+R , (the same for aks ) with N

being the total number of unit cells and where the quasi-momentum k is defined on

the magnetic Brillouin zone (MBZ) k = k1g1 + k2g2, where g2, g2 are the reciprocal

lattice basis and k1, k2 ∈ [−π, π). In this basis

H = −t
∑
k,r,s

hrs(k)a
(r)†
k b

(s)
k + h.c. (2.8)

where the non-zero hrs(k) are given as the following:

hss = 1 + eik1ω−s s = 0, ..., q − 1

hs,s+1 = eik2/qωs s = 0, ..., q − 2

hq−1,0 = eik2/qωq−1 (2.9)

Note that H(k) as given below

H(k) = −t

 O h(k)

h†(k) O

 (2.10)
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has a chiral symmetry that reads

{H, C} = 0

C =

 1 O

O −1

 = 1 ⊗ τ̂z, (2.11)

implying the following equation for the eigen energies, εα(k) = −εq−α(k). In Fig. 2.4

below, we show the honeycomb-lattice Hofstadter bands and their Chern numbers at

flux Φ = (1/3)Φ0. Note that the bands are connected through 6 Dirac cones at zero

energy. The structures associated with these Dirac cones will be further studied in

Chapter 3.
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Chapter 3

Quantum Phase Transitions in

Hofstadter Systems

3.1 Overview

The Hofstadter model realizes an epitome of topological band structures in two-

dimensional lattices[4, 22, 26–28]. As discussed in Chapter 2, Hofstadter band struc-

tures arise from the competition between two length scales: the lattice constant a and

the magnetic length scale lB =
√
h/(eB), which is the radius of the semi-classical

cyclotron motion of the electron in a magnetic field B. When the magnetic field is

strong enough, lB is comparable to the lattice constant a, thus the lattice potential

affects the electronic states strongly and establishes an energy spectrum far from or-

dinary. When the magnetic flux per unit cell Φ is a rational fraction p/q, p, q ∈ Z, of

the flux quantum ϕ0 = h/e, the Aharanov-Bohm phase associated with the motion

of the electron forces the number of the electronic bands to be a multiple of q. By

tuning the strength of the magnetic field, the energy landscape of the Hofstadter sys-

tem develops into a self-similar fractal spectrum named the Hofstadter butterfly[4]

as shown in Fig. 1.1. Unlike the Landau levels[12, 14, 39] which are flat and have
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identical Chern numbers, the Hofstadter bands have finite bandwidths[4, 158, 159]

and highly nontrivial structures of Chern numbers[22, 26–28, 57, 160, 161], allowing

for topological states of electrons beyond the traditional quantum Hall phenomena

established for 2D electron gas[14, 15, 29].

As such, Hofstadter systems has long been regarded by the theorist as an arena

to realize novel topological orders by populating the Hofstadter bands with electrons.

Upon integer fillings of the Hofstadter bands, the spectrum is gapped and give rises to

integer Hofstadter-Chern insulators (IHCI) with Hall conductance proportional to the

gap Chern number[22, 28, 72, 117, 162]. At fractional fillings, the single-particle states

are compressible and correspond to gapless conducting phases. However, much like

the fractional quantum Hall effect[10, 11, 14], the Chern-Simons interaction between

electrons will gap the system and give rise to fractional Hofstadter-Chern insulators

(FHCI)[72, 111–120, 163, 164] with Hall conductance proportional to C/(2C + 1),

where C is the gap Chern number of the quasi-particle spectrum[163–165]. The ex-

perimental realization of Hofstadter systems had been considered impossible because

the unit cells of regular 2D materials are too small[14, 15, 29–38], where the lattice

constants are about a few angstroms implying that, for laboratory accessible magnetic

fields, Φ/Φ0 ∼ 10−4 − 10−3. However, recent progress in the fabrication of superlat-

tices with nanometer scale unit cells[40–44] has led to the experimental realization of

integer[45, 108–110] and fractional[95] HCIs, thereby opening remarkable prospects to

explore the non-trivial interplay between lattice effects and electronic topology that

is inaccessible in regular 2D lattices.

Topological ground states supported in Chern bands have been broadly studied

using different approaches including numerical methods[111–115, 166–168], composite

fermions[72, 117–119, 163, 164] and Lieb-Schultz-Mattis type constraints.[169] On

the other hand, the fundamental influence of lattice parameters on topological phase

transitions (TPTs) in IHCIs and FHCIs has received significantly less attention.[56–
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58] The complexity of the Hofstadter spectrum and the finite bandwidth of Chern

bands that reflects their dependence on the lattice parameters and on the intra-cell

magnetic flux appears to stand in the way of an overarching understanding of lattice-

tuned phase transitions, which are distinct from plateau transitions tuned by the

magnetic field.[170, 171].

As such, we raise the following questions in this portion of the thesis: (1) Can

lattice degrees of freedom induce topological quantum phase transitions that are in-

trinsically distinct from traditional quantum Hall plateau transitions in Landau lev-

els? If so, (2) what is the underlying physical mechanism that changes the topology

of Hofstadter-Chern insulators? (3) What constitutes the universality class of such

TPTs?

In answering these questions, we establish in this Chapter a theoretical framework

describing quantum phase transitions in Hofstadter-Chern insulators on the paradig-

matic honeycomb lattice. The response of the system to lattice effects encoded in

modulations of the hopping parameters is studied analytically and numerically. In

this chapter we provide a classification of TPTs in IHCIs and FHCIs and present

a mechanism for quantum criticality tuned by lattice parameters with a fixed back-

ground magnetic field. Numerical studies[56, 58] strongly support the existence of

continuous TPTs tuned by the amplitude of a square lattice weak potential projected

on the lowest LL. This work, on the other hand, employs an effective tight-binding

description (i.e. “strong” potential) of a honeycomb superlattice with the magnetic

field incorporated via Peierls substitution and discusses topological transitions tuned

by hopping amplitudes of the lattice. Graphene superlattices realized via nanolithog-

raphy [172–177] not only provide a motivation for this study but also offer promising

testbeds of these ideas in future experiments.

The main results established in this chapter are:

• We have shown that lattice-tuned TPTs on the honeycomb lattice with a fixed
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rational intra-cell magnetic flux ϕ = (p/q)ϕ0 are characterized by q-component

Dirac fermions located in high-symmetry momenta of the magnetic Brillouin

zone. We have derived a universal spectrum function called the Thouless func-

tion, which implicitly sets the momentum dependence of all the Hofstadter-

Chern bands of the system. By analyzing the saddle points and extremals of

the Thouless function, the number of flavors and their momentum space distri-

bution are derived analytically.

• We have established a new connection between the energy scales of the van Hove

singularities, which are topologically protected saddle points in Bloch bands[73],

and the onset of the TPTs near charge neutrality. This result provides a new

understanding to the emergence of topological quantum criticality in a fractal

spectrum.

• We have extended our theoretical framework to FHCI transitions and have

identified multiple candidate TPTs between Abelian FHCI states.

• We have made measurable predictions about the existence of TPTs with large

jumps in the Hall resistivity that are distinct from conventional quantum Hall

plateau transitions.

3.2 Model

Our setting is a honeycomb superlattice in an external perpendicular magnetic field,

B = ∂xAy − ∂yAx, described by the single-particle nearest neighbor effective Hamil-

tonian

H = −
∑

<r,r′>

tr,r′ e
i 2π
ϕ0

∫ r′
r dx·A(x)

a†rbr′ +H.c. (3.1)
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a†r = a†m,n and b†r = b†m,n are spin polarized fermionic creation operators on the two

sublattices, r = ma1 + na2, m,n ∈ Z is the lattice vector with basis vectors a1 =

a (3/2,−
√
3/2) and a2 = a (3/2,

√
3/2), and tr,r′ = {t1, t2, t3} are nearest neighbor real

hopping elements, as shown in Fig. 3.1a. Working in the gauge A = ŷ(x +
√
3y)B

with rational flux ϕ = B
√
3
2
a2 = (p/q)ϕ0 (p, q ∈ Z+ and coprime), the real space

Hamiltionian takes the following form

H = −
∑
m,n

a†m,n

(
t3 + ω−nt1T̂a1 + ωnt2T̂a2

)
bm,n +H.c. (3.2)

ω = e2πi
p
q and T̂a1,2 are the translation operators on the a1,2 directions. The gauge

fixing breaks the lattice translation symmetry T̂a2 and preserves T̂a1 . We recognize the

magnetic translations T̂1 = T̂a1 , T̂2 = T̂a2e
2πiBn/ϕ0 that commute with the Hamiltonian

Eq. (3.2), but yield a different commutation relation between each other:

T̂1T̂2 = ωT̂2T̂1. (3.3)

We can thus define a effective magnetic unit cell by expanding the original unit cell

q times in the a2 direction by noticing that the operators T̂1 and (T̂2)
q = (T̂a2)

q

commute(see Fig. 3.1a). The magnetic unit cell establishes an effective tight-binding

description with 2q sites per magnetic unit cell, (asr, b
s
r), where s = 0, ..., q − 1, and

lattice translation vectors {ã1, ã2} = {a1, q a2} . In momentum space, we readily find

H = −
∑

k∈MBZ

ψ†
k

 0 hk

h†k 0

ψk = −
∑

k∈MBZ

ψ†
kτ1 ⊗ hkψk , (3.4)

in the Fourier basis ψk = (a0k, ..., a
q−1
k , b0k, ..., b

q−1
k )T . The non-zero elements hk given

as follows:
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Figure 3.1: textbf(a) Honeycomb superlattice with lattice constant a in the nms and
magnetic unit cell q times extended along a2. (b) Momentum dependence on the
Thouless function ξ. (c) Spectrum as function of ξ for ϕ = (1/3)ϕ0.

(hk)ss = t3 + t1 e
ik1 ω−s , s = 0, ..., q − 1 ,

(hk)s,s+1 = t2 ω
s , s = 0, ..., q − 2 ,

(hk)q−1,0 = t2 ω
q−1 eik2 ,

(3.5)

where k = k1 g̃1+k2 g̃2 , with ki ∈ [−π, π), denotes the momenta inside the magnetic

Brillouin zone (MBZ) with g̃1 =
1
3
x̂− 1√

3
ŷ and g̃2 =

1
q
(1
3
x̂+ 1√

3
ŷ) being the reciprocal

vectors in Cartesian coordinates satisfying ãi · g̃j = δij.

3.3 Self-similarity of the Hofstadter Spectrum

In this section, we establish a universal function for the Hofstadter spectrum on

the honeycomb lattice that will be useful in understanding the self-similarity of the

Hofstadter bands. Aiming at a non-perturvative description of the Hofstadter-Chern

bands beyond the isotropic lattice t1 = t2 = t3[158, 161, 178], we establish the spectral
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function P(E) = det (E I−H),

P(E) =

q∑
n=1

an({ti})E2n − ξ2({ti}, k1, k2) , (3.6a)

ξ({ti}, k1, k2) = |tq1 eiq k1−iπ (q−1) + tq2 e
ik2 + tq3| ≥ 0 . (3.6b)

Notice that Eq.(3.6) encodes a remarkable property of the Hofstadter spectrum [orig-

inally noticed by Thouless in a different context[179] (see also[158])], namely, that the

momentum dependence of the bands is “compressed” in a single function ξ(k), i.e.

Eα(k) = Eα(ξ(k)) for α = 1, ..., 2q. Figs. 3.1b and 3.1c show how the energy bands

depend on the “Thouless function” ξ, which we notice is related to the graphene band

in zero magnetic field[30] upon the replacements (k1, k2) → (q k1−π(q − 1), k2) and

{ti} → {tqi}.

We prove explicitly that the momentum dependence of the spectral function ap-

pears only in the zero-order coefficient, a0 = −ξ2 = (−1)q−1 det(H). By examining

the matrix elements given by Eq. (3.5), we notice that the dependence on k2 appears

only in (Hk)q−1,q = (hk)q−1,0 and (Hk)q,q−1 = (h†k)0,q−1. As such, these two elements

only contribute to the coefficient a0 = −ξ2 = (−1)q−1 det(H) of the characteristic

polynomial:

a0 = (−1)q−1 det(H)

= −
q−1∏
s=0

|t3 + t1ω
se−ik1|2 − |eik2

q−1∏
s=0

t2ω
s|2 − (eik2

q−1∏
s=0

t2ω
s(t3 + t1ω

se−ik1) + h.c.)

= −t2q3 − t2q1 − (tq3t
q
1(−1)q−1e−iqk1 + h.c.)− t2q2

−(tq2t
q
3e

ik2 + tq2t
q
1(−1)q−1ei(k2−qk1) + h.c.)

= −|tq1ei((q−1)π−qk1) + tq2e
−ik2 + tq3|2

= −ξ2 (3.7)
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Now we transform to another gauge A′ = ŷ(x−
√
3y)B, which extends the honey-

comb unit cell in the a1 direction instead of a2. Consequently, we have exchanged the

momentum components k1 and k2 so that now the only k1-dependent coefficient is a0.

Therefore, we have proven that the only k-dependent coefficient in the characteristic

polynomial is a0 = −ξ2. The momentum independent coefficients an({ti}), n = 1, ..., q

can be determined recursively via Faddeev–LeVerrier algorithm. We present our re-

sults for p = 1, q = 3, 4, 5 as examples:

For p/q = 1/3:

a1 = 3(t41 + t42 + t43 + t22t
2
3 + t21t

2
2 + t21t

2
3)

a2 = −3(t21 + t22 + t23)

a3 = 1 . (3.8)

For p/q = 1/4:

a1 = (t61 + t62 + t63) + t41(t
2
2 + t23) + t42(t

2
1 + t23) + t43(t

2
1 + t22) + 2t21t

2
2t

2
3

a2 = −6(t41 + t42 + t43)− 8(t21t
2
2 + t21t

2
3 + t22t

2
3)

a3 = 4(t21 + t22 + t23)

a4 = −1 . (3.9)
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For p/q = 1/5:

a1 = 5(t81 + t83 + t82) + 5(t61(t
2
2 + t23) + t62(t

2
3 + t21)

+t63(t
2
1 + t22)) + 5(t41t

4
2 + t42t

4
3 + t41t

4
3)

+
15 + 5

√
5

2
t21t

2
2t

2
3(t

2
1 + t22 + t23)

a2 = −10(t61 + t62 + t63)− 15(t41(t
2
2 + t23) + t42(t

2
1 + t23) + t43(t

2
1 + t22))

−45 + 5
√
5

2
t21t

2
2t

2
3

a3 = 10(t41 + t42 + t43) + 15(t21t
2
2 + t21t

2
3 + t22t

2
3)

a4 = −5(t21 + t22 + t23)

a5 = 1 . (3.10)

The mapping from Thouless function ξ({ti}, k1, k2) to the bands {Eα(ξ), α =

1, ..., 2q} imposes strong constraints upon the Hofstadter-Chern bands. Notice im-

portantly ∇Eα[ξ(k)] = dE/dξ∇ξ(k), such that Thouless function determines the

position of the band extremal and saddle points of all bands for the system with

arbitrary rational flux ϕ = p
q
ϕ0. We show in Fig. 3.2 the extremal and saddle

points of ξ({ti}, k1, k2) for q = 1 in the two relevant hopping parameter regime

t2 = t3 = 1, t1 < 2 and t1 > 2. The behavior of the energy bands Eα(ξ) for

q > 1 can thus be similarly derived upon the appropriate replacement (k1, k2) →

(q k1 − π(q − 1), k2) and {ti} → {tqi}. Moreover, due to particle-hole symmetry, we

are led to consider only the bands above charge-neutrality and define the band index

β ≡ α − q. Therefore, when 0 < t1 < 21/q, the band minimum (maximum) and

maximum (minimum) for β odd (even) occur, respectively at ξ(k
(n)
0± ) = ξmin = 0 and

ξ(k
(n)
max) = ξmax > 0, where k

(n)
0± = ([± arccos(−tq1/2) +

π(2n+q−1)
q

],±2 arccos(−tq1/2))

and, furthermore, k
(n)
max = (π(2n+q−1)/q, 0). When t1 > 21/q, ξ(k) > 0 and the min-

imal of the β-odd bands and the maximal of the β-even bands are fixed in k-space at

the M
(n)
2 points. We can further infer (i) that when t1 < 2

1
q , the isolated energy bands
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satisfy dE/dξ = 0 at ξmin = 0 so as to prevent the discontinuity in ∇E(k(n)
0± ) and (ii)

that the t1 < 2
1
q Chern transitions in the system happen at ξ(k

(n)
max) = ξmax = |2+ tq1|,

where |dE/dξ| → ∞ indicates the presence of q Dirac cones in the points k
(n)
max of the

the magnetic Brillouin zone.

Figure 3.2: (a) Thouless function ξ(k) with q = 1 (or equivalently B = 0)
in the first Brillouin zone at (t1, t2, t3) = (1.5, 1, 1). (b) Contour plot of ξ(k)
with q = 1 at (t1, t2, t3) = (1.5, 1, 1). ξmin = 0 at the Dirac points k0− =
−(arccos(−0.75), 2 arccos(−0.75)) = (−2.41, 1.44) and k0+ = (2.41,−1.44). (c) ξ(k)
with q = 1 in the first Brillouin zone at (t1, t2, t3) = (2.5, 1, 1). (d) Contour plot of
ξ(k) with q = 1 at (t1, t2, t3) = (2.5, 1, 1). ξmin > 0 at M2 = (−π, 0). The behavior
for q > 1 follows upon replacing (k1, k2) → (q k1 − π(q − 1), k2) and {ti} → {tqi}.

3.4 Integer Hofstadter-Chern Insulator Transitions

In this section, we establish a classification of TPTs in the parameter space (t1, t2, t3)

taking advantage of the properties of Thouless function discussed in the previous sec-

tion. On general grounds, consider a TPT tuned by the hopping parameters where

two Chern bands touch at (ξF , EF ), where ξF ̸= 0 and EF ̸= 0 is the Fermi energy.

((ξF = 0, EF = 0) band touchings will be discussed shortly after.) Let P(E) =∑q
n=1 cn (E

2 − E2
F )

n − (ξ2 − ξ2F ) be the Taylor expansion of the characteristic poly-

nomial Eq.(3.6a) about the band touching point. The even powers of E in Eq.(3.6a)
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Figure 3.3: TPTs of the ϕ = (1/7)ϕ0 lattice (α denotes band index). (a) At

(t1, t2, t3) = (1.24, 1, 1), 7 Dirac cones (only one shown) form at k
(n)
min = (−π/7 +

2πn/7, 0), n = 0, ..., 6. (b) At (t1, t2, t3) = (2.73, 1, 1), 7 Dirac cones (only one

shown) form at k
(n)
max = (2πn/7, 0), n = 0, ..., 6.

reflect the spectral particle-hole symmetry, and, since ±EF ̸= 0 are doubly degener-

ate roots of the characteristic polynomial, it follows that P(E) = (E2 − E2
F )

2 g(E) ,

where g(E) is a polynomial in E of order 2(q−2). This readily implies the coefficient

c1 = 0, leading to the relation in the vicinity of the touching point,

ξ ≈ ξF + 2c2E
2
F ξ

−1
F (E − EF )

2 , ξF ̸= 0 . (3.11)

Consequently, the sign of c2 determines whether the transition occurs through the

quadratic minimum (ξF = ξmin > 0) or maximum (ξF = ξmax > 0) of the Thou-

less function. Furthermore, upon expanding near the extremal points, i.e., ξ(k) ≈

ξmin(max) +
a
2
(k − kmin(max))

2 [with a > 0(< 0) being the non-zero curvature at the

quadratic minima (maxima)], and substituting onto Eq.(3.11), we obtain the disper-

sion

E − EF = ±v∗F |k− kmin(max)| , v∗F = (aξF/4c2E
2
F )

1/2 , (3.12)
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characteristic of a Dirac cone centered at kmin(max). It can be shown that higher order

band touchings are forbidden. Importantly, we establish below that ξ has q minima

and maxima, implying a q-component Dirac transition. Fig. 3.3 presents two IHCI

TPTs for ϕ = ϕ0/7 that confirm the general behavior described in Eq.(3.11) and

Eq.(3.12). The considerations above, therefore, uncover a non-trivial link between

the classification of critical points and the global properties of the Thouless function,

which we now address in detail.

Eq.(3.6a) establishes a one-to-one correspondence between the zero modes of ξ

and band touchings at E = 0, where E ≈ ±ξ/a1/21 . Then, we directly determine

from Eq.(3.6b) that the band structure with isotropic hoppings supports 2q Dirac

touchings at E = 0[180–182] located at

K
(n)
± =

(
±2π

3q
+
π

q
(2n+ q − 1) ,∓2π

3

)
, (3.13)

for n = 0, · · · , q − 1, and, furthermore, that these band touchings persist as long as

∣∣∣|ti|q − |tj|q
∣∣∣ ≤ |tk|q ≤

∣∣∣|ti|q + |tj|q
∣∣∣ (3.14)

where i, j, k are identified with any of the distinct values of 1, 2, 3. Eq.(3.14) is the

condition for ξ = 0, which, reproduces the stability of the pair of Dirac cones in

graphene bands when q = 1.[183, 184] The global properties of the Thouless function

lead to a remarkably simple classification of critical points:

(I) When condition (3.14) holds, ξ ≥ 0 and there are 2q Dirac band touchings at

(ξ = 0, E = 0) as a consequence of particle-hole symmetry. Furthermore, TPTs

at non-zero Fermi energy occur through q Dirac band touchings located at k
(n)
max =

(π(2n + q − 1)/q, 0) , n = 0, ..., q − 1, where ξ(k
(n)
max) = ξmax. However, ξ = ξmin = 0

transitions are forbidden at E ̸= 0 by particle-hole symmetry.

(II) Outside the parameter space (3.14), ξ > 0 and the spectrum has a gap at half fill-
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ing. The 2q zero modes of ξ merge pairwise forming q quadratic minima at one of the

saddle points M
(n)
1 = (π(2n+ q − 1)/q ,−π ) , M(n)

2 = (−π/q + π(2n+ q − 1)/q , 0)

or M
(n)
3 = (−π/q + π(2n+ q − 1)/q ,−π) , for n = 0, ..., q − 1. Then, EF ̸= 0 critical

points are realized by q Dirac band touchings located either at ξmin or ξmax. Taking,

for concreteness,

t2 = t3 = 1 , t1 > 0 , (3.15)

leads to case (I) for 0 < t1 ≤ 21/q and case (II) when t1 > 21/q, where the q degenerate

minima of ξ are located at k
(n)
min = M

(n)
2 , for n = 0, ..., q − 1. The TPTs of Fig. 3.3

correspond to case (II) with the hopping parameters Eq.(3.15).

(III) The q Dirac fermions at quantum criticality are constrained by the action of

magnetic translation, under which (k1, k2) → (k1 +
2π
q
, k2), and they account for the

transfer of Chern number ∆C = ±q between the bands, according to standard par-

ity anomaly considerations.[185] We have performed extensive numerical calculations

that confirm the properties (I), (II) and (III).

We now address an explanation on why transitions at (ξ, E) = (0, EF ̸= 0) are

forbidden in case (I). Let us begin by considering the band touchings at the particle-

hole symmetric points E = 0. As discussed in the paragraph starting before Eq.

(3.13), E = 0 band touchings occur whenever condition Eq. (3.14) is satisfied. So, as

a consequence of particle-hole symmetry, there is an entire parameter regime where

the two center bands touch at E = 0 forming 2q Dirac points localized at the zeros

of ξ [the isotropic case was explicitly given in Eq. (3.13)]. To understand why

(ξ, E) = (0, EF ̸= 0) transitions do not occur, let us assume otherwise that two

bands touch at such a point. The characteristic polynomial can be expressed as

P(E) = c2(E
2 −E2

F )
2 − ξ2 +O((E2 −E2

F )
4) , leading to the relation in the vicinity of

this hypothetical touching point:

E = ±αξ, α = (4c2E
2
F )

−1/2 , c2 > 0 .
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So the assumed transition would have the same characteristics of the 2q Dirac touch-

ings at E = 0. However, there is no particle-hole symmetry that protects these E ̸= 0

transitions in parameter regime given by condition (3.14). Therefore, we find that

the (ξ, E) = (0, EF ̸= 0) transitions do not occur when condition (3.14) holds.

3.5 Van Hove Singularity Steering Mechanism

Having classified the IHCI critical points, we address in this section the mechanism

underlying such phenomenon, which must account for ∆C = ±q transitions in a

spectrum composed primarily of bands which C ∼ O(1).

We argue and numerically demonstrate that ∆C = ±q TPTs occur when Chern

bands cross the energy scales associated with the van Hove singularities[73] of the DF

band close to charge neutrality.

Van Hove singularities(VHSs) are topologically protected saddle points in Bloch

bands, their energies correspond to the universal divergences in the density of states

of the spectrum. For 2D lattices, the topological protection of VHSs is intuitively

understood as the loss of connectedness when the energy contours travel through the

energy scale of a Bloch band on the 2D Brillouin zone, which is homeomorphic to a

torus. The divergence of the VHS in 2D is logarithm[73], which reads

g(E) ∝ log(
Λ

|E − EVHS|
), (3.16)

where Λ is an energy cutoff around the VHS. Further more, VHSs characterize the

transition from particle-like to hole-like dispersions in the energy spectrum. In the

vicinity of the VHS energies, the behavior of the electrons change drastically. These

properties inspire us to relate the TPTs under the tuning of hopping parameters to

the shift of VHSs across the spectrum. In what follows, we shall demonstrate how

the VHS “steers” the TPTS across Hofstadter-Chern bands using the hopping t1 in
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Figure 3.4: (a) The VHS in a 2D Bloch band, characterized by the loss of connect-
edness of the energy contours. (b) The logarithmic divergence of the DOS at VHS
energy.

(3.15) as the tuning parameter.

To unearth the connection between VHS and TPTs, we consider two Hofstadter

systems, denoted A and B, with fluxes ϕA = pA/qA and ϕB = pB/qB [henceforth we

set h = e = 1 such that ϕ0 = 1 and ϕ ∼ ϕ mod (1)]. Furthermore, we impose the

conditions (a) |(ϕA − ϕB)/ϕ0| << 1 and (b) qB ⪊ qA, which associate the spectrum

of B with sub-bands of the A system that arise due to a small residual flux. By this

construction, the B bands away from the VHS energy EA
VHS behave as pseudo-LLs

(pLL) of the A system with CpLL ∼ O(1). Consequently, we argue, and numerically

confirm, that EA
VHS provides the natural energy scale supporting non-trivial VHS-

Chern bands of B with CVHS ∼ O(qB). Therefore, the dependence of E
A
VHS on hopping

parameters reveals the location of the non-trivial TPTs of B characterized by ∆C =

±qB.

To gain further insight on the relation between VHS and TPTs, we initially con-

sider system A with ti = 1, which displays 2qA DFs at half-filling with EA
Dirac(k) ≈

ξA(ti = 1;k −K±)/a
1/2
1 ; see Eq.(3.13). Due to particle-hole symmetry, we focus on

E ≥ 0 bands. General considerations give the Dirac-like density of states (DOS)

DA ∝ E near charge neutrality, which is cut off by the VHS energy EA
VHS that dis-

tinguishes electron-like from the hole-like states. Fig. 3.5a displays the DOS of this

band for ϕA = 1/4, which supports 8 Dirac fermions and has EA
VHS ≈ 0.15. Notice
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Figure 3.5: (a) DOS of the Dirac center band at ϕA = (1/4)ϕ0 and (t1, t2, t3) =
(1, 1, 1). Inset: 8 gapless DFs with locations given by Eq.(3.13). (b) DOS at ϕB =
(11/45)ϕ0 and (t1, t2, t3) = (1, 1, 1) reflecting the reconstruction of the Dirac band in
(a). (c) DOS of the Dirac center band at ϕA = (1/4)ϕ0 and (t1, t2, t3) = (1.441, 1, 1).
Inset: 8 gapped DFs with the gap-opening threshold t1 = 21/4 ≈ 1.19. (d) DOS
at ϕB = (11/45)ϕ0 and (t1, t2, t3) = (1.441, 1, 1) reflecting the reconstruction of the
gapped Dirac band in (c). Inset shows emergent Dirac fermions at the critical point.

that, compared to the graphene bands[30], the magnetic field pushes the VHS sub-

stantially closer to charge neutrality due to the splitting of the spectrum into 2qA

bands. Furthermore, conditions (a) and (b) ensure the spectrum of B near half-filling

can be understood as the response of the DF band of A to a weak “residual” mag-

netic field, which is expected to give rise to relativistic-like (non-relativistic-like) LLs

for E ≲ (≳)EA
VHS . However, the B bands close to EA

VHS deviate substantially from

the LL behavior, confirming the behavior described in the paragraph above. This is

illustrated in Fig. 3.5b where the said bands of the ϕB = 11/45 system show more

pronounced bandwidths and narrower gaps.

To understand how EA
VHS tracks the TPTs of the B system, we study the the

dependence of Thouless function on the hopping parameters. The property Eα(k) =

Eα(ξ(k)) establishes that the VHS of the Chern bands locate on the saddles of ξ.

Direct calculation shows that ξ is degenerate on all the saddle points M
(n)
1,2,3 when
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t1 = 1 and, furthermore, that the degeneracy is partially broken for t1 ̸= 1.[186] For

1 < t1 < 21/q (case (I) above), the VHS splits into a large peak at EA
VHS,1 ≡ EA(M

(n)
1 )

and a small peak at EA
VHS,2 ≡ EA(M

(n)
2 ). The latter disappears in the lower band

edge, for t1 > 21/q (case (II) above), where an energy gap forms (Fig. 3.5c). Moreover,

Fig. 3.5d (see inset) displays the onset of a TPT as the result of the VHS-Chern bands

being steered by the EA
VHS,1 energy scale.

The striking relationship between VHS and TPTs is shown in Fig. 3.6, where

the bands of the ϕB = pB/qB = 11/45 system near charge neutrality are plotted in

the interval t1 ≥ 1. These bands originate as sub-bands of the ϕA = pA/qA = 1/4

Dirac band in response to a small flux deviation δϕ = −1/180, as per conditions

(a) and (b). We observe that the B bands formed near the band edges of system

A behave as pLLs with vanishing bandwidth and CpLL = −4, while the VHS-Chern

bands carrying CVHS ∼ O(qB) form in the vicinity of EA
VHS. Because EA

VHS changes

with the hopping parameters, the change in t1 away from the isotropic point steers

the VHS-Chern bands of B along the solid green (EA
VHS,1) and purple (EA

VHS,2) lines.

This VHS steering mechanism reveals a sequence of TPTs (up arrows) characterized

by ∆C = ±45, with 45 emerging DFs located at the extremal points of the Thouless

function of the system B, confirming the general properties (I), (II) and (III).

The Chern numbers in this section are numerically calculated via the algorithm

developed in [187]. The idea is to approach the integral of the Berry curvature[23]

efficiently by a discrete summation over the BZ. Consider the standard definition of

the band Chern number[22]:

Cn =
1

2π

∫
BZ

d2kFnxy(k) , (3.17)

where the integral is perform in the first Brillouin zone. The Chern number is given
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by the integral in momentum space of the gauge invariant Berry curvature

Fnij(k) = ∂kiAnj(k)− ∂kjAni(k) (3.18)

obtained from the curl of the Berry connection of the isolated band n,

An(k) = i ⟨n,k| ∂k |n,k⟩ , (3.19)

where |n,k⟩ is a Bloch state in the n-th band. In the discrete BZ, An(k) is replaced

by the discrete gauge potential

Anµ(k) = ln[⟨n,k|n,k+∆kµ⟩]∆kµ/2π (3.20)

and Fn12(k) is replace by the discrete field strength

Fn12(k) = ∆1A2(k)−∆2A1(k) + i2πon12(k) (3.21)

where ∆µf(k) = [f(k + ∆kµ) − f(k)]/∆kµ is the difference along µ̂ direction. The

integer value field on12(k) equals to the winding number of the phase of |n,k⟩ around

the minimal loop on the discrete BZ[187]. The numerical Chern number C̃n is given

by the summation of Fn12(k) over the discrete BZ:

C̃n =
1

2πi

∑
k∈BZ

Fn12(k) (3.22)

or equivalently

C̃n =
∑
k∈BZ

on12(k) (3.23)

When ∆kµ is small enough, the numerical Chern number C̃n equals to the Chern

number Cn. In practice, the Chern number is found by increasing the density of the
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discrete BZ until the numerical result becomes robust. The results in this Chapter

have been verified in a 500× 500 discrete BZ with ∆k1 = ∆k2 = π/250.

Once the Chern number is found, the change of the Hall conductance at the TPT

is expressed as σH = e2

h
C, where C =

∑
En<EF

Cn is the gap Chern number below

the Fermi energy EF [22]. Recall that in our system ∆C = ±q, for a large q the Hall

conductance changes drastically, giving rise to a measurable effect distinct from the

conventional quantum Hall plateau transitions.

3.6 Fractional Hofstadter-Chern Insulator Transi-

tions

In this section, we extend our analysis to FHCI transitions tuned by the hopping

parameters in partially filled Chern bands via the standard representation of an FHCI

with Hall conductance σxy(C) = C/(2C + 1) in terms of a composite fermion system

[163–165] in an IHCI with σCF
xy = C[72, 117], which is subject to a mean field residual

flux

ϕCF = ϕ− ϕCS , (3.24)

where ϕ = B
√
3
2
a2 and ϕCS = 4n (the factor of 4 accounts for 2 attached flux quanta

and 2 sites per unit cell) are, respectively, the intra-cell fluxes due to the external

magnetic field and the Chern-Simons gauge field at lattice filling n, for 0 ≤ n ≤ 1.

Then, a TPT at fixed B and n between FHCIs with σxy(C1) = C1/(2C1 + 1) and

σxy(C2) = C2/(2C2+1) can be effectively described by a C1 → C2 composite fermion

transition subject to the constraint |C2 − C1| = qcf (recall property (III)), where

ϕCF = pcf/qcf is the flux of the composite fermion state. Furthermore, the re-

lationship Eq.(3.24) between B and n allows the identification of candidate TPTs

between Abelian FHCI states. In closing we present two such FHCI transitions re-
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Figure 3.6: TPTs of system B (ϕB = 11/45) steered by the VHS’s of system A
(ϕA = 1/4). 11 B bands form near charge neutrality by splitting of the Dirac band of
A in response to a flux deviation δϕ = −1/180, where 9 of these bands are shown. All
energies are rescaled by the average band separation w of the B system with t1 = 1.
The Chern numbers of the bands are indicated by color coding. EA

VHS,1 and EA
VHS,2

are represented, respectively, by solid green and purple lines. The composite fermion
(IHCI) TPTs at n = 47/90 and n = 50/90 (n = 49/90) are marked by vertical red
(black) arrows.

alized when ϕCF = 11/45, which are shown by vertical red arrows in Fig. 3.6. The

first TPT is observed at (t1 ≈ 1.02, n = 47/9, ϕ = 1/3) and represents a transition

between FHCIs with σxy(37) = 37/75 and σxy(−8) = 8/15. On the second transi-

tion at (t1 ≈ 1.44, n = 50/90 = 5/9, ϕ = 7/15), the Hall conductance jumps from

σxy(25) = 25/51 to σxy(−20) = 20/39. In this section we present more examples of

the relationship between the VHS of the Dirac fermion band near charge neutrality

of system A and the onset of topological phase transitions of system B, where the

fluxes of A and B are close to each other. We first recall that the VHS of the B = 0

(alternatively, q = 1) graphene band splits into two when the hopping parameter t1

is tuned away from the isotropic lattice t1 = t2 = t3 = 1. These VHS energies above
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charge neutrality, EVHS,1 and EVHS,2, are given by

EVHS,1 = E(M1) = E(M3) = |t1|, (3.25)

EVHS,2 = E(M2) = |2− t1| (t1 < 2) .

If t1 > 2, the Dirac points are gaped and EVHS,2 disappears at the lower band edge.

As an example, the DOS of the graphene band at different t1 values is shown in Fig.

3.7.

Figure 3.7: (a) The B = 0 density of states at (t1, t2, t3) = (1, 1, 1). (b) The B = 0
density of states at (t1, t2, t3) = (1.2, 1, 1). The VHS split into two for 0 < t1 < 2. (c)
The B = 0 density of states at (t1, t2, t3) = (2.2, 1, 1). The Dirac point is gaped and
only EVHS,1 is left.

The pattern of VHS splitting due to tuning the hopping parameters also persists to

the Chern bands as a consequence of the implicit momentum dependence on Thouless

function. In fact, the phenomenon associated with the VHS steering of Chern bands

is observed either when ϕA = 0 or when there is a non-trivial flux per unit cell.

As argued in the main text, the following conditions must be satisfied: (a) For the

steered system B (which undergoes Chern transitions) and the steering system A

(which provides the “background” van Hove singularities), [(ϕB − ϕA)/ϕ0] ≪ 1 and

(b) qB ⪊ qA. We can understand the phase transitions of the system with ϕB = 1/qB

(with qB > 1), in terms of the VHS of system A in zero magnetic field. Below, we

give concrete examples, one in Fig. 3.8, which shows the Chern transitions of the

ϕB = 1/7 system and the second one in Fig. 3.9, which corresponds to a composite

fermion transition at ϕCF = 1/15 and n = 19/30. In both cases, we see a clear



42

relationship between the onset of phase transitions and the VHS of the B = 0 band.

Furthermore, we point out that the VHS steering mechanism extends to some degree

beyond the Dirac bands near charge neutrality discussed in the main text, as shown

in Fig. 3.10 for ϕA = 1/3 and ϕB = 12/35, albeit the mechanism for higher bands

seems more sensitive to the narrow bandwidth of the Chern bands.

Figure 3.8: ϕ = 1/7 TPTs steered by the B = 0 VHS’s. The green line shows the
van Hove singularity EVHS,1 and the purple line showing EVHS,2. Here w = 3/7 is the
average energy separation of bands of the ϕ = 1/7 spectrum at t1 = t2 = t3 = 1. The
TPTs are pointed out with black arrows.
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Figure 3.9: ϕB = 1/15 TPTs steered by the B = 0 VHS’s. The green line shows the
van Hove singularity EVHS,1 and the purple line showing EVHS,2. Here w = 1/5 is the
average energy separation of bands of the ϕ = 1/15 spectrum at t1 = t2 = t3 = 1. The
phase transitions are pointed out with vertical arrows, with the red arrow indicating
the composite fermion phase transition.

Figure 3.10: ϕB = 12/35 TPTs steered by the ϕA = 1/3 VHS’s of the 2nd band above
charge neutrality as an example of the non-Dirac steering. The green line shows the
van Hove singularity EVHS,1 and the purple line showing EVHS,2. Here w = 3/35 is the
average energy separation of bands of the ϕB = 12/15 spectrum at t1 = t2 = t3 = 1.
The TPT is pointed out with the black arrow. Notice that the band touchings deviates
a little bit from EVHS,1 suggesting a more complex mechanism behind the non-Dirac
TPTs, presumably associated with a narrower band.
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3.7 Summary and Discussion

The main contributions presented in this chapter are:

• We established a universal spectral function called the Thouless function encod-

ing the self-similarity of the Hofstadter bands on a honeycomb lattice. Using

the Thouless function, we established an analytical framework to classify multi-

flavor Dirac fermion critical points describing hopping-tuned TPTs of integer

and fractional Hofstadter-Chern insulators in honeycomb superlattices. Our

classification sets firm constraints on the number of Dirac flavors as well as

their momentum space distribution in terms of the hopping parameters, the

magnetic flux per unit cell and the electron density.

• We found critical points realizing large transfers of Chern number across the

TPTs that are distinct from conventional quantum Hall plateau transitions,

which can in principle be detected via Hall conductivity measurements. The

multi-flavor DFs associated with the critical points has provided an ideal plat-

form for the Hofstadter superconductivity, which exhibits rich phase diagram

at large magnetic fields, see follow up study in[61, 188].

• We proposed a new mechanism relating the energy scales of the van Hove sin-

gularities to the onset of the TPTs near charge neutrality. This result provides

a new understanding to the emergence of topological quantum criticality in a

fractal spectrum.

This work opens many interesting directions to study quantum critical phenomena

in superlattices. Besides nanopatterned graphene superlattices [172–177] that served

as a motivation for our work, van der Waals heterostructures in external magnetic

field[45, 95, 108, 109] provide promising platforms to realize topological quantum

criticality via strain induced tuning of the effective hopping parameters. Also, the
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interplay of magnetic field and higher order VHS’s[189, 190] can potentially provide

even richer critical phenomena.
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Chapter 4

Theory of Hofstadter

Superconductors

4.1 Overview

Superconductivity is a phase of matter where upon cooling below a critical temper-

ature Tc, electrons form a collective condensate that is capable of carrying currents

with no dissipation. Discovered more than a century ago by Onnes, superconductiv-

ity has remained an evergreen subject of condensed matter physics. In addition to

zero-dissipation, superconductors are also known to exhibit the Meissner effect[191],

namely, an applied magnetic field is completely expelled from the interior of a super-

conductor. With these two central properties, the phenomenon of superconductivity

had long been a puzzle to condensed matter physicists until 45 years after its discov-

ery, when Bardeen, Cooper and Schrieffer resolved the underlying mechanism with

the remarkable BCS theory[192], in which phonons provide the fundamental interac-

tion for electron pairing, giving rise to a rigid condensate of electron pairs against

perturbations. However, as most of the research had focused on the conventional su-

perconductors that are described by the BCS theory, starting in the 1970s, a number
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of unconventional forms of superconductivity have been discovered in connection with

electronic interactions[79, 193–197]. Unconventional superconductors can violate the

BCS description in many aspects. For example, some of them have extremely high

Tc[134, 136, 138, 198], some others reemerge in high magnetic fields where conven-

tional superconductivity is destroyed, which is known as re-entrant superconductivity

[62, 145–156, 199]. Moreover, a class of unconventional superconductors are found

to be topological, for the presence of chiral Majorana excitations on the boundary of

the systems[200–204].

In the 1990s, a deep connection between unconventional superconductivity and

fractional quantum Hall effect[10, 11, 14, 15] has been revealed. The properties of

fractional quantum Hall states arise from correlations between bound states of elec-

trons and magnetic fluxes[163–165]. When a electron is attached with a even number

of flux quanta, it becomes a quasi particle dubbed a composite fermion. The energy

spectrum of electrons thus reorganizes into that of composite fermions with a changed

net magnetic field. While most of the fractional quantum Hall states are associated

with energy spectrum in which composite fermions fill up an integer number of Lan-

dau levels, in the even denominator fractional quantum Hall states, such as the 5/2

state[205–218], the attachment of two flux quantum per active electron produces a

state of composite fermions that experience zero average magnetic field, yielding a free

particle spectrum similar to a 2D metal. Remarkably, Moore and Read[219] pointed

out that the condensation of composite fermions into a chiral p-wave superconductor

would account for the universal properties of such paired fractional quantum Hall

states, in particular, this novel superconductivity turned out to be topological.

Recent experimental progress in realizing Hofstadter bands in moiré materials[1,

2, 45, 47–49, 109] invites into consideration the nature of electronic pairing in a sce-

nario where magnetic fields and lattice effects are strongly coupled, producing drastic

deviations from the Landau level regime. Concerning with the possibility of uncon-
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ventional superconductivity in Hofstadter bands, we address a fundamental question

in this chapter: what is the effect of the fractal band structure on electronic pairing,

regardless of the underlying microscopic mechanism of the superconducting state? To

answer this question, we establish a theoretical framework to classify the electronic

pairing states in Hofstadter bands with a symmetry-based approach, and show that

such Hofstadter superconductivity supports rich phase diagrams and unconventional

excitations. Our findings contributes to further current knowledge about the rela-

tionship between topological superconductivity and fractal band structures.

Hofstadter systems possess rich single particle properties. In contrast to flat Lan-

dau levels obtained as the limit of Hofstadter bands when the flux per unit cell Φ

is orders of magnitudes lower than the flux quantum Φ0, Hofstadter bands have fi-

nite bandwidths and are characterized by a wider range of Chern numbers, which

gives way to unconventional quantum critical phenomena controlled by lattice effects

[58, 60]. Moreover, Hofstadter band structure non-trivially depends on the magnetic

flux per unit cell, which can be controlled by tuning the strength of the external

magnetic field. All these properties combined make the microscopic analysis of the

electron pairing problem rich, yet involved. However, we show in this chapter that

it is possible to extract universal properties of Hofstadter superconductors despite

the complexity of the single particle states. To that purpose, we pursue a symmetry

based approach that captures the essential features of Hofstadter systems and, thus,

leads to a general framework describing the thermodynamic properties of supercon-

ductivity in a regime dominated by the strong interplay between magnetic fields and

lattice effects.

In this chapter, we focus on describing the symmetry properties of the pairing

order parameter ∆̂ab ∝ ⟨ψaψb⟩ under U(1) and magnetic translation symmetries for

a general Hofstadter lattice with magnetic flux Φ = (p/q)Φ0 per unit cell, with p and

q coprime integers. In Hofstadter models, the magnetic translation group (MTG)
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is generated by non-commuting lattice translation operators in the presence of a

magnetic field [91–93] and plays an essential role in our symmetry analysis of the

superconducting order parameter. A key result of this chapter is establishing the

properties of the irreducible representations (irreps) of the MTG furnished by the

charge 2e pairing fields ∆̂, and showing that they are different from the well-known

q-dimensional irreps of the MTG furnished by single particle Bloch states [91–93].

Specifically, while the irreps furnished by the pairing order parameter have the same

dimension q for odd q, for even q there are four distinct irreps of dimension q/2.

In fact, as pointed out in [220], the possibility of such charge 2e irreps has already

been identified mathematically in [91] but were originally rejected as unphysical. We

show that this property stems from the interplay between the generators of the U(1)

group and the MTG, which are simultaneously broken in the Hofstadter charge 2e

condensate. We emphasize that having a charge 2e order parameter is key to our

findings. In particular, the paired states in fermionic Hofstadter systems analyzed

here have different symmetry properties under the action of the MTG from those

occurring in the bosonic Hofstadter model [55, 221–224] for which the order parameter

⟨b†⟩ is a charge 1e operator that furnishes irreps analogous to single particle Bloch

states.

From the study of group representations stems a comprehensive Ginzburg-Landau

phenomenological theory of Hofstadter superconductors for generic magnetic flux.

The analysis shows that Hofstadter condensates are characterized by multi-component

order parameters, uncovering an ideal scenario to explore a number of unconventional

superconducting orders [193, 194] such as pair-density waves [64, 67, 225–228], multi-

band chiral topological condensates beyond conventional chiral p-wave superconduc-

tors [200], as well as condensates with gapless fermionic excitations such as symmetry-

protected critical points and Bogoliubov Fermi surfaces [121–132]. As such, our work

in this chapter provides a symmetry-based framework to study thermodynamic phases
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– and their corresponding phase transitions – realized by charge 2e condensates in

the presence of large magnetic flux and lattice effects, establishing superconductivity

in Hofstadter systems as a fertile setting to explore symmetry broken and topological

orders.

Moreover, the analysis of irreps of the MTG shows that the Hofstadter super-

conducting phase behaves as a vortex lattice, in the sense that the phase of the

components of the order parameter winds as a parallel transport takes place around

the unit cell. Therefore, these findings provide a general framework that justifies

the numerical observation of vortex lattices in fermionic [64, 67] and bosonic [55]

Hofstadter systems. However, we note that the order parameter ∆̂ need not vanish

anywhere in space, unlike in heterostructures combing quantum Hall systems and

regular Abrikosov vortex lattices [66, 229–234]. In the limit q → ∞, we expect the

vortex lattice to approach the Abrikosov vortex lattice at the upper critical field Hc2.

The group theory classification of Hofstadter pairing discussed in this chapter

sheds light on earlier studies of pairing in fermionic Hofstadter systems done mostly

in the context of synthetic gauge fields in optical lattices of cold atoms [62, 64, 66,

67, 225, 226, 226, 227, 235–239]. All of these works carried out numerical analyses

restricted to small values of q, with Φ = (p/q)Φ0 being the flux per unit cell. Refs.

[62, 64, 67] considered the role of MTG symmetries, noting that it implies the presence

of order parameters with multiple finite pairing momenta similar to Fulde-Ferrell-

Larkin-Ovchinnikov and pair-density wave phases [64, 67], and indicates translational

symmetry breaking [228, 240–247]. Furthermore, earlier numerical observation [67]

that some magnetic translation symmetries may also be broken is corroborated by our

group theory analysis that shows that at least one magnetic translation symmetry is

necessarily broken in the paired state, resulting in q- or q/2-fold degenerate ground

states for odd and even q respectively 1. We also show that the phase relations

1A similar result was found in [55] for charge 1e condensates in synthetic magnetic fields
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between order parameters with different pairing momenta found in [64] for q = 3 and

q = 4 result from an unbroken cyclic Zq subgroup of the MTG, which also implies

the coexistence of these order parameters as discussed in [64, 67, 225–227, 237]. We

establish exact results for the phase relations for all values of q and note that at

least a part of the MTG is broken in the paired state. The latter is reflected in the

fact that the irreducible representations (irreps) of the MTG furnished by the order

parameters of the paired state are multi-dimensional.

This chapter is organized as follows. In Sec. 4.2 we set our notation, review the

action of the MTG on single particle electronic states, emphasising – see Fig. 4.1 –

that the q dimensional irrep of the single particle states gives rise to q Fermi surface

patches, which forms the low energy space for electronic pairing. We then discuss the

constraints imposed by the MTG on interactions projected onto Hofstadter bands,

thus providing an effective microscopic description for the pairing instability of Hof-

stadter electrons. In Sec. 4.3, we present a comprehensive classification of the MTG

irreps furnished by the pairing matrix ∆̂. We show that the dimension of the irreps

depends upon the parity of q: while the irreps furnished by the pairing order param-

eter have dimension q for odd q, for even q there are four distinct irreps of dimension

q/2. We emphasize that while we use an effective microscopic model projected to a

single band for illustration purposes, our symmetry-based analysis generalizes when

multiple bands are present, including the strong-coupling regime. In particular, Sec.

4.4 presents a phenomenological Ginzburg-Landau theory of Hofstadter supercon-

ductors described by a multi-component order parameter, which reflects the multi-

dimensionality of the irreps discussed in Sec. 4.3. We analytically and numerically

analyse the phase diagram of some representative cases, discussing their symmetry

breaking patterns. In particular, we discuss a class of Zq-symmetric Hofstadter super-

conductors formed when the MTG breaks down to a discrete Zq subgroup resulting in

ground state degeneracy equal to the dimension of the irrep. The remaining subgroup
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may also be broken in the ground state, as we find numerically for q ≥ 5, further

enlarging the degeneracy of the ground state.

Finally, in Sec. 4.5 we analyse the spectrum of fermionic excitations of such Zq-

symmetric Hofstadter superconductors, deriving some general results about the bulk

topology and nature of quantum critical points. First, we show that chiral Hofs-

tadter superconductors provide a natural setting for realizing topological supercon-

ductivity with tunable Chern numbers. We demonstrate, under general conditions,

that particle-hole and parity symmetries constraint the change of the Chern number

across quantum critical points to even values ∆C ∈ 2Z, implying the conservation

of Chern number parity and therefore the non-Abelian character of bulk fermionic

states. Furthermore, we show that when Hofstadter superconductors with Zq MTG

symmetry also possess parity symmetry, their spectrum necessarily supports Bogoli-

ubov Fermi surfaces (BFS). For odd q, there is only one BFS, which is stable even

if the Zq symmetry is broken as long as particle-hole and parity symmetries are pre-

served and protected by the same topological invariant as constructed in [123]; for

even q, there are two degenerate BFS when the gap function belongs to two out of

the four irreps, but that are unstable if the Zq symmetry is broken. The stability

of the doubly degenerate BFS for even q is therefore protected by a new topological

invariant that only exists in the presence of the Zq symmetry, as we establish.

4.2 Hofstadter Systems and the Magnetic Trans-

lation Group

We consider a 2D electronic system in a perpendicular magnetic field B on a lattice

with basis lattice vectors a1 and a2. We assume a1 points along the x-direction. As

spin will play no role in the analysis of the MTG, we will consider spin polarized

fermions for simplicity, but note that the analysis applies to systems with both spins
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Figure 4.1: Brillouin zone and Fermi surfaces for a square lattice for (a) even and (b)
odd q, and (c) the Hofstadter bands for the original Hofstadter tight binding model
on a square lattice [3–5] for q = 3. A single band in the absence of the magnetic
field splits into q bands, q-fold symmetric under translations by Q. The red contours
indicate the Fermi level that we take to be at E = 0. The Brillouin zone is folded
along the kx direction by a factor of q relative to the Brillouin zone in the absence of
the magnetic field. Due to the T̂1 magnetic translation symmetry, the band structure
repeats q times along the ky direction. As a result, there are q copies of a Fermi
surface centered at momenta Qℓ = ℓQ. The interactions are projected onto the single
band that crosses the Fermi level.

included. The primitive vectors of the reciprocal lattice are then b1 and b2 = b2ŷ

and we work with the vector potential A = xBa2/a2y in the Landau gauge, where

a2y is the y component of a2. We further assume that the magnetic flux per unit cell

is a rational multiple of the flux quantum: Φ = p
q
Φ0, with Φ0 = h/e. The unit cell is

therefore extended by a factor of q along the x axis, and the Brillouin zone is folded

along the b̂1 direction by the same factor (see Fig.4.1). After the folding, in general

each energy band in the absence of the magnetic field is split into q Hofstadter sub-

bands [3, 4, 90–93] carrying non-trivial Chern numbers that depend on the particular

lattice [22, 28].

The q-fold splitting of the bands can be understood from a symmetry perspec-
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tive. The non-trivial vector potential breaks the translation symmetry T1 of the

lattice along the x direction, but the system remains symmetric under magnetic

translation T̂1 that is a composition of T1 and the gauge transformation A(x) →

A(x)−Ba1a2/(2a2y). Importantly, the two magnetic translation symmetries T̂1 and

T̂2 = T2 do not commute but satisfy T̂1T̂2 = ωp
q T̂2T̂1 where ωp

q = e2πip/q is a qth

root of unity. Together T̂1 and T̂2 generate the magnetic translation group (MTG),

which includes a subgroup of U(1) transformations generated by the commutator

T̂1T̂2T̂
−1
1 T̂−1

2 = ωp
q . As a result of the non-commutativity of the MTG, its irreducible

representations (irreps) formed by the electron states are q dimensional [91–93], and

as a result the bands in the absence of the magnetic field split into q sub-bands with

dispersions εα(k), the index α = 0, . . . , q−1 labeling the sub-bands being defined mod-

ulo q.2 We assume that the dispersion is symmetric under inversion, εα(k) = εα(−k),

which is necessary for the pairing instability.

We define dαk to be the second-quantized annihilation operators corresponding to

the α sub-band. With our gauge choice, the quasimomentum component kx can be

restricted to
(
−π

q
, π
q

]
due to the folding of the Brillouin zone. Under the magnetic

translations,

T̂1dα,kT̂
†
1 = e−ikxdα,k+Q

T̂2dα,kT̂
†
2 = e−ik·b2dα,k (4.1)

where Q = 2πp
q
b̂2. Notice that T̂1 therefore acts as a translation operator also on the

reciprocal lattice, but along a perpendicular direction. As a result, each sub-band is

q-fold degenerate within the Brillouin zone, εα(k) = εα(k + Q), which reflects the

fact that with a different gauge the unit cell could be extended along a2 instead of

a1, with the Brillouin zone folded in the b̂2 direction. Since the dispersion is gauge

2The irreducible representations of the MTG can also be considered as projective irreducible
representations of the regular translation group.
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invariant it must remain the same with both choices, and is therefore periodic in both

directions (see Fig 4.1). Consequently, the Brillouin zone can be further folded along

b̂2, producing the reduced Brillouin zone in which each band is q-fold degenerate at

each momentum (the unit cell in real space is correspondingly extended by a factor of

q× q). We therefore define dα,p,ℓ = dα,p+ℓQ with p restricted to the reduced Brillouin

zone with the patch index ℓ = 0, . . . , q−1 (defined modulo q) labeling the degeneracy.

With this relabeling and using Eq.(4.1), the magnetic translation symmetries act as

matrices in patch indices

T̂1dα,p,ℓT̂
†
1 = (T1)ℓℓ′dα,p,ℓ′

T̂2dα,p,ℓT̂
†
2 = (T2)ℓℓ′dα,p,ℓ′ , (4.2)

(with implicit summation over ℓ′ on the RHS), with T1 = e−ipx τ̂ and T2 = e−ip·b2σ̂∗,

where

τ̂ℓℓ′ = δℓ,ℓ′−1

σ̂ℓℓ′ = ωℓp
q δℓℓ′ (4.3)

are the q × q shift and clock matrices, respectively. The transformation properties

of electron operators described in Eq. (4.2) will play a central role in understanding

the properties of the superconducting state; in particular, they will lead to a general

understanding of the irreps realized by the superconducting gap function to be dis-

cussed in Sec. 4.3 that we will see are distinct from the single electron irreps relevant

for the Hofstadter bands constructed in [91–93].
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Projected Interactions

Although our symmetry analysis of superconductivity presented below is quite general

and can be easily extended to include pairing between multiple bands α relevant in

the strong-coupling regime, since the MTG symmetries act trivially on the band

index as seen in Eqs. (4.1-4.2), it is sufficient to consider the pairing instability of

the Fermi surfaces restricted to a single band α in the weak-coupling regime. We

therefore consider a scenario where the chemical potential lies within a single band α

and project general momentum-conserving pairing interaction Hamiltonian onto this

band (with the α band index henceforth omitted)

Hint =
∑

g(ℓ)nm(p;p
′)d†p,ℓ+nd

†
−p,−ndp′,ℓ+md−p′,−m , (4.4)

where ℓ, n,m = 0, . . . , q − 1, with ℓ labeling the total momentum of the interacting

pair. The sum is over all momenta and indices. Momentum conservation means that

the interactions respect the T̂2 = T2 symmetry. However, according to Eq. (4.2), T̂1

places the additional constraint

g(ℓ)nm = g
(ℓ+2)
n−1,m−1 (4.5)

on the couplings 3. With this, the normal state is invariant under the MTG and the

global U(1) transformation associated with charge conservation. As we will see in

Sec. 4.3, the fact that the MTG contains U(1) transformations implies that paired

states that break the U(1) symmetry necessarily break the MTG down to a smaller

subgroup.

3There are additional constraints from Hermiticity: g
(ℓ)
nm(p;k) = g

(ℓ)∗
mn (k;p). Moreover,

anti-commutation relations imply that we can further take g
(ℓ)
nm(p;k) = −g

(ℓ)
−ℓ−n,m(−p;k) =

−g
(ℓ)
n,−ℓ−m(p;−k) = g

(ℓ)
−ℓ−n,−ℓ−m(−p;−k).
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4.3 Symmetry Analysis of Pairing in Hofstadter

Systems

We describe the state obtained by pairing of spin polarized electrons in a single

Hofstadter band with the standard mean-field pairing Hamiltonian obtained using

the Hubbard-Stratonovich transformation:

H =
∑
ℓ,p

ε(p)d†p,ℓdp,ℓ +
1

2

∑
ℓ,ℓ′,p

[
∆̂ℓℓ′(p)d

†
p,ℓd

†
−p,ℓ′ + h.c.

]
+

+H∆2 (4.6)

where ε(p) is the electron dispersion and ∆̂(p) are gap functions that are q × q

matrices.

Note that

H∆2 =
∑

ℓ,n,m,p,p′

∆̂†
ℓ+m,−m(p)

[
g−1(p;p′)

](ℓ)
mn

∆̂ℓ+n,−n(p
′) (4.7)

is a term quadratic in the gap function and involving the inverse of the coupling

tensor: ∑
jq

g
(ℓ)
mj(p;q)

[
g−1(q;p′)

](ℓ′)
jn

= δℓℓ′δmnδpp′ (4.8)

We arranged the rest of the terms into the Bogoliubov-de Gennes (BdG) Hamiltonian:

H =
1

2

∑
ℓ,ℓ′,p

Ψ†
ℓ,p [HBdG(p)]ℓℓ′ Ψℓ′,p +H∆2 (4.9)

where

HBdG(p) =

 ε(p) ∆̂(p)

∆̂†(p) −ε(−p)

 (4.10)

We have defined Nambu spinors Ψp,ℓ = (dp,ℓ, d
†
−p,ℓ). The unphysical redundancy
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of the BdG formalism is encoded in the anti-unitary particle hole symmetry (PHS)

of the BdG Hamiltonian, which acts as C = τxK on the Nambu spinors where τ j

are Pauli matrices acting on the particle/hole sectors and K is complex conjugation.

Under the PHS, C−1HBdG(p)C = −HBdG(−p), which implies that ∆̂(p) = −∆̂T (−p)

consistent with anti-commutation relations.

In the mean field treatment, the gap function has to be solved for self-consistently

by minimizing the free energy. The free energy is obtained from Eq. (4.6) by inte-

grating out the Ψℓ,p fields from the partition function. The standard procedure using

the Matsubara formalism yields

F = −T
∑
ω,p

Tr
[
log βG−1(iω,p)

]
+H∆2 (4.11)

where ω = (2πn + 1)T with integer n are the Matsubara frequencies and we defined

the Gor’kov Green’s function

G(iω,p) = (iω −HBdG(p))
−1 =

=

 Ĝ(iω,p) F̂ (iω,p)

F̂ †(iω,p) −ĜT (−iω,−p)

 (4.12)

Minimizing F with respect to ∆̂† we obtain the gap equation

∆̂ℓ+n,−n(p) = T
∑
ωp′m

g(ℓ)nm(p;p
′)F̂ℓ+m,−m(iω,p

′) (4.13)

Close below Tc we can expand the free energy and the Green’s functions in powers of

the gap function. In particular, to leading order

F̂ (iω,p) = −Ĝ(0)(iω,p)∆̂(p)Ĝ(0)T (−iω,−p) (4.14)
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where Ĝ(0) is the normal Green’s function in the absence of pairing, i.e. when ∆̂ = 0.

While the equations above hold for the multi-band case as well, the linearized gap

equation simplifies significantly in the single-band case as the normal state Green’s

function becomes

Ĝ(0) =
1

iω − ε(p)
(4.15)

which is proportional to the identity matrix. Carrying out the Matsubara sum in the

usual weak coupling approximation yields the linearized gap equation:

∆̂ℓ+n,−n(p) = −ν log 1.13Λ

T

∑
p′m

g(ℓ)nm(p;p
′)∆̂ℓ+m,−m(p

′) (4.16)

where ν is the density of states at the Fermi level and Λ is the high energy cutoff.

In principle the parameters α, βMN and κjj′ in Eq. (4.46) can be obtained from

the microscopic free energy Eq. (4.11) by expanding the trace logarithm, plugging in

the solutions of the gap equation Eq. (4.13) and summing over the momentum and

patch indices (in order to obtain κjj′ we need to additionally allow ∆̂ to have spatial

variations). Explicitly, assuming ε(p) is approximately isotropic, in the single-band

case we have

α =
∑

H∆2 − ν log
1.13Λ

T
Tr
[
∆̂(L)†∆̂(L)

]
(4.17)

βMN =
7ζ(3)ν

32π2T 2

∑
Tr
[
∆̂(L+M)†∆̂(L−M)∆̂(L+N)†∆̂(L−N)

]

Note that while only α explicitly depends on the interactions g
(ℓ)
nm via theH∆2 term, all

terms depend on the interactions implicitly via ∆̂(L). All the parameters also depend

on the band structure and temperature. In the multi-band case the traces include

summations over the additional indices and the Green’s functions can no longer be

pulled out of the trace, resulting in more involved expressions.

The solutions of the linearized gap equation Eq.(4.16) can be classified by the
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irreducible representations (irreps) of the symmetry groups of the system according

to which they transform [193]. Our goal in what follows is therefore to determine the

transformation properties of the gap functions under the MTG symmetries, and thus

the irrep of the MTG the gap functions belong to. Although the irreps of the MTG

formed by single electron Bloch states are well-known to be q dimensional [91–93], we

show that the paired states transform according to different irreps depending on the

parity of q [220]: a single irrep of dimension q for odd q, or four irreps of dimension q/2

for even q. As a result, symmetry dictates that the linearized gap equation falls apart

into q or q/2 independent equations for odd and even q respectively, with solutions

that have the same Tc [193]. Any linear combination of these independent solutions

remains a solution of the linearized gap equation, but this degeneracy is lifted by

non-linear terms in the full gap equation or, equivalently, by higher order terms in

the free energy that we study in Sec. 4.4.

In order to address these questions, we first review the general symmetry action on

the BdG Hamiltonian in Sec. 4.3.1. We will then utilize this formalism in Sec. 4.3.2 to

address the role of MTG on the pairing Hamiltonian and construct the corresponding

irreps furnished by the gap functions.

4.3.1 Symmetry Action on the Gap Function and the Lin-

earized Gap Equation

We now review how symmetries other than the PHS act on the BdG Hamiltonian and

in particular how they act on the gap functions ∆̂ [193, 202, 203]. First, recall a U(1)

symmetry U(θ) acts on the annihilation operators as dp,ℓ → eiθdp,ℓ. By requiring that

the Hamiltonian in Eq. (4.10) is invariant under this transformation, we conclude that

the gap function transforms as

∆̂(p)
U(θ)−−→ e2iθ∆̂(p) , (4.18)
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which implies that the U(1) symmetry is broken down to a Z2 symmetry in the SC

state.

More generally, suppose that S(p) is some (possibly momentum dependent) uni-

tary matrix representing a symmetry acting on the normal state Hamiltonian. In the

normal state, we then have a family of symmetries S(p, θ0) = U(θ0/2)S(p) parame-

terized by θ0. Since the gap function breaks the U(1) symmetry, at most one member

of this family may remain unbroken, and so we have to consider each possibility in

our analysis. By the same argument as for the U(1) symmetry itself, we find that

S(p, θ0) acts on the gap function as

∆̂(p)
S(θ0)−−−→ eiθ0S(p)∆̂(p)ST (−p) . (4.19)

Requiring the gap function to be invariant under this symmetry, we note that the

phase θ0 is not arbitrary but instead determined by the possible solutions of

S(p)∆̂(p)ST (−p) = e−iθ0∆̂(p) . (4.20)

Typically there is only a finite set of allowed θ0, which determine the irrep to which ∆̂

belongs. In particular, eiθ0 determine the characters of the irrep [203], and for finite

irreps there is only a finite set of characters. For example, if Sq(p) = 1, we must

have θ0 =
2π
q
N with N being some integer. This is the case for the MTG symmetries:

T̂ q
1 = T̂ q

2 = 1. Using Eqs. (4.2) and (4.19), we find that under T̂1(θ1) = U(θ1/2)T̂1

and T̂2(θ2) = U(θ2/2)T̂2 the gap function transforms as

∆̂
T̂1(θ1)−−−→ eiθ1 τ̂∆̂τ̂T , (4.21a)

∆̂
T̂2(θ2)−−−→ eiθ2σ̂∆̂σ̂ , (4.21b)

where τ̂ and σ̂ are the shift and clock matrices defined in Eq. (4.3). More explicitly,
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the elements of ∆̂ transform as

∆̂ℓℓ′
T̂1(θ1)−−−→ eiθ1∆̂ℓ−1,ℓ′−1 (4.22a)

∆̂ℓℓ′
T̂2(θ2)−−−→ eiθ2ωp(ℓ+ℓ′)

q ∆̂ℓℓ′ . (4.22b)

As mentioned above, θ1 and θ2 in Eqs. (4.22a-4.22b) are restricted to the values:

θ1 = −2πp

q
M ,

θ2 = −2πp

q
L , (4.23a)

where M,L are integers defined modulo q. In particular, note that eiθj (j = 1, 2) are

actually elements of the MTG since T̂2T̂1T̂
−1
2 T̂−1

1 = U(−2πp/q), a U(1) transforma-

tion acting as Eq. (4.88) on the gap function.

The first important conclusion is that there is no non-zero ∆̂ that satisfies both

(4.22a) and (4.22b) for q > 2 (q = 2 is an exception, as we will discuss below), for

any choice of θ1 and θ2. This means that any pairing order necessarily breaks at

least some MTG symmetries. A similar result was shown for the superfluid bosonic

condensate in a strong magnetic field, essentially the bosonic version of the Hofstadter

model, in Ref. [55]. We note that the transformation properties of the bosonic fields

considered in Ref. [55] under the MTG differ from Eqs. (4.22a-4.22b), i.e. they

belong to a different irreducible representation (see Sec. 4.3.2 below). The essential

reason for the symmetry breaking is however the same: in both cases, either the

superfluid or superconducting condensates break the U(1) symmetry, and since the

MTG contains a subgroup of U(1), it too must be broken. The fact that the MTG

contains a subgroup of U(1), in turn, is a consequence of the non-trivial commutation

relations of the magnetic translations.

Before moving on to the analysis of the irreps realized by the gap function in
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the next subsection, let us consider the implications of the MTG symmetries for the

linearized gap equation Eq. (4.16). The first observation is that only gap function

elements ∆̂ℓ+ℓ′ with the same value of L = ℓ+ℓ′ appear on both sides of the equation,

and, as a result, the linearized gap equation splits into q independent equations for

each value of L, which corresponds to the Lth anti-diagonal of the matrix ∆̂ and labels

the total momentum of the Cooper pairs along the b̂2 direction. This decoupling is

a consequence of momentum conservation along that direction due to the T̂2 = T2

symmetry. As such, for a particular L, the decoupled solution is a matrix with non-

zero elements only along the Lth anti-diagonal:

∆̂(L) =



∆̂0,L

∆̂1,L−1

. .
.

∆̂L,0

∆̂L+1,q

. .
.

∆̂q,L+1



(4.24)

We refer to such a matrix as an Lth anti-diagonal matrix. From Eq. (4.22b),

∆̂(L) T̂2(θ2)−−−→ eiθ2ωpL
q ∆̂(L) (4.25)

thus enforcing the condition eiθ2 = ω−pL
q , which identifies the L index in Eq. (4.23a)

with the momentum of the Cooper pair. As such, ∆̂(L) are precisely the gap functions

symmetric under T̂2(θ2) symmetry with θ2 = −2πp
q
L. Conversely, ∆̂(L) break T̂2(θ2)

for any other value of θ2 and they also break T̂1(θ1) for any value of θ1 (with the

exception of the case q = 2 discussed below).

We will consider gap functions symmetric under T̂1(θ1) symmetries in Sec. 4.4
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when we study the effect of non-linear terms in the gap equation, but for the purposes

of the linearized gap equation it is sufficient to look at ∆̂(L). The effect of the T̂1

symmetry on ∆̂(L) is to shift it to ∆̂(L−2). More precisely, we define ∆̂(L) such that

∆̂(L) T̂1(0)−−−→ ∆̂(L−2) (4.26a)

∆̂(L) T̂2(0)−−−→ ωpL
q ∆̂(L) . (4.26b)

Eqs. (4.22a,4.26a) in particular imply that ∆̂
(L)
ℓℓ′ = ∆̂

(L−2)
ℓ−1,ℓ′−1.

At this stage, it becomes necessary to distinguish between the cases of even and

odd q. In the latter case, note that applying T̂1 to ∆̂(0) generates all of ∆̂(L) since

L + 1 ≡ L + 2 q+1
2

mod q; the parity of L, in other words, is not well-defined 4. For

odd q, we therefore define

∆ℓ ≡ ∆̂
(L)

[L+ℓ
2 ]

q
,[L−ℓ

2 ]
q

(4.27)

that are independent of L. Here [ℓ/2]q = ℓ/2 if ℓ is even but [ℓ/2]q = (ℓ + q)/2 if

ℓ is odd. As a concrete example, for q = 3 there is a single irrep with three irrep

components ∆̂(L) given by

∆̂(0) =


∆0 0 0

0 0 ∆2

0 ∆1 0

 , ∆̂(1) =


0 0 ∆1

0 ∆0 0

∆2 0 0

 , ∆̂(2) =


0 ∆2 0

∆1 0 0

0 0 ∆0

 .

(4.28)

For even q, however, ∆̂(L) are not all generated by applying T̂1 to ∆̂(0); rather,

∆̂(L) split into two groups for even and odd L,

∆̂(0) T̂1(0)−−−→ ∆̂(q−2) T̂1(0)−−−→ ∆̂(q−4) T̂1(0)−−−→ ...

∆̂(1) T̂1(0)−−−→ ∆̂(q−1) T̂1(0)−−−→ ∆̂(q−3) T̂1(0)−−−→ ...

(4.29)

4For example, for q = 3, the L = 0, 1, 2 values, under the action of T1, are cycled as 0 → 2 →
1 → 0 → ...; for q = 5, 0 → 2 → 4 → 1 → 3 → 0 → ..., etc.
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that are not mapped to each other by T̂1 or any other MTG symmetry (in Sec.4.3.2

we show that each of these two groups actually splits into two more, resulting in 4

irreps for even q). For even q we therefore define

∆ℓ ≡ ∆̂
(L)
L+ℓ
2

,L−ℓ
2

(4.30)

but with ℓ defined modulo 2q and restricted to be of the same parity as L, i.e.

ℓ = 0, 2, . . . , 2(q − 1) for even L and ℓ = 1, 3, . . . , 2q − 1 for odd L. With the indices

L±ℓ
2

defined modulo q this can be seen to properly index all the elements of ∆̂(L). As

another concrete example, for q = 2 we have

∆̂(0) =

 ∆0 0

0 ∆2

 (4.31)

and

∆̂(1) =

 0 ∆3

∆1 0

 (4.32)

In terms of the functions ∆ℓ, the linearized gap equation for each value of L

becomes

∆ℓ(p) = −ν log 1.13Λ

T

∑
p′ℓ′

g
(L)

[ ℓ−L
2 ]

q
,[ ℓ

′−L
2 ]

q

(p;p′)∆ℓ′(p
′) (4.33)

Because the interactions satisfy Eq. (4.5) due to the T̂1 symmetry, for odd q we

can take g
(L)
[(ℓ−L)/2]q ,[(ℓ′−L)/2]q

= g
(0)
[ℓ/2]q ,[ℓ′/2]q

. Recall that [ℓ/2]q = ℓ/2 if ℓ is even but

[ℓ/2]q = (ℓ+ q)/2 if ℓ is odd; note that for even L, ℓ is also even. For even q and even

L we can take g
(L)
(ℓ−L)/2,(ℓ′−L)/2 = g

(0)
ℓ/2,ℓ′/2; for odd L, we instead take g

(L)
(ℓ−L)/2,(ℓ′−L)/2 =

g
(1)
(ℓ−1)/2,(ℓ′−1)/2. Recall that for even q, ℓ and ℓ′ are both defined modulo 2q and

restricted to have the same parity as L.

The second important conclusion that follows from these considerations of T̂1

symmetry is that, for odd q, each of the L equations Eq. (4.33) that the linearized gap
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equation Eq. (4.16) decouples into are the same equation; for even q, the equations

are the same for a given parity of L but may be different for even and odd L. This

means in particular that the Tc determined by these equations is also the same, and

moreover any linear combination

∆̂ =
∑
L

ηL∆̂
(L) (4.34)

with some complex coefficients ηL is another solution of the linearized gap equation.

As we will see in Sec. 4.4, this includes gap functions symmetric under T̂1(θ1) and

indeed any other element of the MTG symmetries. This large degeneracy of solutions

of the linearized gap equation is lifted when non-linear terms are included, as we also

show in Sec. 4.4. The higher order terms thus determine which MTG symmetries, if

any, remain unbroken in the ground state.

4.3.2 Gap Functions as Irreducible Representations of the

Magnetic Translation Group

The symmetry analysis of the previous section shows that pairing matrix ∆̂ belongs to

a multidimensional irrep, with ∆̂(L) forming the components of the irrep, as described

in Eq. (4.34). The dimension of the irrep, i.e. the number of its components, is thus

q for odd q and q/2 for even q. The fact that the linearized gap equation Eq. (4.16)

decouples into q equations, all or half of which are degenerate (i.e. have the same Tc)

for odd and even q respectively, is a general consequence of this fact. The existence of

non-trivial irreps implies that ∆̂ must break at least part of the MTG symmetries, as

only gap functions belonging to a trivial irrep, which is one dimensional, respect all the

symmetries. While the analysis of irreps of the MTG acting on single particle Bloch

states is well-known [91–93], a comprehensive study of these irreps in the context

of charge 2e condensates is lacking. The goal of this section is therefore to classify
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pairing functions that furnish the irreps of the MTG. In the course of this analysis,

we will encounter an interesting dependence on dimension of the irreps as a function

of parity of q, which fundamentally contrasts with the well-known irreps furnished by

one particle states.

A representation is a group homomorphism Γ : G→ GL(V ) between the symme-

try group G – the MTG in our case – and the group of linear transformations GL(V )

that act on a particular vector space V . For irreps realized by ∆̂, ∆̂(L) form the basis

of this vector space. The linear transformations in question, Γ(S) for an element S

of the MTG, act on the gap function via Eq. (4.19). The representation is reducible

if there is a non-trivial subspace of V that is mapped to itself under the action of any

symmetry operation. To clarify the terminology, we say that ∆̂ belongs to, realizes,

or transforms as the irrep, and that ∆̂(L) are the components of the irreps. The ho-

momorphism is always understood to be the one determined by Eq. (4.19). For the

components ∆̂(L) of the irrep, the transformations are explicitly given by Eqs. (4.26a)

and (4.26b).

In order to explicitly construct an irrep, the general procedure [93] is to start with

some fixed gap function ∆̂(0) symmetric under a particular symmetry, T̂2(0) in our

case, and then apply all other symmetries to obtain the vector space and the rest of

the irrep components ∆̂(L). In our case it was sufficient to apply T̂1(0), and we thus

proved in Sec. 4.3.1 that the representation realized by ∆̂(L) with L = 0, 1, . . . , q − 1

and satisfying the defining relations Eqs. (4.26a-4.26b) is irreducible of dimension

q for odd q. However, in the even q case, the representation reduces to irreps of

dimension q/2 with a basis still given by ∆̂(L), but with L restricted to be even or

odd. In what follows, we provide additional information to fully specify the irreps for

even q.

Before discussing the irreps for even q in more detail, let us note that the fact that

they are q/2 dimensional irreps is in contrast with the earlier result found by Brown
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and Zak in Refs. [91–93]. The reason for this difference is that the MTG contains a

subgroup of the U(1) gauge symmetry that gives rise to charge conservation; therefore,

in order to specify the irrep of the MTG, it is necessary to specify the irrep of the

U(1) subgroup, which is equivalent to specifying the charge of the particle modulo

q. In Refs. [91–93], the authors were interested in Bloch states, i.e. single particle

states with elementary charge. They therefore required that the MTG element

L̂ = T̂2T̂1T̂
−1
2 T̂−1

1 = U(−2πp/q) (4.35)

is represented by Γ(U(−2πp/q)) = e
2πip
q . This is simply the Aharonov-Bohm phase

picked up by an electron moving around a loop encircling the original, non-magnetic,

unit cell described by the operation L̂. Applying L̂ on the gap function via Eq. (4.19),

however, yields a different result, since from Eq. (4.88) we have

∆̂(L) T̂2T̂1T̂
−1
2 T̂−1

1−−−−−−−→ e−2 2πp
q

i∆̂(L) , (4.36)

consistent also with Eqs. (4.22a-4.22b), and corresponding to an Aharonov-Bohm

phase picked up by a particle of charge 2e. This is of course as one would expect for

a Cooper pair.

Although Refs. [91–93] rejected irreps with Γ(U(θ)) = eiQθ with Q ̸= 1 as unphys-

ical, here we find that they naturally correspond to irreps realized by condensates of

charge Q. Indeed, there always exists the trivial irrep under which the MTG elements

are mapped to the identity, and it corresponds to Q = 0. This general observation

has been made earlier in Ref. [220] in the context of states of pairs of electrons,

though it did not explicitly discuss superconductivity. The main conclusion is that

the irreps realized by the gap functions ∆̂ cannot be classified by the same irreps

as considered in Refs. [91–93] in the context of single particle states. This is also

the main difference between the fermionic Hofstadter SC problem and the bosonic
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Hofstadter superfluid considered in Refs. [55, 221–224].

We also note that Eq. (4.36) implies that the phase of ∆̂(L) winds as one goes

around the non-magnetic unit cell, indicating that the Hofstadter SC phase is a

vortex lattice. Thus, our irrep analysis provides a general framework that justifies

the numerical observation of vortex lattices in fermionic [64, 67] and bosonic [55]

Hofstadter systems. Unlike regular Abrikosov vortices, however, note that ∆̂(L) need

not vanish anywhere in space. A similar phenomenon occurs in Josephson vortices

that also have a non-vanishing gap in their cores [136]. In the limit q → ∞, we expect

the vortex lattice to approach the Abrikosov vortex lattice at the upper critical field

Hc2.

Irreps for Even q

Although the MTG irreps realized by ∆̂(L) are distinct from the single particle irreps

of the MTG, for odd q they are qualitatively similar as they are of the same dimension.

For even q, on the other hand, we saw that the parity of L is well defined, and ∆̂(L)

split into two q/2 dimensional irreps for each parity of L, as in Eq. (4.29). The irreps

for even q are thus qualitatively different. As we will now show, there are in fact four

such irreps. One can anticipate that there must be four q/2 irreps from a version of

Schur’s orthogonality relations proven in Refs. [93, 220] that state that the sum of

the squares of the dimensions of all distinct irreps for a fixed value of the U(1) charge

must equal the order of the MTG, i.e. the number of its elements, that is q2. There

is thus only one irrep for odd q, but there must be four q/2-dimensional irreps for

even q, as shown also in Ref. [220].

The reason there are additional irreps is that there is an additional symmetry that

may remain unbroken by the paired state. To see this, note that applying T̂1(θ1) q/2

times on ∆̂ brings an element on the Lth anti-diagonal to the same anti-diagonal but
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not to the same diagonal, as can be seen from Eq. (4.22a):

∆̂ℓℓ′
T̂

q/2
1 (θ1)−−−−−→ eiθ1q/2∆̂ℓ−q/2,ℓ′−q/2 . (4.37)

The element on the RHS is on the same anti-diagonal since ℓ− q/2+ ℓ′− q/2 ≡ ℓ+ ℓ′

mod q, but it is not the same element since q/2 ̸= 0 mod q. Note that eiθ1q/2 =

(−1)pM = (−1)M (using the fact that p cannot be even if q is even), consistent with

the fact that T̂
q/2
1 squares to the identity. The parity of M provides the additional

character, in addition to the parity of L, that yields the four q/2-dimensional irreps

as claimed.

We label the irrep components ∆̂(L,±), and these satisfy

∆̂
(L,±)
ℓ−q/2,ℓ′−q/2 = ±∆̂

(L,±)
ℓℓ′ . (4.38)

This implies that the functions ∆ℓ in Eq. (4.30) additionally satisfy ∆ℓ+q = ±∆ℓ

(recall that ℓ in this case is defined modulo 2q). In addition to having only a single

anti-diagonal, ∆̂(L,±) has a q
2
× q

2
block structure:

∆̂(L,±) =

 Â B̂

±B̂ ±Â

 (4.39)

where Â and B̂ are q
2
× q

2
matrices. Notice that ∆̂(L,+)†∆̂(L,−) is odd under T̂

q/2
1

and so such terms are not allowed in the free energy (also their trace vanishes), as

expected for products of elements from different irreps. This implies in particular

that ∆̂(L,+) and ∆̂(L,−) decouple in the linearized gap equation and in general have

different critical temperatures.

To illustrate the irreps and the additional symmetry, it is helpful to consider again

the special case of q = 2. The relation Eq. (4.38) places an additional constraint on
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the gap functions in Eqs. (4.31-4.32), so the components of the two irreps symmetric

under T̂2(0) are

∆̂(0,±) =

 ∆0 0

0 ±∆0

 , (4.40)

while the components of the two irreps anti-symmetric under T̂2(0) (symmetric under

T̂2(π)) are

∆̂(1,±) =

 0 ±∆1

∆1 0

 . (4.41)

The ± corresponds to gaps symmetric or anti-symmetric under T̂1(0) respectively.

A more generic example is provided by q = 4, for which the irrep components are

given by

∆̂(0,±) =



∆0 0 0 0

0 0 0 ∆2

0 0 ±∆0 0

0 ±∆2 0 0


, ∆̂(2,±) =



0 0 ±∆2 0

0 ∆0 0 0

∆2 0 0 0

0 0 0 ±∆0


,

∆̂(1,±) =



0 ∆3 0 0

∆1 0 0 0

0 0 0 ±∆3

0 0 ±∆1 0


, ∆̂(3,±) =



0 0 0 ±∆1

0 0 ∆3 0

0 ∆1 0 0

±∆3 0 0 0


, (4.42)

which correspond to states symmetric under T̂2(θ2) with θ2 =
πp
2
L and symmetric/anti-

symmetric under T̂ 2
1 (0) for ± respectively (p can only be 1 or 3 in this case). Note

the block structure that is in agreement with Eq. (4.39) that also holds for the q = 2

case.

We stress that the irrep construction presented here for both even and odd q can

be applied without change if ∆̂ carries additional indices (e.g. spin or band indices),
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as long as the MTG symmetries do not act on these indices. The construction is

therefore quite general. It is however not unique since the irrep is multi-dimensional:

instead of irrep components symmetric with respect to T̂2, we could have worked with

irrep components that are symmetric with respect to T̂1, or, in general, any q linearly

independent combinations of ∆̂(L). We will consider such combinations in Sec. 4.4

when studying the minima of the Ginzburg-Landau free energy.

4.4 Effective Ginzburg-Landau Theory

As discussed in Sec. 4.3, the gap functions that solve the linearized gap equation are

arbitrary linear combinations of the irrep components

∆̂(p) =
∑
L

ηL∆̂
(L)(p) . (4.43)

The irreps are q dimensional for odd q, with L = 0, . . . , q − 1 and ∆̂(L) satisfying the

defining properties given in Eq. (4.26a-4.26b). For even q, we assume that one of the

four q/2-dimensional irreps has the highest Tc so that the rest can be neglected, and

we therefore drop the ± in ∆̂(L,±) and restrict L to be even or odd.

The degeneracy of the linearized gap equation is, however, lifted by even infinites-

imal non-linear terms, resulting in spontaneous symmetry breaking of the MTG sym-

metries. In order to study this symmetry breaking, here we use the irreps to construct

a phenomenological effective Ginzburg-Landau free energy, following the same proce-

dure used for unconventional superconductors [193]. In the GL theory, we ignore the

microscopic details, encoded in the functional form of ∆̂(L)(p) determined ultimately

by the interactions through the gap equation, and write the most general form of the

free energy for the complex fields ηL constrained by the U(1) and MTG symmetries.
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The vector of complex numbers

η = (η0, . . . , ηq−1) (4.44)

constitutes the order parameter of the paired state (for even q, we take η to be a q/2

component vector instead but use the same notation below). We emphasize that while

we originally obtained the microscopic gap functions ∆̂(L) in the context of a weak-

coupling pairing within a single Hofstadter band, the effective GL theory presented

here is insensitive to the details of the microscopic theory and therefore remains valid

both in the presence of additional degrees of freedom (including additional Hofstadter

bands) and in the the strong-coupling limit.

Note that the action of T̂1 and T̂2 on ∆(L) as given in Eq. (4.26a-4.26b) is equivalent

to an action on the components of η:

ηL
T̂1(0)−−−→ ηL+2 , (4.45a)

ηL
T̂2(0)−−−→ ω−pL

q ηL , (4.45b)

ηL
U(θ)−−→ e−2iθηL . (4.45c)

We can see that T̂1 and T̂2 act on it as τ̂ 2 and σ̂∗ respectively, while U(1) transfor-

mations U(θ) act as e−2iθ. This determines the irrep of the MTG realized by η itself

in place of the set of ∆̂(L) 5.

Using these transformation properties, we determine the most general form of the

GL free energy to fourth order in η, consistent with MTG and U(1) symmetries:

F = α |η|2 +
∑
MN

βMN

∑
L

η∗L+Mη
∗
L−MηL+NηL−N +

∑
jj′

κjj′
(
D̃jη

)∗
·
(
D̃j′η

)
. (4.46)

5Eq. (4.45a) needs to be modified to ηL
T̂1(2πp/q)−−−−−−→ ηL+2 for ∆̂(L,−) irrep components for even q

since T̂
q/2
1 (0) acts as −1 on that irrep.
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Note that terms of the form η∗LηL′ are ruled out for L′ ̸= L by T̂2 symmetry (including

gradient terms), while T̂1 implies that |ηL|2 terms have equal coefficients and that βMN

does not depend on L. D̃j = ∂j +
2ie
c
Ãj (with j = x, y) is the covariant derivative

where Ã = A− xBa2/a2y is the gauge field associated with the spatial variations of

the overall phase of η. This choice imposes gauge invariance while ensuring that in the

ground state ηL are spatially uniform. We emphasize that the relation between the

spatial variations of the overall phase of η and the vector potential is only valid for very

small spacial variations of ηL, i.e. on a scale much larger than the magnetic unit cell,

as the transformation properties of the gap functions ∆̂ under gauge transformations,

inherited from those of the dp,ℓ operators, are highly non-trivial within the magnetic

unit cell. A free energy with very similar symmetries was constructed as a dual theory

in a different context in Ref. [221]; a similar energy density was also obtained in the

context of the bosonic Hofstadter model in Refs. [55, 222]. As discussed in Sec. 4.3.2,

the difference from our work is that the order parameter considered in those works

belonged to a charge 1e irrep of the MTG, rather than 2e irreps.

We note that there is some redundancy in the parameters, and in particular we

take βMN = βM,−N = β−MN = β∗
NM (the last equality to make the free energy

real; the rest are not strictly necessary but account for redundancy) and κjj′ = κ∗j′j.

For odd q only (q+1)(q+3)
4

of the βMN parameters are thus distinct, a total of (q+1)2

4

parameters counting real and imaginary parts separately. For even q, M and N must

be both even or both odd with only even or only odd L, depending on the irrep.

The number of independent parameters, again counting the real and imaginary parts

separately, is (q+2)2

8
if q/2 ̸= 1 is odd, with the exception of q = 2, for which there

is an additional identification between β00 and β11. If q/2 is even we additionally

have that β00 = βq/2,q/2 and β0,q/2 = βq/2,0 and are therefore real, so the number of

independent real parameters is q2−q−6
2

. Terms with M and N of different parity are

allowed and couple the even and odd irreps, but this can be ignored if the critical
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temperatures for the two irreps are sufficiently different at second order.

In addition, we observe that the free energy Eq. (4.46) has an accidental symmetry

at fourth order. Namely, it is symmetric under I : ηL → η−L (and combinations of

I with MTG symmetries). This accidental symmetry is broken by sixth order terms,

however:

F (6) =
∑

MM ′NN ′

γMM ′NN ′

∑
L

η∗L+Mη
∗
L+M ′η∗L−M−M ′ηL+NηL+N ′ηL−N−N ′ . (4.47)

We will not consider these higher order terms below but note that the accidental

symmetry is in general explicitly broken. I may be an actual symmetry if crystalline

symmetries are present, for example a rotation by π as considered in Refs. [55, 221,

222].

Minimizing the free energy Eq. (4.46) with respect to η∗L (and integrating by

parts), we obtain the Ginzburg-Landau equations:

κjj′D̃jD̃j′ηL = αηL + 2
∑
MN

βMNη
∗
L+2MηL+M+NηL+M−N (4.48)

Below we will only discuss the uniform phases, in which the left hand side vanishes,

and leave the non-uniform solutions for a future study. As already noted in Sec. 4.3.2,

there is no non-zero gap function ∆̂, and hence no non-zero configuration of the field

η, that respects all the MTG symmetry. The non-trivial solutions of the GL equations

therefore necessarily break some but not necessarily all of the MTG symmetries, as

we will show below. Note that the solutions correspond to local extrema of the free

energy, while the ground state is determined by the global minimum.

With our choice of irrep elements, the simplest type of symmetric solutions are

the ones that respect the T̂2(θ2) symmetry with θ2 =
2πp
q
L (breaking it for any other

choice of θ2), in which case ηL′ = 0 unless L′ = L, and the only non-zero components

is ηL =
√

−α
2β00

. There are q or q/2 solutions corresponding to each choice of L (for q
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odd and even respectively). The value of the free energy at these extrema is

F0,1 = − α2

4β00
(4.49)

(the indexing will be explained below). The T̂1(θ1) symmetry is broken for any choice

of θ1 and maps the degenerate extrema to each other. If this solution is a global

minimum, we refer to the corresponding ground state as a Zq symmetric Hofstadter

SC phase. The order of the symmetry is q for either even or odd q.

There is no fundamental difference between the T̂2(θ2) and T̂1(θ1) symmetries of

course, and so we naturally expect solutions of the GL equation that respect T̂1(θ1)

as well as other symmetries of the MTG while breaking T̂2(θ2) for any choice of

θ2. Indeed, since the irreps are multidimensional, the definition of the irrep compo-

nents ∆̂(L) is not unique, and we could always take the basis of the irrep to be any

linearly independent orthogonal combinations of ∆̂(L), including those that respect

other MTG symmetries. In particular, there are solutions that respect the symmetry

T̂ (θ0) = T̂N2
2 (θ2)T̂

N1
1 (θ1) for any choice of θ0 = N1θ1+N2θ2 with N1, N2 = 0, . . . , q−1.

We index the corresponding solutions as η(M)N1,N2 . For N1 ̸= 0, T̂2(θ2) is broken and

generates degenerate solutions by shifting the index M = 0, . . . , q − 1. The solutions

found above that do respect T̂2(θ2) can be considered as a special case with N1 = 0,

N2 = 1, and can be labeled η(L)0,1 (we reserve L to label the b̂2 component of the

total momentum of the Cooper pairs).

Before explicitly constructing such linear combinations and showing that they do

indeed yield additional solutions of the GL equations in Sec. 4.4.2, we illustrate this

fact for the cases of q ≤ 4 that can be partially analyzed analytically. Some of these

cases have earlier been considered in Refs. [64, 67], and similar free energies with

some additional symmetries were also analyzed in Ref. [221] in a different context.

In contrast to those earlier works, here we explicitly determine the symmetries of
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the ground states, and identify additional possible symmetric phases that were not

previously considered.

4.4.1 Solutions of Ginzburg-Landau Equations for q ≤ 4

We start with the simplest non-trivial case, q = 2 (only p = 1 is allowed), which

has four 1D irreps. The free energy of each irrep is trivial and of the form (omitting

gradient terms)

F = α|η|2 + β|η|4 (4.50)

for the single order parameter η = η0 or η1 and a unique solution for |η|, implying

that the ground state always has some Z2 symmetry. The corresponding gap functions

∆̂(L,±) with L = 0, 1 are simply the irrep components given in Eqs. (4.40-4.41):

∆̂(0,±) =

 ∆0 0

0 ±∆0

 (4.51)

and

∆̂(1,±) =

 0 ±∆1

∆1 0

 (4.52)

with ∆ℓ as defined in Eq. (4.30). This is the only case in which the MTG may be

unbroken, in particular it is unbroken by ∆̂(0,+). Note that L = 0, 1 corresponds

to gap functions symmetric/anti-symmetric under T̂2(0), while ± corresponds to gap

functions symmetric/anti-symmetric under T̂1(0). As these are all the symmetries of

the MTG, in this case there are no other symmetric linear combinations.

q = 4

The second-simplest non-trivial case and the only other case that can be completely

solved analytically is q = 4 (with p = 1 or 3), in which case there are four 2D irreps
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corresponding to even or odd L and gaps symmetric or anti-symmetric under T̂ 2
2 (0).

The free energy is

F+ = α0(|η0|2 + |η2|2) + β00(|η0|4 + |η2|4) + 4β11|η0|2|η2|2 + 4β02|η0|2|η2|2 cosφ02

F− = α1(|η1|2 + |η3|2) + β00(|η1|4 + |η3|4) + 4β11|η1|2|η3|2 + 4β02|η1|2|η3|2 cosφ13

(4.53)

for even and odd L respectively, where φ02 = 2(ϕ0 − ϕ2) and φ13 = 2(ϕ1 − ϕ3). Note

that β02 can actually be taken to be real in this case. Terms with β01 and β12 are

allowed by symmetry but couple different irreps, so we ignore them assuming that α0

and α1 are sufficiently far apart. The free energies have the same mathematical form,

and are also similar to the free energy for PDW order parameters [228]. For β02 > 0,

the phases can always be minimized by setting ϕL = ϕL+2 ± π/2, i.e. the two orders

are out of phase by a factor of ±i; the two minima for β02 < 0 are ϕL = ϕL+2 and

ϕL = ϕL+2 + π, i.e. the order parameters are both real and either equal or opposite.

Whether the two order coexist at all, however, depends on the ratio (β02 − β11)/β00

with a phase transition at β02 − β11 = β00/2 (note that β00 and β11 are also real).

The non-coexisting solutions are precisely the T̂2(θ2) symmetric solutions, with
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the corresponding gap functions being the irrep components as given in Eq. (4.42):

∆̂(0,±) =



∆0 0 0 0

0 0 0 ∆2

0 0 ±∆0 0

0 ±∆2 0 0


, ∆̂(2,±) =



0 0 ±∆2 0

0 ∆0 0 0

∆2 0 0 0

0 0 0 ±∆0


,

∆̂(1,±) =



0 ∆3 0 0

∆1 0 0 0

0 0 0 ±∆3

0 0 ±∆1 0


, ∆̂(3,±) =



0 0 0 ±∆1

0 0 ∆3 0

0 ∆1 0 0

±∆3 0 0 0


(4.54)

which correspond to states symmetric under T̂2(θ2) with θ2 =
πp
2
L and symmetric/anti-

symmetric under T̂ 2
1 (0) for ± respectively. As for q = 2, ∆ℓ are defined in Eq. (4.30).

For the ∆̂(L,−) irreps, there is however a phase transition into a state with gap

functions forming linear combinations (assuming β02 > 0)

∆̂(±1,+)1,0 = ∆̂(0,−) ± i∆̂(2,−)

∆̂(±1,−)1,0 = ∆̂(1,−) ± i∆̂(3,−) (4.55)

As can be checked directly, ∆̂(M,±)1,0 are symmetric under T̂1(θ1) with θ1 = πp
2
M

with odd M = ±1, consistent with the notation. In addition, as will generalize

to all even q, ∆̂(M,±)1,0 are symmetric/anti-symmetric under T̂ 2
2 respectively, requir-

ing the additional ± index. In a pattern that will also generalize to other even q

(and trivially holds also for the previous example of q = 2), the corresponding gap

functions are even/odd checkerboard matrices [248] symmetric/anti-symmetric under



80

T̂ 2
2 (0) respectively:

∆̂(±1,+)1,0 =



∆0 0 ∓i∆2 0

0 ±i∆0 0 ∆2

±i∆2 0 −∆0 0

0 −∆2 0 ∓i∆0


,

∆̂(±1,−)1,0 =



0 ∆3 0 ∓i∆1

∆1 0 ±i∆3 0

0 ±i∆1 0 −∆3

∓i∆3 0 −∆1 0


(4.56)

These happen to be the phases found in Ref. [64] for the special case of Hubbard

interactions.

For the ∆̂(L,+) irreps, again assuming β02 > 0, the phase transition is instead into

∆̂(±1,+)1,1 = ∆̂(0,+) ± i∆̂(2,+)

∆̂(±1,−)1,1 = ∆̂(1,+) ± i∆̂(3,+) (4.57)

that as the notation indicates are symmetric under T̂2(θ1)T̂1(θ2) with θ0 = θ1 + θ2 =

πp
2
M with odd M = ±1. Explicitly they are given by the even/odd checkerboard
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matrices symmetric/anti-symmetric under T̂ 2
2 (0) respectively:

∆̂(±1,+)1,1 =



∆0 0 ±i∆2 0

0 ±i∆0 0 ∆2

±i∆2 0 ∆0 0

0 ∆2 0 ±i∆0


,

∆̂(±1,−)1,1 =



0 ∆3 0 ±i∆1

∆1 0 ±i∆3 0

0 ±i∆1 0 ∆3

±i∆3 0 ∆1 0


(4.58)

These are distinct from the phases found in Ref. [64]. We get additional phases

taking β02 < 0, which results in ∆̂(M,±)1,N2 solutions with even M = 0, 2 and N2 = 1

or 0 for ∆̂(L,±) irreps respectively. We thus find that at least one Z4 symmetry remains

unbroken for q = 4, though this may change if the even and odd L irreps are allowed

to mix or higher order terms are included in the free energy. For examples of a

numerical analysis of the former possibility (with some additional symmetries), see

Ref. [221].

q = 3

The simplest odd q case is q = 3 (with p = 1 or 2). There is only one MTG irrep in

this case, and the free energy is

F = α(|η0|2 + |η1|2 + |η2|2) + β00(|η0|4 + |η1|4 + |η2|4)

+ 4β11
(
|η0|2|η1|2 + |η1|2|η2|2 + |η2|2|η0|2

)
+ 4|β01||η0||η1||η2|

(
|η0| cosφ(0)

01 + |η1| cosφ(1)
01 + |η2| cosφ(2)

01

)
(4.59)
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where β01 = |β01|eiθ01 is not necessarily real (unlike the q = 4 case) and

φ
(L)
01 = 2ϕL − ϕL+1 − ϕL−1 + θ01 (4.60)

Unfortunately already in this case we did not find a complete analytical solution. To

make some progress, it is convenient to minimize the free energy with respect to φ
(L)
01

instead of ϕL, noting that there is a constraint
∑

L φ
(L)
01 = 3θ01. This can be enforced

using a Lagrange multiplier

Fλ = λ
∑
L

(
φ
(L)
01 − θ01

)
(4.61)

and minimizing F +Fλ with respect to |ηL|, φ(L)
01 and λ. Minimizing with respect to

φ
(L)
01 we find that at any local or global extremum,

4|β01||η0||η1||η2||ηL| sinφ(L)
01 = λ (4.62)

In particular, |ηL| sinφ(L)
01 are equal for all L in the ground state. This is enough to

prove that if all of |ηL| are in addition equal in the ground state, then the ground

state has a Z3 symmetry.

This is as much as we can determine analytically. Numerically, we find that for

the explored parameter range at least one of the MTG symmetries is always unbroken

in the ground state and either all of |ηL| are equal or only one is non-zero; this is

another pattern that we will see generalizes to all q. The sole exception are phase

transitions, for example in the special case

F = α|η|2 + β|η|4 . (4.63)

It is clear that the direction of the vector η is arbitrary in the ground state due to the
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additional SU(3) symmetry, so symmetry breaking linear combinations are allowed

in this case. We cannot definitively state that the MTG cannot be fully broken away

from such phase transition points.

The possible distinct Z3 symmetries in this case are T̂2, T̂1, T̂2T̂1, and T̂
2
2 T̂1 (other

cases are redundant). Note that we can thus always take N1 = 1 in η(M)N1,N2 . The

gap functions symmetric under T̂2 are again the irrep components already given in

Eq. (4.28):

∆̂(0) =


∆0 0 0

0 0 ∆2

0 ∆1 0

 , ∆̂(1) =


0 0 ∆1

0 ∆0 0

∆2 0 0

 , ∆̂(2) =


0 ∆2 0

∆1 0 0

0 0 ∆0


(4.64)

where note that ∆ℓ with ℓ = 0, 1, 2 as defined in Eq. (4.27) are determined by the

gap equation and may be complex. Gap functions symmetric under T̂1 are

∆̂(M)1,0 =


∆0 ∆2e

− 2πipM
3 ∆1e

2πipM
3

∆1e
− 2πipM

3 ∆0e
2πipM

3 ∆2

∆2e
2πipM

3 ∆1 ∆0e
− 2πipM

3

 (4.65)

Gap functions symmetric under T̂2T̂1 are

∆̂(M)1,1 =


∆0 ∆2e

− 2πipM
3 ∆1e

2πip(M+2)
3

∆1e
− 2πipM

3 ∆0e
2πip(M+2)

3 ∆2

∆2e
2πip(M+2)

3 ∆1 ∆0e
− 2πipM

3

 (4.66)
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Finally, gap functions symmetric under T̂ 2
2 T̂1 are

∆̂(M)1,2 =


∆0 ∆2e

− 2πipM
3 ∆1e

2πip(M+4)
3

∆1e
− 2πipM

3 ∆0e
2πip(M+4)

3 ∆2

∆2e
2πip(M+4)

3 ∆1 ∆0e
− 2πipM

3

 (4.67)

The phases found for the Harper-Hubbard model in Ref. [64] correspond to the T̂2T̂1

symmetric gaps, which will also be the phase we consider in the context of chiral

pairing functions in Sec. 4.5.

4.4.2 General Zq Symmetries

We now determine the general form of solutions η(M)N1,N2 symmetric under T̂ (θ0) =

T̂N2
2 (θ2)T̂

N1
1 (θ1) for some choice of θ0 = N1θ1 +N2θ2 with N1, N2 = 0, . . . , q − 1. For

simplicity, we will only consider the case when the order of this symmetry is q. This

is not the case if and only if N1, N2 and q all share a common divisor d ̸= 1. The

order of T̂ (θ0) in that case is m0 and the degeneracy of the solutions is dq for odd

q or dq/2 for even q. Below we consider only d = 1, and treat the odd and even q

separately.

Let us first consider the T̂1(θ1)-symmetric order parameters for odd q, with eiθ1 =

ωpM
q . These can be obtained by taking η0 = η and sequentially applying T̂1(θ1) to η.

This way we find the components of η(M)1,0 to be

η
(M)1,0
L = ω−pM [L/2]q

q η (4.68)

where [L/2]q = L/2 if L is even but [L/2]q = (L + q)/2 if ℓ is odd. By construction,

applying T̂2(0) to η(M)1,0 maps it to η(M+2)1,0 , and again there are q degenerate
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solutions. The corresponding gap functions

∆̂(M)1,0 =
∑
L

η
(M)1,0
L ∆̂(L) (4.69)

can be considered as an alternative set of irrep components, now symmetric with

respect to T̂1(θ1). Eq. (4.65) provides an example for q = 3.

The procedure is essentially the same for all other T̂ (θ0) symmetries, and we

obtain the solutions η(M)N1,N2 with components

η
(M)N1,N2
2N1J

= ω−2pN1N2J(J−1)−pMJ
q η . (4.70)

If gcd(N1, q) ̸= 1, some components may vanish. Again for simplicity we will not

consider that case; in all other cases we can take N1 = 1 without loss of generality

since T̂ (θ0) forms a Zq subgroup. To gain a better understanding of these solutions,

we consider the implications for the form of the gap functions

∆̂(M)N1,N2 =
∑
L

η
(M)N1,N2
L ∆̂(L) . (4.71)

The symmetry T̂ (θ0) constrains the elements of these matrices to be of the form

∆̂
(M)N1,N2

ℓℓ′ = ∆ℓ−ℓ′ exp
[
iϕ

(M)N1,N2

ℓ+ℓ′

]
, (4.72)

where ∆ℓ−ℓ′ as given in Eq. (4.27) are the same for allM,N1 and N2 and depend only

on ℓ − ℓ′ that labels which diagonal they are on. The phases ϕ
(M)N1,N2

ℓ+ℓ′ on the other

hand are different for each M and depend only on L = ℓ+ ℓ′, i.e. which anti-diagonal

the element is on. From Eq. (4.71) we see that for N1 = 1 and setting ϕ
(M)1,N2
0 = 0
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without loss of generality,

ϕ
(M)1,N2
L =

[
L

2

]
q

([
L

2

]
q

+ 1

)
2πpN2

q
+

2πpM

q

[
L

2

]
q

(4.73)

See Eqs. (4.65-4.67) for concrete illustrations of these equations for q = 3. The case

when N1 ̸= 1 is similar with the phases permuted accordingly.

Even q

The expressions for even q are essentially the same as for odd q but with some minor

modifications to keep track of the fact that there are four different irreps in this

case. Note that within a given irrep, only ηL with the same parity of L are non-

zero, so the symmetric order parameters have an additional index. For example the

T̂1(θ1)-symmetric order parameters are η(M,±)1,0 with components given by the same

expression as for odd q, Eq. (4.68):

η
(M,±)1,0
L = ω−pML/2

q η (4.74)

but with the understanding that only even or odd L components are non-zero. In gen-

eral, the order parameters with symmetries other than T̂2(θ2) are given by η(M,±)N1,N2 .

The meaning of the labels depends on the the parity of N1. If N1 is odd, ± labels the

parity of L of non-zero components whileM is determined by which of the four irreps

the gap function belongs to, with T̂
q/2
1 (0) acting as (−1)M on the order parameter.

If N1 is even, on the other hand, M must have the same parity as L, while ± corre-

sponds to T̂
q/2
1 (0) acting as ±1 in the irrep. For odd N1, Eq. (4.70) gives η

(M,+)N1,N2

with even L components. The odd L component combinations η(M,−)N1,N2 are given

by essentially the same formula:

η
(M,−)N1,N2
2N1J+1 = ω−2pN1N2J(J−1)−pMJ

q η . (4.75)
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For even N1, the RHSs of Eqs. (4.70) and (4.75) give the components of η(M,±)N1,N2

for even and odd M respectively. We will consider odd N1 below for simplicity.

The parity of L of the non-zero components can be considered as the eigenvalue of

η(M,±)N1,N2 under T̂
q/2
2 (0). We note that this symmetry places a particular constraint

on the corresponding pairing matrices ∆̂, on which it acts as

∆̂
T̂

q/2
2 (0)

−−−−→ σ̂q/2∆̂σ̂q/2 (4.76)

(note that σ̂
q/2
ℓℓ = (−1)ℓ). This implies that the gap functions

∆̂(M,±)N1,N2 =
∑
L

η
(M,±)N1,N2
L ∆̂(L,(−1)M ) (4.77)

that are even or odd under T̂
q/2
2 (0) are even or odd checkerboard matrices [248]:

∆̂
(M,±)N1,N2

ℓℓ′ = 0 whenever ℓ+ ℓ′ is odd or even respectively for + and − respectively.

We saw this explicitly for the q = 2 and 4 cases considered in Sec. 4.4.1. Note

that the term ∆̂(M,+)N1,N2
†∆̂(M,−)N1,N2 is odd under T̂

q/2
2 so such a term is not allowed

in the free energy and its trace vanishes because a product of an even and an odd

checkerboard matrix is an odd checkerboard matrix with zero diagonal. This confirms

once again that the four irreps for even q are not mixed at the leading second order

in the free energy.

Again to understand the solutions better, we consider the form of the gap functions

corresponding to the order parameters η(M,±)N1,N2 . As for odd q, we can express the

elements of ∆̂(M,±)N1,N2 as

∆̂
(M,±)N1,N2

ℓℓ′ = ∆ℓ−ℓ′ exp
[
iϕ

(M,±)N1,N2

ℓ+ℓ′

]
(4.78)

but with a caveat that ℓ−ℓ′ in ∆ℓ−ℓ′ is defined modulo 2q and restricted to be even or

odd for ± respectively, as in Eq. (4.30), and additionally satisfying ∆ℓ+q = (−1)M∆ℓ.
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Figure 4.2: Numerical solutions of uniform GL equations |ηL| for (a) q = 5 and (b)
q = 7 as a function of β22 treated as a variable parameter with β23 = 2, β12 = 1.7 for
q = 5 and β12 = 1.6 for q = 7, and all other βMN = 1. Numbers indicate the number
of equal |ηL| on each segment. For q = 5, we find four first order phase transitions
between four kinds of phases: a T̂2 symmetric phase with a single non-zero ηL (blue);
a Z5 symmetric phase with all |ηL| equal (red); a phase with I symmetry with pairs
of equal |ηL| except for one (yellow); and a phase with no symmetries where none of
the |ηL| are equal (green). For q = 7 we find a second order phase transition between
a Z7 symmetric phase with all |ηL| equal (red) and a I symmetric phase with pairs
of equal |ηL| except for one (yellow).

In this case only the relative phases between even or odd L anti-diagonals are defined,

so for N1 = 1 we have:

ϕ
(M,+)1,N2
L = ϕ0 +

L(L+ 2)

4

2πpN2

q
+
πpML

q
(4.79)

ϕ
(M,−)1,N2
L = ϕ1 +

(L− 1)(L+ 3)

4

2πpN2

q
+
πpM(L− 1)

q

As for odd q, the phase relations for N1 ̸= 1 are similar. See Eqs. (4.52, 4.56,4.58)

for concrete illustrations for q = 2 and 4.

Zq-symmetric and Non-Symmetric Solutions of the GL Equations

So far in this subsection we have have simply constructed configurations η(M)N1,N2 in

Eqs. (4.70,4.75) that respect T̂ (θ0) symmetry. The corresponding gap functions in
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Eq. (4.71) satisfy the defining properties

∆̂(M)N1,N2
T̂1(0)−−−→ ωpM

q ∆̂(M)N1,N2 (4.80a)

∆̂(M)N1,N2
T̂2(0)−−−→ ∆̂(M+2N1)N1,N2 (4.80b)

for odd q; the relations are the same for ∆̂(M,+)N1,N2 in Eq. (4.77) for even q, while

for ∆̂(M,−)N1,N2 the last relation becomes

∆̂(M,−)N1,N2

T̂2( 2πp
q )

−−−−−→ ∆̂(M+2N1,−)N1,N2 , (4.81)

to be consistent with the fact that in this irrep T̂
q/2
2 (0) acts as −1 on ∆̂(M,−)N1,N2 .

We still need to show that the configurations η(M)N1,N2 are actually solutions of

the GL equations and are therefore always at least local minima of the free energy.

To see this, note that all the symmetric configurations have the important property

that all the components ηL have the same magnitude and differ only by a phase,

ηL = ηeiϕL with real η (more precisely, all non-zero ηL have the same magnitude).

Plugging this ansatz into Eq. (4.48) we find the equation for η:

η =

√
−α

2
∑

MN |βMN | cosφ(L)
MN

(4.82)

where

φ
(L)
MN = ϕL+M + ϕL−M − ϕL+N − ϕL−N + θMN (4.83)

with βMN = |βMN | eiθMN . The solution exists only if the RHS of Eq. (4.82) is

independent of L. For symmetric gaps it is easy to check from Eq. (4.73) and (4.79)

that in fact φ
(L)
MN = φ

(0)
MN for all L. Therefore, as claimed above, symmetric solutions
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are always extrema of the free energy. The free energy at these extrema is

FN1 ̸=0,N2 = − α2(2q − 1)

4
∑

MN |βMN | cosφ(L)
MN

. (4.84)

(Note that if both N1 and N2 divide q, some ηL are zero, but all non-zero components

have equal magnitudes.)

Although we thus conclude that the T̂ (θ0)-symmetric order parameters are pos-

sible ground states of the system, it is not true that the ground state is necessarily

symmetric. Though we did find this to be the case for q ≤ 4 in Sec. 4.4.1 (analytically

for q = 2 and 4 and numerically for q = 3), already for q = 5 we find numerically that

the MTG may be fully broken in the ground state, as shown in Fig. 4.2 (a). With

the particular choice of parameters, we observe first order phase transitions between

phases with only one ηL being non-zero and all |ηL| equal, i.e. phases with different

Zq symmetries; a phase transition into a phase with pairs of |ηL| being equal except

for one that is symmetric under ηL → ηM−L for some M (as noted above, this is an

accidental symmetry in our case); and a phase transition into a phase where none

of the |ηL| are equal and there are no symmetries. There may also be second order

phase transitions, as we find for q = 7 (see Fig. 4.2 (b)).

4.4.3 Summary

To summarize this section, we found that the GL equations Eq. (4.48) always have

solutions with a Zq symmetry T̂ (θ0) = T̂N2
2 (θ2)T̂

N1
1 (θ1) with θ0 = N1θ1+N2θ2 =

2πp
q
M ,

and N1, N2 = 0, . . . , q−1. N1 and N2 are determined in the ground state by which of

FN1,N2 , given in Eqs. (4.49) and (4.84) is smallest (assuming the ground state does

not completely break the MTG), while each value of M = 0, 2, 4, . . . corresponds to a

degenerate solution. For even q, only M of the same parity give degenerate solutions,

while allM are degenerate for odd q. The solutions are thus q-fold degenerate for odd
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q and q/2-fold degenerate for even q, corresponding to the dimensions of the MTG

irreps, and there is an additional Z2 symmetry for even q. Additional degeneracy may

occur if other crystalline symmetries are present, e.g. the inversion-like symmetry

I : ηL → η−L that exists in presence of two-fold rotation symmetry (and is an

accidental symmetry at fourth order of the free energy). Since T̂2(0) is broken by all

phases except η(0)0,1 , in all other cases the unit cell is extended in real space by an

additional factor of q along the a2 direction, resulting in a unit cell q × q larger than

the normal state unit cell in the absence of the magnetic field (note that T̂ q
j (0) are

always unbroken).

The symmetric solutions are given by η(M)N1,N2 for odd q (η(M,±)N1,N2 for even q)

in Eqs. (4.68,4.70). As a special case, η(L)0,1 are simply vectors with a single non-

zero element. These states satisfy the defining relations Eqs. (4.80a-4.80b), which in

particular imply that if N1 ̸= 0, applying T̂2 to the ground state shifts M → M + 2;

if N1 = 0, N2 = 1, then applying T̂1(0) shifts L → L + 2 instead. In either case the

degenerate ground states are simply shifted version of each other.

An important property of the symmetric solutions is that all non-zero components

ηL have the same magnitude η given by Eq. (4.82). Moreover, the relative phases

ϕL are also constrained by symmetry, which also fixes the phase relations between

anti-diagonals of ∆̂ =
∑

L ηL∆̂
(L), while the phases between diagonals is fixed by

the interaction via the linearized gap equation Eq. (4.16). The phase relations for

q = 3 and q = 4 (and p = 1) have been noted earlier in Ref. [64] as a consequence

of minimizing a Ginzburg-Landau free energy with the assumption of Hubbard inter-

actions. Here we clarified that the phase relations in those cases are a consequence

of the symmetry of the solutions themselves and found the phase relations for all q

assuming this symmetry remains unbroken. The ground states found in Ref. [64]

have T̂ symmetry with either N1 = N2 = 1 or N2 = −1 for q = 3 (the two are found

to be degenerate) and N1 = 1, N2 = 0 for q = 4; for even q we also need to specify
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whether the solutions are symmetric or anti-symmetric with respect to T̂
q/2
2 , but Ref.

[64] finds the two cases to be degenerate. The extra degeneracy in both q = 3 and

q = 4 cases can be understood as a result of extra symmetry of the square lattice.

Similar partial symmetry breaking of the MTG has been seen in Ref. [67], and in

Refs. [55, 222] in the context of the related bosonic Hofstadter model. These authors

did not report the phase relations between condensates with different momenta, but

Refs. [55, 222] noted that the superfluid state necessarily at least partially breaks the

MTG symmetries, essentially for the same reason that the Hofstadter SC state does

as we found in this chapter.

Though we showed analytically that the GL equations always have symmetric

solutions, we emphasize that this only guarantees that such states are local minima

of the free energy, not necessarily global minima that are the true ground states.

This implies that extra care must be taken when analyzing such systems numerically,

as some methods are susceptible to getting stuck in local minima. Indeed, we find

explicit cases for q = 5 for which the MTG is completely broken, see Fig. 4.2.

The additional symmetry breaking can happen in two ways: first, the magnitudes of

non-zero ηL may not all be identical; second, the phase relations determined by Eqs.

(4.68,4.70,4.74,4.75) may be violated even if the magnitudes are equal. The latter can

happen due to frustration between φ
(L)
MN in Eq. (4.83) for different values of M ̸= N .

We also note that the accidental I symmetry can be ‘spontaneously’ broken. The

degeneracy of the states with a completely broken MTG is q2, but note that the new

unit cell in real space is the same as in the Zq symmetric phases. Interestingly, in

the limit of large q the unit cell may exceed the size of a finite sample, resulting in a

phase with essentially no translational order, similar to a vortex glass phase and may

melt into a vortex liquid-like phase due to thermal fluctuations [136, 249–254]. We

leave this possibility for a future study.



93

4.5 BdG Spectrum and Chiral Hofstadter Super-

conductivity

Having identified the Zq-symmetric Hofstadter SC phases, we now want to consider

their excitation spectrum and topological properties. For this purpose we consider

the 2q × 2q BdG Hamiltonian Eq. (4.10) describing pairing of electrons in a single

Hofstadter band:

HBdG(p) =

 ε(p)q×q ∆̂(p)

∆̂†(p) −ε(−p)q×q

 (4.85)

with the gap function ∆̂ symmetric under some order q MTG symmetry

T̂ = T̂N2
2 (θ2)T̂

N1
1 (θ1) (4.86)

with θ0 = N1θ1 + N2θ2 = 2πp
q
M and M,N1, N2 = 0, . . . , q − 1. For simplicity, we

will set N1 = 1 and N2 = N in this section. Interestingly, this additional symmetry

allows us to completely diagonalize the BdG Hamiltonian in the spin polarized limit

for any q, as we show below.

In general, symmetry can also affect the topology of the system, potentially giving

rise to symmetry protected topological phases (SPTs) [21, 255–257]. Familiar cases

are SPTs protected by anti-unitary symmetries such as PHS and time-reversal sym-

metry, as well as their unitary product, that are classified according to the 10-fold way

[258–260]. This classification includes helical and chiral topological superconductors

(TSCs) [202, 204], with the best known example of the latter being the chiral p-wave

SC considered in a spin polarized system [200], characterized by a non-trivial Chern

number. Including additional unitary symmetries in the classification results in addi-

tional SPTs, for example crystalline SPTs protected by additional lattice symmetries

that include crystalline TSCs, e.g. inversion or mirror symmetries [127, 261–265].
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This also includes translational symmetry, which is generally assumed in all other

classifications but is itself known to give rise to non-trivial SPTs, as well as sym-

metry enriched topological (SETs) phases with topological order [266]. Similarly,

MTG symmetries are well known to play a role in determining Chern numbers in the

quantum Hall effect [22, 28, 267].

It is therefore natural to ask whether the MTG symmetries can also give rise to

novel TSC phases realised by Hofstadter superconductors. Remarkably, we demon-

strate in Sec. 4.5.2 that Hofstadter superconductors described by the BdG Hamilto-

nian Eq. (4.10) can indeed realize SPT phases protected by MTG symmetries where

the parity of the Chern numbers is the same as the parity of q. This result establishes

that Hofstadter superconductors with a fully gapped spectrum fall into two topo-

logical classes according to the parity of q; i.e., they support non-Abelian (Abelian)

excitations for odd (even) q. We illustrate the possible topological phase transitions

for a specific form of the gap functions explicitly in Sec. 4.5.2 for q = 3 and 5.

Symmetries, including crystalline symmetries like inversion, can also lead to topo-

logically protected gapless excitations [121, 122, 257, 263, 264, 268, 269], resulting

in nodal SCs or Bogoliubov Fermi surfaces (BFSs) [121–132]. We find that in Hofs-

tadter SCs this can happen in the presence of parity symmetry P that together with

PHS can protect BFSs. In particular, we show in Sec. 4.5.3 that the Z2 topological

invariant νZ2 defined in [123] is trivial for even q but non-trivial for odd q, implying

the existence of a BFS in that case. Though it is trivial for even q, we propose a

new topological invariant νZ2,0 that can be defined only in the presence of the MTG

and only if M and N2 = N in Eq. (4.86) have the same parity, and which remains

non-trivial in that case.
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4.5.1 Symmetry and Spectrum of the BdG Hamiltonian

We first review the action of symmetries on the BdG Hamiltonian. If a general

symmetry acts as a matrix S(p) on the fermionic annihilation operators dp,ℓ, it results

in the action on the Nambu spinor Ψp,ℓ = (dp,ℓ, d
†
−p,ℓ)

S̃(p) =

 S(p) 0

0 S∗(−p)

 . (4.87)

For example, a U(1) symmetry U(θ) given by dp,ℓ → eiθ dp,ℓ ≡ U(θ)dp,ℓ is represented

in the BdG formalism by

Ũ(θ) =

 eiθ 0

0 e−iθ

 . (4.88)

The symmetries act on the BdG Hamiltonian as S̃(p)HBdG(p)S̃
−1(p), which is com-

patible with the transformation of the gap function in Eq. (4.19). As discussed in

Sec. 4.3.1, since the U(1) symmetry is broken by the SC phase, we are led to consider

the family of symmetries S̃(p, θ0) = Ũ(θ0/2)S̃(p). Note that if S̃n = 1, then eiθ0 is

an nth root of unity.

Furthermore, we observe that the phase eiθ0 is encoded in the commutation rela-

tions of S̃ and the PHS C = τxK where τ j are Pauli matrices acting on the parti-

cle/hole sectors of the Nambu spinor and K is complex conjugation:

S̃(p, θ0)C = e−iθ0CS̃(−p, θ0) . (4.89)

We remark that these commutation relations have been used to classify gapless and

fully gapped crystalline topological superconducting phases for Z2 symmetries with

S̃2 = 1, in which case the two possibilities eiθ0 = ±1 result in different topological

invariants [121, 122, 203, 263, 264]. We leave the general question of whether the same
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approach can lead to new topological classifications in the presence of Zq symmetry

for a future study.

Here we will only invoke the classification in Sec. 4.5.3 for the parity symmetry

P that reverses p → −p and acts on the BdG Hamiltonian as

P̃(0)HBdG(p)P̃†(0) = HBdG(−p) . (4.90)

The normal state is symmetric under P , consistent with the condition ε(p) = ε(−p)

necessary to guarantee the pairing instability in the first place. Note that we refer

to P as parity symmetry since while it is similar to inversion symmetry, the full in-

version symmetry also acts on the patch indices as ℓ → −ℓ. The gap function of

the paired state may have either even or odd parity, ∆̂(p) = ±∆̂(−p), in which

case the BdG Hamiltonian is symmetric under P̃(0) or P̃(π) respectively. Alterna-

tively, P̃(θ0) may be broken for any choice of θ0. Note that due to the PHS relation

∆̂(p) = −∆̂T (−p), even and odd parity gap functions are skew-symmetric or sym-

metric matrices, ∆̂T (p) = ∓∆̂(p) respectively.

Finally, the MTG symmetry T̂ (θ0) = T̂N
2 (θ2)T̂1(θ1) with θ0 =

2πp
q
M and M,N =

0, . . . , q − 1 acts in the Nambu basis via

T̃ (θ0) =

 eiθ0/2σ̂−N2 τ̂N1 0

0 e−iθ0/2σ̂N2 τ̂N1

 (4.91)

where τ̂ and σ̂ are the shift and clock matrices defined in Eq. (4.3). With this

symmetry the gap function ∆̂ has the form given in Eqs. (4.72) and (4.78) for odd

and even q respectively:

∆̂
(M)
ℓℓ′ = ∆ℓ−ℓ′ exp

[
iϕ

(M)
ℓ+ℓ′

]
; (4.92)

some of the indices are assumed to be fixed and thus we omit them for clarity. Due to

the breaking of the MTG symmetries, there are q or q/2 degenerate ground states for
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different values ofM . The phases ϕL determined by the T̃ symmetry are given in Eqs.

(4.73) and (4.79). The functions ∆ℓ(p), defined in Eqs. (4.27) and (4.30) for odd

and even q respectively, are ultimately determined by the microscopic interactions

Eq. (4.4) via the gap equation Eq. (4.16). In our phenomenological approach we

treat them as arbitrary functions. Note that in the spin polarized case considered

here, PHS additionally requires ∆ℓ(p) = −∆−ℓ(−p); in particular, ∆0, as well as ∆q

for even q (for which ℓ is defined modulo 2q), have to be an odd function of p, which

in general has to be chiral for the spectrum to be fully gapped.

As with any symmetry, we can simultaneously diagonalize the BdG Hamiltonian

and T̃ . In particular, since T̃ is two-fold degenerate, we can write the BdG Hamil-

tonian Eq. (4.10) in a 2 × 2 block-diagonal form using a basis that simultaneously

diagonalizes T̃ (0). This is useful because the eigenstates of T̃ (0) are known: the

eigenvalues of the matrix σ̂N τ̂ are λ(n) = ω
pN(q+1)

2
q ωpn

q , with corresponding eigenstates

fp,n =
1
√
q
ω
pN

ℓ(ℓ+1)−ℓ(q+1)
2

−pnℓ
q dp,ℓ (4.93)

with a sum over ℓ = 0, . . . , q − 1 on the right-hand side implied and with n =

0, . . . , q − 1 being the index in the new basis. Using this new basis we can define

a new Nambu spinor Ψ′
p,n = (fp,n, f

†
−p,n) and the corresponding transformed BdG

Hamiltonian. For odd q, the gap function for the M th ground state as given in Eq.
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(4.71) and (4.73) becomes a Lth anti-diagonal matrix ∆̂′ with L = N −M modulo q:

∆̂′ =



∆̂′
0,L

∆̂′
1,L+1

. .
.

∆̂′
L,0

∆̂′
L+1,q

. .
.

∆̂′
q,L+1



(4.94)

with the only non-zero elements given by

∆̂′
n,L−n =

1

2

q−1∑
ℓ=0

ω−N ℓ2

4
+ℓ(n+M/2)

[
1 + (−1)ℓ + (1− (−1)ℓ)(−1)pM ipqN

]
∆ℓ ≡ ∆′

2n−L

(4.95)

while the rest vanish; this formula holds for the even q case as well with ℓ defined

modulo 2q and restricted to only even or only odd values depending on the irrep. In

this basis, the gap functions for different values of M correspond to different anti-

diagonals, just as the T̂2(θ2) symmetric irrep components ∆̂(L) defined in Eq. (5.31).

For a fixed M , after a reshuffling the transformed BdG Hamiltonian splits into

2× 2 blocks. For example, for q = 3 and L = 2 we have

H′
BdG =



ε 0 0 0 0 ∆′
1

0 ε 0 0 ∆′
0 0

0 0 ε ∆′
2 0 0

0 0 ∆′∗
2 −ε 0 0

0 ∆′∗
0 0 0 −ε 0

∆′∗
1 0 0 0 0 −ε


(4.96)
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It is easy to read off the 2× 2 blocks, and for any q they are

HBdG,2n−L =

 ε ∆′
2n−L

∆′∗
2n−L −ε

 . (4.97)

The BdG Hamiltonian thus splits into q blocks, each being a single band triplet SC

with effective gap function ∆′
2n−L. The eigenvalues of the 2× 2 blocks are simply

E
(M)
n± (p) = ±

√
ε2(p) +

∣∣∆′
2n−L(p)

∣∣2 , (4.98)

and the Nambu eigenspinors of the BdG Hamiltonian are

∣∣∣Υ(M)
n±

〉
=

(ε+ E
(M)
n± )ên,u +∆′

2n−Lê−n−M,v√
(ε+ E

(M)
n± )2 + |∆′

2n−L|2
, (4.99)

where ên,u and ên,v are unit basis vectors with u and v denoting particle and hole

components of the spinors.

4.5.2 Chern Number Parity and Phase Transitions

As in the regular spin polarized SC [200], in the spin polarized Hofstadter SC the

order parameter is either gapless or chiral. The fact that in the presence of the Zq

symmetry the BdG Hamiltonian has a 2×2 block structure in Eq. (4.97) implies that

the total Chern number can be computed as a sum of Chern numbers of each block

given by integrating the Berry curvature F
(M)
n± defined using the Nambu eigenspinor

Eq. (4.99):

F
(M)
n± = −i∇×

〈
Υ

(M)
n±

∣∣∣∇ ∣∣∣Υ(M)
n±

〉
. (4.100)
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Here we observe that with the chemical potential in the normal state fixed, the parity

of the Chern numbers cannot change in a topological phase transition, assuming the

normal state Fermi surface does not cross high-symmetry points. This is because the

Chern number changes at the phase transition due to the gap closing at Dirac nodes,

as happens for example in phase transitions in quantum Hall systems and Chern

insulators [22, 27, 28, 60]. In contrast to Chern insulators and quantum Hall states,

in chiral SCs the Dirac nodes appear in pairs due to PHS that maps a Dirac node at

pD to a second node at −pD, which, under general conditions, satisfies pD ̸= −pD.

The condition ε(p) = ε(−p) together with Eq. (4.98) imply that the nodes moreover

appear at zero energy and at the Fermi momentum. The change in the Chern number

associated with each node in the pair is the same, and therefore the total change in

the Chern number is an even integer 6.

This implies that if the spin-polarized Hofstadter SC is not gapless, its Chern

number has the same parity as q. To see this, consider the special case when ∆̂ is

diagonal, i.e. ∆ℓ(p) are all zero in Eq. (4.92) except for ∆0(p). For odd q, the BdG

Hamiltonian splits into q identical 2 × 2 blocks; for even q, the blocks only differ

by an overall momentum-independent phase of the gap function. Since ∆0(p) has

to be an odd function of momentum, the resulting spectrum is fully gapped only if

∆0(p) ∝ (px ± ipy)
m with odd values of m. The Chern number for each block is

therefore the same odd number (for any parity of q). The total Chern number is the

sum of the Chern numbers of each block, and is therefore even or odd for even and

odd q respectively. Since the Chern number can only change by an even integer as

∆ℓ(p) are varied, we conclude that the Chern number parity is always the same as

the parity of q for any choice of ∆ℓ(p). The assumption of T̃ symmetry can be lifted,

6Note that if the Fermi surface does contain high-symmetry points with pD = −pD, then ∆̂(pD)
is an anti-symmetric matrix by PHS, which as we discuss in Sec. 4.5.3 implies that ∆′

n(pD) that
appear in the eigenvalues of the BdG Hamiltonian in Eq. (4.98) satisfy ∆′

−n(pD) = −∆′
n(pD). As

a result, there are band touchings at pD and the Berry connection, along with the Chern number,
is not well-defined unless we assume that the Fermi surface does not contain such high-symmetry
points.
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but note that the presence of q bands is a direct consequence of the MTG symmetry

of the normal state.

Phase Diagrams for q = 3 and 5

In this subsection we illustrate the conservation of the parity of the Chern number

in the special cases of q = 3 and 5, and obtain generic phase diagrams. Here we will

assume that T̃ = T̃2(0)T̃1(0), corresponding to N1 = N2 = 1 and M = 0. For q = 3

the corresponding gap function was given in Eq. (4.66):

∆̂ =


∆0 ∆1 ∆2e

−i2π/3

∆2 ∆0e
−i2π/3 ∆1

∆1e
−i2π/3 ∆2 ∆0

 . (4.101)

We consider the functions ∆ℓ(p) to be of the following general form:

∆0(p) = a0(p)(px + ipy)/pF , (4.102)

∆1(p) = −∆2(−p) = a1(p)(px + ipy)/pF + b1(p)

where pF =
√
2mµ and a0, a1 and b1 are complex even functions of p. The pairing

matrix is such that in the limit ∆1 = 0 the spectrum remains fully gapped unless

a0 = 0; in that case note that the total Chern number is just q times the winding of

∆0(p).

We first consider the simplest case when a0, a1 and b1 are constants and compute

the Chern number numerically using the algorithm in [187]. We identify two phases

with Chern numbers C = −3 and C = −1, as well as a gapless phase at a0 = a1 = 0.

The C = −3 is the expected phase for ∆1 = ∆2 = 0, but once b1 is sufficiently large

there is a phase transition into the C = −1 phase. The phase boundary between

the two phases is an elliptic cone of eccentricity that depends on the relative phase
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Figure 4.3: Phase diagrams for the spin-polarized Hofstadter SC at q = 3 in the T̂2T̂1
symmetric phase. (a) Full phase diagram in the space of a0, a1 and b1, with ϑ = 0.
The C = −1 and C = −3 phases are separated by a conical phase boundary. On the
b1 axis, the system is gapless and has a symmetry protected Bogoliubov Fermi surface
(BFS). (b) Cut along b1 = 1 with ϑ = 0. (c) Same as (b) but with ϑ = −π/6. The
phase boundary is a circle in this case.

between the p-wave components of the gap functions, ϑ = Arg[a0] − Arg[a1]. In the

phase diagram shown in Fig. 4.3 we therefore took

∆0(p) = a0(px + ipy)/pF , (4.103)

∆1(p) = −∆2(−p) = a1e
iϑ(px + ipy)/pF + b1

with a0, a1 and b1 all real, with ϑ = 0 in Fig. 4.3 (b) and ϑ = −π/6 in Fig. 4.3 (c).

As mentioned above, the spectrum is gapless along the b1 axis, with a Fermi surface

coinciding with the normal state Fermi surface. This is a simple consequence of the

matrix ∆̂ being anti-symmetric along this axis and therefore having a zero eigenvalue,

leading to an ungapped energy band. Below we will show that this Bogoliubov Fermi

surface is not accidental and occurs for all odd q. It is moreover topologically protected

by the combination of PHS C and parity symmetry P .

While Fig. 4.3 captures the general features of the phase transitions, we note that

phase transitions between higher odd Chern numbers are in principle possible with

a larger even number of Dirac nodes at the phase transitions. For example, with
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Figure 4.4: BdG spectrum for q = 3 with ∆0(p) =
√
3(px + ipy)

3/p3F , pF = 10 and
∆1 = −∆2 = 1. 6 Dirac nodes indicate a topological phase transition with Chern
number changing from C = −9 to C = −3. (a) A cut of the BdG spectrum along
the p̂ direction at the Dirac node. (b) A cut of the BdG spectrum along the Fermi
momentum p = pF = 10 as a function of the angle θ of p = pF (cos θ, sin θ), which
shows the presence of 6 Dirac touchings. Note also the unavoided crossings at non-
zero energies indicative of the presence of the MTG symmetry T̃ .

∆0(p) =
√
3(px + ipy)

m/pmF , m ∈ Z and ∆1 = −∆2 = 1, the BdG spectrum has 2m

Dirac nodes, corresponding to a phase transition between C = −3m and C = −m

phases. Fig. 4.4 illustrates the case of m = 3 with six Dirac cones. We also note that

the presence of the MTG symmetry T̃ generally results in unavoided crossings away

from zero energy, as seen in Fig. 4.4 (b).

More phases and phase transitions are possible for larger q, but always with

Chern numbers of the same parity as q. We illustrate this for q = 5 with ∆0 =

a0(px + ipy)/pF ,∆1 = a1(px + ipy)/pF + b1,∆2 = 0, ∆3(p) = −∆2(−p) and ∆4(p) =

−∆1(−p). As shown in Fig. 4.5, there are now two phase transitions as b1 increases,

with two nested conical phase boundaries. Again, there is a topologically protected

BFS when a0 = a1 = 0, as we show in the next section.

4.5.3 Symmetry-Protected Bogoliubov Fermi Surfaces

Here we show that the BFS discussed in the previous section are topologically pro-

tected in the presence of the parity symmetry P and are a general feature of the

phase diagram of Zq Hofstadter SCs: for odd q a BFS is always present and pro-
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Figure 4.5: The phase diagrams for q = 5 with ∆0 = a0(px + ipy)/pF ,∆1 = a1(p1 +
ip2)/pF + b1,∆2 = 0, ∆3(p) = −∆2(−p) and ∆4(p) = −∆1(−p). Cuts of the nested
conical phase boundaries and Bogoliubov Fermi surface are shown along (a) b1 = 1
and (b) a1 = 0. (c) Bogoliubov Fermi surface (E=0) located at |p| = 10 is shown in
red for ∆0 = 0,∆1 = 1,∆2 = 0.

tected by a topological invariant that has been established in [123]; for even q, a

doubly degenerate BFS exists depending on the irrep the gap function belongs to and

protected by a new topological invariant that can only be defined in the presence of

MTG symmetries. The key observation is that the BFS appeared when the matrix ∆̂

was anti-symmetric, ∆̂(p) = −∆̂T (p). Since ∆̂ and ∆̂T have the same spectrum, this

implies that their eigenvalues must appear in pairs with opposite signs. Assuming a

Zq symmetry, these eigenvalues are i∆′
n with ∆′

n given in Eq. (4.95), which therefore

satisfy ∆′
n = −∆′

−n. For odd q this implies that ∆′
0 = 0, and we conclude that two

of the energy bands in Eq. (4.98) are E± = ±|ε(p)|. In particular, they cross zero

energy at the Fermi momentum, forming the BFS at the original normal state Fermi

surface.

For even q, note that Eq. (4.95) implies that when ∆̂′ is an Lth anti-diagonal

matrix, n in ∆′
n is either an even or odd integer modulo 2q for L even or odd respec-

tively. When L is odd, therefore, we conclude that in general none of the ∆′
n vanish,

while for even L two of them vanish, namely ∆′
0 and ∆′

q. In the latter case the BFS

is doubly degenerate and formed by four bands instead of two. As we discuss below,

this implies that the BFS is topologically protected for odd q but not in general for

even q. We conjecture that the doubly degenerate BFS is topologically protected for
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even q and even L as long as the Zq MTG symmetry is unbroken.

To establish whether the BFS is topologically protected, we need to compute the

corresponding topological invariant. As discussed in Sec. 4.5.1, due to the PHS

relation ∆̂(p) = −∆̂T (−p), ∆̂(p) being anti-symmetric is equivalent to it being even

under P : ∆̂(p) = ∆̂(−p). It has been shown in [121] that for even parity gap functions

there does indeed exist a Z2 topological invariant νZ2 that can protect BFSs. This

invariant was determined in [123] using the Pfaffian of the BdG Hamiltonian for

4N × 4N BdG Hamiltonians, with the invariant being non-trivial if the Pfaffian

changes sign as the BFS is crossed. As we will see, we can generalize this invariant

for 2q × 2q BdG Hamiltonian even when q is odd.

Note that while the Pfaffian is generally only defined for anti-symmetric matrices

of even dimensions, the Pfaffian Pf[A] of a matrix A can be more generally defined as

a polynomial in the elements of A with integer coefficients such that Pf2[A] = Det[A].

We therefore first want to find the determinant of HBdG which we can do by direct

computation using the eigenvalues of the BdG Hamiltonian in Eq. (4.98):

Det[HBdG] = (−1)q
∏
n

(
ε2 + |∆′

n|2
)

(4.104)

where the product is over all values of n. Notice that this is positive for even q but

negative for odd q. We therefore compute the Pfaffian of τ zHBdG instead of HBdG

itself, the two being equivalent for even q. τ z is a Pauli matrix acting on the particle

and hole sectors (it can be replaced with any 2q × 2q matrix with integer elements

and determinant equal to (−1)q).

This still does not guarantee that Det[τ zHBdG] is a square of a polynomial, and

we need to invoke the anti-symmetry of ∆̂. As pointed out above, when ∆̂ is an

anti-symmetric matrix, ∆′
−n = −∆′

n. Using this fact, we conclude that when ∆̂′ is an
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Lth anti-diagonal matrix,

Pf[τ zHBdG(p)] =


∏q/2−1

n=0

(
ε2(p) +

∣∣∆′
2n+1(p)

∣∣2) , q even, L odd

ε2(p)
∏q/2−1

n=1

(
ε2(p) + |∆′

2n(p)|
2) , q even, L even

ε(p)
∏q/2−1

n=1

(
ε2(p) + |∆′

n(p)|
2) , q odd

(4.105)

where the product is restricted to only include one of each pair of ∆′
±n(p). As

ε2(p) + |∆′
n(p)|

2 are positive-definite quantities, we conclude that the Pfaffian does

not change sign when q is even, but necessarily changes sign at the BFS for odd q

because ε(p) does. The Z2 topological invariant can be defined as

νZ2 = {Pf [τ zHBdG(p+)] Pf [τ
zHBdG(p−)]} (4.106)

where p+ (p−) is any momentum inside (outside) of the BFS; this coincides with

the definition in [123] for even q. The invariant is trivial when it is equal to 1 and

non-trivial when it is equal to −1, i.e. when the Pfaffian changes sign across the BFS.

The topological invariant is therefore trivial for even q but non-trivial for odd q, and

so the BFS is topologically protected in the latter case.

Note that while we made use of the MTG Zq symmetry in the proof of the existence

of the BFS for odd q, since the stability of the BFS relies only on PHS and parity

symmetry [121, 122], the BFS established for odd q remains perturbatively stable if

MTG is broken as long ∆̂(p) is an even function of p. However, in the presence of the

MTG symmetry we can simplify the invariant by noting that only the n = 0 block

of the BdG Hamiltonian contributes to the sign change of the Pfaffian. Instead of

using the Pfaffian of the whole BdG Hamiltonian we can therefore use the Pfaffian

of HBdG,0 in Eq. (4.97). Note incidentally that the Pfaffian of a direct sum of two

matrices is a product of the Pfaffians of the two matrices: Pf[A ⊕ B] = Pf[A]Pf[B],
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assuming the RHS exists. Since

Det [τ zHBdG,0] = −Det


 ε 0

0 −ε


 = ε2 , (4.107)

the Pfaffian is Pf [τ zHBdG,0] = ε. We can therefore instead define a Z2 invariant

νZ2,0 = {Pf [(τ zHBdG,0(p+)] Pf [τ
zHBdG,0(p−)]} (4.108)

While for odd q we simply have νZ2,0 = νZ2 , we note that interestingly we can also

define νZ2,0 for even q assuming that L is even. In that case we can also analogously

define νZ2,q indicating a sign change of Pf [τ zHBdG,q] = ε. We then have νZ2 =

νZ2,0νZ2,q is trivial, while the new invariant νZ2,0 is not, indicating the presence of a

doubly degenerate BFS.

Importantly, νZ2,0 exists for even q only when L is even, and can only be defined in

the presence of the Zq MTG symmetry in addition to PHS and parity P , unlike νZ2 .

Recall that when the Zq symmetry is T̂ (θ0) = T̂N
2 T̂1 with θ0 = 2πp

q
M , L = N −M

modulo q and note that T̂ (θ0) commutes or anti-commutes with T̂
q/2
1 (0) when L is

even or odd. Recall also that gap functions are even or odd under T̂
q/2
1 (0) for even

and odd M respectively and belong to different irreps of the MTG, as we showed

in Sec. 4.3.2. The parity of N , on the other hand, determines whether the Zq

symmetry T̂ (θ0) commutes or anti-commute with T̂
q/2
1 (0). We therefore conclude

that for even q, νZ2,0 is a new topological invariant protected by the combination of

PHS, parity P , and Zq symmetries whenM and N have the same parity. We note the

similarity of the definition of νZ2,0 to that of topological invariants of crystalline SPT

phases defined by similarly simultaneously block-diagonalizing the Hamiltonian and

the crystalline symmetry [261, 262]. Our result therefore shows that Hamiltonians

with MTG symmetries require a new classification of their topological invariants.
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4.6 Summary and Discussion

The main contributions presented in this chapter are:

• We have provided a detailed analysis of the properties of electrons undergoing

pairing instabilities in time-reversal broken Hofstadter bands, which charac-

terize the spectrum of single particle states in 2D lattices with magnetic flux

Φ = (p/q)Φ0 per unit cell. Our approach focused on exploring the consequences

of the magnetic translation symmetries on the paired state.

• We have established the classification of the irreducible representations of the

magnetic translation group furnished by the pairing matrix ∆̂, which we showed

to have different properties from the familiar irreps furnished by single particle

Bloch states. Furthermore, the group theory analysis shows that at least one

magnetic translation symmetry is necessarily broken in the paired state, and

we find numerically that all of them can be broken at least for q ≥ 5.

• Building on the properties of the irreps of the magnetic translation group, we

have formulated an effective Ginzburg-Landau theory to study the thermody-

namic properties of Hofstadter superconductors at general fluxes Φ = (p/q)Φ0

with rational p/q. The theory is constructed in terms of a complex valued vector

order parameter η of dimension q (q/2) for odd (even) q.

• We found that the multi-component nature of the order parameter yields a

rich phase diagram characterized by different symmetry breaking patterns of

the magnetic translation group, which can be interpreted as distinct classes of

“vortex lattices.” In particular, we have identified an important class of thermo-

dynamic phases that corresponds to Zq-symmetric Hofstadter superconductors,

in which the magnetic translation group breaks down to a Zq subgroup resulting

in q/2- or q-fold degenerate ground states for even and odd q, respectively, with
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the degeneracy equal to the dimension of the irreps.

• We have shown that chiral Zq-symmetric Hofstadter superconductors provide a

natural setting for the realization of topological superconductivity with tunable

Chern numbers. In particular, we have established that when pairing only

involves electrons in a single Hofstadter band, Hofstadter superconductors can

realize SPT phases protected by magnetic translation symmetries where the

parity of the Chern numbers is the same as the parity of q. This property

establishes that Hofstadter superconductors with a fully gapped spectrum fall

into two topological classes according to the parity of q; i.e., they support non-

Abelian (Abelian) excitations for odd (even) q.

• We have shown that when the Hofstadter superconductor additionally possesses

parity symmetry, its spectrum necessarily supports Bogoliubov Fermi surfaces

(BFS) for odd q, even when the Zq symmetry is broken by the order parameter

as the associated topological invariant defined in [123] does not require it. For

even q, in contrast, parity alone cannot protect the BFSs, which are necessarily

doubly degenerate if they exist. However, we also showed that this doubly

degenerate BFS can be protected by the Zq MTG symmetry in cases when a new

topological invariant, given in Eq. (4.108), can be defined. This illustrates the

fact that a new topological classification is required for Zq-symmetric Hofstadter

superconductors.

Our work in this chapter raises a number of interesting questions that deserve

future attention:

• First, it would be desirable to find direct connections between the phenomeno-

logical Ginzburg-Landau theory established on symmetry grounds and micro-

scopic models describing moiré superlattices subject to a perpendicular mag-

netic field [270–273], with the purpose of shedding light on realistic parameter
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regimes conducive to the realization of electronic pairing in moiré Hofstadter

bands [1, 2, 45, 47–49, 109].

• Second, given that the ground states we find have a large degeneracy of order

q, in a real system it is natural to expect domain formation. The study of

such domains requires considering gradient terms in the Ginzburg-Landau free

energy in Eq. (4.46) that we have ignored in this chapter. Additionally, other

spatial defects (of the order parameter and/or of the underlying lattice) such

as dislocations and disclinations are possible. It could therefore be fruitful to

study the nature of low energy excitations of Hofstadter superconductors in the

presence of such defects to seek possible realizations of defect-bound Majorana

fermions [274, 275]. The study of these lattice defects may also shed light on the

meaning of “gauging” the magnetic translation group, similar to the approach

of gauging internal [276] and spatial symmetries [277].

• Another potentially rich scenario could be explored by studying interfaces of

Hofstadter superconductors, where different Majorana backscattering may lead

to 1D SPT interfaces [278–281] supporting non-Abelian domain walls [282–291].

• Furthermore, the presence of a multi-component order parameter characterizing

Hofstadter superconductors with phases relations fixed by the magnetic trans-

lation group suggests the possibility that this system may support interesting

classes of Leggett modes [292]. In the context of pair density waves (PDW),

multi-component pairing order parameters are also known to lead to fractional

vortices [221, 228, 244, 293–295], as well as induced or vestigial orders like

charge density waves or charge 4e condensates [137, 197, 228, 245, 296–304].

This raises the question of what such phenomena may look like in Hofstadter

SCs, for example whether vortices trapping a 1/q fraction of the flux quantum

may be possible [221, 297, 305, 306]. Note that charge 4e, 6e and higher charge
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Q orders would be classified by irreps of the MTG beyond those considered here,

with irrep dimensions given by the greatest common divisor gcd(q,Q) [220].
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Chapter 5

Competing Orders in Hofstadter

Quantum Materials

5.1 Overview

In chapter 4, we have provided a classification of Hofstadter superconductors with a

phenomenological framework, without addressing the microscopic mechanism respon-

sible for pairing of electrons. Recently, experimental evidence found in moiré systems

points to electronic interactions playing key role in accounting for a plethora of new

phases of matter[41, 44, 87, 99, 103, 104, 106, 196, 233, 273, 307–309]. It is thus

pertinent to ask whether superconducting condensate of paired electrons can form in

Hofstadter systems with electronic repulsion, similar to the proposed mechanisms of

unconventional superconductivity in correlated materials[79, 193–197] such as high-

temperature superconductors[134, 136, 138, 198], and in contrast to conventional

superconductivity caused by phonon mediated electronic attraction[8, 192, 310]. In

this chapter, we addresses this important question by providing a microscopic mech-

anism explaining the origin of Hofstadter superconductivity[61] that relies solely on

electronic interactions and nontrivial properties of Hofstadter bands.
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It has long been suggested that, contrary to the conventional view, superconduc-

tivity(SC) can reemerge in Landau levels in the presence of strong magnetic fields,

provided that there are attractive interactions between electrons[151]. More recently,

it has been proposed theoretically that such reentrant SC can theoretically occur in

magic angle twisted bilayer graphene (TBG) [307]. TBG and other 2D moiré su-

perlattices are particularly attractive for realizing reentrant SC as they can host SC

at zero magnetic field at low density carrier regimes [308], such that only relatively

modest magnetic fields are required to achieve the quantum limit of Landau levels.

However, several challenges have stood in the way of observing reentrant SC in exper-

iment, among them the role of repulsive interactions that make quantum Hall states

natural competitors of such reentrant SC in Landau levels.

In this chapter we propose that this issue can be circumvented in Hofstadter bands

that unlike Landau levels have a finite bandwidthW [4, 90], allowing a weak-coupling

renormalization group (RG) treatment of repulsive electronic interactions. This is

especially relevant for moiré systems since their nanometer scale unit cells enable the

realization of Hofstadter bands in experimentally accessible magnetic fields at which

the magnetic flux per super unit cell Φ = BAuc is comparable to the flux quantum

Φ0 = 2πℏ/e = 2π in natural units [1, 2, 45–49]. Beyond the rich phenomena in

Hofstadter-Chern insulators [60, 94–107], a recent classification [61] has shown that

Hofstadter bands may support novel Hofstadter superconductors (HSC) characterized

by spontaneous breaking of the magnetic translation group (MTG) symmetries [91–

93], leading to multi-component finite momentum Cooper pairing similar to pair-

density wave states [228]. HSCs embody a new form of reentrant superconductivity

in Hofstadter bands, in which the large flux per unit cell makes the magnetic length

comparable to the lattice scale, thus generalizing the Landau level reentrant SC state.

Though pairing in Hofstadter bands has been studied earlier using mean-field cal-

culations with phenomenological attractive interactions [62–68], no microscopic mech-
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Figure 5.1: Van Hove singularities in the square Hofstadter model at (a) zero, (c)
π, and (d) 2π/3 flux, and (e-g) the corresponding peaks in the density of states at
indicated fillings. Due to the MTG symmetry, the magnetic Brillouin zone (MBZ)
splits into q (energy degenerate) reduced magnetic Brillouin zones (rMBZ) labeled
with ℓ = 0, . . . , q − 1. In each band there are a total of 2q VHSs occurring at

momenta Kℓ,v =
(
(1 + v)π

q
, (v + 2pℓ)π

q

)
, such that there is a pair of VHSs in each

rMBZ labelled with a VHS index v = 0,±1, with the identification of VHS ℓ, 1
and ℓ + 1,−1. Colored arrows in (a) and the Feynman diagrams in (b) show the
types of interaction processes considered in the RG analysis: intra-VHS processes
g1 and g1′ (red and light red); inter-VHS forward scattering g2 (blue); exchange g3
(magenta); and pair-hopping g4. Green, red, and blue propagator arrows correspond
to v = 0, 1,−1 respectively, and the black diagram show the additional rMBZ indices
ℓ,m, n = 0, . . . , q − 1 carried by the coupling constants g

(ℓ)
mn, ℓ denoting the total

momentum of the interacting pair.
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anism leading to this attraction has so far been proposed. Here we show that HSCs

can arise from repulsive interactions due to the competition of electronic orders near

Van Hove singularities (VHS) that provide a logarithmic enhancement of the density

of states (DOS) [73]. Such a scenario of competing orders near VHSs underlies several

proposed mechanisms of unconventional superconductivity through repulsive interac-

tions, for example in cuprates [74–76], doped graphene [77–80] and moiré graphene

superlattices [81–89]. Furthermore, we go beyond mean-field by using an RG analysis

[142–144], extending it to the new realm of Hofstadter electronic bands and uncover-

ing a new pathway to realize reentrant superconductivity in moiré superlattices. In

addition, our approach allows us to treat the interplay of all logarithmically divergent

instabilities on equal footing, and thus to additionally study the competition of super-

conductivity with charge/spin density wave (CDW/SDW) orders. The RG analysis

thus also goes beyond earlier mean-field studies of CDW and SDW in Hofstadter sys-

tems in [69] and [70, 71] respectively, and furthermore provides an alternative scenario

to fractionalization in Hofstadter bands [17, 72, 117, 119, 273, 311–315].

As a proof of principle, we work with the repulsive Hofstadter-Hubbard (HH)

model on the square lattice with onsite interaction U > 0 and flux Φ = 2πp/q that

is a rational multiple of the flux quantum. Importantly, we focus on the regime

q ∼ 1 in which the Hofstadter bands have a bandwidth W comparable to that of the

original band at zero field, which allows us to investigate electronic instabilities in a

controlled weak coupling regime U/W ≪ 1. While a hexagonal lattice would better

approximate twisted bilayer graphene, which is the best studied superconducting

moiré system, we establish our results on the square lattice since it still allows us

to capture the essential correlation effects in Hofstadter bands while working with

a simpler band structure, as shown in Sec.5.2. Nevertheless, we stress that while

the competition of electronic orders and their resulting instabilities can depend on

the underlying lattice and interactions, the weak coupling RG framework developed
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here is of general applicability, and thus represents an important step towards the

investigation of electronic instabilities in a wider class of two dimensional Hofstadter

superlattices, including moiré graphene.

Additionally, the square HH model can more easily be realized in cold atom sys-

tems [135, 316–322], though the focus in that field has been on bosonic [55, 221, 323–

326] and time-reversal invariant fermionic [235–237, 327–329] HH models (note that

the latter coincides with the regular fermionic Hofstadter-Hubbard model at q = 2,

i.e. at π-flux). In addition, more recently single layer cuprates exhibiting critical

temperatures close to their bulk values have been fabricated [140], opening an av-

enue for realizing twisted cuprate moiré systems with square lattices for which our

model may be directly applicable. Such twisted heterostructures have recently been

studied theoretically [139, 330–333], with few-layer twisted interfaces already realized

in experiment [334, 335]. It remains to be seen whether Hofstadter physics can be

realized in twisted cuprates, but, if it is, a reentrant HSC phase may be possible in

this system.

The MTG symmetries play a key role in our analysis. In particular, they imply

the presence of 2q VHSs per Hofstadter band, as shown in Fig. 5.1. The magnetic

flux Φ = 2πp/q thus acts as a knob controlling the number of VHSs in the system,

which completely alters the RG flow and thus the possible instabilities of the system.

This is well illustrated by the two distinct reentrant HSC phases that we find at

π-flux (i.e. q = 2) and at 2π/3-flux (q = 3). For the former case, we identify a

nodal SC phase that respects all MTG symmetries as the winning RG instability at

1/4 and 3/4 lattice filling, even with perfect nesting in the competing SDW channel

that is degenerate with the SC channel in the absence of the magnetic field [157].

For q = 3, we find that, at 1/6 and 5/6 lattice filling, SC and SDW are nearly

degenerate when both are at perfect nesting, while CDW is favored at half-filling. A

small symmetry-allowed detuning from perfect nesting in the SDW therefore favors
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the pairing instability, which necessarily breaks a subset of the MTG symmetries

[61]. We find that the resulting SC state is a fully gapped chiral topological phase

with Chern number C = ±6 that preserves a Zq subgroup of the MTG. Surprisingly,

this phase also possesses an emergent self-similarity symmetry due to the RG flow

approaching a special self-similar fixed trajectory that exists as another consequence of

the MTG symmetries. We identify this self-similar fixed trajectory for all q, implying

that long-range self-similar HSC states can be competing instabilities at flux values

beyond those studied numerically in this chapter.

The main results presented in this chapter are:

• We perform a weak coupling renormalization group (RG) analysis for the elec-

tron ordering of the Hofstadter-Hubbard model on a square lattice, which es-

tablishes a rich competition of electronic orders, from which electronic pairing

emerges as a low energy instability.

• We find that some of the RG fixed points are characterized by an emergent self-

similarity, which reflects the non-trivial renormalization of the bare Hubbard

interaction in fractal Hofstadter bands.

• We predict for the repulsive Hubbard-Hofstadter model the existence of (i)

nodal d-wave superconductivity near 1/4 and 3/4 fillings in the π-flux lattice

(Φ = h/2e); (ii) chiral topological superconductivity with Chern number C =

±6 near 1/6 and 5/6 fillings in the ±2π/3-flux lattice (Φ = ±h/3e). The latter

arises when the interactions flow to a self-similar fixed trajectory of the RG flow

and are characterized by a self-similarity symmetry that enforces a polynomially

decaying real space order parameter.

These results open a new route in the pursuit of reentrant superconductivity in a

wide class of Hofstadter quantum materials including synthetic lattices and moiré

heterostructures.
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The rest of this chapter is organized as follows. In Sec. 5.2 we review the square

lattice fermionic HH model and its symmetries, and present the VHS patch model

with dispersions and interactions expanded around the VHS points at which the DOS

diverges. In Sec. 5.3, we establish the symmetry of the HSC by presenting the mean

field theory. We then analyse the repulsive Hubbard-Hofstadter model using RG

in Sec. 5.4. We first study the flow of the coupling constants, identifying a self-

similar fixed trajectory, and then analyse the flow of test vertices and corresponding

susceptibilities in order to identify the leading instabilities of the system. In Sec. 5.5,

We present a simple method based on symmetry argument that extended the gap

functions to the full BZ. We then study the topology of the q = 3 HSC by computing

the edge modes.

5.2 Model

In this section, we present the fermionic HH model with repulsive interaction on the

square lattice. We establish the form of the projected interaction at the q-fold VHSs

that will be used in the RG analysis.

We consider the nearest neighbor square lattice repulsive HH Hamiltonian

H = −
∑
⟨rr′⟩σ

t e2πiArr′c†rσcr′σ + h.c.− µ
∑
rσ

c†rσcrσ

+ U
∑
r

nr↑ nr↓ = H0 +Hint , (5.1)

with U > 0 where µ is the chemical potential, nrσ is the number operator with spin

σ =↑, ↓ at site r = (x, y) ∈ Z2, and Arr′ =
∫ r′

r
A · dr/Φ0 =

p
q
x(1− δyy′) corresponding

to a flux per unit cell Φ = 2πp/q that is a rational multiple of the flux quantum Φ0.

We work in the Landau gauge with vector potential A = xBŷ and set the lattice

constant a = 1. Note that while time-reversal symmetry (TRS) is broken by the
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orbital effect, we neglect the Zeeman splitting in our analysis and retain the full SU(2)

spin rotation symmetry, implying that our weak coupling analysis in applicable in the

regime EZ < ∆ ≪ W , where EZ is the Zeeman splitting and ∆ is the characteristic

energy scale of the electron instabilities. The interesting regime of spin polarized

Hofstadter bands case merits a separate discussion which is outside the scope of this

chapter.

In addition to TRS, the vector potential breaks the translation symmetry Tx

along the x direction. However, the magnetic translation T̂x = Txe
2πiaBy/Φ0 remains

a symmetry of the Hamiltonian. T̂x and the unbroken translation Ty = T̂y along the

y direction generate the non-Abelian magnetic translation group (MTG) satisfying

T̂xT̂y = ωp
q T̂yT̂x with ωq = e2πi/q being the qth root of unity. Point group symmetries of

the original Hamiltonian in the absence of the magnetic field similarly give rise to their

magnetic versions with appropriate gauge transformations of the vector potential. For

example, the original C4 symmetry becomes Ĉ4 = C4e
−2πixyB/Φ0 , where the additional

gauge transformation rotates A = xBŷ → yBx̂. The Ĉ4 symmetry will play a role

below when we consider the instabilities of the π-flux Hofstadter Hamiltonian.

The commutation relations imply that T̂ q
x and T̂y commute with each other and the

Hamiltonian, effectively enlarging the unit cell along the x direction. We correspond-

ingly define operators cR,s,σ = csx̂+R,σ with s = 0, . . . , q−1 being the sub-lattice index

defined modulo q and R = (qj, y) with j, y ∈ Z labeling the extended unit lattice

cites. Bloch’s theorem then applies to these operators and we can write the Hofstadter

Hamiltonian H0 in momentum space using cksσ = 1√
N

∑
R e

−ik·(sx̂+R)csx̂+R,σ , with N

being the total number of unit cells and where the quasi-momentum k is defined on

the folded magnetic Brillouin zone (MBZ) k = (kx, ky) ∈ [−π/q, π/q) × [−π, π). In

this basis

H0 = −
∑
ks

(2t cos(ky + sQ) + µ)c†ksσcksσ −
∑
k⟨ss′⟩

te−ikx(s−s′)c†ksσcks′σ , (5.2)
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and the magnetic translation symmetries act as T̂xcksσT̂
†
x = e−ikxck+Q,s+1,σ and

T̂ycksσT̂
†
y = e−ikycksσ, with Q = 2πp

q
ŷ. The Hofstadter Hamiltonian H0 can then

be diagonalized as H0 =
∑

kασ εα(k)d
†
kασdkασ using a unitary transformation

dkασ =
∑
s

U s
α(k)cks . (5.3)

Note that there is a large freedom in choosing the U(1) phases in U s
α(k). For concrete-

ness, we take U s+1
α (k+Q) = U s

α(k), which endures a canonical transformation under

MTG for the band operators: T̂xdkασT̂
†
x = e−ikxdk+Q,α,σ and T̂ydkασT̂

†
y = e−ikydkασ.

Furthermore, we fix the remaining gauge freedom by taking U1
α(k) ∈ R. This choice

makes it clear that the T̂x symmetry implies a q-fold degeneracy of each band,

εα(k) = εα(k+Q). This means we can further restrict the quasi-momentum to

a reduced magnetic Brillouin zone (rMBZ) p = (px, py) ∈ [−π/q, π/q)2 and define

dpℓασ = dp+ℓQ,ασ where ℓ = 0, . . . , q− 1 is the magnetic patch index defined modulo q

as defined in [61] (see Fig. 5.1 (c-d)). We also refer to ℓ as the rMBZ magnetic flavor

index to distinguish it from the VHS indices introduced below.

VHS Patch Model and Projected Interactions

Unlike earlier mean-field analyses of the fermionic HH model [62–65, 67, 69–71], here

we investigate the instabilities driven by repulsive on-site interactions due to diverging

DOS at the VHSs. In the square lattice Hofstadter model, the VHSs occur at electron

fillings that are odd multiples of 1/(2q) (counting spin), i.e. in half-filled Hofstadter

bands. In each band there are a total of 2q VHSs occurring at momenta Kℓ,v =(
(1 + v)π

q
, vπ

q

)
+ ℓQ which we label with the VHS index v = 0, 1 [336]. Note that

the VHSs thus lie at the images of the original VHSs of the square lattice at zero

flux under a rescaling of the momentum by 1/q, which is a consequence of the self-

similarity property of the Hofstadter spectrum [60, 337] that also implies that the
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Fermi surfaces are composed of q touching squares for any Hofstadter band (see Fig.

5.1 (a), (c-d)).

Within this weak-coupling framework we can project the interactions onto the

Fermi surfaces formed by a single band α, neglecting all other bands and expand

the dispersions around patches centered at the VHS momenta Kℓ,v, obtaining a VHS

patch model that we will analyse in in Sec. 5.4 using fermionic RG [74, 75, 77,

144]. We thus define the patch model operators dpℓvασ = dp+Kℓ,v,α,σ with p a small

momentum expanded around a patch centered at Kℓ,v. For bookkeeping purposes,

we include a redundancy in our description and allow v = −1 with the identification

Kℓ,−1 ≡ Kℓ−1,1 which makes the VHS and magnetic flavor indices conserved quantities

in Feynman diagrams we use in the RG analysis.

We then project Hint in Eq. (5.1) onto the patches obtaining an effective interac-

tion Hamiltonian

Hint → H
(α)
int =

1

2

∑
ℓmn

uvw,σσ′

g(α; ℓ,u)m,v;n,wd
†
ℓ+n,u+w,α,σd

†
−n,−w,α,σ′d−m,−v,α,σ′dℓ+m,u+v,α,σ , (5.4)

where ℓ,m, n = 0, . . . q − 1 are magnetic flavor indices, u, v,w = 0,±1 are the VHS

indices, and

g(α; ℓ,u)m,v;n,w = U
∑
s

U s
α (Kℓ+n,u+w)U s

α (K−n,−w)U s∗
α (K−m,−v)U s∗

α (Kℓ+m,v) (5.5)

are the coupling constants corresponding to interactions between electrons with total

momenta u(π, π)/q+ ℓQ, dressed by form factors originating from the unitary trans-

formation Eq. (5.3). Henceforth we will consider a fixed band α and drop the index

where it is clear from context.

As there are 2q VHSs, the number of coupling constants grows quickly with q,

which manifests the MTG action in momentum space. Taking hermiticity, MTG
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symmetries, and redundancy of the VHS indices into account, there are a total of

O(q2) independent coupling constants that can be classified into five processes ac-

cording to their VHS indices:

g(ℓ)1mn = g
(ℓ,0)
m,0;n,0 g(ℓ)1

′

mn = g
(ℓ,0)
m,1;n,1

g(ℓ)2mn = g
(ℓ,1)
m,0;n,0 g(ℓ)3mn = g

(ℓ,1)
m,0;n,−1

g(ℓ)4mn = g
(ℓ,0)
m,0;n,1 (5.6)

as shown in Fig. 5.1 (b). g1 and g1′ correspond to intra-patch processes for v = 0,±1

VHSs respectively, g2 (g3) is an inter-patch process without (with) exchange, and g4 is

a pair-hopping process. Note that in the absence of TRS, not all coupling constants

are necessarily real. In addition to relations imposed by hermiticity, the coupling

constants also satisfy g
(ℓ)j
mn = g

(ℓ+2),j
m−1,n−1 as a consequence of the MTG action on the

fermion operators T̂xdpℓvσT̂
†
x = e−ipxdp,ℓ+1,vσ. In particular, for odd q all coupling

constants can be expressed in terms of g
(0)j
mn . For even q, all coupling constants

can be expressed in terms of either g
(0)j
mn or g

(1)j
mn , with an additional relation g

(ℓ)j
mn =

g
(ℓ)j
m−q/2,n−q/2. By virtue of the MTG symmetries the coupling constants Eq.(5.6) thus

organize into processes that resemble those in zero magnetic field. As we will see in

Sec. 5.4, this has the important implication that the RG equations exhibit a degree

of self-similarity.

5.3 Mean Field Analysis

In this section, we present the mean-field theory of HSC using the standard Bogoliubov-

De Gennes (BdG) formalism to establish the symmetry of the HSC for q ̸= 1. For a

detailed discussion, see Chapter 4 or [61].
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5.3.1 Mean Field Hamiltonian

We start with the mean field Hamiltonian, which in the band basis reads

H =
∑
ℓ,α,p

εα(p)d
†
p,ℓ,αdp,ℓ,α +

1

2

∑
m,n,α,β,p

[
∆̂ℓ,α;ℓ′β(p)d

†
p,ℓ,αd

†
−p,ℓ′,β + h.c.

]
+H∆2 (5.7)

where α, β = 0, . . . , q − 1 are the Hofstadter band indices, ℓ, ℓ′ are the magnetic

patch indices (we omit the spin index), and

H∆2 =
∑

ℓ,n,m,p,p′

∆̂†
ℓ+m,−m(p)

[
g−1(p;p′)

](ℓ)
mn

∆̂ℓ+n,−n(p
′) (5.8)

is a term quadratic in the gap function arising from the Hubbard-Stratonovich trans-

formation and involving the inverse of the coupling tensor:

∑
oq

g(ℓ)mo(p;q)
[
g−1(q;p′)

](ℓ′)
on

= δℓ,ℓ′δmnδpp′ . (5.9)

Here we omitted the band indices in the interactions for simplicity as in the weak-

coupling approximation we assume only interactions within a single band play a

role and inter-band interaction will not play a role below. In the BdG formalism

we introduce the Nambu spinors Ψpℓα = (dpℓα, d
†
−pℓα), which allows us to write the

Hamiltonian as

H =
1

2

∑
ℓ,ℓ′,pαβ

Ψ†
pℓα [HBdG(p)]ℓ,α;ℓ′,β Ψpℓ′β +H∆2 (5.10)

where

[HBdG(p)]ℓ,α;ℓ′,β =

 εα(p)δαβ ∆̂ℓ,α;ℓ′,β(p)

∆̂†
ℓ,α;ℓ′,β(p) −εα(−p)δαβ

 (5.11)

is the BdG Hamiltonian. Note that when ∆̂ℓ,α;ℓ′,β = 0 for ℓ′ ̸= −ℓ (i.e. when only zero
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total momentum pairing is present), one can remove the magnetic flavor indices ℓ and

work on the non-reduced MBZ instead, replacing ∆̂ℓ,α;−ℓ,β(p) with ∆̂αβ(p + ℓQ), so

that the BdG Hamiltonian is a 2q × 2q matrix. In all other cases, however, the unit

cell needs to be extended due to the breaking of the T̂y MTG symmetry, resulting in

the q-fold folding of the MBZ into the rMBZ, in which case we have to work with a

2q2 × 2q2 BdG Hamiltonian.

5.3.2 Ginzburg-Landau Free Energy

To obtain the gap function in the mean field approach we need to minimize the

free energy, which yields the self-consistent gap equation. The free energy is in turn

obtained from Eq. (5.7) by integrating out the Ψpℓα fields from the partition function.

For this part of the calculation we assume that the pairing happens only in one band

α and so drop the band index. Using the Matsubara formalism we then find

F = −T
∑
ω,p

Tr
[
log βG−1(iω,p)

]
+H∆2 (5.12)

where ω = (2πj + 1)T with integer j are the Matsubara frequencies and we defined

the Gor’kov Green’s function

G(iω,p) = (iω −HBdG(p))
−1 =

=

 Ĝ(iω,p) F̂ (iω,p)

F̂ †(iω,p) −ĜT (−iω,−p)

 . (5.13)

Minimizing F with respect to ∆̂† gives the gap equation

∆̂ℓ+n,−n(p) = T
∑
ωp′m

g(ℓ)nm(p;p
′)F̂ℓ+m,−m(iω,p

′) . (5.14)
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Close below Tc we can expand the free energy and the Green’s functions in powers of

the gap function and obtain the linearized gap equation (see the Section in [61] for

details):

∆̂ℓ+n,−n(p) = − log
1.13Λ

T

∑
p′m

ν(p′)g(ℓ)nm(p;p
′)∆̂ℓ+m,−m(p

′) (5.15)

where ν(p) is the momentum resolved density of states at the Fermi level and Λ is

the high energy cutoff. We note that the linearized gap equation is equivalent to the

1 loop RG flow equation for the SC vertex and both give the same form of the gap

function.

As shown in [61] and discussed above, for odd q the gap function belongs to

a q-dimensional irrep which means that just as in the 1 loop RG flow there are

q degenerate solutions of the linearized gap equation that we can label ∆̂(L) with

L = 0, . . . , q−1 labeling the total momentum LQ of the corresponding Cooper pairs.

The solutions are picked such that

∆̂(L) T̂x−→ ∆̂(L−2) , (5.16)

∆̂(L) T̂y−→ ωpL
q ∆̂(L) . (5.17)

∆̂(L) then form q components of the irrep that are eigenmodes of the T̂y symmetry

and are generated by the T̂x symmetry [61]. Because the linearized gap equation is

linear (as is the 1 loop RG vertex flow equation), any linear combination

∆̂(p) =
∑
L

ηL∆̂
(L)(p) (5.18)

is a solution for any choice of the complex parameters ηL. The vector η = (η0, . . . , ηq−1)

constitutes the order parameter that is selected spontaneously once non-linear terms

are included.

In order to obtain the higher order terms we take Eq. (5.18) as the ansatz, plug
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it into the free energy in Eq. (5.12) and sum over the momentum p, which yields the

macroscopic Ginzburg-Landau free energy

F = a |η|2 +
∑
MN

bMN

∑
L

η∗L+Mη
∗
L−MηL+NηL−N (5.19)

where the parameters a and bMN are

a = H∆2 − log
1.13Λ

T

∑
p

ν(p)Tr
[
∆̂(L)†∆̂(L)

]
,

bMN =
7ζ(3)

32π2T 2

∑
p

ν(p)Tr
[
∆̂(L+M)†∆̂(L+N)∆̂(L−M)†∆̂(L−N)

]
. (5.20)

In order to compute the fourth order bMN coefficients, we note that the point with

high DOS ν(p) dominate in the sum, so we can get an approximate expression by

restricting the sum only to the VHS points Kℓ,v.

5.4 Renormalization Group Analysis

In this section, we extend the RG analysis developed previously for the half-filled

square lattice [74, 75, 157] and the quarter-filled hexagonal lattice [77] with 2 and 3

VHSs, respectively, to the patch model with 2q VHSs presented above. The competing

instability channels fall into two classes: particle-particle channels with momentum

transfers ℓQ; and particle-hole channels with momentum transfers (π, π)/q + ℓQ.

Due to the MTG symmetries, all the susceptibilities are independent of the magnetic

flavor indices ℓ, and the two relevant susceptibilities are Πpp(ℓQ) ≈ ν0 ln
2 Λ/T and

Πph((π, π)/q + ℓQ) ≈ dphν0 ln
2 Λ/T where Λ is the high energy cutoff, T is the tem-

perature and ν0 ln Λ/E is the DOS at energy E above the VHS [77, 86, 157]. Here we

introduce the standard phenomenological detuning parameter dph = Πph/Πpp ∈ [0, 1]

to account for possibly imperfect nesting in the particle-hole channels due to addi-
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tional symmetry allowed terms that break particle-hole symmetry at half-filling or for

chemical potentials slightly away from the VHSs [157]. For one loop RG, we obtain

the following flow equations for the coupling constants (repeated indices are summed

over):

ġ(ℓ)1mn = −g(ℓ)1mk g
(ℓ)1
kn − g

(ℓ)4
mk g

(ℓ)4∗
nk (5.21)

ġ(ℓ)1
′

mn = −g(ℓ)1
′

mk g
(ℓ)1′

kn − g
(ℓ)4∗
km g

(ℓ)4
kn

ġ(ℓ)2mn = dph

(
g
(ℓ+n−k)2
mk g

(ℓ+m−k)2
kn + g

(ℓ+n−k)4∗
k,m−1 g

(ℓ+m−k)4
k,n−1

)
ġ(ℓ)3mn = 2dphg

(ℓ+m+n+k)3
−n−k,−m−k

(
g
(k)2
m,−n−k − g(k)3mn

)
+ dphg

(ℓ+m+n+k)4
−n−k,−m−k

(
g
(k)4∗
n,−m−k − 2g

(k)4∗
n,m−1

)
+ dphg

(ℓ+m+n+k)4
−n−k,−n−ℓ−1g

(k)4∗
n,m−1

ġ(ℓ)4mn = −g(ℓ)1mk g
(ℓ)4
kn − g

(ℓ)4
mk g

(ℓ)1′

kn + dph

(
g
(ℓ+n−k)2
k−ℓ−m−n,−ℓ−ng

(ℓ+m−k)4
kn + g

(ℓ+n−k)4
mk g

(ℓ+m−k−1)2
k+1,n+1

)
+ dphg

(ℓ+m+n+k)4
−n−k,−m−k

(
g
(k−1)2
−m−k+1,n+1 − 2g

(k−1)3
1−k−m,−k−n

)
+ dphg

(ℓ+m+n+k)4
−n−k,−n−ℓ−1g

(k−1)3
1−k−m,−k−n

+ dphg
(ℓ+m+n+k)3
−n−k,−m−k g

(k)4
−m−k,n + dph

(
g
(ℓ+m+n+k),2
−n−k,−n−ℓ − 2g

(ℓ+m+n+k)3
−n−k,−m−k

)
g(k)4mn ,

where we have used the particle-particle susceptibility t = Πpp(E) = ν0 ln
2 Λ/E as

the RG time. High energy modes are integrated above the energy scale E. For q = 1,

i.e. zero flux, Eq.5.21 reduces to the standard result for the half-filled square lattice

in [74].

Under the RG flow some of the coupling constants diverge at some finite RG time

tc, indicating an instability of the Fermi surface (see Fig. 5.2 (a) and (c)). To study

these instabilities, we classify the vertices into SC, CDW and SDW to study their
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flow:

HSC = ∆(ℓ)
m;viσ

y
σσ′d

†
ℓ+m,v,σd

†
−m,−v,σ′ + h.c. (5.22)

HCDW = ρ[ℓ]m;vd
†
ℓ+m,−v,σdm,1+v,σ

HSDW = M[ℓ]
m;v · σσσ′d†ℓ+m,−v,σdm,1+v,σ′

with summation over the indices implied. ∆
(ℓ)
m;v, ρ

[ℓ]
m;v, andM

[ℓ]
m;v are the corresponding

SC, CDW, and SDW order parameters respectively with momentum transfers ℓQ for

SC and (π, π)/q + ℓQ for the CDW and SDW. Additionally, in order to determine

which instability actually takes place, we consider the flow of the susceptibilities χI

where I = ∆
(ℓ)
m;v, ρ̃

[ℓ]
k;v, M̃

[ℓ]
k;v corresponding to the instability[86, 144].

We studied the RG equations for p/q = 1/2, 1/3 and 2/3, with the results summa-

rized in Table 5.1. For zero flux, q = 1, we have recovered the results for the square

lattice with repulsive interactions at half-filling [74, 75, 157]. We now analyse the re-

sulting instabilities for q ̸= 1 where the magnetic field is applied. In this case, the RG

Eq.(5.21) in principle allow for a large number of fixed trajectories that characterize

the instabilities of the Hofstadter metal.

q = 2, dph = 1 q = 3, dph = 1 q = 3, dph = 0.8
Filling 1/4, 3/4 1/6, 5/6 1/2 1/6, 5/6 1/2

I ∆(0,+,−) M̃
[1]
0 ρ̃

[1]
2 ∆ ρ̃

[1]
2

αI 0.73 0.68 0.67 0.65 0.76

Symmetry T̂x, T̂y, Ĉ4(−1) T̂x(ω3), T̂y T̂x(ω3), T̂y(ω
2
3) T̂xT̂y(ω

n
3 ), Ŝ T̂x(ω3), T̂y(ω

2
3)

Table 5.1: Summary of instabilities I = ∆, M̃
[ℓ]
k , and ρ̃

[ℓ]
k , (SC, SDW, and CDW

respectively) found in the RG analysis for q = 2 (column two) and q = 3 at (dph = 1,
next two columns) and away from (dph = 0.8, last two columns) perfect nesting in the
particle-hole channels. The second row indicate the fillings corresponding to the VHSs
at which the instabilities are found. The fourth row indicates the critical exponent
αI of the corresponding instability and the last row shows its symmetry; values in
parentheses indicate the phase picked up by the order parameter under the symmetry,

e.g. ∆(0,+,−) Ĉ4−→ −∆(0,+,−). Recall that ωq = e2πi/q.
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5.4.1 Self-similar Fixed Trajectories

We have found that the RG equations Eq.(5.21) admit a universal fixed point tra-

jectory characterized by g
(ℓ)j
mn = gj/

√
q, i.e. coupling constants independent of the

magnetic flavor indices and depending only on the VHS patch indices. In this case,

gj again satisfy the same set of equations as for q = 1 [74] and we refer to such solu-

tions as self-similar fixed trajectories. Remarkably, we find numerically that when SC

becomes the leading instability for q = 3, the coupling constants tend asymptotically

to this self-similar fixed trajectory. The existence of a self-similar behavior in the RG

equations and their relation to unconventional SC is one of the main results of this

chapter.

5.4.2 Instabilities for q = 2

Unlike the q = 1 case, for q = 2 we find that an SC instability occurs already at

perfect nesting in both Hofstadter bands. As shown in [61], in this case the SC

orders belong to one of four one dimensional irreducible representations (irreps) of

the MTG determined by the gap function being even or odd under T̂y and T̂x. The

SC phase that wins in our RG calculation is even under both T̂y and T̂x, which

corresponds to ∆
(1)
m;v = 0 and ∆

(0)
0;v = ∆

(0)
1;v respectively. Furthermore, we find that

∆
(0)
m;0 = −∆

(0)
m;1 (see Fig. 5.3 (a)), which implies that the gap function is odd under

the magnetic Ĉ4 rotation. We note that this is an exceptional case, as for q > 2 the

gap function necessarily breaks one of the MTG symmetries, and must either break

the Ĉ4 symmetry or break the remaining MTG symmetry [61]. Only when the gap

function is both even or both odd under T̂x and T̂y, as in the present case, can it also

have a well-defined Ĉ4 symmetry.
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Figure 5.2: RG flow of coupling constants g
(ℓ)j
mn with ℓ = 0, 1 (solid and dashed lines

respectively), j = 1, 1′, 2, 3, 4 (red, light red, blue, magenta and green respectively),
and m,n = 0, . . . , q − 1 for (a) q = 2 at 1/4 filling at perfect nesting dph = 1; and for
(c) q = 3 at 1/6 filling with dph = 0.8 (U = 1 in arbitrary units in all plots). The
instability occurs at tc = 0.93 and tc = 1.46 for q = 2 and 3 respectively. The flows
for q = 2 and 3 are otherwise qualitatively similar, and both are similar to the flow
in the absence of the magnetic field: while all coupling constants are initially positive

or vanish, g
(ℓ)1
mn and g

(ℓ)1′
mn eventually change sign, leading to effective attraction in the

pairing channel. The inset in (c) shows the q = 3 flow normalized by g
(0)4
00 which

shows that the self-similar fixed trajectory g
(ℓ)j
mn = gj/

√
q is reached at the end of the

flow, as indicated by curves of the same color approaching the same value (we also
find g1 = g1′). (b) q = 2 RG flow of the susceptibilities χI with I corresponding to
SC with Cooper pairs with zero momentum (ℓ = 0, red) or momentum Q = 2πp

q
ŷ

(ℓ = 1, magenta), SDW (green) or CDW (blue). Initially χSDW is the fastest growing
susceptibility, but eventually The ℓ = 0 SC susceptibility takes over. The inset shows
the corresponding critical exponents αI =

(
1− logtc−t χI

)
/2 for the same range of

RG times t. The largest exponent at the end of the flow is αSC,ℓ=0(tc) ≈ 0.73. (d)
Shows that analogous plots for q = 3, but in this case the ℓ = 0 and 1 SC channels are
degenerate so only the former is plotted; in this case red and magenta colors indicate
the suscpetibilities at v = 0 and 1 VHS points respectively, which contribute to the
same SC channel. The largest exponent at the end of the flow is αSC(tc) ≈ 0.65.
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5.4.3 Instabilities for q = 3

For q = 3 we do not find a definitive winning instability at perfect nesting: depending

on the initial value of the vertices, either SC or ρ̃
[1]
2 CDW susceptibility can diverge

first in the middle band, while SC or M̃
[1]
0 SDW diverge first in the top and bottom

bands. This suggests strongly competing instabilities that likely remain degenerate

at perfect nesting as in the q = 1 case, and a small detuning from perfect nesting

generally favors SC instabilities. We find that for dph = 0.8, SC is a clear winner in

the top and bottom bands at 1/6 and 5/6 fillings, but CDW remains the apparent

leading instability at half-filling. Remarkably, we find that when SC is the winning

instability, the RG flow approaches the self-similar fixed trajectory g
(ℓ)j
mn = gj/

√
q

within numerical accuracy, as shown in the inset in Fig. 5.2 (c). We therefore expect

the results for the q = 1 case to generalize in this case.

Indeed, the SC phase we find in the top and bottom bands satisfies ∆
(0)
m;v = ∆

(0)
m+1;v

and ∆
(0)
m;0 = −∆

(0)
m;1, similar to the q = 2 and q = 1 cases. Unlike those cases,

however, there is no natural interpretation of these relations in terms of MTG and

Ĉ4 symmetries. As shown in [61], in this case the gap function transforms according

to a 3D irrep of the MTG and necessarily breaks at least one of T̂x or T̂y, and any Ĉ4

symmetric gap breaks all of the MTG symmetries.

In order to determine the symmetries of the resulting degenerate ground states it

is necessary to minimize the fourth order terms in the Ginzburg-Landau free energy

Eq.(5.19). We thus find that the solutions are of the form |ηL| = η, arg[ηL] =

±4π/3δLM for some fixed M = 0, 1, 2, for a total of six solutions. As shown in [61],

these solutions are precisely the solutions symmetric under ωpM
3 T̂xT̂

±1
y for the + and

− cases respectively (equivalently, the gap functions pick up a phase of ω−2pM
3 under

T̂xT̂
±1
y ). The fact that there are six solutions instead of three as one would expect

from the breaking of the T̂x symmetry is due to the fact that the Ĉ4 symmetry is also

broken and maps T̂xT̂y to T̂yT̂
−1
x . In all cases the ground states have a Z3 symmetry.
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The Z3 symmetry determines the rest of the ∆
(ℓ)
m;v order parameters for ℓ ̸= 0, so

below we will focus on the form of ∆
(0)
m;v only.

The ∆
(0)
m;v = ∆

(0)
m+1;v condition extended to ∆

(0)
m (p) = ∆

(0)
m+1(p) on the full rMBZ

implies an additional symmetry that emerges under the RG flow, which we refer to

as a self-similarity symmetry Ŝ. This symmetry acts as on the gap function as

∆(p)
Ŝ−→ T̂x(p)∆(p)T̂x(−p) (5.23)

which is in contrast to the canonical action of T̂x itself, which acts as ∆(p)
T̂x−→

T̂x(p)∆(p)T̂ T
x (−p) [61]). Stated another way, Ŝ acts as T̂x on the particle sector but

as T̂−1
x on the hole sector in the Nambu space of the Bogoliubov-de Gennes (BdG)

formalism. In the sub-lattice basis cks, Ŝ acts on the gap function as ∆
(ℓ)
ss′(k)

Ŝ−→

∆
(ℓ)
s−1,s′+1(k+Q).

5.5 Projected Gap Functions

Since the RG only determines the order parameter at the VHS points, it is necessary to

extend it to determine the nature of the resulting phase (chiral or nodal). In principle,

one needs to extend the RG calculation to the whole BZ, which is computationally

prohibitive already for moderate q. Even solving the self-consistent gap equation for

a constant Hubbard interaction numerically is quite challenging. We therefore adopt

a simpler approach and construct an ansatz gap function in real space in the crσ basis

first (e.g. standard s- or d-wave gap functions with up to nearest neighbor terms, etc.),

and then projecting onto the Hofstadter band of interest via dkασ =
∑

s U s
α(k)cksα

with the band index α fixed.
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Figure 5.3: (a) Gap functions at the VHS obtained from the RG analysis for q = 2
at perfect nesting (left) and for q = 3 at dph = 0.8 in the top and bottom Hofstadter
bands (right). In both cases the gap function changes sign between the two VHSs
v = 0, 1. Here we focus on pairing with zero total momentum ℓ = 0, with pairings for
ℓ ̸= 0 determined by MTG symmetries. (b) Real space structure of the gap function
for q = 2 even under T̂1 and T̂2 and odd under Ĉ4, shown within a single magnetic
unit cell (the pattern repeats in all cells). (c) Profile of the gap function ∆Rxx̂,s;0,s′ for
q = 3 as a function of the horizontal magnetic unit cell separation Rx between Cooper
pairs (with lattice constant a = 1). Note that the gap function oscillates between
each unit cell and decays as 1/R2

x at long distances. See Section 5.5 for more details.
(d) The projection onto the Fermi surface of the gap function for q = 2 shown in
(b) as a function of the angle θp along the Fermi surface within the rMBZ (note

that ∆
(ℓ)
m are equal within each patch m). Note that the gap crosses zero, indicating

nodes in the fermionic spectrum. (e-f) The projection onto the Fermi surface of the
model gap function for q = 3 for the top (red) and bottom (blue) bands that agrees
with the gap function found in the RG analysis. Note that the magnitude of the gap
function never vanishes as shown in (e), implying that the fermionic spectrum is fully
gapped (the sharp features at θp = 0, π are due to the corners of the Fermi surface).
The phase of the projected gap functions, however, winds by ±4π around the Fermi
surface in the top and bottom bands respectively, as shown in (f), implying each ∆

(ℓ)
m

contributes ±2 to the Chern number. Plots (c-e) are given in arbitrary units as the
magnitude of the gap function is not determined within the weak coupling theory.
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The gap function at the VHSs is defined as

HSC,V HS =
∑
ℓ,m,v

∆(ℓ)
m;vd

†
ℓ+m,vd

†
−m,−v + h.c. (5.24)

where v = 0, 1 is the VHS index and m = 0, . . . , q − 1 is the magnetic flavor index.

The full gap function defined on the reduced MBZ is

HSC =
∑
ℓ,m,p

∆(ℓ)
m (p)d†p,ℓ+md

†
−p,−m + h.c. =

=
∑
m,n,p

∆̂mn(p)d
†
p,md

†
−p,n + h.c (5.25)

where the latter is the notation of [61]. The gap function can be extended to include

pairing between different bands α and β:

HSC =
∑

m,n,α,β,p

∆̂mα,nβ(p)d
†
pαmd

†
−pβn + h.c =

=
∑

m,n,s,s′,p

∆m,s;n,s′(p)c
†
p+mQ,sc

†
−p+nQ,s′ =

=
∑

R,R′,s,s′

∆R,s;R′,s′c
†
Rsc

†
R′,s′ (5.26)

∆m,s;n,s′(p) is thus the gap function in the sub-lattice basis. We further define ∆
(ℓ)
ss′(k)

with k defined in the un-reduced MBZ via ∆m,s;n,s′(p) = ∆
(m+n)
ss′ (p + (m − n)Q/2).

∆
(ℓ)
ss′(k) is then simply the gap function in the sub-lattice basis corresponding to

pairing with total momentum ℓQ and defined on the original MBZ. We thus have

∆̂mα,nβ(p) =
∑
ss′

U s
α(p+mQ)U s′

β (−p+ nQ)∆m,s;n,s′(p)

=
∑
ss′

U s+m
α (p)U s′+n

β (−p)∆m,s;n,s′(p) (5.27)
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The second line follows from our gauge choice U s+1
α (k+Q) = U s

α(k). We also have

∆m,s;n,s′(p) =
1

N

∑
R,R′

e−i(p+mQ)·r−i(−p+nQ)·r′∆R,s;R′,s′ =

=
1

N

∑
R,R′

e−ip·(r−r′)−iQ·(mr+nr′)∆R,s;R′,s′ (5.28)

or equivalently

∆
(ℓ)
ss′(k) =

1

N

∑
R,R′

e−ik·(r−r′)−iℓQ·(r+r′)/2∆
(ℓ)
R,s;R′,s′ =

=
1

N

∑
R,R′

e−ik·(r−r′)−iℓQ·(R+R′)/2∆
(ℓ)
R,s;R′,s′ (5.29)

Note that ∆
(ℓ)

R+R′′,s;R′+R′′,s′
= eiℓQ·R′′

∆̄
(ℓ)
R,s;R′,s′ . The projection of ∆m,s;n,s′(p) (or

equivalently ∆R,s;R′,s′) onto the α band simply amounts to computing ∆̂mα,nα(p) ≡

∆̂mn(p), assuming the rest of the components vanish.

We then seek ∆̄R,s;R′,s′ such that ∆̂mn(K0,v) = ∆
(ℓ)
m;v as found in the RG calcula-

tion. Note that thanks to the MTG symmetry, we can look at the ℓ = m + n = 0

channel alone, the rest being obtained by simple application of T̂x symmetry (for

q > 2 we then find the MTG symmetry of the ground state by minimizing the fourth

order free energy in Section 5.3). In particular, for both q = 2 and the lower and

upper bands for q = 3 we found ∆
(0)
m;0 = −∆

(0)
m;1. We also use the relations in this

section to establish the action of the self-similarity symmetry Ŝ in different bases.

Recall that it imposes ∆
(0)
m;v = −∆

(0)
n;v for all m and n (for q = 2 we find the same

relation, but as a consequence of the usual T̂x symmetry). On ∆̂mn(p), this symmetry

acts as

∆̂mn(p)
Ŝ−→ ∆̂m+1,n−1(p) =

[
τ∆̂(p)τ

]
mn

(5.30)

where τmn = δm,n−1 is the shift matrix. This is in contrast to the action of T̂x itself,

which acts as ∆̂mn(p)
T̂x−→
[
τ∆̂(p)τT

]
mn

= ∆̂m+1,n+1(p). From the action of the Ŝ
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in the band basis, we establish its action on the gap function components in other

bases: e.g., it acts on ∆
(ℓ)
ss′(k) as

∆
(ℓ)
ss′(k)

Ŝ−→ ∆
(ℓ)
s−1,s′+1(k+Q) (5.31)

and as a convolution in real space:

∆Rs;R′s′
Ŝ−→ e−iQ·(R−R′)

∑
X∈qZ

sinc

[
π

q
(X + 2)

]
∆R,s+1;R′+Xx̂,s′−1 (5.32)

where sinc(x) = sin x/x is the inverse Fourier transform of e2ikx .

In the real space basis cRs, the action of this symmetry has a highly non-local

character: ∆Rs;R′s′
Ŝ−→ e−iQ·(R−R′)

∑
X∈qZ sinc

[
π
q
(X + 2)

]
∆R,s+1;R′+Xx̂,s′−1, where

sinc(x) = sinx/x (see Section 5.5 for details of the change of basis transformation).

In particular, if ∆Rs;R′s′ is symmetric under Ŝ, it decays as 1/(Rx −R′
x)

2, implying a

long-range order and an obstruction to constructing fully localized Wannier states of

the BdG Hamiltonian (see Fig. 5.3 (c)).

5.5.1 Gap Function for q = 2

For q = 2, the gap function ∆
(0)
m (p) is symmetric under T̂x, T̂y and odd under Ĉ4,

such that it takes a unique nearest-neighbor form in the cks basis, namely:

∆
(0,+,−)
ss′ (k) = ∆0 (cos kxσ

x
ss′ − cos kyσ

z
ss′) (5.33)

The anti-symmetry of this order parameter under Ĉ4 symmetry can be checked di-

rectly by using

Ĉ4cp+ℓQ,sσĈ
†
4 =

1
√
q

∑
s′ℓ′

ω−p(ss′+ℓs′+ℓ′s)
q cp̄+ℓ′Q,s′σ (5.34)
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where p̄ = (−py, px) (one can also check that the RHS in Eq. (5.34) is an eigenstate

of T̂x). Fig. 5.3 (b) shows the corresponding gap function ∆R,s;R′,s′ in real-space

in the cRs basis. We will see in the next section that the gap function ∆
(0)
m (p) is

then obtained by projecting ∆
(0,+,−)
ss′ (k) onto the band basis dkα. Importantly, the

resulting gap is nodal (see Fig. 5.3 (d)). A gap function of this form has been

considered as a toy model of a nodal d-wave superconductor in a magnetic field

in [338], but without a microscopic justification or a consideration of its symmetries

presented here (indeed, the gap function in that model does not transform as a proper

irreducible representation of the MTG for q > 2). The π-flux superconductor on a

square lattice has also previously been studied using quantum Monte Carlo at half-

filling, i.e. at the Dirac nodes of the normal spectrum, where a so-called ds∗ SC phase

has been found [339]. The corresponding gap function has the form ∆
(0,+,+)
ss′ (k) =

∆0 (cos kxσ
x
ss′ + cos kyσ

z
ss′) and we find that it is precisely the T̂x, T̂y symmetric gap

that is even under Ĉ4, and therefore distinct from the phase we find in RG at VHS

fillings.

5.5.2 Gap Function for q = 3

For q = 3, we find that the extended gap function respecting the Ŝ symmetry and

matching the RG result at VHSs has a simple form in the sub-lattice basis:

∆
(0)
ss′(k) = ∆0 [1− cos kx − cos(ky − (s− s′)Q)] (5.35)

Though as mentioned above this gap function cannot be written down in real space

using nearest neighbor terms, it can be constructed using an extended s-wave gap

function ∆
(S)
rr′ = ∆0(δrr′ −

∑
a δr,r′+a/2) where a is summed over all nearest neighbors

of the square lattice. The real space order parameter can then be obtained by re-

peatedly applying the Ŝ symmetry discussed in Section 5.4, ∆Rs;R′s′ =
∑

j Ŝ
j
[
∆

(S)
rr′

]
.
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Figure 5.4: Edge modes in the BdG spectrum of the Hofstadter SC for q = 3 with
cylindrical boundary conditions open in the y direction for the self-similar T̂xT̂y sym-
metric gap function Eq. (5.35) at (a) 5/6 and (b) 1/6 filling (chemical potential
µ = ±2.44 respectively, with t = 1 and ∆0 = 0.02 in (a) and 0.2 in (b), taking
100 extended unit cells along the y direction; see Section 5.3 for details of the BdG
Hamiltonian). The spectra are colored according to a weighted inverse participation
ratio with green and red indicating states localized to the top and bottom edges of
the cylinder respectively, while blue indicates bulk states. In (a) there are pairs of
crossing edge modes at zero energy around px = ±2π/9, and we find that each is
three-fold degenerate, corresponding to Chern number 6. In (b) there are six right-
moving and six left-moving zero energy edge modes are located around px = ±π/6,
giving a total Chern number −6. Observe that the edge modes of the same color
move in opposite direction in (a) and (b). Localized edge modes at higher energies
that do not cross zero energy are the normal state edge modes that connect to higher
energy Hofstadter bands not shown in the figure.
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We then obtain the extension ∆
(0)
m (p) by projecting onto the band basis dpℓα (see

Section 5.5), and find that the resulting order parameter is fully gapped and chiral,

∆
(0)
m (p) ∼ e±2iθ with ± for the upper and lower bands respectively, contributing a

Chern number of ±2 (see Fig. 5.3 (e-f)). An important consequence of the Ŝ sym-

metry is the three fold degeneracy of the BdG spectrum of the fermionic excitations,

which therefore implies that the total Chern number of this phase is ±6. In the next

section, we verify this property numerically for the T̂xT̂y symmetric gap function by

computing edge mode in a finite system with cylindrical boundary conditions periodic

in the x direction and open in the y direction (taking advantage of the gap function

being short-ranged in the latter). The resulting spectrum is shown in Fig. 5.4.

5.6 Summary and Discussion

Hofstadter systems have recently experienced a renaissance caused by the advent of

2D moiré superlattices realizing large magnetic fluxes in laboratory accessible mag-

netic fields. For nearly four decades, Hofstadter bands have been predominantly

studied as platforms for the quantum Hall effect, following the seminal work of Thou-

less and collaborators [22] that showed that it is a consequence of the topology of filled

Hofstadter bands. However, this connection between Hofstadter systems and quan-

tum Hall effect is but one aspect of the rich physics embodied by fractal electronic

bands.

This chapter invites a broader view on the potentialities of Hofstadter quantum

materials. Rather surprisingly, using the powerful renormalization group method we

showed that repulsive interactions can produce superconductivity when the Fermi

energy lies in the vicinity of Van Hove singularities that are tunable and generically

present in every Hofstadter band. The resulting prediction of emergent supercon-

ductivity in Hofstadter bands is surprising not just because of the role played by
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electronic interactions, but also - and perhaps primarily - because it describes the

formation of Cooper pairs in large magnetic fields that cause a strong orbital ef-

fect commonly viewed as detrimental for superconductivity. Our analysis therefore

establishes a new microscopic mechanism for the realization of reentrant superconduc-

tivity in Hofstadter materials, which could be within near-term experimental reach in

moiré superlattices. We have investigated the nature of electronic instabilities on the

square lattice Hofstadter-Hubbard model, using weak coupling renormalization group

to characterize competing electronic orders when the Fermi level is brought near a

manifold of 2q VHSs and the flux per unit cell is Φ = 2πp/q.

The main contributions presented in this chapter are:

• We have established the form of the repulsive Hubbard interaction at the q-fold

degenerate VHSs of the Hofstadter bands. We have derived the symmetries

of the coupling constants under a canonical gauge that is consistent with the

magnetic translations, such that the 2q projected interactions at the VHSs are

classified into five groups.

• We have performed a Fermionic RG analysis allowing for the treatment of com-

peting instabilities on equal footing, revealing how the progressive elimination

of high energy modes renormalizes the bare repulsive interactions and opens low

energy instability channels.Our analysis shows a rich set of RG equations that

possess self-similar fixed trajectories related to the RG equations at zero field.

Remarkably, we find that the self-similar fixed trajectory is reached by the RG

flow for q = 3 when the SC instability occurs.The existence of a self-similar

structure in the RG flow is a remarkable property of Hofstadter systems that

illustrates the power of the magnetic translation group in constraining the low

energy instabilities.

• We analysed two representative instabilities found by the RG analysis, with
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the results summarized in Table 5.1: First, for p/q = 1/2 corresponding to the

TR-symmetric π-flux phase we have identified nodal d-wave superconducting

instabilities near 1/4 and 3/4 fillings. The nodal order parameters are odd under

the magnetic rotation Ĉ4 and have unusual real space structure (see Fig. 5.3

(b)) giving rise to a gapless spectrum of Bogoliubov quasiparticles that manifest

themselves in a linear-in-temperature specific heat. Second, for p/q = 1/3, 2/3

corresponding to ±2π/3 flux lattices our analysis uncovers the existence of a

novel chiral topological superconductors near 1/6 and 5/6 fillings. These TRS

broken paired states break Ĉ4 symmetry while preserving a Z3 subgroup of the

MTG, thus realizing a Z3 Hofstadter superconductor classified in Ref. [61].

• We have characterized the novel phases associated with these instabilities by

a bulk Chern number topological invariant C = ±6, which accounts for a chi-

ral phase with 6 net chiral Majorana edge modes. A universal experimen-

tal signature of such phases is a quantized thermal Hall coefficient κxy/T =

6× (π2k2B/3h).

• We have found that the chiral phases occur when the system flows to the self-

similar trajectory of the RG equations and as a result possess a self-similarity

symmetry Ŝ defined in Eq. (5.23) that forces the real-space order parameters

to be long-ranged, providing another experimental signature of these phases.

Moreover, since the self-similar trajectory is present for all q, the self-similar

HSC instability is viable for all values of the magnetic flux. The prediction of

unconventional nodal and self-similar topological superconductivity in partially

filled Hofstadter bands form intrinsic electronic interactions is the main result

of this chapter.

• We have found several closely competing spin and charge density wave instabil-

ities that break MTG symmetries and that may be of experimental interest in
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their own right. Below the transition temperature, these states can coexist with

the HSC states and can give rise to rich and complex phase diagram similar to

those of high Tc superconductors [340]. Moreover, the multi-component nature

of the HSC order parameters implies that vestigial density wave orders may

appear in the vicinity of the SC instability and can provide an experimental

signature of these phases[304].

Our theoretical findings on the square lattice Hofstadter-Hubbard model may

inform the realization of reentrant Hofstadter superconductivity in a number of ex-

perimental platforms, including optical lattices [316, 319–322] and twisted cuprate

moiré systems [334, 335]. Moreover, the RG framework developed here for the square

lattice can be directly generalized to other Hofstadter systems. A particularly inter-

esting direction is to extend this formalism to effective lattice models describing the

band structure of magic angle twisted bilayer graphene where 2π/3 and π flux lattices

can be realized at accessible magnetic fields B ∼ 8 T and B ∼ 12 T, respectively.

In that regard, the experimental observation [309] of reentrant behavior in magic

angle twisted bilayer graphene with small Zeeman splitting (∼ 2 meV) may offer a

promising route to search for emergence of Hofstadter superconductivity, enabled by

the competition of electronic orders in the rich manifold of Van Hove singularities

present in moiré Hofstadter superlattices.

The RG theory can also be extended to the case of spin polarized bands for ma-

terials in which the Zeeman splitting is strong. In that regime triplet Hofstadter

superconductivity may become possible. Recent observations of triplet SC in twisted

trilayer graphene [196, 341] as well as Bernal stacked bilayer graphene [342] indicate

that this may be another promising route to realizing HSCs. Of course in all these

systems, including TBG, strong correlation effects may play an important role, which

are known to affect the Hofstadter spectrum [273, 343, 344] and have been seen to

lead to fractional and ferromagnetic states in experiment in the Hofstadter regime
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[2, 48, 98]. Including these strong coupling effects in the theory of Hofstadter super-

conductivity in the RG framework is a challenging task we leave for a future study,

but we expect a non-trivial interplay of HSC with these strongly correlated states

that can give rise to even more unconventional phases.



144

Chapter 6

Discussion and Outlook

In this thesis, we have investigated novel quantum collective phenomena of electrons in

fractal Hofstadter bands. In particular, we have theoretically investigated novel topo-

logical phase transitions caused by lattice effects, provided a framework describing

pairing of electrons in Hofstadter bands, and shown how the competition of electronic

orders via repulsive interactions provides a pathway to novel symmetry-broken and

topological electronic orders.

In Chapter 3, we established a theoretical framework describing topological quan-

tum criticality in Hofstadter-Chern insulators (HCIs) on the honeycomb lattice. We

found novel topological phase transitions described by a universality class of multi-

flavor Dirac fermions, which arise from the coupling between topological states and the

underlying lattice structure, which are distinct from traditional quantum Hall plateau

transitions that occur in the Landau level regime. Exploiting the self-similarity of

the Hofstadter bands, we identified a universal spectral function dubbed the Thou-

less function, which serves as a powerful tool in classifying the topological phase

transitions tuned by the modulation of lattice hopping parameters on the honeycomb

lattice. Furthermore, we have shown that these topological phase transitions are

characterized by large jumps in the Hall conductance. Moreover, we have proposed a
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general connection relating the energy scales of these quantum critical points with the

presence of Van Hove singularities in Hofstadter-Chern bands. This work also opens

many interesting directions to study quantum critical phenomena in superlattices. A

promising direction would be to explore strain induce topological quantum criticality

in van der Waals heterostructures. Furthermore, it is an open question whether the

interplay of magnetic fields and higher order VHSs[189, 190] could provide even richer

critical phenomena. The methods developed in this thesis serve as a starting point

to address these future directions.

In Chapter 4, we established a theoretical framework of Hofstadter superconduc-

tivity, which is described as the charge 2e condensates formed by pairing of electrons

in self-similar Hofstadter bands. We showed that the multi-dimensional order param-

eter of Hofstadter superconductors are classified by the irreducible representations

of the magnetic translation group (MTG) acting on charge 2e fields. This led us to

formulate a Ginzburg-Landau theory of Hofstadter superconductivity based on this

group-theory analysis, which shows a rich phase diagram. A central result of our anal-

ysis is that the magnetic translation symmetries are necessarily broken when electron

pairings arise in Hofstadter bands. In particular, we identified a new class of charge

2e condensate dubbed Zq Hofstadter superconductor formed when MTG is broken

down to a cyclic Zq subgroup. Interestingly, these states can support unconventional

excitations, such as Bogoliubov Fermi surfaces[121–132] and chiral Majorana edge

states[133]. Therefore, our classification of electronic pairing in Hofstadter bands

paves the way to exploring phenomena beyond that in conventional superconductors.

In Chapter 5, we developed a new theory of competing electronic orders in fermionic

Hofstadter systems. In particular, we analyzed the role of repulsive Hubbard interac-

tion in the vicinity of the VHSs of the Hofstadter bands. Due to magnetic translations,

Hofstadter bands support a rich manifold of degenerate VHSs, whose number (pro-

portional to q) can be tuned as a function of the magnetic flux Φ = 2π(p/q)h/e per
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unit cell. Exploring this control knob, we performed a weak coupling renormalization

group (RG) analysis which establishes a rich competition of electronic orders, from

which electronic pairing emerges as a low energy instability. We found a class of RG

fixed points characterized by emergent self-similarity, which reflects the non-trivial

renormalization of the bare Hubbard interaction in fractal Hofstadter bands. We

analyzed two representative instabilities given by the RG: First, for p/q = 1/2, we

have identified nodal d-wave superconducting instabilities near 1/4 and 3/4 fillings.

Second, for p/q = 1/3, 2/3, our analysis uncovers the existence of novel chiral topo-

logical superconductors near 1/6 and 5/6 fillings. We have characterized these novel

phases by a bulk Chern number topological invariant C = ±6, which accounts for a

chiral phase with 6 net chiral Majorana edge modes, which in principle can be verified

in the experiments by measuring thermal Hall coefficient. Moreover, we have found

several competing spin and charge density wave orders that break MTG symmetries.

Below the transition temperature, these states can coexist with the Hofstadter SC

states and can give rise to rich and complex phase diagram.

There is a number of interesting questions that deserve future investigation re-

garding the nature of pairing in Hofstadter system. First, it would be desirable to

find direct connections between the phenomenological Ginzburg-Landau theory estab-

lished on symmetry grounds and microscopic models describing moiré superlattices

subject to a perpendicular magnetic field [270–273], with the purpose of shedding

light on realistic parameter regimes conducive to the realization of electronic pairing

in moiré Hofstadter bands [1, 2, 45, 47–49, 109]. Second, given that the ground states

we find have a large degeneracy of order q, in a real system it is natural to expect

domain formation. The study of such domains requires considering gradient terms in

the Ginzburg-Landau free energy in Eq. (5.19) that we have ignored in this chapter.

Additionally, other spatial defects (of the order parameter and/or of the underly-

ing lattice) such as dislocations and disclinations are possible. It could therefore be
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fruitful to study the nature of low energy excitations of Hofstadter superconductors

in the presence of such defects to seek possible realizations of defect-bound Majo-

rana fermions [274, 275]. The study of these lattice defects may also shed light on

the meaning of “gauging” the magnetic translation group, similar to the approach of

gauging internal [276] and spatial symmetries [277]. Another potentially rich scenario

could be explored by studying interfaces of Hofstadter superconductors, where dif-

ferent Majorana backscattering may lead to 1D SPT interfaces [278–281] supporting

non-Abelian domain walls [282–291].

Furthermore, the presence of a multi-component order parameter characterizing

Hofstadter superconductors with phases relations fixed by the magnetic translation

group suggests the possibility that this system may support interesting classes of

Leggett modes [292]. In the context of pair density waves (PDW), multi-component

pairing order parameters are also known to lead to fractional vortices [221, 228, 244,

293–295], as well as induced or vestigial orders like charge density waves or charge

4e condensates [137, 197, 228, 245, 296–304]. This raises the question of what such

phenomena may look like in Hofstadter SCs, for example whether vortices trapping

a 1/q fraction of the flux quantum may be possible [221, 297, 305, 306]. Note that

charge 4e, 6e and higher charge Q orders would be classified by irreps of the MTG

beyond those considered here, with irrep dimensions given by the greatest common

divisor gcd(q,Q) [220].

In conclusion, the theoretical works presented in this thesis shed new light on novel

quantum phenomena in fractal electronic bands. We hope that our theoretical investi-

gations may stimulate the experimental search of exotic quantum critical phenomena

and unconventional superconductivity in a widely accessible class of two-dimensional

heterostructures. In particular, this study may provide new insights in the pursuit of

long-sought topological superconductors - a holy grail of modern physics. The ideas

proposed in this thesis may then be a starting point to explore an exciting frontier in
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quantum physics.
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[52] T. Feil, K. Výborný, L. Smrčka, C. Gerl, and W. Wegscheider, Physical Review

B 75, 075303 (2007).

[53] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C. Burton, and W. Ketterle,

Physical Review Letters 111, 185302 (2013).

[54] M. Aidelsburger, M. Atala, M. Lohse, J. T. Barreiro, B. Paredes, and I. Bloch,

Physical Review Letters 111, 185301 (2013).

[55] S. Powell, R. Barnett, R. Sensarma, and S. Das Sarma, Physical Review A 83,

013612 (2011), publisher: American Physical Society.

[56] D. Pfannkuche and A. H. MacDonald, Physical Review B 56, R7100 (1997).

[57] M. Sato, D. Tobe, and M. Kohmoto, Physical Review B 78, 235322 (2008).

[58] J. Y. Lee, C. Wang, M. P. Zaletel, A. Vishwanath, and Y.-C. He, Physical

Review X 8, 031015 (2018).

http://dx.doi.org/10.1126/science.aad2102
http://dx.doi.org/ 10.1038/s41567-020-01129-4
http://dx.doi.org/ 10.1103/PhysRevLett.92.256801
http://dx.doi.org/10.1103/PhysRevLett.92.036802
http://dx.doi.org/ 10.1103/PhysRevB.75.075303
http://dx.doi.org/ 10.1103/PhysRevB.75.075303
http://dx.doi.org/10.1103/PhysRevLett.111.185302
http://dx.doi.org/ 10.1103/PhysRevLett.111.185301
http://dx.doi.org/10.1103/PhysRevA.83.013612
http://dx.doi.org/10.1103/PhysRevA.83.013612
http://dx.doi.org/10.1103/PhysRevB.78.235322
http://dx.doi.org/ 10.1103/PhysRevX.8.031015
http://dx.doi.org/ 10.1103/PhysRevX.8.031015


154

[59] J. Herzog-Arbeitman, Z.-D. Song, N. Regnault, and B. A. Bernevig, Physical

Review Letters 125, 236804 (2020).

[60] J. Wang and L. H. Santos, Physical Review Letters 125, 236805 (2020).

[61] D. Shaffer, J. Wang, and L. H. Santos, Physical Review B 104, 184501 (2021).
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[151] M. Rasolt and Z. Tešanović, Reviews of Modern Physics 64, 709 (1992), pub-

lisher: American Physical Society.

[152] A. H. MacDonald, H. Akera, and M. R. Norman, Australian Journal of Physics

46, 333 (1993), publisher: CSIRO PUBLISHING.

[153] J. C. Ryan and A. K. Rajagopal, Physical Review B 47, 8843 (1993), publisher:

American Physical Society.
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