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Abstract

Essays on the Effects of Information Disclosure in Hospital Markets

By Kaylyn R. Sanbower

Hospital quality is complex and multidimensional, making it difficult to quantify and com-
municate. These challenges drive information problems that may affect the hospitals that
patients choose, hospital prices, and hospital investment decisions. This creates the possi-
bility for novel measures of hospital quality to affect hospital markets and the efficiency of
health care delivery. Online reviews are one such measure; they provide an aggregate, ac-
cessible measure of hospital quality, which may affect these markets. Using hospital reviews
from the online rating platform, Yelp, and numerous hospital data sources, the papers in
this dissertation employ causal inference techniques to provide new evidence about the ef-
fects of online reviews on hospital markets and how hospitals might work to improve patient
experience of care.

The first analysis shows that patients are willing to travel further to receive care from a
hospital with a higher star rating. Reflective of this underlying mechanism, the second
study shows hospitals can charge higher prices following a higher aggregate star rating.
These findings highlight the incentives that hospitals face to prioritize patient experience
and motivate the final chapter, which shows that hospital star ratings increase in response
to windfall profits. Using the review text, additional analysis shows that this is driven,
at least in part, by the presence of amenities, which is suggestive of hospital investment
behavior. These studies further our understanding of information disclosure in hospital
markets, informing policy and providing a foundation for further research.
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1

Chapter 1

Online Reviews and Hospital Choice

Information problems in health care and the multifaceted nature of hospital quality complicate

hospital choice. Online reviews provide an accessible, salient means through which researchers

and health care decision-makers can gather information about a hospital’s quality of care,

and given their increasing popularity, these measures may affect hospital choice. Using the

universe of hospital Yelp reviews and inpatient claims data for elective procedures in Florida

from 2012 through 2017, this analysis exploits exogenous variation in online hospital ratings

over time to identify the effect of this information on hospital choice. The analysis finds that

among admissions for elective, inpatient procedures, patients are willing to travel between

5 and 30 percent further to receive care from a hospital with a higher Yelp rating, relative

to other hospitals in the market. These results indicate that novel, accessible sources of

information have the potential to affect health care decisions.
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1.1 Introduction

Information problems complicate decision making processes, particularly in the context of

complex products and services. One such service is hospital care, where difficulties in mea-

suring and communicating quality result in incomplete information among patients and even

health care providers. Government initiatives including websites and provider report cards

attempt to improve upon the paucity of information, but they do not encompass the breadth

of features of care relevant to hospital choice (Dafny and Dranove, 2008; Dranove and Sfekas,

2008; Zhe Jin and Sorensen, 2006). When selecting a hospital, decision makers may value

clinical and non-clinical aspects of care, and if existing measures are incomplete, metrics

that provide new and relevant information or present existing information in a more acces-

sible way may have notable effects on hospital choice (Dranove and Jin, 2010; Cutler, 2011;

Garthwaite et al., 2020). Online review platforms provide a novel, accessible means by which

to gather information about the experience of care at a given hospital and may therefore be

relevant to the hospital decision making process (Ranard et al., 2016).

This study examines the relationship between online reviews and hospital choice using hos-

pital Yelp reviews and inpatient claims data from 2012 through 2017. During that time,

Yelp was a particularly popular site for hospital reviews. Hospital profiles on the platform

grew tenfold between 2010 and 2018, with nearly 50% of all general acute care hospitals

represented by year-end 2018. Yelp also provides a compelling source of exogenous variation

for causal inference. The star ratings presented on the platform are an average of the prior

user reviews, rounded to the nearest half-star. I use this rounding to construct an instrument

for the percentile rank of a hospital’s star rating in its respective market. I capture hospital
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choice using Florida inpatient claims data for planned or elective procedures—namely labor

and delivery and orthopedic surgery—because these patients are better able to shop for a

hospital than those with urgent or emergency admissions. I then estimate a discrete choice

model using a control function approach, where patient utility depends on a hospital’s star

rating relative to others in the market, among many other factors.

Overall, online reviews matter for hospital choice. The results show that labor and delivery

patients are willing to travel an additional 0.68 miles for a standard deviation increase in

percentile rank of hospital star ratings, which is approximately a half-star increase. With

an average distance of 8.8 miles among these patients, this represents a 7.7% increase in

willingness to travel. Orthopedic surgery patients are willing to travel 4.4 more miles, which is

33.9% further for a standard deviation increase in rating. The different magnitudes between

these two results correspond to the nature of labor and delivery in contrast to orthopedic

surgery. The results for both procedures are robust to alternative specifications and different

market definitions. Falsification analyses that estimate the model in the context emergency

department admission find null results, which indicates that the main findings are not simply

spurious and lends further confidence to the conclusion that online reviews affect hospital

choice.

In identifying this causal relationship, my analysis contributes to the growing literature on

the effect of information disclosure in health care. I find empirical evidence that online

reviews affect hospital choice, which supports the notion that health care decision-makers

are responsive to accessible, aggregate, patient-driven measures of quality (Chandra et al.,

2016; Varkevisser et al., 2012; Dranove and Jin, 2010; Dafny and Dranove, 2008; Dranove
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and Sfekas, 2008; Zhe Jin and Sorensen, 2006). Studies of health care report cards find that

providers with higher reported quality have increased market share and that this form of

quality disclosure is informative to consumers (Cutler et al., 2004; Zhe Jin and Sorensen,

2006; Dafny and Dranove, 2008; Bundorf et al., 2009). Other studies highlight the difficulty

in measuring and communicating hospital quality, and note that people are more responsive

to overall ratings and measures of patient satisfaction as opposed to granular, clinically

driven measures (Dranove and Sfekas, 2008; Romley and Goldman, 2011; Scanlon et al.,

2002; Pope, 2009; Chandra et al., 2016). My analysis both lends support to those existing

findings and provides new evidence that identifies how a novel source of information—online

reviews—is relevant to care decisions.

While economic theory predicts that decision makers will respond to a given type of infor-

mation, whether or not they do must be investigated empirically. Online reviews possess

characteristics that, in theory, should allow them to provide clarity to the decision making

process, but in the absence of empirical evidence, that relationship is uncertain. My analysis

informs this open question, demonstrating that online reviews affect hospital choice.

1.2 Information Disclosure in Hospital Care

Various efforts seek to divulge information on hospital quality. Existing measures consist pri-

marily of process, outcome, and patient experience of care metrics. Process of care measures

capture the extent to which the hospital treats its patients based on the best-known stan-

dards of care, whereas outcome of care measures communicate the results. The Centers for

Medicare and Medicaid Services (CMS) collect these data for hospitals that receive Medicare
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payments. CMS also measures patient experience of care through the Hospital Consumer As-

sessment of Healthcare Providers and Systems (HCAHPS) survey, which collects information

from hospital patients following an inpatient stay.

Information disclosure efforts, such as hospital report cards and U.S. News and World Re-

port ratings, work to synthesize and communicate clinical quality and HCAHPS patient

satisfaction measures more accessibly. Dranove and Sfekas (2008) finds that when report

card scores do not conform with existing beliefs patients select different hospitals, and Pope

(2009) shows that the U.S. News and World Report ratings affect hospital choice.1

While these metrics provide valuable information, they also have notable shortcomings that

can affect both decision making in hospital markets and our understanding of hospital quality

more generally. For example, CMS has gathered quality of care metrics for some time, but

their disclosure was fragmented due to legislative issues and other difficulties. CMS sought

to improve hospital quality disclosure through its website,“Hospital Compare,” which made

these data available and aggregated them into star ratings. However, industry concerns

about the methodology behind the aggregate star ratings thwarted these efforts, and as

such, it was not a consistently viable source of information over the sample period for this

study (American Hospital Association, 2016, 2017).2 The inconsistent availability of this

information limits its potential to inform hospital choices.

Further, existing metrics may not address all of the relevant features of hospital care because

1See https://health.usnews.com/health-care/best-hospitals/articles/faq-how-and-why-we-rank-and-rate-
hospitals.

2In November 2020, CMS announced that they would aggregate each of their independent
“Compare” platforms into a single quality compare site title “Care Compare.” During the tran-
sition, CMS noted that they would not update the star ratings for hospitals until July 2021.
See https://www.aha.org/news/headline/2020-11-12-cms-will-not-update-hospital-star-ratings-quality-data-
january.

https://health.usnews.com/health-care/best-hospitals/articles/faq-how-and-why-we-rank-and-rate-hospitals
https://health.usnews.com/health-care/best-hospitals/articles/faq-how-and-why-we-rank-and-rate-hospitals
https://www.aha.org/news/headline/2020-11-12-cms-will-not-update-hospital-star-ratings-quality-data-january
https://www.aha.org/news/headline/2020-11-12-cms-will-not-update-hospital-star-ratings-quality-data-january
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they are limited to clinical quality measures and structured survey instruments. In the case of

hospital report cards, Dranove and Sfekas (2008) argues that other studies find mixed results

on the effect of report cards because they do not always disclose novel information. Romley

and Goldman (2011) finds that non-clinical dimensions of the hospital experience impact

hospital demand, but those features are not included in the existing metrics.3 Additionally,

these metrics report lagged quality information, which creates a notable barrier for decisions-

makers who want to include timely information into their choice criteria. In summary, our

understanding of hospital quality disclosure is based on the prevailing measures that paint a

fragmented picture of the hospital experience, thereby perpetuating the information problems

that plague this market. This speaks to the potential importance of measures that provide

novel, accessible, and relevant information on hospital care.

To the extent that online reviews embody these characteristics, they are positioned to provide

valuable information to the hospital selection process. Existing research finds that online

reviews provide new information, addressing numerous dimensions of care not captured in

the HCAHPS survey and highlight the potential for online reviews to speak to aspects of

care that are relevant to decision-makers (Ranard et al., 2016). Online reviews are imper-

fectly correlated with HCAHPS ratings and show little to no correlation with clinical quality

measures, which emphasizes that these metrics likely communicate novel information (Bar-

dach et al., 2013; Howard and Feyman, 2017; Campbell and Li, 2018; Perez and Freedman,

2018). Even if hospital reviews do not provide new information, they could affect choice

3Conversely, there is a growing literature on the response to increased cost sharing in health care, which
finds that patients do not shop for lower-cost providers (Brot-Goldberg et al., 2017; Desai et al., 2017;
Mehrotra et al., 2017; Chernew et al., 2018). This indicates that forms of disclosure need to address relevant
dimensions of care to affect choice and that demand responses in health care will likely be limited to novel
quality information on non-clinical aspects of care.
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if they makes information more accessible. In health care, we can think of accessibility

as both the disclosure itself and the ability of decision-makers to interpret the information

once disclosed. Hospital reviews may make information more accessible in multiple ways.

They disclose quality on a platform that is likely more familiar than the outlets used to

communicate formal quality metrics, they can be updated in real time, and they mirror

traditional “word-of-mouth” communication which has been shown to affect hospital choice

(Dellarocas, 2003; Moscone et al., 2012). Further, online reviews—and more specifically Yelp

reviews—make information more accessible through aggregate star ratings and narratives of

the patient perspective of care. While this discussion demonstrates that online reviews pos-

sess the necessary characteristics to affect hospital choice, whether or not they do is an

empirical question that this study informs.

1.3 Data

This paper analyzes the effect of online reviews on hospital choices using two main sources

of data. Online review data come from the rating platform, Yelp, which is well-suited for

this analysis due to its popularity over the study period. Data on hospital choices come

from Florida inpatient claims, which I limit to elective admissions for specific medical needs

(namely, labor and delivery, and orthopedic surgery). The study incorporates data from

the American Hospital Association (AHA) Annual Survey, which is the most comprehensive

source of data on hospital characteristics. Lastly, the analysis includes additional hospital

features and quality measures from CMS. The following subsections first describe the data
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sources independently and then detail the final combined datasets used in the analyses.

1.3.1 Online Reviews

Yelp has been a popular outlet for crowd-sourced information on various services and busi-

nesses over the past decade. Yelp launched in 2004 and within three years amassed one

million reviews.4 The platform continued to gain popularity through the 2010s, and while

Google is now the most commonly used review site, Yelp appears to be the most prominent

source of online review information during the study period, which begins in 2012 and ends

in 2017.5

A hospital appears on Yelp once its profile has been established, which can be done by a

user, or a hospital, or a Yelp employee. Then, users may review the hospital by leaving a

star rating of 1 through 5 and a narrative comment. Both a star rating and a comment are

required to post a review. Only users registered on Yelp may leave a review, but anyone can

view them either through a search engine or looking directly on the site. When a visitor

arrives to the site, they first see a summary of the hospital, which includes the number

of reviews, an aggregate star rating, and other location and contact information. They

can then click on the hospital to go beyond the summary and view each review that the

hospital received. Yelp’s algorithm determines the order in which reviews are presented, and

it only presents reviews that are not deemed fraudulent. Any reviews identified as spam or

inauthentic are not included in the aggregate star rating and are available separately under

the link “other reviews that are not currently recommended.” The reviews were collected

4See https://www.theatlantic.com/technology/archive/2011/07/infographic-the-incredible-six-year-
history-of-yelp-reviews/242072/.

5See https://www.reviewtrackers.com/reports/online-reviews-survey/.

https://www.theatlantic.com/technology/archive/2011/07/infographic-the-incredible-six-year-history-of-yelp-reviews/242072/
https://www.theatlantic.com/technology/archive/2011/07/infographic-the-incredible-six-year-history-of-yelp-reviews/242072/
https://www.reviewtrackers.com/reports/online-reviews-survey/
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using web scraping methods to compile a dataset that consists of the date, the star rating,

the review narrative, and the user ID for all of the hospital reviews on Yelp through year-end

2018.6

Using the star ratings from each of these reviews, I construct the aggregate rating for a

hospital at any given point in time. The aggregate rating that a visitor would see is the

average of a hospital’s star ratings rounded to the nearest half-star. I refer to this value

as the “observed” rating, and it takes on values between 1 and 5 in half-star increments.

For example, a hospital with three ratings (1, 4, and 5 stars) has an average rating of 3.33,

but the observed rating is 3.5 stars. Note that the underlying average rating is not directly

observable to the visitor to the site, and therefore, the transformation of this average value

to the nearest half-star provides plausibly exogenous variation to observed hospital ratings.

I limit the Yelp reviews to hospitals in Florida to correspond with the hospitals available

in the claims data. Similar to the national level trends, less than 20% of Florida hospitals

had a Yelp profile prior to 2012 (McCarthy et al., 2020). By year-end 2012, nearly 25% of

hospitals in the state were on the platform, and by the end of the study period (2017), this

figure surpasses 50%. Figure 1.1 shows the number of new ratings posted to the platform

by year. The growth in this figure can be explained both by the increase in the number of

hospitals on the platform and the frequency with which hospitals are reviewed. For example,

in 2012 there was an average of two new reviews per year for every hospital on the platform,

but by 2017 there were eight new reviews per hospital. This speaks to the popularity of the

platform and provides evidence that people use it to share their experiences.

61.9.1 provides details on the data collection and cleaning process.
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Figure 1.1: New Hospital Reviews on Yelp by Year
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Notes: The figure depicts the number of new reviews on Yelp for hospitals in Florida by year.

1.3.2 Inpatient Claims Data

Hospital choice data come from the Florida Agency for Health Care Administration (AHCA),

which maintains claims data for the state of Florida. The data comprise the population of

inpatient discharges from 2012 through 2017, including patient characteristics and diagnosis

and procedure codes relevant to the admission. To maintain patient confidentiality, the

AHCA omits patient identification, social security, and medical record numbers. They also

withhold the patient’s date of birth, and instead provide their age at time of admission.

Lastly, in lieu of admission and discharge dates, the agency discloses quarter of admission.7

I limit the data to elective admissions at general acute care hospitals. This eliminates urgent

or emergency room admissions, in order to isolate patients whose hospital choices were not

7Due to these confidentiality measures, I cannot identify repeat or first-time patients and that the timing
in the analysis can be no more granular than quarter level.
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impaired by the circumstances of their admission. I drop any admissions where the patient is

discharged to court, law enforcement, or a psychiatric facility, as this may indicate that the

patient had limited agency in selecting the hospital. Additionally, I eliminate observations

with missing or foreign zip codes, along with any patients who are not from Florida. I drop

any admissions to hospitals that are not included in the AHA data.

To analyze the effect of online reviews on hospital choice, I focus on common procedures

for which the patients have at least some freedom to select their hospital, as is the case for

labor and delivery and orthopedic surgery admissions.8 Existing research on hospital choice

has studied labor and delivery admissions because of the potential for patients to seek out

information and scrutinize their options (Avdic et al., 2019). Additionally, text analysis

of the Yelp data used for this study finds that labor and delivery is frequently discussed

in the review narratives, indicating that it may be an influential information source for

those planning child birth. For similar reasons, researchers have analyzed elective orthopedic

surgery admissions to understand hospital choice (Gutacker et al., 2016). In the U.S. context,

this procedure is particularly useful because it is common among Medicare patients—namely

Medicare fee-for-service patients—where insurance restrictions do not limit hospital choice.

The following subsections discuss procedure-specific limitations on the data and summarize

the online review data, claims data, and hospital characteristics that comprise the final

dataset for the given procedure.

81.9.3 details the ICD-9 and ICD-10 codes used to identify the admissions for the respective procedures.
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Labor and Delivery Data

I limit the labor and delivery data to admissions for patients with ages between the 5th

to 95th percentiles, which results in an age range of 20 to 38. The data include Medicaid,

Medicaid HMO, and privately insured patients, where 49% have private insurance. I include

each of these payer types because the data show that it is unlikely that hospitals are turning

away Medicaid patients for this type of admission. 1.9.3 provides details on the public

insurance options in Florida. Lastly, I drop hospitals that average fewer than five labor and

delivery admissions per quarter to limit the data to hospitals that are viable choices for this

procedure. This leaves 361,040 labor and delivery admissions across 86 hospitals.

Table 1.1 summarizes the resulting dataset. The average patient in the data is nearly 29

years old and is equally likely to have Medicaid or private insurance. The majority of the

patients are white, and nearly a third identify as Latina. The second panel in Table 1.1

includes hospital characteristics from AHA and CMS data. There are 86 hospitals in the

sample, and they are more likely to be private, system hospitals, but are equally likely to be

for-profit or non-profit. Further, 7% are major teaching hospitals and 51% satisfy a broader

definition of teaching hospital, which, for example, includes hospitals with residency training

approval and medical school affiliations. Of those hospitals, 46 of them have a Yelp presence

at some point during the sample period. The average end-of-quarter observed rating is 2.9,

and on average, a hospital receives 1.3 new reviews each quarter. While I can calculate a

hospital’s observed rating at any point in time, I present end-of-quarter observed ratings and

number of new ratings per quarter to correspond with the unit of time in the claims data,

and subsequently the unit of time used in the choice model.
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Table 1.1: Summary Statistics: Labor and Delivery

Mean Median St. Dev. 5th Pct. 95th Pct.

Patient Characteristics

Age 28.81 29.00 4.82 21.00 37.00

Private Insurance 0.49 0.00 0.50 0.00 1.00

Black 0.19 0.00 0.39 0.00 1.00

Latina 0.29 0.00 0.45 0.00 1.00

Asian 0.02 0.00 0.14 0.00 0.00

Hospital Characteristics and Quality

Total Beds 400.16 298.00 374.11 119.90 1007.75

Physicians 26.59 8.00 55.03 0.00 117.00

Nurses 719.35 450.00 878.14 177.65 2310.95

Government 0.11 0.00 0.32 0.00 1.00

Non-profit 0.50 0.00 0.50 0.00 1.00

Major Teaching Hospital 0.07 0.00 0.26 0.00 1.00

Any Teaching Hospital 0.51 1.00 0.50 0.00 1.00

System Member 0.83 1.00 0.38 0.00 1.00

Payer Mix 0.57 0.56 0.11 0.39 0.75

Case Mix Index 1.59 1.59 0.17 1.33 1.87

Hospital Wide Readmission Rate 15.99 15.90 1.06 14.40 17.80

Yelp Reviews

Observed Rating 2.91 3.00 0.84 1.50 4.50

New Reviews 1.28 1.00 1.53 0.00 4.00

Notes: Patient characteristics are from inpatient claims data for labor and delivery admissions
and are measured at the annual level. Over the sample period there are 361,040 admissions.
The hospital characteristics are measured annually. The Yelp reviews data are measured at the
quartlerly level to correspond with the unit of time available in the inpatient claims data.
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Orthopedic Surgery Data

For orthopedic surgery admissions, I limit the data to Medicare fee-for-service (FFS) claims

for knee or hip replacement among beneficiaries aged 65 and above.9 By limiting the data to

FFS admissions, I can focus on patients whose choices are not restricted by specific insurance

networks. 10 I then omit any admissions in the top 5th percentile of ages, which results in

an age range of 65 to 85. Lastly, I limit the analysis to hospitals that average at least one

orthopedic surgery admission per quarter, to eliminate any hospitals that are not viable

choices.11 The resulting sample comprises 128,862 admissions at 132 hospitals.

Table 1.2 summarizes these data. The average patient in the data is around 73 years old

and more likely to be female. The patients are overwhelmingly white. The second panel

shows that of the 132 hospitals in the sample, the majority are private, members of a hospital

system, and about half of the hospitals have some teaching capacity. Over the sample period,

73 hospitals had a Yelp profile, with an average aggregate rating of 2.88, and an average of

1.22 new reviews per quarter. The data sources used for this table are analogous to those

used for Table 1.1.

1.3.3 Hospital Markets

To analyze hospital choice, I also need to determine the relevant market for each respective

patient. In both antitrust litigation and economic research, hospital market definitions are a

9Information on the relevant diagnosis related group (DRG) codes is in 1.9.3.
10Additional information on Medicare eligibility can be found here:

https://www.cms.gov/Medicare/Eligibility-and-Enrollment/OrigMedicarePartABEligEnrol.
11This differs from the minimum requirement that I impose upon the labor and delivery data, because

there are fewer orthopedic surgery admissions overall and that restriction would eliminate hospitals that
appear to be viable options for this procedure.

https://www.cms.gov/Medicare/Eligibility-and-Enrollment/OrigMedicarePartABEligEnrol
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Table 1.2: Summary Statistics: Orthopedic Surgery

Mean Median St. Dev. 5th Pct. 95th Pct.

Patient Characteristics

Age 73.26 73.00 5.49 65.00 83.00

Black 0.036 0.00 0.19 0.00 0.00

Latino 0.043 0.00 0.20 0.00 0.00

Asian 0.005 0.00 0.07 0.00 0.00

Male 0.394 0.00 0.49 0.00 1.00

Hospital Characteristics and Quality Measures

Total Beds 332.97 249.00 324.30 84.00 835.00

Physicians 24.52 6.00 62.45 0.00 112.50

Nurses 571.14 373.00 750.23 113.90 1613.40

Government 0.10 0.00 0.30 0.00 1.00

Non-profit 0.42 0.00 0.49 0.00 1.00

Major Teaching Hospital 0.05 0.00 0.23 0.00 1.00

Any Teaching Hospital 0.47 0.00 0.50 0.00 1.00

System Member 0.86 1.00 0.35 0.00 1.00

Payer Mix 0.56 0.56 0.11 0.38 0.73

Case Mix Index 1.56 1.55 0.19 1.27 1.87

Hospital Wide Readmission Rate 16.03 15.90 1.04 14.40 17.87

Hip and Knee Replacement Readm. Rate 4.92 4.90 0.74 3.80 6.30

Yelp Reviews

Observed Rating 2.88 3.00 0.96 1.00 5.00

New Reviews 1.22 1.00 1.60 0.00 4.00

Notes: Patient characteristics are from inpatient claims data for orthopedic surgery admissions and
are measured at the quarter level. Over the sample period there are 128,862 admissions. The hospital
characteristics are measured annually. The Yelp reviews data are measured at the quartlerly level to
correspond with the unit of time available in the inpatient claims data.
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point of contention given the inextricable link between these definitions and the conclusions

of the analyses in which they are employed. Gaynor et al. (2013) notes that market definitions

are often the determining factor in antitrust cases. In economic research, hospital market

definitions play a critical role in analyzing the various competitive forces in these markets.

Traditionally, hospital choice models rely on hospital referral regions (HRR), health service

areas (HSA), and counties to define hospital markets. While these definitions are useful and

suitable to certain analyses, they also have notable shortcomings. HRRs, for instance, are

based on referral patterns for tertiary surgery and have not been updated since 1993. They

are, therefore, unlikely to accurately capture hospital markets for patients seeking other

types of care in recent years (Everson et al., 2019). Unlike HRRs, HSAs are based on annual

Medicare inpatient hospital fee-for-service claims, which makes them better suited to capture

current markets. However, depending on the analysis, they are still limited to what is likely

not a representative sample of patients. Lastly, commonly used geographic boundaries may

impose limits that may not be characteristic of a patient’s true choice set.

Community detection (CD) algorithms provide a novel way for researchers to define hospital

markets that addresses the shortcomings of existing market definitions (Everson et al., 2019).

In the hospital context, community detection leverages patterns of patient flows to identify

groups of hospitals that draw patients from common zip codes.12 Note that this is essentially

the same process that is used to determine HRRs and HSAs, but by using these methods

to define markets instead of relying on existing definitions, researchers can gain valuable

flexibility. CD methods allow the researcher to more precisely determine relevant markets and

update these market definitions as often as their data allow, which indicates that researchers

121.9.4 describes the community detection method in greater detail.
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can define markets in ways that may better reflect the competitive landscape and observed

choices of the hospitals in their analyses.

I employ these methods to define procedure-specific hospital markets using zip code level

patient flows.13 Separately for each procedure, I aggregate the claims data to determine

the number of patients from a given zip code admitted to each hospital. I then use these

aggregate values to implement the CD method and determine the relevant hospital markets.14

Regardless of procedure, there are additional features of the data and my empirical setting

that must be considered. First, note that these algorithms can define markets that consist

of only a single hospital, and in the context of a hospital choice analysis, monopoly markets

are uninformative. Further, markets with too few rated hospitals are of limited use in an

analysis of reviews and choice given that this effect is likely to depend on a hospital’s rating

relative to other hospitals in its market. Therefore, for each procedure, I use the broadest

market definition from the community detection methods, and then I layer in additional

restrictions. I limit the final sample to choice sets that have at least three hospitals on

Yelp, which ensures that there are sufficient nearby hospitals on the platform for it to be a

viable source of information. Additionally, I require that at least one hospital in the market

has three or more reviews, because in order for a hospital to have an average rating that is

not equal to a half-star increment, it must have at least three reviews.15 Ultimately, these

13Please see https://github.com/graveja0/health-care-markets for an excellent resource that explains how
to construct these markets. For more detail on my adaption of his code, please see my github repository:
https://github.com/kaylynsanbower/hospital-marketshares. Note that this does not include the data used
for this analysis per the terms of my data use agreement.

141.9.4 details the CD methodology in the context of this analysis.
15In the market definitions used for the main specifications for both labor and delivery and orthopedic

surgery, there are no rounded hospitals that are eliminated based on this criteria. This is important because
it dispels concerns that the main source of exogeneity–the rounding–might be correlated with other variables
that are relevant for limiting the sample.

https://github.com/graveja0/health-care-markets
https://github.com/kaylynsanbower/hospital-marketshares
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criteria serve to limit the analysis to markets where Yelp is a sufficiently popular platform.

The final consideration pertains to the distance to each hospital in a patient’s choice set.

Markets consist of groups of hospitals that draw patients from a common set of contiguous

zip codes. This means that the market may include hospitals that are further away than

the patient would realistically travel. Therefore, for the main results, I limit the patient’s

choice set to hospitals whose centroid distance from the patient’s home zip code falls within

a certain radius. Sections 1.5 and 1.6 detail their respective choice sets used for estimation,

which include these restrictions and procedure-specific caveats.16

1.4 Empirical Approach

To investigate the effect of online reviews on hospital choice, I model patient utility as a

function of hospital Yelp ratings, relative to other hospitals in the market. These ratings

can directly affect utility, meaning that the patient herself incorporates the star ratings into

her decisions, or indirectly, through family, friends, and physicians, who gleaned information

from this platform.17 Therefore, I estimate the following model where patient i’s utility from

receiving care at hospital j at time t is defined as:

uijt = vijt + εijt

= β1Pj,t−1 + β2NRj,t−1 +D′ijαd +H ′jtαh +Q′jtαq +X ′ijtαx + εijt.

(1.1)

16Given the importance of the market definition in this analysis, I also implement the econometric approach
using the market definitions from other CD algorithms, FIPS codes, and HSAs in the supplemental material.

171.9.2 presents information showing that people do in fact engage with the platform, which indicates that
this information is likely relevant to some people involved in selecting a hospital.
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The first two terms of vijt capture a hospital’s Yelp presence in t− 1. Recall that the most

granular unit of time for the hospital admissions data is quarter-year. Hence, t refers to the

quarter of admission. If online reviews affect hospital choice, then this information must

enter into the decision prior to admission. As such, the utility function captures a hospital’s

rating at the end of the prior quarter, i.e., t − 1.18 Specifically, Pj,t−1 is the percentile

rank of a hospital’s star rating among the hospitals in its market. By using the percentile

rank instead of raw star ratings, I capture a hospital’s quality information relative to other

hospitals on the platform.19 Further, because some hospitals in a patient’s choice set are not

on the platform, NRj,t−1 is an indicator for whether or not the hospital is rated.

The utility function also includes Dij, which is a vector of linear and squared centroid dis-

tances between the patient’s home and the hospitals in her choice set. Hospital characteristics

are represented by Hjt, which includes counts of total beds, physicians, nurses, indicators

for government, for profit status, system members, and teaching hospitals, and payer mix.

The vector Qjt controls for clinical quality using hospital readmission rates. For labor and

delivery, Qjt refers to hospital wide 30-day readmission rates, and in the case of orthopedic

surgery, Qjt also includes 30-day readmission rates for hip and knee replacement.

Lastly, to allow for a rich substitution pattern, Xijt is a vector of hospital-level variables

interacted with patient-level variables. These hospital variables include distance, total beds,

case mix index, payer mix, and readmission rates. The individual-level variables applicable

18This allows up to three months for a patient to internalize these ratings, but one might be concerned
that this timeline does not leave sufficient time for patients admitted at the beginning of the quarter to use
this information. The supplemental material includes results with a two quarter lag, but the results are
unchanged, which likely reflects the limited flow of new reviews per quarter (1.3 on average).

19The percentile rank is calculated among rated hospitals, where the lowest rated hospital’s percentile
rank is 1/n, and the highest ranked is 1. Non-rated hospitals have a zero percentile and an indicator to
designate that they are not rated.
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for both procedures are age, and race and ethnicity indicators including Black and Latino.

For labor and delivery, I also include an indicator for public insurance because the data have

a mix of private and publicly insured patients. For orthopedics, I include an indicator for

the sex of the patient. The error term, εijt, is assumed to be i.i.d. Type I extreme value,

which yields the common logit form for the probability of patient i selecting hospital j. Note

that because patients must choose a hospital in order to appear in these data, there is no

outside option. I estimate the underlying utility parameters using maximum likelihood.

I am interested in identifying the effect of Yelp star ratings on hospital choice. One concern,

however, is that hospital star ratings—and percentile rankings based on these ratings—

are endogenous. Hospital reputation, for example, is likely to affect choice and also likely

correlated with Yelp ratings. The current model, therefore, will suffer from omitted variable

bias.20 Moreover, I am interested in the direct effect of star ratings on choice, not the

relationship between underlying quality of various dimensions and hospital selection. To

identify this effect, I use a control function approach to implement an instrumental variable

strategy. Recall that the star rating that a visitor to Yelp would see for a given hospital is the

average of each of its individual reviews rounded to the nearest half star. Therefore, at the

midpoint between each half-star increment, hospitals above are rounded up and those below

are rounded down. This transformation generates exogenous variation in hospital ratings

that I use to instrument for the percentile rank of a hospital’s star rating. Specifically, I

construct as an instrument an indicator for being rounded into a higher rating, where a

hospital is considered rounded if it is within the range of the midpoint and 0.1 above the

20The supplemental material includes these biased results, which for both procedures are still positive and
significant but have different magnitudes.
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midpoint.

Using this instrument, I estimate the model using a control function approach, which con-

ditions on the part of the observed rating that is correlated with other unobserved hospital

characteristics relevant to hospital choice. The control function isolates exogenous variation

in the percentile rank variable due to rounding and then controls for the remaining endoge-

nous variation in the observed percentile rank by including the first stage residuals as an

additional covariate, which enables consistent estimation of the percentile rank coefficient

(Petrin and Train, 2010). To implement, I first estimate the following equation,

Pj,t−1 = γRj,t−1 + ζNRj,t−1 +D′ijψd +H ′jtψh +X ′ijtψx + εijt, (1.2)

where a hospital’s percentile rank is the function of the instrument—an indicator, R, for

whether or not the hospital is rounded up into the next star rating—and all of the right-

hand side variables included in Equation 1.1. I then include the residuals, ε̂ijt, in the following

equation to recover a consistent estimate of β1. The second stage, therefore, is

uijt = β1Pj,t−1 + β2NRj,t−1 +D′ijαd +H ′jtαh +X ′ijtαx + ε̃ijt, (1.3)

where εijt = ηεijt + ε̃ijt, and ε̂ijt is an estimate for εijt. I use this specification for the main

results. Additionally, to provide a more readily interpretable result, I use the coefficients

from this model to calculate a patient’s willingness to travel (WTT) for a standard deviation

increase in percentile rank. This is defined by the negative marginal rate of substitution

between percentile rank and the measures of distance multiplied by the average standard
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deviation of percentile rank across choice sets. For the main results, this is

WTT = −∂Uij
∂Pij

/
∂Uij
∂Dj

× SD(P ). (1.4)

For Column (1) of Tables 1.4 and 1.7, this is simply: WTT = −β1
αd
× SD(P ). For Columns

(2) through (4), i.e. the columns that present results with interactions between individual

characteristics and distance and distance squared, the measure is

WTT =
−β1

αd + 2αd2D + A+B
× SD(P ), (1.5)

where A represents the terms of
∂Uij

∂Dj
that correspond to the interactions between distance

and patient characteristics and B represents to the terms of
∂Uij

∂Dj
that correspond to the

interactions between distance squared and patient characteristics.21 I calculate standard

errors using the delta method. The following sections detail the choice sets, model results,

and willingness to travel estimates by procedure.

1.5 Choice in Labor and Delivery

I use patient flows to the 86 hospitals in the sample to identify labor and delivery-specific

markets. The community detection algorithm identified 12 total markets, all of which con-

21More specifically, A = ψd×ax
a + ψd×bx

b + ψd×lx
l + ψd×pmx

pm and B = 2ψd2×aDx
a + 2ψd2×bDx

b +
2ψd2×lDx

l + 2ψd2×pmDx
pm. The subscripts on the ψ terms signify to which interaction term the coefficient

correspond. These terms consist of distance (d), distance-squared (d2), age (a), a Black indicator (b), and a
Latino indicator (l). For the labor and delivery analysis, this also includes a payer Medicaid indicator (pm),
which is not applicable to the orthopedic surgery analysis. Similarly, for orthopedic surgery, there is a male
indicator (m), which is not applicable for labor and delivery.
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tained more than one hospital.22 While the data consist of elective admissions, given the

possibility that an expectant mother may need to get to the hospital quickly, a hospital

closer to the patient’s home is likely preferable. This bears out in the data, which show that

the average distance traveled to the chosen hospital is 11.2 miles (standard deviation 12.8).

Based on the nature of this procedure, I drop hospitals from a patient’s choice set if they

are over 30 miles away. Lastly, as detailed in Section 1.3, I limit the sample to choice sets

that have at least three rated hospitals, where one of which must have at least three reviews.

This results in a final sample of 176,587 admissions to 49 hospitals across five markets. On

average, a choice set in this data has between 9 and 10 hospitals, where about half of those

hospitals have Yelp profiles. The average star rating among these hospitals is just under

three stars, with an average of 17 reviews (median 13).

Table 1.3 presents the estimation results for the first stage as shown in Equation 1.2. As

suspected, the instrument for being rounded into a higher rating is positively and significantly

related to percentile rank. In addition to the variables shown, each column consists of hospital

characteristics (total beds, indicators for teaching hospital status, system membership, total

nurse and physician counts, payer mix, and case mix index), hospital-wide readmission rates,

and the distance between the patient’s home zip code and the hospital. Interactions between

these terms and individual characteristics (age, and indicators to capture if the patient is

Black, Hispanic or Latina, or insured through Medicaid) are layered in as indicated. Note

that when interactions with “distance variables” are included, the specification consists of

distance and distance squared and its interactions with individual characteristics.

22Note that over the sample period, there were 35 counties in Florida with hospitals that had admissions
for labor and delivery, meaning that these markets are less granular than county definitions.



24

Table 1.3: First Stage Regression Results

(1) (2) (3) (4)

Rounded Indicator 0.1425*** 0.1404*** 0.1394*** 0.1391***
(0.0005) (0.0005) (0.0005) (0.0005)

Not Rated -0.5563*** -0.5575*** -0.5658*** -0.5650***
(0.0004) (0.0004) (0.0004) (0.0004)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

F-Statistic 314934 159167 112143 101722
R2 0.7470 0.7491 0.7545 0.7550

Notes: The dependent variable across all specification is percentile rank. All specifications include
a not rated indicator, hospital characteristics, hospital quality, and distance. Interactions with
individual characteristics are layered in as indicated. Statistical significance is indicated as follows:
* p < 0.1, ** p < 0.05, *** p < 0.01.

I then implement the control function approach by including these residuals in Equation

1.3 (Petrin and Train, 2010). Table 1.4 presents these results, where each column includes

the residuals from the corresponding column in Table 1.3. These coefficients represent the

marginal utilities for the average patient and can be informative about the direction of

the effect of these characteristics on a patient’s utility. Across each specification, utility is

increasing in percentile rank. The interpretation for the distance coefficient requires more

nuance. In column (1), where there are no interaction terms, the results show that utility

is decreasing in distance, which corresponds with prior findings in the literature. In the

subsequent columns, the inclusion of interactions terms between distance and individual

characteristics inhibits the ability to interpret this directly. Instead, the bottom row of

Table 1.4 presents the WTT results, where, in the most saturated specification, I find that

patients are willing to travel an additional 0.68 miles to receive care from a hospital with a

one standard deviation higher percentile rank. For this procedure, a standard deviation is

0.37. Given that the average distance to the chosen hospital for patients in this sample is



25

Table 1.4: Discrete Choice Model Coefficient Estimates

(1) (2) (3) (4)

Percentile Rank 0.2812*** 0.2631*** 0.2789*** 0.3018***
(0.0705) (0.0719) (0.0728) (0.0735)

Not Rated 0.0565 0.0502 0.0831* 0.0833*
(0.0420) (0.0429) (0.0441) (0.0444)

Distance -0.1559*** -0.1446*** -0.1325*** -0.1542***
(0.0005) (0.0104) (0.0104) (0.0105)

Distance2 -0.0015*** -0.0018*** -0.0012***
(0.0004) (0.0004) (0.0004)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 0.662*** 0.611*** 0.655*** 0.680***
(0.166) (0.167) (0.172) (0.166)

Notes: The table presents the results corresponding to equation 1.3. Each column includes as a
covariate the residuals from the corresponding column in Table 1.3. All specifications include a not
rated indicator, hospital characteristics, hospital quality, and distance. Interactions with individual
characteristics are layered in as indicated. Standard errors on the willingness to travel measures are
calculated using the Delta Method. Statistical significance is indicated as follows: * p < 0.1, ** p <
0.05, *** p < 0.01.

8.8 miles, the WTT estimate represents an 7.7% increase in travel distance. On average, a

standard deviation increase in percentile rank translates to a 0.58 increase in stars, meaning

that a patient is willing to travel nearly 8% further for around a half-star increase in star

ratings.

Note that the main results presented in Table 1.4 model choices based on ratings in the prior

quarter, i.e. t − 1. One consideration in the labor and delivery context, however, is that

expectant mothers are likely choosing a hospital earlier in their pregnancy than the quarter

prior to delivery. Table 1.5 therefore presents results based on ratings in t − 2 and t − 3.

Here we see that these decisions are most sensitive to ratings in t− 3, which corresponds to

the time during which expectant mothers are likely finding out that they are pregnant and

are beginning to make care plans for their pregnancies. The higher responsiveness to this
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information in the quarters earlier in gestation lend confidence to the hypothesis that this

information affects hospital choice.

This result furthers our understanding of how expectant mothers value the trade-off between

distance and quality and is commensurate with existing estimates. Avdic et al. (2019) as-

sesses the responses of mothers to clinical quality and patient satisfaction scores in Germany.

For the patient satisfaction scores—which are most comparable to the quality measure used

in this analysis—they find that expectant mothers are willing to travel an average of 0.55

km for a standard deviation increase in higher reported subjective quality. Compared to the

average distance to the chosen hospital (10.76 km), this represents a 5.11% increase.

These results are robust to a variety of modifications and alternative specifications, all of

which are detailed in 1.9.5. I estimate the model where I replace distance with differential

distance—i.e., the distance to a given hospital minus the distance to the closest hospital

in the patient’s choice set—and the estimates are nearly identical. Further, to assess the

sensitivity of my result to the chosen market definition, I estimate the main specification

with other market definitions based on community detection algorithms, FIPS codes, and

radii around the patient’s home zip code. The findings generally hold across various market

definitions, insofar as the markets reflect patient flows, which is untrue of the markets defined

solely on radius.
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Table 1.5: Discrete Choice Model Coefficient Estimates: Ratings in t− 2 and t− 3

(1) (2) (3) (4)

Panel A: Ratings at t− 2

Percentile Rank 0.4805*** 0.4746*** 0.4463*** 0.4782***
(0.0663) (0.0675) (0.0680) (0.0686)

Not Rated 0.1660*** 0.1674*** 0.1759*** 0.1810***
(0.0387) (0.0395) (0.0403) (0.0406)

Distance -0.1562*** -0.1445*** -0.1322*** -0.1540***
(0.0005) (0.0104) (0.0104) (0.0105)

Distance2 -0.0015*** -0.0018*** -0.0013***
(0.0004) (0.0004) (0.0004)

Willingness to Travel 1.127*** 1.101*** 1.048*** 1.076***
(0.155) (0.157) (0.160) (0.155)

Panel B: Ratings at t− 3

Percentile Rank 0.6513*** 0.6324*** 0.6280*** 0.6413***
(0.0639) (0.0650) (0.0663) (0.0667)

Not Rated 0.2531*** 0.2474*** 0.2713*** 0.2650***
(0.0365) (0.0372) (0.0384) (0.0386)

Distance -0.1561*** -0.1448*** -0.1323*** -0.1543***
(0.0005) (0.0104) (0.0104) (0.0105)

Distance(2) -0.0015*** -0.0018*** -0.0013***
(0.0004) (0.0004) (0.0004)

Willingness to Travel 1.52*** 1.461*** 1.470*** 1.438***
(0.149) (0.151) (0.156) (0.150)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Notes: The table presents the results corresponding to equation 1.3, but replaces percentile rank
in t− 1 with percentile rank in t− 2 and then t− 3. The first stage includes an indicator for being
rounded up in the given quarter instead of t− 1. Each column includes all of the same covariates as
Table 1.4. All specifications include a not rated indicator, hospital characteristics, hospital quality,
and distance. Interactions with individual characteristics are layered in as indicated. Standard errors
on the willingness to travel measures are calculated using the Delta Method. Statistical significance
is indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.
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1.6 Choices in Orthopedic Surgery

I identify markets for orthopedic surgery using patient flows to the 132 hospital in the sample.

The community detection algorithm identified 14 markets, all of which contain more than

one hospital. In comparison to labor and delivery, the data show that these patients are

willing to travel much further for this procedure. The average travel distance to the chosen

hospital is 14.9 miles with a standard deviation of 21.4, and the data for these choices are

right skewed. To reflect this, I limit a patient’s choice set to hospitals within a 100 mile

radius. Limiting the sample to markets with at least three rated hospitals, one of which

must have at least three reviews, I arrive at the final sample which contains 84,981 hospital

admissions to 122 hospitals across 12 markets. The choice sets for orthopedic surgery have,

on average, just under 11 hospitals, where around 5 of those are on Yelp. The rated hospitals

have an average star rating of 2.8, with 15.3 reviews on average.

The results for the first stage are shown in Table 1.6 and indicate that the instrument

for being rounded into a higher rating is positively and significantly related to percentile

rank. Each column also includes hospital characteristics (total beds, indicators for teaching

hospital status, system membership, total nurse and physician counts, payer mix, and case

mix index), readmission rates for hip and knee replacement and for the hospital overall, and

the distance between the patient’s home zip code and the hospital. I include interactions

between these terms and individual characteristics (age, sex, and indicators for Black, and

Hispanic or Latino) as indicated in the table. In columns (2) through (4) where interactions

with “distance variables” are included, the specification consists of distance and distance

squared and its interactions with individual characteristics.
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Table 1.6: First Stage Regression Results

(1) (2) (3) (4)

Rounded Indicator 0.1278*** 0.1279*** 0.1278*** 0.1278***
(0.0007) (0.0007) (0.0007) (0.0007)

Not Rated -0.5611*** -0.5609*** -0.5611*** -0.5610***
(0.0004) (0.0004) (0.0004) (0.0004)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

F-Statistic 187027 97087 67312 55883
R2 0.7414 0.7416 0.7419 0.7420

Notes: The dependent variable across all specification is percentile rank. All specifications include
a not rated indicator, hospital characteristics, hospital quality, and distance. Interactions with
individual characteristics are layered in as indicated. Statistical significance is indicated as follows:
* p < 0.1, ** p < 0.05, *** p < 0.01.

Table 1.7: Discrete Choice Model Coefficient Estimates

(1) (2) (3) (4)

Percentile Rank 1.6848*** 1.7032*** 1.6696*** 1.6604***
(0.1111) (0.1120) (0.1121) (0.1122)

Not Rated 0.9028*** 0.9174*** 0.8969*** 0.8901***
(0.0662) (0.0668) (0.0668) (0.0669)

Distance -0.1170*** 0.0075 -0.0026 -0.0029
(0.0005) (0.0119) (0.0121) (0.0121)

Distance2 -0.0007*** -0.0006*** -0.0006***
(0.0002) (0.0002) (0.0002)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 5.28*** 4.534*** 4.436*** 4.41***
(0.349) (0.298) (0.297) (0.298)

Notes: The table presents the results corresponding to equation 1.3. Each column includes as a
covariate the residuals from the corresponding column in Table 1.6. All specifications include a not
rated indicator, hospital characteristics, hospital quality, and distance. Interactions with individual
characteristics are layered in as indicated. Standard errors on the willingness to travel measures are
calculated using the Delta Method. Statistical significance is indicated as follows: * p < 0.1, ** p <
0.05, *** p < 0.01.
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To my knowledge, much of the existing literature on hospital choice for elective, inpatient

surgery focuses on clinical quality metrics and provides limited insight on the effects of

measures that are geared toward non-clinical, subjective quality. For example, Moscelli

et al. (2016) explores hospital choice for elective hip replacements in the English National

Health Service (NHS), and finds that patients are willing to travel 4% further to avoid a

standard deviation increase in emergency room admissions. Similarly, Gutacker et al. (2016)

finds that patients in the NHS are willing to travel 6% further for a standard deviation

improvement in procedure-specific clinical quality but finds insignificant effects for other,

more general quality measures. The magnitudes of these effects are notably smaller than

what I find in my context. An arguably more comparable study is Romley and Goldman

(2011), which analyzes how revealed quality—an index of hospital features both known to

and valued by patients—affects hospital choice for Medicare FFS pneumonia admissions.

The study finds that patients are willing to travel between 2.41 and 3.94 additional miles

for revealed quality at the 75th percentile as opposed to the 25th percentile. Given that

the mean distance to the patient’s chosen hospital is 2.8 miles, this indicates that patients

are willing to approximately double their travel distance for higher revealed quality. My

estimates appear reasonable relative to other studies from Romley and Goldman (2011) and

Gutacker et al. (2016), as well as the labor and deliver results in 1.5, wherein I would expect

a larger WTT estimate for orthopedic surgery relative to labor and delivery.

My main results hold up to various alternative specifications, all of which are detailed in

1.9.5. I estimate the model where I replace distance with differential distance and the

estimates are nearly identical. I also estimate hospital choice at time t based on ratings
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in t − 2, whereas the main specification uses star ratings in t − 1. These results are quite

similar to the main results. Lastly, I assess the sensitivity of my estimates to the chosen

market definition by estimating the main specification with other market definitions based

on community detection algorithms, FIPS codes, and radii around the patient’s home zip

code. The estimates hold across market definitions of similar sample sizes but are attenuated

in market definitions that limit the data to a smaller subset of admissions and are larger

when limiting the data to urban centers.

1.7 Falsification Analysis

To assess the credibility of the results in Sections 1.5 and 1.6, I estimate the same model, but

among patients for whom online reviews should not affect their chosen hospital. I therefore

limit the data to patients admitted through the hospital’s emergency department whose

priority of admission was classified as “emergency,” which is defined as patients that require

“immediate medical intervention as a result of severe, life threatening or potentially disabling

conditions.” The data do not indicate which patients arrived via ambulance. Beyond the

substantive change in the nature of admission, I limit the sample using the same criteria

outlined in Section 1.3.23

I do not place any additional age or insurer restrictions on these patients. The data include

Medicare, Medicare HMO, Medicaid, Medicaid HMO, and privately insured patients, where

23Specifically, I drop admissions for patients that are discharged to court, law enforcement, or a psychiatric
facility. I also limit the same to patients who have valid Florida zip code and were admitted to hospitals
whose information is contained in the AHA data.
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19% have private insurance. This results in 7,321,225 emergency admissions across 139 hos-

pitals. I use all of these admissions to construct hospital markets, but due to computational

limitations, I use a random sample of 250,000 admissions to estimate the discrete choice

model. Table 1.8 summarizes the entire sample. The second and third panel in Table 1.8

show that the hospital characteristics and their Yelp presence are similar to the labor and

delivery and orthopedic surgery contexts.

Table 1.8: Summary Statistics: Emergency Admissions

Mean Median St. Dev. 5th Pct. 95th Pct.

Patient Characteristics

Age 62.12 66.00 22.07 20.00 90.00

Black 0.18 0.00 0.38 0.00 1.00

Latino 0.17 0.00 0.37 0.00 1.00

Asian 0.01 0.00 0.09 0.00 0.00

Male 0.45 0.00 0.50 0.00 1.00

Privately Insured 0.19 0.00 0.39 0.00 1.00

Hospital Characteristics and Quality Measures

Total Beds 335.05 245.00 325.62 84.05 856.60

Physicians 20.22 6.00 47.92 0.00 99.95

Nurses 578.16 364.00 758.60 119.00 1850.35

Government 0.09 0.00 0.29 0.00 1.00

Non-profit 0.41 0.00 0.49 0.00 1.00

Major Teaching Hospital 0.05 0.00 0.23 0.00 1.00

Any Teaching Hospital 0.48 0.00 0.50 0.00 1.00

System Member 0.87 1.00 0.33 0.00 1.00

Payer Mix 0.57 0.57 0.11 0.39 0.75

Case Mix Index 1.56 1.55 0.20 1.25 1.89

Hospital Wide Readmission Rate 16.05 16.00 1.06 14.40 17.80

Yelp Reviews

Observed Rating 2.84 3.00 0.98 1.00 4.50

New Reviews 1.29 1.00 1.66 0.00 5.00

Notes: Patient characteristics are from inpatient claims data for emergency department admis-
sions and are measured at the quarter level. This table summarizes all emergency admissions,
with a total of 7,321,225 observations. I use a random sample of 250,000 observations to esti-
mate the model. The hospital characteristics are measured annually. The Yelp reviews data are
measured at the quartlerly level to correspond with the unit of time available in the inpatient
claims data.
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Table 1.9: First Stage Regression Results

(1) (2) (3) (4)

Rounded Indicator 0.1363*** 0.1362*** 0.1366*** 0.1363***
(0.0006) (0.0006) (0.0006) (0.0006)

Not Rated -0.5016*** -0.5012*** -0.5000*** -0.4993***
(0.0004) (0.0004) (0.0004) (0.0004)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

F 150523 80995 57694 45189
R2 0.6762 0.6771 0.6809 0.6848

Notes: The dependent variable across all specification is percentile rank. All specifications include
a not rated indicator, hospital characteristics, hospital quality, and distance. Interactions with
individual characteristics are layered in as indicated. Statistical significance is indicated as follows:
* p < 0.1, ** p < 0.05, *** p < 0.01.

I then use these data to define hospital markets. Analogous to the approach for labor and

delivery and orthopedic surgery, I start with the most broad market definition from the

community detection algorithms and then layer in additional restrictions. This means I

start with 14 markets, then limit the sample to markets with at least three rated hospitals,

one of which must have at least three reviews. I also require that a patient’s choice set is

limited to hospitals within a 25 mile radius of her home zip code, because the 95th percentile

for travel distance is just under 25 miles, and on average, these patients travel 8.5 miles.

This leaves 118,599 admissions to 105 hospitals across 10 markets.

Using these admissions and the corresponding choice sets, I estimate the model starting with

the first stage as outlined in Equation 1.2. Table 1.9 presents the results. The instrument for

being rounded into a higher rating is positively and significantly related to percentile rank

across each specification. The covariates in each column are analogous to those in Tables

1.3 and 1.6. Interactions with individual characteristics—which consist of age, sex, and

indicators to capture if the patient is Black, Hispanic or Latino—are layered in as outlined.
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Table 1.10: Discrete Choice Model Coefficient Estimates

(1) (2) (3) (4)

Percentile Rank -0.0007 0.0764 0.0347 -0.0087
(0.0904) (0.0922) (0.0926) (0.0929)

Not Rated 0.0662 0.0961* 0.0812 0.0480
(0.0486) (0.0495) (0.0497) (0.0498)

Distance -0.2373*** -0.1684*** -0.1780*** -0.1771***
(0.0009) (0.0076) (0.0078) (0.0078)

Distance2 0.0000 0.0001 0.0001
(0.0003) (0.0004) (0.0004)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel -0.001 0.092 0.042 -0.010
(0.133) (0.112) (0.112) (0.112)

Notes: The table presents the results corresponding to equation 1.3. Each column includes as a
covariate the residuals from the corresponding column in Table 1.6. All specifications include a not
rated indicator, hospital characteristics, hospital quality, and distance. Interactions with individual
characteristics are layered in as indicated. Standard errors on the willingness to travel measures are
calculated using the Delta Method. Statistical significance is indicated as follows: * p < 0.1, ** p <
0.05, *** p < 0.01.

Table 1.10 presents the main results, where each column includes the residuals from the

corresponding column in Table 1.9. Across each column, the coefficient on percentile rank

is small and insignificant. Following Sections 1.5 and 1.6, I present the WTT estimates in

the bottom row of the table. These estimates are all small and insignificant, indicating that

emergency patients are not willing to travel further for higher star ratings. This lends confi-

dence to the positive and significant results found in the labor and delivery and orthopedic

surgery contexts.
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1.8 Discussion

This paper provides novel insights on the effects of online reviews on hospital choice. I find

significant increases in willingness to travel for higher ratings for both labor and delivery

and orthopedic surgery admissions. The magnitudes of these effects are commensurate with

the existing literature and reflect the nature of the respective procedure. The results lend

further support to other studies that show that aggregate measures of quality and measures

motivated by the patient perspective of care drive hospital choice (Dranove and Sfekas, 2008;

Romley and Goldman, 2011; Pope, 2009; Chandra et al., 2016).

These findings have important implications for policy efforts interested in improving infor-

mation disclosure in health care markets. The results indicate that Yelp reviews may provide

a more accessible way of understanding quality of care, provide new information, or some

combination of these factors. Understanding the structure and substance of metrics that

are relevant to health care decisions can help guide quality disclosure efforts and motivates

research on other platforms, which will likely also be relevant to these decisions.

This analysis also highlights important outstanding questions surrounding the incentive

structures in hospital markets. Given that online reviews affect choice, and therefore in-

crease demand, hospitals face incentives to invest in dimensions of care that will bolster

their ratings and subsequently increase their market shares. Existing research shows that

non-clinical features such as bedside manner and amenities drive these reviews; therefore,

whether or not prioritizing these features of care is beneficial depends on the extent to which

investments in these dimensions improve the efficiency of health care delivery. By further

exploring this relationship, future research can advance our understanding of how various
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features of quality and its disclosure affect hospital markets which is pivotal to designing

policy that fosters efficiency in health care.

1.9 Appendix

1.9.1 Yelp Data

I use the AHA Annual Survey database to match 2,935 hospitals to Yelp profiles with re-

views.24 For these hospitals, name associated with the profile exactly matched the name

listed in the AHA data. I then implemented the following process to ensure that the profiles

are associated with the correct hospital. I refer to these profile-hospital matches as “exact”

matches.

1.9.2 Data Cleaning

1. I eliminated any observations without an address on the Yelp profile because I need to

match the address in the Yelp profile to the AHA data to ensure the profile is describing

the proper hospital. This leaves a total of 2,904 observations.

2. I then reformatted the Yelp addresses to match the conventions used in the AHA data.

For instance, ‘E’ for ‘East’, ‘St’ for ‘Street’, or ‘1st’ for ‘First’, which is what AHA uses

for street, direction, and number abbreviations.

3. Next I parsed out the first part of the string from both addresses. Most often this is the

24These data used in this paper were also used in McCarthy et al. (2020).
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street number, but it can also be a word (i.e. the street name) if the number is missing.

I implement this process again for the second and third words of the addresses. This

creates six new variables, namely the first, second, and third word or number for both

addresses.

I use these new variables to compare the addresses and keep those that match. At each

of the following steps, I reviewed the observations selected to ensure that the addresses are

matched as intended.

4. I kept 1,687 observations with exact address matches. This left 1,217 observations to

be analyzed.

5. I then kept 333 observations where the first three words of the addresses match, which

handles cases where the address is the same but one has an additional directional term

at the end of the address (i.e. SE for ‘South East’).

6. I added 240 more observations where the first word matched along with a match

between some combination of the second and third words. This allows me to keep

observations where the street number matches, but one address states ‘South Main

Street’ and the other is ‘Main Street’, for example.

7. I manually reviewed 258 observations with only matching street numbers or those with

an ‘&’ or ‘and’ in the name. I inspected these manually because when the street

number matches but the street does not, sometimes the hospital has its own street

name that is connected to a larger street or highway. Additionally, the ‘&’ or ‘and’

typically signifies a cross-street, where both addresses are likely describing the same
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hospital.

8. Lastly, I manually reviewed observations with different street numbers but the same

subsequent address information, to ensure that I did not include doctor’s offices located

in the same complex as the hospital.

9. I dropped any observations where none of the first three words or numbers of the

addresses matched. Any remaining observations were manually reviewed.

Manual Review of Observations

To manually review the remaining observations, I first inspected the addresses to see if

anything slipped through the sorting process. This includes observations where for example,

the AHA address was ‘Ridgeview Road’ and on Yelp it was ‘Ridge View Road.’ In cases

with the same street number but different street name, I used Google Maps to determine

whether or not they were referring to the same location. I examined any remaining profiles

using this process. Any addresses that did not refer to the same location were dropped.

Approximate Matches

Note that the process above referred to hospitals that were exact matches, meaning that the

name in the AHA data and the name on Yelp matched precisely. However, the data also

include hospital profiles that had approximate matches to the AHA data. An approximate

match is a hospital name that matches the Yelp profile with the exception of one word. I

used the process outlined above on these data, but, there were very few relevant observations.

Many of them referred instead to veterinary hospitals, hospital cafeterias, and physician
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practices. The analysis, therefore, does not use the approximate match data, but I mention

it here to provide more additional clarity on the data collection process.

Evidence of Decision Makers Using Online Reviews

For online reviews to affect hospital choice, health care decision makers must actually use

this information. This is an important underlying assumption in this analysis. While I

cannot ask the patients directly if they used online reviews, I can analyze the text of the

review comments to determine if reviewers mention using reviews to inform their decisions.

I do this by first identifying all of the reviews that have the words “read” and/or “see” and

any of the following words: review, rating, star, yelp, google.25 I find that nine percent

of reviews meet this criteria. This search finds reviews with comments like “Reading some

of these reviews I was a little worried but I had an excellent experience.” However, it also

identifies reviews such as “If I could give this place no stars I would. This is the worse place I

have ever been to. ... I have never seen anything like this in my entire life.” This shows that

the criteria here are relatively loose and may not limit the reviews to the sample of interest.

I therefore apply a stricter set of criteria which requires the review to have a bigram (i.e.

set of two words) from the following list: “read review”, “read yelp”, “read google”, “see

rating”, “see review”, “see yelp”, “see google.” Using this approach, I find that one percent

of the reviews meet this criteria. I read a sample of 50 of these reviews and found that each

explicitly mentions consulting online reviews.

Based on these findings, I argue that between one and ten percent of persons on the Yelp

platform considered online reviews in selecting a hospital, but this is not to say that only

25I first preprocess the review text to impose all lower-case text.
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10% of potential patients use this information. These criteria miss comments such as: “Hope

this helps, I know I felt I couldn’t find a lot of reviews about it when I was looking,” which

indicates that this person consulted the reviews, but the verbiage slips through the search

criteria. It is also possible that a patient consults online reviews prior to her hospital visit

and then either does not mention it in her review or does not review the hospital at all. I

cannot measure the extent to which that occurs, but this exercise lends confidence to the

idea that online reviews are relevant to the decision making process.
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1.9.3 Florida Data

The Florida inpatient claims data contains the population of Florida inpatient stays over the

sample period, i.e. 2012 through 2017. I limit the data to the respective procedure using

the following processes.

Labor and Delivery

To identify labor admissions in each quarter, I first limit the data to all claims that include

a diagnosis code for “outcome of delivery” (Kuklina et al., 2008). In the ICD-9 diagnosis

codes this is V27. , where the digit in place of the underscore identifies the number of babies

and whether or not they were live or stillborn. The analogous ICD-10 code is Z37 . This

keeps all admissions that include an outcome of delivery code. Then, I use procedure codes

to limit the data to admissions with a normal delivery or cesarean section. For the ICD-9

codes, these admissions consist of procedure codes 73.59, 74.0 and 74.1, and for ICD-10,

the codes are 10E0XZZ, 10D00Z0, and 10D00Z1.

Among labor and delivery patients, I limit the data to admissions for normal delivery or

cesarean section paid for by Medicaid, Medicaid HMO, or private insurance. I include each

of these payer types because, for one, the data do not indicate that any hospitals only accept

private insurance for labor and delivery. This suggests that hospitals are likely not turning

away Medicaid patients for this type of admission. Additionally, in 2014, Florida launched

its new Medicaid program (titled Managed Medical Assistance, i.e. MMA) where it moved

the majority of its Medicaid beneficiaries to managed-care plans, as illustrated in Figure 1.2

(Alker and Hoadley, 2013). However, as Figure 1.2 as shows, the data still contain Medicaid
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fee-for-service (FFS) births in 2014 and after. This is because the FFS population comprises

Medicaid recipients who are not included in MMA–either because they are not required to

enroll or because they are members of an “Excluded” population. In the context of labor

and delivery, recipients may be excluded from MMA because they are only eligible for family

planning services or they are eligible for the Medically Needy program.26 These institutional

details indicate that while we should expect MMA to be the insurer for the majority of

publicly funded births starting in 2014, there can still be births covered by Medicaid FFS

after Florida overhauled its Medicaid program.

Figure 1.2: Composition of Insurance Coverage by Quarter
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Notes: The plot shows the proportion of patients covered by Medicaid Fee-for-
Service (FFS), Medicaid Managed Medical Assistance (MMA), and private insurance
by quarter. The data cover labor and delivery admissions for 2012 through 2017. Due
to a change in the structure of Florida’s Medicaid program in 2014, many patients
who would otherwise be FFS patients shifted to MMA.

26Additional information on “Excluded,” “Voluntary,” and “Mandatory” populations is outlined here:
https://ahca.myflorida.com/Medicaid/statewide_mc/pdf/mma/SMMC_MMA_Snapshot.pdf and https:

//www.medicaid.gov/sites/default/files/2019-12/fl-amrp-16.pdf

https://ahca.myflorida.com/Medicaid/statewide_mc/pdf/mma/SMMC_MMA_Snapshot.pdf
https://www.medicaid.gov/sites/default/files/2019-12/fl-amrp-16.pdf
https://www.medicaid.gov/sites/default/files/2019-12/fl-amrp-16.pdf
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Orthopedic Surgery

The process to identify orthopedic surgery admissions is simpler. I limit the data to those

observations for hip and knee replacement using the following diagnosis related group (DRG)

codes: 469, 470, 461, 462, 466, 467, 468. I limit these data to Medicare fee-for-service

patients. Summary statistics and additional information on these data are detailed in the

main text.

1.9.4 Community Detection for Hospital Markets

Community detection relies on an adjacency matrix that indicates which zip codes go to

common hospitals. This process begins by first creating a bipartite matrix relating zip codes

and hospitals. The matrix is comprised of zeros and ones, where one indicates that people

from that zip code went to the corresponding hospital. Without further restrictions, this

means that even if a hospital only serves a small number of patients from a given zip code,

that hospital and zip code would be connected. Instead, I impose a minimum share value of

0.15, meaning that at least 15% of a hospital’s labor and delivery admissions must come from

that zip code in order to be considered connected. This bipartite matrix is the basis for the

unipartite adjacency matrix needed for community detection. By multiplying the bipartite

matrix by its transpose, I create the unipartite matrix, which is symmetric and indicates the

number of hospitals that were selected by a sufficient portion of people in both zip codes.

The community detection (CD) algorithms then use this unipartite matrix to identify the

markets based on common hospitals between zip codes. Using the same unipartite matrix, I

run multiple CD algorithms, but focus on one specific market definition for the main results.
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1.9.5 Labor and Delivery Sensitivity Analyses

This section contains the robustness checks and alternative specifications for hospital choice

in labor and delivery. I include modifications to the main specification and assess the sen-

sitivity of my results to alternative market definitions. Taken together, these results lend

support to the main results.

Discrete Choice Results without Instrument

The preferred specification uses an instrumental variable to produce consistent estimates of

the effect of Yelp ratings on hospital choice. Hospital characteristics such as reputation,

amenities, and other non-clinical aspects of care are likely to affect both Yelp star ratings

and hospital choice, but in the absence of controls for these features estimates without an

instrument will suffer from omitted variable bias. For completeness, table 1.11 presents the

results corresponding to equation 1.1, i.e. the specification that does not include the first

stage residuals in the estimation. These percentile rank coefficients are approximately twice

as large as those in the main specification, driving larger willingness to travel estimates. The

results in Table 1.11 are biased upward due to the potential correlation between star ratings

and other non-clinical, unobserved (to the researcher) features that affect choice, whereas

the instrumental variable results explicitly capture the effect of the star ratings, devoid of

these underlying quality elements.

Alternative Specifications

A common practice in analyses of hospital choice is to model utility as a function of differ-

ential distance, i.e., the distance between a patient’s home and a given hospital, minus the
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Table 1.11: Discrete Choice Model Results: No Instrument

(1) (2) (3) (4)

Percentile Rank 0.536*** 0.525*** 0.530*** 0.514***
(0.018) (0.018) (0.018) (0.018)

Not Rated 0.206*** 0.204*** 0.233*** 0.210***
(0.013) (0.013) (0.013) (0.013)

Distance -0.156*** -0.145*** -0.133*** -0.154***
(0.001) (0.010) (0.010) (0.011)

Distance2 -0.001*** -0.002*** -0.001***
(0.000) (0.000) (0.000)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 1.42*** 1.391*** 1.429*** 1.333***
(0.043) (0.043) (0.044) (0.043)

Notes: The table presents the results corresponding to equation 1.1, i.e. the specification
without instrumenting for percentile rank. Each column includes all of the same covariates as
Table 1.4, with the exception of the residuals used in the control function approach. All spec-
ifications include a not rated indicator, hospital characteristics, hospital quality, and distance.
Interactions with individual characteristics are layered in as indicated. Standard errors on the
willingness to travel measures are calculated using the Delta Method. Statistical significance is
indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.

distance to the closest hospital in the choice set. Table 1.12 presents these results, which

replaces of the raw distance variable used in the main specification with the differential dis-

tance measure. The results are unaffected by this modification, which coincides with the

fact that the majority of these patients have a hospital in (or very close to) their home zip

code.
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Table 1.12: Discrete Choice Model Results: Differential Distance

(1) (2) (3) (4)

Percentile Rank 0.2809*** 0.2663*** 0.2812*** 0.3061***
(0.0706) (0.0721) (0.0730) (0.0736)

Not Rated 0.0565 0.0528 0.0855* 0.0866*
(0.0421) (0.0430) (0.0441) (0.0445)

Differential Distance -0.1558*** -0.1739*** -0.1597*** -0.1809***
(0.0005) (0.0088) (0.0089) (0.0091)

Differential Distance2 -0.0003 -0.0008* -0.0001
(0.0005) (0.0005) (0.0005)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 0.662*** 0.611*** 0.656*** 0.680***
(0.166) (0.165) (0.170) (0.163)

Notes: The table presents the results corresponding to equation 1.3, but replaces any distance
variable with the differential distance, i.e. the distance to a given hospital minus the distance to the
closest hospital in the patient’s choice set. Each column includes all of the same covariates as Table
1.4. All specifications include a not rated indicator, hospital characteristics, hospital quality, and
distance. Interactions with individual characteristics are layered in as indicated. Standard errors on
the willingness to travel measures are calculated using the Delta Method. Statistical significance is
indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.

Sensitivity to Market Definition

Recall that the main specification uses community detection based markets with the addi-

tional restriction that any hospital in a patient’s choice set must be within a 30 mile radius. I

assess the robustness of the main results to the selected market definition using various com-

munity detection algorithms and FIPS codes, along with various radii around the patient’s

home zip code.

Figure 1.3 presents the willingness to travel estimates for the most saturated specification

across various market definitions. The main result is approximately centered among the

alternative results. The “Fast Greedy”, “Info Map”, “Label Prop”, “Louvain”, and “Walk

Trap” markets are all based on the corresponding community detection algorithms, and
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overall, these results with these market definitions lend further support for to the conclusions

of the main results. Note that for most of the community detection methods, the estimates

are larger when I layer in the 30-mile restriction compared to the same market with the

40 or 50 mile restriction. This appears to be driven by the fact that, on average, as I

expand the radius, there are more markets where only a small percent (less than 20%) of

the hospitals in the market are rated. In contrast to the community detection markets, the

radius based markets find null effects. This is not surprising given that this market definition

is relatively arbitrary and may not necessarily reflect the set of hospitals from which one is

likely to choose. Overall, the estimates in Figure 1.3 demonstrate that the results are robust

to various market definitions, with the arguably reasonable caveat that the markets must

reflect patient flows.27

27Note that I do not estimate the model using HSA markets because those are based on Medicare patient
flows and represent a fundamentally different patient population than the patients seeking care for labor and
delivery. Similarly, HRR Code market definitions are based on tertiary care, which is likely not reflective of
the referral patterns for labor and delivery. These boundaries can also cross state lines, but my admissions
are limited to patients living in and admitted to hospitals in Florida. For these reasons, I concentrate on
the hospital market definitions from the community detection methods.
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Figure 1.3: WTT Estimates across Market Definitions
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Notes: The main results use the market definitions produced by the Louvain community detection method.
The “Radius” markets include all of the hospitals within the respective mile radius around the patient’s home
zip code. FIPS Code markets are based on county FIPS codes with an added distance radius restriction as
indicated. All other market definitions come from community detection methods.

1.9.6 Orthopedic Surgery Sensitivity Analyses

This section contains the robustness checks and alternative specifications that I conduct

for the orthopedic surgery analysis. I present results with alternative market definitions and

modifications of the main specification. The results coincide with the main results, bolstering

the overarching conclusion.
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Table 1.13: Discrete Choice Model Results: No Instrument

(1) (2) (3) (4)

Percentile Rank 0.2749*** 0.3082*** 0.2757*** 0.2788***
(0.0233) (0.0236) (0.0236) (0.0236)

Not Rated 0.0733*** 0.0968*** 0.0766*** 0.0773***
(0.0170) (0.0172) (0.0172) (0.0172)

Distance -0.1172*** 0.0080 -0.0026 -0.0029
(0.0005) (0.0119) (0.0121) (0.0121)

Distance2 -0.0007*** -0.0006*** -0.0006***
(0.0002) (0.0002) (0.0002)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 0.860*** 0.824 0.735 0.743
(0.073) (0.063) (0.063) (0.063)

Notes: The table presents the results corresponding to equation 1.1, i.e. the specification without
instrumenting for percentile rank. Each column includes all of the same covariates as Table 1.7,
with the exception of the residuals. All specifications include a not rated indicator, hospital char-
acteristics, hospital quality, and distance. Interactions with individual characteristics are layered in
as indicated. Standard errors on the willingness to travel measures are calculated using the Delta
Method. Statistical significance is indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.

Discrete Choice Results without Instrument

Recall that the preferred specification relies on an instrumental variable to deal with the

potential endogeneity in the relationship between hospital Yelp ratings and hospital choice.

Table 1.13, however, presents the results corresponding to equation 1.1, i.e. the specification

that does not include the first stage residuals in the estimation. The coefficients on the

percentile rank rank are smaller than that of the main specification, resulting in smaller

willingness to travel estimates.

Alternative Specifications

One potential concern about the main specification is that online reviews at the end of

quarter t−1 may not be useful to patients going in for surgery early in quarter t. I therefore
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conduct a supplemental analysis where hospital choice at time t is based on the percentile

rank of a hospital’s Yelp rating in t−2. The results are presented in Table 1.14 and find effects

that are largely similar to the main results, particularly in the most saturated specification.

Table 1.14: Discrete Choice Model Results: Percentile Rank in t− 2

(1) (2) (3) (4)

Percentile Rank 1.9622*** 1.9995*** 1.9612*** 1.6851***
(0.0996) (0.1004) (0.1005) (0.1008)

Not Rated 1.0213*** 1.0445*** 1.0214*** 0.8623***
(0.0571) (0.0576) (0.0577) (0.0578)

Distance -0.1172*** 0.0050 -0.0040 -0.0028
(0.0005) (0.0119) (0.0121) (0.0121)

Distance2 -0.0006*** -0.0006*** -0.0006***
(0.0002) (0.0002) (0.0002)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 6.126*** 5.313*** 5.197*** 4.463***
(0.312) (0.267) (0.266) (0.267)

Notes: The table presents the results corresponding to equation 1.3, i.e. but replaces percentile
rank in t − 1 with percentile rank in t − 2. Analogously, the first stage includes an indicator for
being rounded up in t− 2 instead of t− 1. Each column includes all of the same covariates as Table
1.7. All specifications include a not rated indicator, hospital characteristics, hospital quality, and
distance. Interactions with individual characteristics are layered in as indicated. Standard errors on
the willingness to travel measures are calculated using the Delta Method. Statistical significance is
indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.

While the main results include the centroid distance between a patient’s home and a given

hospital, another possible way to measure this variable is the differential distance between

a given hospital and the distance to the closest hospital available to the patient. Table

1.15 presents these estimates where I replace the raw distance variable used in the main

specification with the differential distance measure. The results are similar to the main

specification, particularly when controlling for other hospital characteristics and clinical

quality.



51

Table 1.15: Discrete Choice Model Results: Differential Distance

(1) (2) (3) (4)

Percentile Rank 2.0888*** 2.1517*** 2.1097*** 1.7063***
(0.1116) (0.1123) (0.1125) (0.1120)

Not Rated 1.1448*** 1.1873*** 1.1619*** 0.9203***
(0.0666) (0.0670) (0.0671) (0.0668)

Differential Distance -0.1171*** 0.0228** 0.0125 0.0139
(0.0005) (0.0105) (0.0109) (0.0109)

Differential Distance2 -0.0011*** -0.0010*** -0.0010***
(0.0002) (0.0002) (0.0002)

Interactions with Individual Characteristics
× Distance Variables X X X
× Hospital Characteristics X X
× Clinical Quality X

Willingness to Travel 6.543*** 5.735*** 5.604*** 4.542***
(0.351) (0.300) (0.300) (0.298)

Notes: The table presents the results corresponding to equation 1.3, but replaces any distance
variable with the differential distance, i.e. the distance to a given hospital minus the distance to the
closest hospital in the patient’s choice set. Each column includes all of the same covariates as Table
1.7. All specifications include a not rated indicator, hospital characteristics, hospital quality, and
distance. Interactions with individual characteristics are layered in as indicated. Standard errors on
the willingness to travel measures are calculated using the Delta Method. Statistical significance is
indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.

Sensitivity to Market Definition

The main specification for orthopedic surgery uses community detection based markets with

the additional restriction that any hospital in a patient’s choice set must be within a 100 mile

radius. Figure 1.4 presents the willingness to travel estimate for the main results relative

to various additional estimates based on market definition using other community detection

algorithms, FIPS codes, HSAs, and various radii around the patient’s home zip code.

The main result is at the higher end of the alternative estimates, but among other comparable

markets, the estimates are reasonable. The radius and Fast Greedy markets are the most

comparable to the sample sizes for the main specification, whereas the FIPS code, Infomap,

and Walktrap markets, each result in sample sizes that are about 50% smaller than the
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sample used for the main results. Each of these approaches produces much more granular

markets than are applicable to this setting, and upon layering in additional limitations to

ensure that there are sufficient hospitals on Yelp in a given market, I am left with a sample

is likely not a representative subset of admissions. Similarly, the HSA market estimates

have much smaller sample sizes, and when compounded with the additional restrictions

necessary to analyze the effect of star ratings on choice, the sample is limited to no more

than 14,000 admissions.28 This consists of only four markets, namely Jacksonville, Tampa,

St. Petersburg, and West Palm Beach. Results with this market definition, therefore, are

not comparable with the main results, and instead provide an estimate of how these star

ratings affect a subset of urban markets.

28Note that the HRR Code market definitions are based on tertiary care, which is likely not reflective of
the referral patterns use for secondary care, such as orthopedic surgery. Additionally, these boundaries can
cross state lines, but my admissions are limited to patients living in and admitted to hospitals in Florida.
Of the existing market definitions, HSA codes are theoretically better-suited for this analysis.
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Figure 1.4: WTT Estimates across Market Definitions
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Notes: The main results uses the Louvain market definition. The “Mile Radius” markets include all of the
hospitals within the respective mile radius around the patient’s home zip code.
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Chapter 2

Online Reviews and Hospital Prices

User-generated review forums provide a novel source of quality information on businesses

across many industries. In the context of hospital care, online reviews may be particularly

valuable as an accessible source of quality information on an otherwise complicated product

for which quality is multifaceted and difficult to measure. If reviews are informative to in-

surers or health care decision makers, then we would expect a corresponding effect on price.

Using hospital Yelp reviews and Healthcare Cost Report Information System data, we em-

ploy an instrumental variable strategy that exploits plausibly exogenous variation in the Yelp

algorithm to identify the effect of higher ratings on hospital prices. Our analysis consistently

shows that higher user ratings tend to increase hospital prices, albeit with relatively modest

magnitudes.
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2.1 Introduction

Information problems are characteristic of many markets, especially those with complicated

products. In some cases, brands can directly signal product quality to potential customers; in

others, certification or mandatory disclosure from regulatory agencies provides third party

information on quality (Dranove and Jin, 2010). More recently, online user reviews have

emerged as a popular and accessible source of information, and consumers can now easily

incorporate an ex-post quality assessment from a mass of consumers into their purchasing

decisions.1

Given the increased availability of quality information via online reviews, a natural question

is whether these reviews affect other product characteristics, particularly prices. Such a

relationship is reflected, for example, in the case of certified goods, which have higher market

prices compared to those that are not certified (Wimmer and Chezum, 2003; Dewan and Hsu,

2004). Higher user ratings have also been found to affect prices in a variety of other settings

(Chevalier and Mayzlin, 2006; Resnick et al., 2006; Cabral and Hortacsu, 2010; Luca, 2016).

In this paper, we study the effect of online reviews on prices in the hospital market—a

market characterized both by high prices and significant barriers to quality information. We

have in mind a theoretical structure in which higher online reviews first affect demand for

care, whether it be through the patient themselves or some other decision maker. Such a

demand effect has been shown in the case of physician choice (Chen, 2018), as well as in

the case of expert opinions (Reinstein and Snyder, 2005). A similar relationship has been

1Based on a 2016 survey from the Pew Research Center, 83 percent of U.S. adults reported
that they at least sometimes consult online reviews before a first-time purchase, and 40 percent
say that they always or almost always use online reviews in their decision-making processes. See
https://www.pewresearch.org/internet/2016/12/19/online-reviews/ for further details.

https://www.pewresearch.org/internet/2016/12/19/online-reviews/
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found with regard to hospital demand and overall hospital quality measures (Chandra et al.,

2016). In a bilateral negotiation between insurers and hospitals, it follows that any influence

of online reviews on demand should also influence hospital pricing. Further, online reviews

may provide additional information directly to insurers, which may also translate into higher

negotiated prices. We discuss our theoretical motivation in more detail in Section 2.2.

Our empirical analysis is based on the universe of hospitals on the web-based rating platform,

Yelp. This is a compelling empirical setting as the number of hospitals on this platform and

the quantity of reviews per institution grew substantially over the past decade. By the end

of our sample period (2012 – 2017), around 50 percent of general acute care hospitals were

represented on Yelp, which facilitates the analysis of the price response for a wide range of

hospitals. Using the data from each hospital’s profile, we are able to construct the aggregate

rating that a visitor to the site would have seen at a given point in time, and we pair these

ratings with estimated hospital prices from the Healthcare Cost Report Information System

(HCRIS).2

The Yelp platform provides a convincing source of exogenous variation from which we can

identify the effect of ratings on prices. Specifically, the star rating presented on Yelp is an

average of the prior user reviews, rounded to the nearest half-star. We exploit this rounding

to construct an instrument for a hospital’s reported star rating in each year. Using this

instrumental variable strategy, we find significant increases in price as a result of having a

sufficiently high rating on this platform. In our most saturated specification, we find that

2We follow Dafny (2009) in our derivation of a price estimate from the HCRIS data. This estimate
approximates the average commercial insurance payment to a hospital for an inpatient stay. For brevity, we
refer to this measure simply as “price” throughout.
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in comparison to hospitals with fewer than 3 stars, more favorably rated hospitals negotiate

higher prices in the following year. We also find a positive relationship between having no

rating and price, indicating that there may exist a premium for the absence of negative

information on this platform. The magnitudes of our estimates are relatively small across

the majority of our specifications but reasonable given our empirical setting and in context of

the existing literature. Our findings are robust to a variety of empirical concerns, including

violations of the exclusion restriction and the presence of price outliers. Our results are also

robust to a bevy of alternative specifications, including hospital fixed effects and controls for

other measures of hospital quality from Hospital Compare. Finally, we consider the potential

demand response to quality information in Section 2.6; although our data in this area are

more limited, our results suggest that patients are responsive to higher quality ratings in

their hospital choice, supporting a demand response as a potential underlying mechanism.

Our analysis contributes directly to the literature on information transparency in health

care.3 Much of this literature investigates quality disclosure in the context of report cards,

noting that providers or insurers with higher reported quality experience increases in market

share and that report cards augment consumers’ existing knowledge (Dafny and Dranove,

2008; Zhe Jin and Sorensen, 2006). Conversely, Dranove and Sfekas (2008) find little change

in market shares based on New York’s cardiovascular surgery report cards, which may have

been due to difficulty in understanding the information or a lack of novel information to

patients.

Despite the natural link between demand effects and negotiated prices, there are no studies

3For a detailed summary of this literature across various industries, including health care, refer to Dranove
and Jin (2010); this article covers both theoretical predictions and empirical analyses of quality disclosure.
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of which we are aware that directly examine the effect of quality information on prices for

health care services. One likely explanation for this gap in the literature is the inherent

difficulty and complexity in defining and measuring hospital quality (Dranove and Jin, 2010;

Romley and Goldman, 2011). While there have been several regulatory attempts to improve

hospital quality disclosure, many of these attempts have failed to gain substantial traction

due to legislative delays and other practical barriers.4 As a result, patients and other health

care decision makers continue to face significant barriers when attempting to incorporate

timely quality data into their hospital decision-making criteria, and the fragmented and

delayed nature of existing hospital quality information would tend to depress any estimated

effects of such measures on patient demand or price (Ranard et al., 2016).

Online user review platforms help to fill this informational gap in at least three ways. First,

the information is more easily accessible. This is evidenced by the popularity of Yelp and

similar online review information. For example, by Fall 2020, Yelp reported 32 million visits

to its platform from unique devices.5 Second, quality measures from online user reviews are

available essentially in real-time. This is in contrast to all other large-scale hospital quality

measures of which we are aware, which tend to capture quality based on data collected over

two to three years prior. Third, the information from user reviews appears to be valuable,

with several studies now showing that online user reviews are positively related to clinical

quality measures (Bardach et al., 2013; Trzeciak et al., 2016; Howard and Feyman, 2017;

4For example, the Centers for Medicare and Medicaid Services (CMS) proposed an aggregate star rating
as part of their “Hospital Compare” initiative in 2015, but subsequent updates to the ratings stalled in
response to industry concerns (American Hospital Association, 2016, 2017). CMS recently announced that
they would not update the hospital star ratings for 2021. Additionally, Hospital Compare and other measures
such as physician report cards may provide a fragmented measure of hospital quality and may not capture
relevant aspects of patients’ overall experience of care.

5See https://www.yelp-press.com/company/fast-facts/default.aspx

https://www.yelp-press.com/company/fast-facts/default.aspx
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Trzeciak et al., 2017). Further, there exists legitimately new information in online reviews

that is not fully captured in existing hospital quality measures such as Hospital Compare

(Ranard et al., 2016; Campbell and Li, 2018; Perez and Freedman, 2018).6

With more accessible information, such as that from online user reviews, it becomes more

feasible to detect various effects of quality disclosure. For example, work from Scanlon

et al. (2002) and Pope (2009) shows that people are more responsive to overall ratings, as

opposed to more granular measures. Dranove and Sfekas (2008) similarly find that consumer

satisfaction scores are the driving factor behind Medicare beneficiaries’ responses to plan

report cards. More recently, Chen (2018) finds that online reviews affect patient choices when

selecting a physician. These studies provide compelling empirical evidence that patients are

responsive to accessible, aggregate measures of quality and are particularly responsive to

measures that capture patient satisfaction.

In examining the effects of ratings on prices, our study also contributes to the literature on

hospital pricing. Much of this literature focuses on the role of hospital mergers or hospital

acquisitions of other providers (Lin et al., 2020; Schmitt, 2018; Lewis and Pflum, 2017; Dafny,

2009; Capps et al., 2003; Gaynor and Dranove, 2003). Our contribution to this literature

is to highlight another likely avenue by which hospitals can increase prices. Given the

significant efforts from the Centers for Medicare and Medicaid Services to provide relevant

and accessible quality information on health care providers, understanding the potential

effects of such information on affordability of health care services is critical for future policy

6Dellarocas (2003) explains how web-based reviews provide “word-of-mouth” information but from a
broader network than traditional “word-of-mouth” communication. We should therefore expect online re-
views reflect some combination of new and existing quality information.
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in this area.
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2.2 Theoretical Motivation

To provide a formal theoretical framework in which to analyze the relationship between

information and prices, we revisit the bargaining model presented in Ho and Lee (2017)

(henceforth, “HL”). As shown in HL and following the notation used in McCarthy and

Huang (2018), we define the negotiated price between hospital i and insurer j as

pij = arg max
pij

(
∆πHij

)bij
×
(

∆πMij

)1−bij
. (2.1)

Here ∆πHij represents the difference between hospital i’s profits from reaching an agreement

with insurer j or not. Analogously, ∆πMij represents insurer j’s change in profits from reaching

an agreement with hospital i. In the case where the two parties do not come to an agreement,

the model assumes that hospital i is excluded from insurer j’s network. Additionally, bij

represents hospital i’s bargaining power in negotiations over prices with insurer j. The

profit functions for hospital i and insurer j are

πHi (p,θ) =
∑
n

DH
in(pin − ci), and (2.2)

πMj (p,θ) = DM
j (θj − ηj)−

∑
h

DH
hjphj. (2.3)

Note that DH
in represents the demand for hospital i across patients enrolled with insurer n,

and ci is the average cost per admission. Further, DM
j denotes the demand for insurer j,

θj is the insurer’s premium, and ηj is non-inpatient hospital costs. As derived in HL, the
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resulting negotiated price between hospital i and insurer j is as follows:

p∗ijD
H
ij = bij

[
∆DM

j (θj − ηj)−
∑
h6=i

p∗hj∆D
H
hj

]
+ (1− bij)

[
ciD

H
ij −

∑
n6=j

∆DH
in(p∗in − ci)

]
. (2.4)

The first term on the right side of equation 2.4 denotes the change in net revenues to insurer

j due to potential loss in enrollment minus the change in payments to the hospitals in insurer

j’s network, excluding hospital i. Within the brackets, ∆DM
j (θj − ηj) represents the effect

of hospital i’s inclusion in insurer j’s network on premium revenue. The second term on

the right-hand side captures hospital i’s costs less its change in profits from other insurers.

Within the brackets, the term ciD
H
ij is the hospital cost effect, and

∑
n6=j ∆DH

in(p∗in − ci)

represents the recapture effect, i.e. the changes in hospital i’s reimbursements from other

insurers when hospital i is not included in insurer j’s network. This captures i’s outside

option: what would hospital i be paid by other insurers if not included in insurer j’s network?

We envision online reviews entering this framework and affecting price in at least two possible

ways. First, consider the health care decision maker, which we take to include patients, their

family and friends, their doctors, and anyone else who influences hospital selection. If a

higher quality rating increases the probability of selecting that hospital, then the insurer’s

willingness to pay to keep that hospital in their network also increases. This improves the

hospital’s bargaining position, which enables them to negotiate higher prices. Second, online

reviews may provide a novel measure of the patient perception of quality, as suggested by

Ranard et al. (2016), Campbell and Li (2018), and Perez and Freedman (2018). To the extent

that insurers directly value quality and perceive user reviews as a source of new information,
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then user reviews may again increase the insurer’s willingness to pay and ultimately increase

price. This mechanism would be akin to pay for performance programs seen in Medicare, in

which insurers directly incorporate quality measures into the final payment.7 We investigate

the demand response mechanism empirically in Section 2.6.

The term of a negotiated payment contract between a hospital and insurer is typically three

to five years, although there is considerable variation in contract length across insurers

and hospitals. In any given year, some subset of contracts will be up for renegotiation

while others will remain under an existing contract. Since our analysis considers an overall

average hospital price, there exists yearly variation in our pricing measure due to this churn of

contracts over time. Even among contracts that are not renegotiated in a given year, there is

an opportunity for variation in observed prices if those contracts are based on a “percentage

of charges.”8 While we do not have access to the schedules or terms of any contracts, the

local average treatment effect from our estimation strategy will tend to consist of relatively

larger hospitals with more reviews. As examined in Cooper et al. (2019), such hospitals are

also more likely to negotiate prices as a percentage of charges. These details highlight the

opportunity for meaningful variation in observed hospital-level prices from year to year, even

as the term of each individual contract extends beyond a single year.

Ultimately, the extent to which prices respond to changes in user reviews is an empirical

question. We also suspect heterogeneous effects of reviews on prices depending on the relative

ranking of quality information. In particular, a marginal increase in ratings may affect

7See https://www.forbes.com/sites/brucejapsen/2017/02/02/unitedhealth-aetna-anthem-near-50-value-
based-care-spending and https://www.forbes.com/sites/brucejapsen/2017/08/17/employers-accelerate-
move-to-value-based-care-in-2018 for further discussion of value-based care structures in private insurance
markets.

8See Cooper et al. (2019) for additional discussion regarding hospital/insurer contract types.

https://www.forbes.com/sites/brucejapsen/2017/02/02/unitedhealth-aetna-anthem-near-50-value-based-care-spending
https://www.forbes.com/sites/brucejapsen/2017/02/02/unitedhealth-aetna-anthem-near-50-value-based-care-spending
https://www.forbes.com/sites/brucejapsen/2017/08/17/employers-accelerate-move-to-value-based-care-in-2018
https://www.forbes.com/sites/brucejapsen/2017/08/17/employers-accelerate-move-to-value-based-care-in-2018
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hospitals at the low end of the rating distribution differently than those at the high end of

the rating distribution.

2.3 Data

Our analysis relies on two main sources of data: the population of hospital reviews on Yelp

and the Healthcare Cost Report Information System (HCRIS) maintained by the Centers

for Medicare and Medicaid Services (CMS). We supplement these data with county-level

information from the Area Health Resource Files and hospital-level data from the American

Hospital Association (AHA) Annual Surveys.

2.3.1 Yelp

Of the various platforms for user-generated content, Yelp was one of the first to become a

popular source of information. The site was launched in 2004 and rapidly began to amass

reviews and visitors to the site.9 Just three years after it launched, Yelp reached one million

reviews.10 Yelp’s success piqued the interest of Google, who offered to acquire the company

for $550 million in December 2009; however, after Yelp declined this offer, Google entered

the online review business themselves.11 While Yelp continues to be an extremely popular

website, it has since been usurped by Google, which is now the most widely used review site.12

Nonetheless, over our sample period, Yelp was the most prominent source of user-generated

review content and is a well-suited setting for a study of online hospital reviews.

9See https://www.eater.com/2014/8/5/6177213/yelp-turns-10-from-startup-to-online-review-dominance.
10See https://www.theatlantic.com/technology/archive/2011/07/infographic-the-incredible-six-year-

history-of-yelp-reviews/242072/.
11See https://www.nytimes.com/2017/07/01/technology/yelp-google-european-union-antitrust.html.
12See https://www.reviewtrackers.com/reports/online-reviews-survey/.

https://www.eater.com/2014/8/5/6177213/yelp-turns-10-from-startup-to-online-review-dominance
https://www.theatlantic.com/technology/archive/2011/07/infographic-the-incredible-six-year-history-of-yelp-reviews/242072/
https://www.theatlantic.com/technology/archive/2011/07/infographic-the-incredible-six-year-history-of-yelp-reviews/242072/
https://www.nytimes.com/2017/07/01/technology/yelp-google-european-union-antitrust.html
https://www.reviewtrackers.com/reports/online-reviews-survey/
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Business profiles on Yelp can be created by a consumer, the business owner, or Yelp itself.

Once a business profile exists, users can create a profile, submit unstructured comments,

and assign a star rating between 1 and 5. People can explore the reviews by searching for

a business in a search engine (e.g., Google) or directly on the site. Users first encounter

a summary of the business, including the number of reviews, summary rating, business

location, and contact information. Visitors to the site can click on this summary page to

access the full profile, which contains each individual review with its respective star rating.

The order and presence of the reviews are determined by Yelp’s proprietary algorithm.

For instance, reviews that the algorithm identifies as spam or potentially inauthentic are

retrievable under the link “other reviews that are not currently recommended.”13 These

reviews are not factored into the aggregate rating and are not included in our analysis.

Using the hospital name and address from the AHA data, we collected all hospital profiles

available on the platform. We obtained each review, including the text, star rating, date,

and user ID corresponding to each review on a given hospital profile. Using these individual

reviews, we are able to construct aggregate summary ratings at a given point in time. We

use year-end observed rating as the basis for our analysis. Details on the data collection and

cleaning processes are explained in 2.8.1.

Note that Yelp does not simply display the cumulative average of the star ratings a hospital

receives but instead rounds the average star rating to the nearest half star between one

and five. For example, if a hospital has a total of three reviews with 1, 2, and 5 stars, the

cumulative average is 2.67. A visit to the site would instead see the rounded rating (down in

13Luca and Zervas (2016) finds that fraudulent reviews on the platform are generally caught by this
algorithm.
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this case) of 2.5. The star rating that the user would see based on the rounded cumulative

average is what we refer to as the observed rating. Importantly for our empirical analysis,

the observed ratings are relatively stable over the course of several months. For example, the

median hospital received two new reviews per year in 2012 and four new reviews per year in

2017.

We are able to collect reviews since the platform was first launched in the mid-2000s; however,

the representation of hospitals was relatively low in the early years of the site. Until 2012,

less than 25 percent of hospitals in our sample had a Yelp presence. As such, we exclude

observations prior to 2012 in order to focus on the years in which the platform was sufficiently

mature. The presence of hospitals on Yelp grew steadily through 2017, the end of our sample

period, at which point 49 percent of the hospitals in our sample had a Yelp presence. Figure

2.1 shows the cumulative number of hospital reviews on the platform by year.

Figure 2.1: Total Hospital Reviews on Yelp by Year
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Notes: The bars represent the cumulative number of hospital reviews by year, with over 15,000 reviews by
the end of our sample period.
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The growing number of reviews and hospitals on the platform indicates that people are

engaging with this forum by sharing their experiences, but it does not indicate whether

people actually consult reviews when selecting a hospital. We investigate this by analyzing

the review text, where we find that up to 10% of the reviews in our sample explicitly indicate

that the reviewer considered online reviews in selecting a hospital.14 This supports the claim

that online reviews are relevant to health care decision makers and likely reflects a lower

bound of the proportion of patients that use this information since patients may consult the

platform without mentioning it in their reviews or consult the platform and ultimately not

leave a review.

2.3.2 Healthcare Cost Report Information System (HCRIS)

CMS maintains the HCRIS data and requires that all Medicare-certified hospitals submit a

cost report annually. Borrowing from Dafny (2009), Schmitt (2018), and Lin et al. (2020), we

use HCRIS data to construct a measure of price for all non-Medicare inpatient discharges by

taking the sum of inpatient charges reduced by the discount factor less Medicare payments,

divided by the number of non-Medicare inpatient discharges. We eliminated observations

with price outliers at the 5th and 95th percentiles, and we deflated all values to 2012 dol-

lars. Our final price measure reflects an average hospital-level negotiated payment between

hospitals and commercial insurers from 2012 through 2017.15 Specifics on the variables used

to construct the price measure are detailed in 2.8.2.16

14Refer to 2.8.1 for more details.
15To construct our price measure, we are able to back out Medicare payments, but the data do not enable

us to remove Medicaid payments.
162.8.4 provides additional analysis regarding the robustness of our results to the presence of outliers. We

find that our qualitative results are not sensitive to the presence of price outliers.
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Throughout our analysis, our outcome of interest is log price in the following period, i.e.

ln(pricet+1). For simplicity, we refer to this variable as “price” throughout. Additionally,

note that the measure of time in our analysis is calendar year, but that the cost reports are

compiled by hospital fiscal year. This means that for hospitals whose fiscal year differs from

the calendar year, the price change is capturing less than a full year of “exposure” to that

rating.17 We examine the sensitivity of our results to these timing considerations in 2.8.5,

in addition to falsification tests when considering prices at earlier time periods. The results

of that analysis are consistent with our initial findings.

Recall that hospitals can have an aggregate rating between 1 and 5 stars in half-star incre-

ments. This translates to a total of nine rating groups. We also include hospitals that are

not rated in our analysis, resulting in ten groups. Due to the sparsity of observations within

these narrow rating categories, we have insufficient power to estimate effects at all possible

ratingsn. As such, we aggregate the possible ratings into four groups: low, middle, high,

and unrated. The high rated group consists of hospitals with 4, 4.5, or 5 stars, those in the

middle rated group have 3 or 3.5 stars, and hospitals in the low rated group have 2.5 stars

or below. We also form an indicator for hospitals without a Yelp presence.

Our delineation of the star rating groups follows from the natural cut-points observed in

the data. Given the observed average rating of 2.9, a middle rated hospital falls in a group

slightly above the average (i.e. 3 or 3.5 star rating), and a high rated hospital is at least a

standard deviation above the average (i.e. 4, 4.5, or 5 stars).18 Figure 2.2 shows hospital

17For example, consider a hospital with fiscal year ending June 30. The year-end rating for that hospital
captures the rating as of December in year t, while the price measure for this hospital approximates the
average commercial payment from July 1 in year t through June 30 in year t+ 1.

182.8.4 provides further discussion of our rating group choices along with estimation results of our main
specification modified to include more granular rating groups. Additionally, Section 2.5.3 includes results
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price in relation to the rating groups, which indicates that the average price among the

unrated hospitals is lower than that of the rated hospitals. Further, the average prices of

the high and middle rated hospitals, which are $10,832 and $11,323, respectively, are higher

than the average of the low rated hospitals, $9,982.

Figure 2.2: Hospital Price by Rating Group
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Notes: Hospital prices are deflated to 2012 dollars. High rated hospitals 4, 4.5, or 5 stars, middle rated
have 3 or 3.5 stars, and low rated rated have 2.5 stars or below. The unrated hospitals do not have Yelp
profiles.

2.3.3 Additional Data Sources

In addition to the data from Yelp and HCRIS, we incorporate county-level characteristics

from the Area Health Resource Files. These variables include population, unemployment

and poverty rates, rate of uninsured, and median income. Additionally, we include hospital

quality information from CMS’s Hospital Compare data. These measures consist of read-

mission and mortality rates for heart failure, pneumonia, and acute myocardial infarction

for different thresholds for middle and high. Using these thresholds, the results are less precise but have
commensurate point estimates.
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(AMI). We also use the AHA Annual Survey data, which provides various hospital charac-

teristics. We limit our dataset to general acute care hospitals that have at least 30 beds for

which we can construct a valid price estimate. Our final sample contains 15,854 hospital-

year level observations, which are summarized in Table 2.1. On average, our hospital-year

observations have 18 reviews, conditional on having a Yelp rating, with an average rating of

2.9. The hospitals in our sample are more likely to be private, non-profit, and members of a

system, but are representative of an average, mid-to-large acute care hospital in the United

States.

2.4 Empirical Approach

We are interested in estimating the effect of consumer reviews on hospital prices. Central to

our research design is a feature of Yelp’s rating algorithm, wherein a continuous underlying

score is rounded to the nearest half-star increment. Hospitals with ratings just above or just

below any half-star threshold are therefore of comparable underlying quality (as measured

by the continuous score) but ultimately received two different star ratings on the website.

Given this feature, a regression discontinuity (RD) design is seemingly a natural starting

point, but several features of our application deem an RD design inappropriate in this case.

For example, we observe relatively small sample sizes within different bandwidths, movement

in and out of treatment over time, and a single running variable with multiple treatments.

The sparsity of reviews near the rounding thresholds, demonstrated in Figures 2.3a and 2.3b,

is particularly problematic as it suggests a violation of the continuity assumption required

for the RD design. This contrasts with studies that use Yelp reviews in other settings, such
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Table 2.1: Summary Statistics

Mean St. Dev. 5th %tile 95th %tile
Price 9,340 3,970 3,794 16,908

Number of Reviews 18 33 1 78
Year-End Rating 2.9 1.1 1 5

Total Beds 234 205 45 627
Government .13 .34 0 1
Non-Profit .65 .48 0 1
System .71 .45 0 1
Total Physicians 32 92 0 132
Total Nurses 441 480 68 1,335
Total Discharges 10,275 10,008 1,192 29,370
Total Medicaid Discharges 1,276 1,908 45 4,615
Cost per Discharge 24,760 12,093 12,896 43,949
Major Teaching Hospital .071 .26 0 1
Any Teaching Hospital .48 .5 0 1
Population 850,936 1721390 25,311 4242997
Unemployment 6.3 2.3 3.4 11
Poverty Rate 16 5.5 7.3 26
Uninsured 14 5.8 5.5 24
Median Income 53,018 14,103 35,165 81,992
Case Mix Index 1.5 .25 1.1 1.9
30-Day Mortality (Heart Failure) 12 1.6 9.4 15
30-Day Readmission Rate (Heart Failure) 23 2.1 20 26
30-Day Mortality (Pneumonia) 13 2.9 9.5 19
30-Day Readmission Rate (Pneumonia) 18 1.6 15 20
30-Day Mortality (AMI) 15 1.5 12 17
30-Day Readmission Rate (AMI) 18 1.6 16 21

Notes: The first panel presents the deflated hospital price measure, followed by Yelp
review data, and then hospital and county characteristics, and hospital quality metrics.
Variables that range from zero to one are indicators. “Major Teaching Hospital” indicates
hospitals that are members of the Council of Teaching Hospital of the Association of
American Medical Colleges. “Any Teaching Hospital” indicates hospitals that satisfy a
broader definition of teaching hospital (i.e. residency training approval, medical school
affiliation, etc.).
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as restaurants, where there are more businesses, more reviews, and the outcome of interest

can be measured more frequently (Anderson and Magruder, 2012). We instead exploit the

plausibly exogenous change in ratings due to rounding as an instrument for the observed

rating category in a two-stage least squares estimator.19 We employ the following regression

specification, where Equation 5a is the second stage and Equations 5b and 5c are the first

stage:

ln(Pricei,t+1) = β1Ĥighit + β2M̂idit + δ1Noneit + δ2TooFewit +Xitα+ θi,c,t + εit, (5a)

Highit = λ1RHit + λ2RMit + ζ1Noneit + ζ2TooFewit +Xitγ + θi,c,t + σit, (5b)

Midit = τ1RHit + τ2RMit + η1Noneit + η2TooFewit +Xitρ+ θi,c,t + µit, (5c)

where Highit is an indicator equal to 1 if the hospital has a year-end rating of 4 or above,

and Midit is an indicator for hospitals with year-end ratings equal to 3 or 3.5.20 We also

include an indicator for hospitals without a Yelp presence, Noneit, along with an indicator

for hospitals with fewer than 3 ratings, TooFewit. We define 3 ratings as the cutoff because a

hospital must have at least 3 reviews to have the possibility of being rounded. Hospitals with

fewer than three ratings do not have their aggregate rating included in the Highit or Midit

variables.21 Additionally, Xit is a vector of hospital and county characteristics, and θi,c,t

represents separate fixed effects for year, county, and hospital.22 In the first stage Equations

19Results when employing an RD design are imprecise but qualitatively similar to our preferred specifica-
tion outlined in this section. Those results are omitted for brevity but available on request.

20We do not include the continuous score in our primary specification, but we do include it in Section
2.5.3 were we add the continuous score, with no change in our results.

21Section 2.5.3 presents results where the minimum number of reviews ranges from 4 to 10. The results
coincide with that of our main specification, noting that we find increasingly high magnitudes on the high
category when the number of required reviews increases.

22Note that hospital mergers, acquisitions, and closures create a distinction between county and hospital
fixed effects in this analysis. As such, we include both.



74

5b and 5c, RHit and RMit are indicators for being rounded up into a high or a middle rating,

respectively. We discuss details of the instrument construction in the following Section 2.4.1.

Each new review that a hospital receives presents the possibility that it will move into a

different observed rating and possibly be rounded up into that rating. As such, ratings may

fluctuate if hospitals receive numerous reviews but will be relatively stable if reviews are

infrequent. In the hospital context, we find the latter. Over the study period, the median

number of new reviews in a given year is 3. This implies an extended period of time over

which decision makers are potentially “exposed” to the exogenous rounding, thereby allowing

an opportunity for changes in online reviews to disseminate to health care decision makers

and ultimately affect hospital prices.

There are two points to clarify about our outcome of interest. The first is that we focus on the

price in the following year to allow for a lagged response to rating information. Regardless

of the mechanism by which ratings impact price, they would manifest through negotiations

between hospitals and insurers. Thus, we construct our estimating equation to allow for

such a lag. Additionally, we use the natural log of price in all of the results presented in

this analysis. We opt for log prices due to the wide range in the outcome variable, as shown

in Figure 2.2. We find qualitatively similar results when estimating this equation in levels

rather than logs.

Before estimating Equation 5a, we detail the construction of our instrument and investigate

its appropriateness in our application. Details of this analysis are presented throughout the

remainder of this section. We reserve formal first stage and reduced form analyses for our

main results in Section 2.5. Additionally, Section 2.5.3 assesses the sensitivity of our main
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results to a bevy of potential concerns.

2.4.1 Instrument Construction

For a given rating category, hospitals located near the rounding threshold have similar un-

derlying scores but different summary scores. Thus, we use an indicator for being rounded

into a higher star rating as an instrument for the endogenous hospital rating. We impose

a bandwidth of 0.15 around the 2.75 and 3.75 thresholds for the middle and high groups,

respectively. This means that for a hospital’s rating to be considered “rounded up” into high,

the average rating would need to fall between 3.75 and 3.90. Similarly, hospitals rounded up

into middle have an average rating between 2.75 and 2.90. Defining the instrument as such,

approximately 10% of reviewed hospitals are rounded in each year.23 Section 2.5.3 presents

alternative results with a bandwidth of 0.10; the results are commensurate with our main

estimates, with a higher magnitude on the high rating group. Given the fact that a patron

on the site would not have information on whether or not a hospital was rounded up, it is

reasonable to assume that the instrument only affects price through its effect on ratings, and

thus plausibly satisfies the exclusion restriction.24

Figures 2.3a and 2.3b show the distribution of the average rating around the middle and high

thresholds, respectively. Figure 2.3a contains some spikes but appears to be more uniformly

distributed than Figure 2.3b. The distribution in Figure 2.3b is particularly dense at 3.67

and 3.75, which is likely because a hospital can have an aggregate rating of 3.67 with just

23The standard deviation of this value over the sample period is 0.012. The most rounding took place in
2013 with 11.5% of hospitals, and the least in 2017 with 8.25%.

24We nonetheless examine the sensitivity of our results to potential violations of the exclusion restriction
in 2.8.4, with little qualitative change in our findings.
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3 total reviews and 3.75 with just 4 reviews. The uniformity of the distribution shown

in Figure 2.3a is plausibly driven by the fact that hospitals in the bandwidth around the

middle threshold have nearly twice as many reviews as the hospitals situated around the

high threshold.

Figure 2.3: Distribution of the Average Rating at Each Threshold
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Notes: The figures are limited to the observations within the 0.15 bandwidth around the respective thresh-
old. The threshold is indicated by the vertical dotted line.

2.4.2 Manipulation of the Rating

Given the potential for higher ratings to affect hospital choice and ultimately increase prices,

hospitals face incentives to manipulate their reviews to improve their ratings. If hospitals

behave in such a way, this would invalidate our estimation strategy because the underlying

assumption that rounding is exogenous would be violated. In this subsection, we examine

the details of the platform and further analyze our data to address this concern.

We first consider the rules and restrictions that Yelp has in place to prevent businesses

from manipulating the reviews on their profiles. One way that hospitals may attempt to

affect their online presence is by deleting reviews; however, Yelp does not allow businesses to



77

remove reviews from their profiles. If a business believes that a review violates Yelp’s content

guidelines, they (or any other user on the site) may report the review.25 If it is determined

that the review is in fact a violation of the guidelines, then it will be removed. This feature of

the platform suggests that it is unlikely that hospitals are able to precisely manipulate their

ratings simply by eliminating negative reviews. Another possibility would be for hospitals

to counteract negative reviews by either soliciting flattering reviews from patients or posting

fraudulent positive reviews; however, Yelp is adamant that business owners should not solicit

reviews from their customers due to the obvious conflict of interest.26

Further, one of Yelp’s most boasted characteristics is its proprietary recommendation soft-

ware, which systematically applies a set of quality standards to reviews and does not allow

the business or Yelp employees to override the output of the software.27 The software takes

into account a variety of aspects about both the reviewer and the review content when de-

termining whether or not to recommend a review.28 These institutional details suggest that

while business owners may attempt to manipulate their ratings, there are numerous policies

and limitations that make doing so effectively rather complicated.

Nonetheless, in order to ensure that this does not occur in our data, we investigate the

hospitals that fall around the threshold. If hospitals cannot delete reviews, their only option

is to attempt to get positive reviews past the recommendation software. To assess this

25See https://www.yelp.com/guidelines for more details.
26Yelp’s policy on soliciting reviews is outlined here:
https://www.yelp-support.com/article/Don-t-Ask-for-Reviews.
27Information on this policy can be found here:
https://www.yelp-support.com/article/Does-Yelp-allow-employees-to-manually-override-the-

recommendation-software.
28This source outlines Yelp’s practices regarding review recommendation:
https://www.yelp-support.com/article/Why-would-a-review-not-be-recommended.

https://www.yelp.com/guidelines
https://www.yelp-support.com/article/Don-t-Ask-for-Reviews
https://www.yelp-support.com/article/Does-Yelp-allow-employees-to-manually-override-the-recommendation-software
https://www.yelp-support.com/article/Does-Yelp-allow-employees-to-manually-override-the-recommendation-software
https://www.yelp-support.com/article/Why-would-a-review-not-be-recommended
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possibility, we analyzed the ratings of hospitals that fell within the 0.15 bandwidth at some

point during our study period. Of the hospitals in the bandwidth around the high rated

threshold (3.75), nearly 60 percent of the hospitals were rounded down, i.e., had a cumulative

average of less than 3.75. Analogously, for the hospitals around the middle rated threshold

(2.75), 47 percent of the hospitals had a cumulative average less than 2.75, meaning that they

were rounded down. If hospitals were attempting to manipulate their aggregate rating, we

would expect to see a clear majority of the hospitals in the bandwidth above the threshold,

but that is not the case.

Further, if hospitals are exhibiting this behavior in a way that would invalidate our results,

then we would expect to see high reviews submitted to bolster a low average rating. For

example, if a hospital received n reviews in a given year, and its cumulative average with

n − 1 reviews was low, we would expect that hospital’s n-th review to exceed the existing

cumulative average. We examine this possibility in Figure 2.4, which plots the difference

between the final rating a hospital received in a given year and the cumulative average up

until that point. The mean values for high and middle rated hospitals are shown by the

circles and triangles, respectively. The interval lines represent one standard deviation. If

hospitals were posting positive reviews to counteract a lower aggregate rating, we would

expect to see these point estimates consistently fall above the dashed line at zero. However,

that does not appear to be the case around either of the rating thresholds.

Lastly, there does not seem to be any apparent clustering to the right of either threshold,

which would possibly be evidence of manipulation. To explore this possibility more formally,

we present density tests around each threshold using the methodology presented in Cattaneo
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Figure 2.4: Difference between Last Rating and Prior Cumulative Average for Rounded
Hospitals
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Notes: The points represent the mean value for the difference, and the interval lines represent one standard
deviation.

et al. (2018). The results of the density tests are reflected in Figures 2.5a and 2.5b. Both

show statistical evidence of sorting; however, this result seems to be driven by the mass of

hospitals that have an average rating exactly at the threshold. Recall that with as few as

four reviews, the average rating can be exactly equal to the threshold value. For instance,

58% (68%) of the observations with the average rating equal to 2.75 (3.75) have exactly

four reviews. Apparent jumps in the density of the ratings may therefore be a mechanical

byproduct of the rounding. Indeed, in 2.8.3, we consider the same density test when requiring

a minimum of five reviews to be considered a “rated” hospital, in which case we find no

statistical evidence of sorting at either threshold.29

The data and institutional details of the Yelp platform therefore suggest that hospitals

29In Section 2.5.3, we present the results of our analysis that correspond to this restriction, along with
higher review count requirements. The point estimates are higher and remain significant, indicating that
selective sorting is not inflating our results.
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Figure 2.5: Manipulation Tests at the Middle and High Thresholds
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Notes: The graph depicts the density tests presented in Cattaneo et al. (2018). The x-axis shows the
average rating for a hospital at year-end. The density estimates are on the y-axis. The light green bars show
the histogram of the average ratings. The bandwidth is 0.15. At the middle threshold there is evidence of
sorting (p-value is 0.0418). We reach the same conclusion for the hospitals around the high threshold (p-value
is < 0.0000). Note that at the high threshold, the point estimates are not contained in the shaded confidence
interval. Upon further inspection, this appears to be driven by the density of hospitals that have an average
of 3.67; when we require hospitals to have more reviews, as shown in Section 2.5.3, the point estimates are
contained in the confidence intervals. Lastly, note that the confidence intervals are not always symmetric
around the point estimates. Cattaneo et al. (2018) states that their test uses robust bias-corrected methods
which causes the asymmetric confidence intervals.
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cannot precisely manipulate their ratings. This supports the underlying assumption that

being rounded into a higher rating is exogenous and is not affected by unobserved hospital

characteristics that also affect prices.

2.4.3 Covariate Balance

Lastly, to test the assumption that hospitals on either side of each threshold are comparable

with the exception of their rounding status, we present the covariate balance for the obser-

vations within the bandwidth around the middle and high thresholds (Austin, 2009; Stuart,

2010; Austin, 2011; Zhang et al., 2019). Figure 2.6 shows the balance for hospitals rounded

into high versus middle (circles) and hospitals rounded up to middle versus low (triangles).

The majority of the covariates show no discernible difference, and for the two covariates

that fall outside of the 0.10 bandwidth, the differences are less than 0.15. This further sup-

ports the assertion that observations on either side of the threshold are comparable with the

exception of their rounding status. In the context of our estimation, this ameliorates the

concern that our results could be driven by other hospital characteristics that happen to be

more prevalent in hospitals that were rounded up into a higher rating category.
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Figure 2.6: Covariate Balance Plot of Hospitals around High and Middle
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Notes: The standardized mean differences between hospitals above the high threshold (3.75) and those
below it, are shown with circles. The standardized mean differences between those hospitals that fall above
the middle threshold (2.75) and below it are represented by triangles. In either group, the observations under
consideration are those within the 0.15 bandwidth around the threshold. The covariates analyzed here are
defined in the discussion of Table 2.1. The symbol ∗ denotes variables that are shown per capita.

2.5 Results

We begin by discussing the results for the first stage and “reduced form,” followed by the

presentation of our main IV results. We then provide an overview of alternative specifications

and robustness.

2.5.1 First Stage and Reduced Form Results

Tables 2.2 and 2.3 present our first stage and reduced form results, respectively. Each

table presents the results of four specifications. The baseline specification includes a set of

covariates that control for hospital and county level characteristics, along with year fixed
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Table 2.2: First Stage Results

(1) (2) (3) (4)
Panel (A)
High Rating
Rounded into High 0.875∗∗∗ 0.831∗∗∗ 0.755∗∗∗ 0.748∗∗∗

(0.0107) (0.0202) (0.0344) (0.0377)

Rounded into Middle -0.112∗∗∗ -0.0917∗∗∗ -0.0641∗∗∗ -0.0808∗∗∗

(0.00957) (0.0102) (0.0119) (0.0161)

Panel (B)
Middle Rating
Rounded into High -0.384∗∗∗ -0.399∗∗∗ -0.584∗∗∗ -0.588∗∗∗

(0.0152) (0.0209) (0.0370) (0.0402)

Rounded into Middle 0.628∗∗∗ 0.604∗∗∗ 0.522∗∗∗ 0.536∗∗∗

(0.0146) (0.0192) (0.0286) (0.0344)

County Fixed Effects No Yes Yes Yes
Hospital Fixed Effects No No Yes Yes
Hospital Quality Measures No No No Yes

Notes: Panel (A) shows the regression where the outcome of interest is an indicator
for having a high rating, and the independent variables of interest are the indicators for
being rounded into middle and high. Panel (B) shows a different regression where the
outcome of interest instead is an indicator for having a middle rating, but the independent
variables are unchanged. All specifications include a set of hospital and county level
characteristics, along with year fixed effects. Additional fixed effects and controls are
indicated in the respective columns and apply to both panels. Robust standard errors
clustered at the hospital level are in parentheses. Stars indicate the following: ∗ p < 0.1,
∗∗ p < 0.05, ∗∗∗ p < 0.01.

effects.30 County and hospital fixed effects along with hospital quality measures are then

added across the specifications as indicated in the tables.

To investigate the validity of the instruments, we first discuss the first stage results shown in

Table 2.2, which are based on Equations 5b and 5c. The first panel in Table 2.2 summarizes

the relationship between the high rating and being rounded into high and middle, followed by

30Note that we include this specification because we lose variation in ratings over time once we condition
on a hospital fixed effect. Further, the instrument should account for any endogeneity, meaning that a
hospital fixed effect is not necessary for identification.
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Table 2.3: Reduced Form Results of Rounding Instrument

(1) (2) (3) (4)
Price
Rounded into High 0.0219 0.0395 0.00144 0.0230

(0.0280) (0.0258) (0.0158) (0.0154)

Rounded into Middle 0.0575∗∗ 0.0363∗∗ 0.0324∗∗∗ 0.0214
(0.0230) (0.0173) (0.0123) (0.0150)

County Fixed Effects No Yes Yes Yes
Hospital Fixed Effects No No Yes Yes
Hospital Quality Measures No No No Yes

F-test of Coefficients (p-value) 0.0353 0.0394 0.0318 0.128

Notes: All specifications include a set of hospital and county level characteristics,
along with year fixed effects. Additional fixed effects and controls are indicated in
the respective columns. Robust standard errors clustered at the hospital level are
in parentheses. The F-test results show the p-values for the joint significance of the
coefficients on the two variables shown in the table. Stars indicate the following: ∗

p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

the second panel which shows the relationship between the middle rating group and the two

rounding instruments. As one would expect, there is a strong positive relationship between

being rounded into the high group and a high rating, and a strong negative relationship

with the high rating and being rounded into middle. The analogous relationship holds

when we consider the middle rating group as the outcome. It is clear that the expected

relationship between the rounding instruments and the corresponding endogenous variables

is quite strong.

To understand the connection between our instruments and our outcome of interest, we

present the reduced form results—i.e., the regression of price on the instruments—in Table

2.3. The four specifications shown in the table are analogous to those discussed above: each

includes hospital and county characteristics and year fixed effects, with additional controls
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indicated in the respective column. From Table 2.3, we see that there is a weak but positive

relationship between the “rounded into high” instrument and price. Additionally, across all

specifications, there is a positive relationship between the “rounded into middle” instrument

and price, which is highly significant until the most saturated specification. The F-test of

the coefficients shows that the instruments are jointly significant at conventional levels for

the first three specifications.

2.5.2 Main Results

Our primary IV results are presented in Table 2.4. The “High Rating” and “Middle Rating”

coefficients reflect the estimated percentage point increase in price for a hospital in the high

or middle group in comparison to the low rating group. We also show the coefficients for the

no reviews and “too few reviews” variables. Our dependent variable across each of the four

specifications is hospital price.

Across all specifications we find a price premium for hospitals that do not have a low rating.

Recall that in our analysis, identification comes from those hospitals that were rounded

up into a higher group. Thus we are identifying the local average treatment effect on the

hospitals that experience a half-star higher rating due to the rounding mechanism. Even

in our most saturated specification (column 4), we see that relative to low-rated hospitals,

the average price for an inpatient stay is higher the following year at a high rated hospital.

We also estimate an increase in price for middle-rated hospitals, although the point estimate

for this effect is imprecise and not significant at conventional levels (p-value=0.106). We

conclude from this analysis that, for sufficiently high ratings, hospitals are able to negotiate
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Table 2.4: Main Results

(1) (2) (3) (4)
Price
High Rating 0.0705∗ 0.0819∗∗ 0.0550∗ 0.0710∗∗

(0.0395) (0.0372) (0.0316) (0.0347)

Middle Rating 0.104∗∗∗ 0.0722∗∗ 0.0683∗∗∗ 0.0501
(0.0402) (0.0310) (0.0256) (0.0310)

No Reviews -0.0139 0.000542 0.0385∗∗ 0.0406∗

(0.0248) (0.0206) (0.0196) (0.0221)

Fewer than 3 Reviews 0.00851 0.00675 0.0289∗ 0.0265
(0.0249) (0.0197) (0.0169) (0.0197)

County Fixed Effects No Yes Yes Yes
Hospital Fixed Effects No No Yes Yes
Hospital Quality Measures No No No Yes

Observations 11850 11780 11693 8061
Kleinbergen-Paap LM Statistic 196.4 189.5 127.9 85.49
Kleinbergen-Paap F Statistic 507.0 350.1 144.7 97.91

Notes: All specifications include a set of hospital and county level characteristics, along
with year fixed effects. Additional fixed effects and controls are indicated in the respective
columns. Robust standard errors clustered at the hospital level are in parentheses. The
Kleinbergen-Paap L M and F statistics allow for non-i.i.d. errors. Stars indicate the
following: ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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price increases in subsequent periods. To be clear, these price increases capture the effect

of a higher reported rating, and not an increase in underlying quality, as our identification

strategy isolates the impact of a change in reported quality on price.

Turning to the coefficient on the “no reviews” indicator, the results suggest a positive rela-

tionship between a hospital’s lack of online reviews and price. These estimates indicate that

on this platform, no information is better than negative information. This is consistent with

other findings in the literature, which show that consumers may use ratings to avoid low

quality in addition to actually seeking higher quality (Cabral and Hortacsu, 2010; Burkle

and Keegan, 2015; Lu and Rui, 2018; Lantzy and Anderson, 2020).

Even at the top end of our point estimates, the price effects from higher ratings are modest

relative to other studies of hospital pricing. For example, Lin et al. (2020) find a 3 – 5

percent increase in hospital prices after vertical integration. Lewis and Pflum (2017) find

that hospitals acquired by out-of-market systems increase prices by around 17 percent, and

that the prices of close competitors increase by approximately 8 percent. Other recent

research on hospital mergers finds much larger price effects. For example, Dafny (2009) finds

a one-time increase in price of 40 percent following the merger of nearby rivals, which is

commensurate with the results found in various structural analyses of mergers (Capps et al.,

2003; Gaynor and Dranove, 2003).

Reviewed in the context of the existing hospital pricing literature, our results are reason-

able. We would ex ante anticipate a smaller price effect from online reviews as compared

to, e.g., hospital mergers. Our central takeaway from the results, however, is that higher

online reviews do appear to translate into higher hospital prices. Even at relatively modest
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magnitudes, this finding is important to help guide and understand potential effects of future

transparency efforts from CMS and other agencies.

2.5.3 Specification Tests and Sensitivity Analyses

We consider the sensitivity of our estimates in Table 2.4 to several potential concerns. First,

we note that we are able to precisely reject underidentification and reject the null hypothesis

of weak instruments.31 Second, following the work on “plausible exogeneity” in Conley et al.

(2012), we show that our results are robust to mild violations of the exclusion restriction.

2.8.4 details this analysis. We also show that our estimates are robust to the presence of

outliers, which are known to be a potentially severe problem in IV estimates (Freue et al.,

2013). We detail this analysis in 2.8.4.

Several falsification tests also lend confidence to our results. These are detailed in 2.8.5,

where we consider future clinical quality measures and lagged prices as outcomes. From

that analysis, we find no evidence of a relationship between those variables and our rating

categories, which tends to support our estimates as revealing a true underlying effect of

higher ratings rather than a simple correlation between online reviews, clinical quality, and

prices.

Finally, we expand on our main results—namely column (4) of Table 2.4—with a series of

alternative specifications and sensitivity analyses, including different bandwidths to define

the instrument, increases in the minimum number of ratings required to be considered a

31The Kleibergen-Paap LM statistic shown in Table 2.4 is 85.49 and has a p-value of < 0.000. In the
presence of cluster-robust standard errors, the test for weak identification is the Kleibergen-Paap rk Wald F
statistic, the value of which is is 97.91.
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“rated” hospital, and different threshold values for defining middle and high rated hospitals.

Figure 2.7 presents the coefficient estimates on the high and middle rating groups, along

with the “no reviews” variable for these specifications. They are shown in tandem with

our main results, which are presented in blue and are indicated in the row “Main.” The

specification corresponding to a given point estimate is indicated with a black circle in the

“Specifications” panel, and the relevant minimum number of reviews is similarly identified

in the “Min. Reviews” panel below. The following subsections detail each of the alternative

specifications presented in Figure 2.7.

Minimum Number of Reviews

Our baseline results require a hospital to have a minimum of 3 reviews to be included in

a rating group, but we also consider alternative minimum numbers of reviews. These are

indicated in the “Min. Reviews” panel in Figure 2.7, where the minimum value ranges from

4 to 10. We also include one specification that sets the minimum number to zero, meaning

that any rated hospital is included in the low, middle, and high groups, thereby eliminating

the “too few” designation. These results coincide with the main specification.

We include each of these estimates to show how the informational value of the rating is

affected by the number of ratings that comprise it. For example, a review of 4.5 stars based

on 10 reviews may offer a stronger signal than that of a 4.5 rating based on just 3 reviews.

The results shown here indicate that this may be the case. The point estimates on the

high and middle groups exceed that of the main specification when the minimum number

of reviews is 6 or above. While the confidence intervals on these are relatively wide, they
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Figure 2.7: Alternative Specifications

Notes: The figure shows the coefficients for our variables of interest for our main specification (indicator for
“Main”) in conjunction with the results for various alternative specifications. The “Specification” panel sig-
nifies which approach is used, and the “Min. Reviews” panel corresponds to the number of reviews required
in that specification for a hospital to be considered rated. “Different Thresholds” changes the definition of
a high rating to 4.5 or 5 stars, a middle rating to 3.5 or 4 stars, and a low rating to 3 stars and below.
“Weighted” weights the regression by the number of reviews that hospital received. The “Bandwidth” spec-
ification changes the bandwidth from 0.15 to 0.10. “Balanced Panel” imposes a balanced panel, eliminating
the hospitals that do not appear in the data entire sample period. “No Outcome Covariates” drops any
covariates that may be outcomes for ratings such as staffing and discharge values. The final two specification
include the average rating as a covariate and the final specification also includes an indicator for whether or
not the hospital is in the 0.15 bandwidth.
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indicate that the returns to a higher rating may be heightened by a larger number of reviews,

particularly for the high rated group.

We also present results where we weight the estimation by the number of reviews (the

“Weighted” specification), again with a minimum of 3 reviews to be considered “rated.” As

with the prior specification, the goal here is to accommodate the idea that the number of

reviews may be informative in addition to the rating itself. While the coefficient on middle

rating is smaller and less precise than the main result, the coefficient on high rating is quite

similar to that of the main specification.

Different Rating Groups and Bandwidths

The “Different Thresholds” specification changes the definition of a high rating to hospitals

that have 4.5 or 5 stars (instead of 4, 4.5, or 5 stars), and the middle rating to hospitals

that have 3.5 or 4 stars (instead of 3 or 3.5 stars), with low rated hospitals having 3 stars

or fewer. The goal is to test the sensitivity of our results to our definitions of the rating

groups. For fewer numbers of minimum reviews, these estimates are lower than the main

results, and estimates are larger with an increased number of minimum reviews. This is again

consistent with the idea that the number of reviews may act as a proxy for the informational

value of the observed rating. We present another set of results in 2.8.4 with more granular

rating groups than in our preferred specification. While the narrowly defined rating groups

offer less precise estimates, they align with the conclusions of our main results. Lastly, we

include the “Bandwidth” specification, which changes the 0.15 bandwidth used through the

remainder of the paper to 0.1. The results are robust to this change, finding slightly higher,
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statistically significant point estimates for each coefficient of interest.

Balanced Panel

Next we turn to the “Balanced Panel” results. In our main results, we do not impose a

balanced panel, and as such, we make this imposition here to ensure our results are not

particularly sensitive to that choice. Hospitals may not appear in all periods due to mergers,

acquisitions, and closures, or because of outlier prices in some years. We see that in the case

of a balanced panel, the coefficients are nearly identical to those of the main results.

Average Rating

The “Average Rating” specification simply modifies our main results by including the average

rating as a covariate. Recall that the ratings that appear on Yelp are discrete signals of

quality, based on the continuous, underlying average rating. Further, our analysis estimates

the change in price as a result of an improved quality signal, conditioning on underlying

quality—not a change in quality itself. Thus we include the average rating as a covariate

here to capture any additional underlying quality that is not controlled for in the existing

covariates. As shown in Figure 2.7, our results are unchanged by including this covariate.

We further this specification by including an indicator to control for hospitals that fall within

the bandwidth (titled ”Avg. Rating + BW Indicator”). Here, the results at the high group

are largely unchanged, and for the middle rating group, the effect remains positive but is

smaller and statistically insignificant.
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Included Covariates

Our preferred specification captures several observable hospital characteristics that may di-

rectly affect prices; however, some of these variables may also be affected by patient demand

(and thus potentially affected by quality ratings). Therefore, in the “No Outcome Covari-

ates” section of Figure 2.7, we drop covariates that may themselves be outcomes of the

ratings. Such variables include the number of physicians and nurses, along with Medicare

discharges and total discharges. The results are quite similar in light of the omission of these

variables.

2.6 Potential Mechanisms

The results in Section 2.5 and the related sensitivity analyses provide consistent evidence that

higher ratings translate into higher hospital prices. In this section, we build on these results

and use AHA and HCRIS data to investigate the underlying mechanism. We indirectly test

the demand mechanism using a partitioned regression. Then we build upon that analysis

by first examining the review data to understand engagement on the platform and then

by directly testing the demand mechanism using a discrete choice model. These analyses

provide insights on the potential mechanisms underlying our main results.

2.6.1 Partitioned Regression Analysis

For online reviews to affect prices through demand, patients or insurers must have some

choice among hospitals in the market. Without any such choice, there is no difference in the

outside option for the hospital in response to a change in information. A demand response
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should therefore depend on the level of competition in the market, and as such, we would

expect heterogeneous effects across hospitals based on the competitiveness of their respective

markets. For instance, a hospital that is one of very few hospitals in its referral region should

experience little change in its bargaining position in response to a high rating compared to

a hospital that faces numerous competitors.

To investigate, we use the specification shown in column four of Table 2.4 (i.e., the regression

of price on ratings with year, county, and hospital fixed effects, controlling for county and

hospital characteristics and hospital quality measures) but with the sample partitioned into

quartiles based on the number of hospitals in the hospital referral region (HRR). The results

for this analysis are shown in Table 2.5. Focusing on quartiles 3 and 4, we see that our results

are driven by hospitals with at least 13 hospitals in their respective HRR in a given year.

This is consistent with the underlying economic theory which posits that for online reviews

to matter, physicians and patients must have some hospitals from which to choose. The final

column shows the results when we estimate using observations in either the third or fourth

quartile (the above-median markets). As we would expect, we continue to see that our main

results are driven by the markets where information would be plausibly more relevant in the

negotiation process.

2.6.2 Discrete Choice Analysis

We can further explore how online reviews allow for higher prices by directly estimating the

effect of online reviews on hospital selection. For such an effect to exist, decision makers

must incorporate online reviews into their decision making process. A closer examination of
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Table 2.5: Partitioned Regression by Hospitals in HRR

Quartiles 1 2 3 4 3 & 4
Number of Hosps. in HRR 1-7 8-13 13-24 24-65 13-65

Price
High Rating 0.0145 -0.0160 0.111∗∗ 0.135∗ 0.112∗∗

(0.0505) (0.0567) (0.0544) (0.0746) (0.0475)

Middle Rating 0.0323 0.00216 0.0478 0.0990 0.0614
(0.0481) (0.0418) (0.0577) (0.0626) (0.0458)

No Reviews 0.00422 0.0238 0.0146 0.104∗∗ 0.0491
(0.0312) (0.0412) (0.0450) (0.0504) (0.0348)

Fewer than 3 Reviews -0.00595 0.0257 -0.00151 0.0823∗∗ 0.0331
(0.0304) (0.0358) (0.0397) (0.0414) (0.0294)

Observations 2263 2012 1769 1837 3661

Notes: All specifications include a set of hospital and county level characteristics, along with
year fixed effects. Additional fixed effects and controls are indicated in the respective columns.
Robust standard errors clustered at the hospital level are in parentheses. Stars indicate the
following: ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

our Yelp data suggest that this may be the case. For example, below each review narrative,

visitors to the site have the ability to react to a review using three separate buttons titled

“useful,” “funny,” and “cool.” These buttons also display the number of votes corresponding

to each adjective. In our sample, 74% of the reviews were classified as useful. Among these

reviews, there were an average of 4.9 votes for this adjective. Similarly, 34% were “funny” and

26% were “cool,” with an average of 2.3 and 2.2 votes, respectively. These reactions suggest

at least some level of engagement with the platform for the specific purpose of collecting

information about hospitals.

We also analyze the text using natural language processing techniques to determine whether

or not reviewers mention using the online reviews prior to their hospital choice. We find that

between one and ten percent of Yelp reviewers explicitly state that they considered online
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reviews in selecting a hospital. 2.8.1 details this analysis. We consider this to be a lower

bound since patients can consult reviews but choose not to leave a review of their own or

choose not to mention their search process in their review. While this does not identify the

extent to which reviews inform hospital choice, it provides further support to the plausibility

of this mechanism.

Finally, we test the demand mechanism more explicitly using a discrete choice model where

the Yelp reviewer’s utility depends on the hospital’s rating group, hospital characteristics,

and clinical quality metrics. We model the utility for reviewer i from receiving care at

hospital j as:

uij = vij + εij

= β1Highj + β2Midj +X ′jα + εij,

(2.6)

where vijt follows from the model specified in Equation 5a and includes indicators for a

hospital’s rating group at the time of reviewer i’s review, hospital characteristics, and clinical

quality measures. In contrast to Equation 5a, here we omit the “too few” rating category

because, by construction, these are rarely selected in our data. The vector Xj contains

hospital characteristics and clinical quality measures analogous to those included in our

main results. Lastly, we assume that the error term, εij, is i.i.d. Type I extreme value. This

results in the common logit form for the probability of patient i selecting hospital j. We

assume that the reviewers chose the hospital that they review, and because patients therefore

only appear in these data if they choose a hospital, there is no outside option. We estimate

the model using standard maximum likelihood.
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In line with our empirical approach outlined in Section 2.4, we use the plausibly exoge-

nous rounding on the platform to instrument for the rating groups using a control function

approach (Petrin and Train, 2010). To implement, we first estimate the following equations,

Highj = γHRHRHj + γHRMRMj +X ′jψ
H + εHj , (2.7)

Midj = γMRHRHj + γMRMRMj +X ′jψ
M + εMj , (2.8)

where the hospital’s rating group is a function of the instruments, RH and RM , and all of

the right hand side variables included in Equation 2.6. We then include the residuals, ε̂Hj

and ε̂Mj in the second stage. This enables us to recover consistent estimates of β1 and β1.

The second stage equation is

uij = β1Highj + β2Midj +X ′jα + ε̃ij, (2.9)

where εij = ηεj + ε̃ij, and ε̂Mj and ε̂Hj are estimates for εMj and εHj .

We define a reviewer’s choice set in this model through community detection algorithms,

which use patient flows to identify groups of hospitals that draw from common FIPS codes.32

To implement, we approximate annual patient flows using CMS’s Hospital Service Area Files,

which contain the total annual inpatient hospital claims for fee-for-service Medicare patients

by zip code, which we aggregate to the FIPS code level.

We limit the sample to choice sets where the reviewer has at least three hospitals on Yelp

322.8.6 provides additional detail on these methods. Please see https://github.com/graveja0/health-care-
markets for an excellent resource that explains how to construct these markets.
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in their respective market in order to focus on markets where Yelp is likely a viable source

of information. Lastly, the hospital rating groups are based on the ratings that would have

been available on Yelp at the time that the individual wrote her review. Given the limited

flow of reviews for any given hospital, it is unlikely the hospital’s aggregate rating changed

between when the reviewer could have consulted the site to inform her hospital choice and

when she left the review.
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Table 2.6: Discrete Choice Model Results

(1) (2)

High Rating 0.163** 0.155*
(0.081) (0.083)

Middle Rating 0.346*** 0.284***
(0.054) (0.055)

Residuals (High) -0.517*** -0.554***
(0.098) (0.100)

Residuals (Mid) -0.424*** -0.357***
(0.060) (0.060)

Total Beds -0.001*** -0.001***
(0.000) (0.000)

Non-Profit -0.168*** -0.193***
(0.032) (0.033)

System 0.013 0.044
(0.034) (0.035)

Major Teaching Hospital 0.184*** 0.227***
(0.035) (0.036)

Any Teaching Hospital 0.228*** 0.219***
(0.028) (0.029)

Case Mix Index 0.211*** 0.137**
(0.055) (0.056)

30-Day Mortality (Heart Failure) -0.039***
(0.009)

30-Day Readmission Rate (Heart Failure) -0.016**
(0.008)

30-Day Mortality (Pneumonia) 0.060***
(0.006)

30-Day Readmission Rate (Pneumonia) 0.003
(0.009)

30-Day Mortality (AMI) -0.087***
(0.009)

30-Day Readmission Rate (AMI) -0.068***
(0.012)

Difference in Predicted Choice Probability
High v. Low 0.0114** 0.0115**

[0.00047, 0.02258] [0.00052, 0.02262]
Middle v. Low 0.0239*** 0.0238***

[0.01828, 0.0284] [0.01822, 0.02826]

Num.Obs. 13530 13530

Notes: The first section of this table presents the coefficient results of the model. The second
section presents the differences in predicted choice probability between the high and middle groups
and the excluded group. The confidence intervals are based on 250 bootstrap replications. Statistical
significance is indicated as follows: * p < 0.1, ** p < 0.05, *** p < 0.01.

Table 2.6 presents the results. The coefficient estimates indicate that utility is increasing
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in high and middle ratings. Note that the high rating estimates are less precise than those

for the middle group, which is not surprising given that high-rated hospitals appear less

frequently in reviewers choice sets. The results are robust to the inclusion of various clinical

quality measures. Using these results, we calculate the difference in predicted choice prob-

ability for a high or middle rated hospital compared to a low rated hospital. The bottom

of Table 2.6 presents these results, which shows that in comparison to a low-rated hospi-

tal, a middle rating spurs a 2.4 percentage point increase in choice probability and a high

rating results in a 1.1 percentage point increase. This is based on a mean predicted choice

probability of 0.1499 for a low rated hospital, 0.1737 for a middle rated hospital, and 0.1613

for a high rated hospital.33 We calculate confidence intervals for these differences using 250

bootstrap replications and find that both differences highly are statistically significant.

This model adapts our main specification to a discrete choice framework, but because the

Yelp data do not have reviewer characteristics, we are unable to include measures of distance

or the interaction terms typically used in these models to allow for a rich substitution pattern.

Despite these limitations, the results provide compelling support for the underlying demand

mechanism and lend confidence to the overarching conclusions of this paper. Future research

on patient choice or private insurance contracts may more directly identify the magnitude

of the demand response from higher online ratings.

33Not that while the probabilities within a given choice set add up to 1, these average values do not because
the choice sets tend to have more than 3 hospitals.
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2.7 Conclusions

Online reviews provide a modern, accessible source of information to consumers that is poten-

tially more familiar than traditional hospital quality measures. It is also possible that these

ratings are informative to insurers, especially if insurers are interested in patient satisfaction.

In either case, there is reason to believe that online reviews may impact hospital prices. Our

empirical results confirm this prediction, providing evidence that in light of higher ratings,

hospital prices increase. The magnitude of this increase is relatively small compared to

changes in market structure, but economically meaningful nonetheless. Our findings are fur-

ther supported by a battery of alternative specifications and robustness checks. Our results

are also policy relevant given numerous efforts to make hospital quality information more

accessible. As we find, such efforts may have the unintended consequence of facilitating price

increases even for hospitals of similar underlying quality.

While our analysis provides strong evidence of price premiums for higher-rated hospitals on

this platform, plenty of questions remain. This analysis made use of the star ratings on Yelp,

but there is a wealth of data available in the text of each of the reviews that could provide

further insights on the mechanisms underpinning this relationship. Additionally, as other

review platforms become more popular or information sources such as Hospital Compare

gain traction, there may be new opportunities to investigate the connection between quality

disclosure and price. Lastly, while we document evidence of a loss in consumer welfare due

to higher prices from quality ratings, consumer welfare may also increase via more informed

health care decisions. Quantifying the net welfare effects of quality ratings is an important

question for future research.
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2.8 Appendix

2.8.1 Yelp Data

Using the AHA Annual Survey database, we were able to match exactly 2,935 hospitals

to Yelp profiles with reviews. In these cases, the name associated with the profile exactly

matched the name listed in the AHA data. In order to ensure that the exact match profiles

are associated with the correct hospital, we implemented the cleaning process described

below.

Data Cleaning

1. Upon reading in the exact match data, we eliminated any observations that did not

have an address associated with their Yelp profile. This takes our total observations to

2,904. Note, the address is always provided in the AHA data, and we need to match

the address in the Yelp profile to that in the AHA data in order to ensure the profile

is describing the proper hospital.

2. We modified the Yelp addresses so that the street, direction, and number abbreviations

(for example, ‘E’ for ‘East’, ‘St’ for ‘Street’, or ‘1st’ for ‘First’) follow the convention

in the AHA data.

3. We then extracted the first part of the string (can be a word or number) from both

the AHA and Yelp addresses. Most of the time this variable is the street number, but

in some cases a street number is not listed, resulting in a word for this variable. We

do the same process for the second and third words of both addresses. This results in
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6 new variables – the first, second, and third word (a set of digits or letters separated

by a space) for both the AHA and Yelp addresses.

These steps create uniformity among naming conventions, which allows us to automate more

of the matching process. Using the following steps, we filter observations that are correctly

matched and eliminate the remaining profiles. At each step, we review the observations

selected by our criteria to ensure that the matches are appropriate.

4. We extracted 1,687 observations in which the AHA address and Yelp address match

exactly, leaving 1,217 observations to be analyzed.

5. We extracted 333 observations where the first three words of the addresses match. This,

for example, handles cases where the address is the same but one has an additional

directional term at the end of the address (i.e. NE for ‘North East’).

6. Next we added 240 observations where the first word (often times the street number)

matches and some combination of the second and third words from the address match.

This handles cases where the street number matches, but one address states ‘South

Main Street’ and the other is ‘Main Street’.

7. We then flagged for manual review the remaining 258 observations where the street

numbers match or where this is an ‘&’ or the word ‘and’ in the name. We opt to review

these manually because when the street number matches but the street does not, it

often is due to cases where the hospital has its own street name but it is connected to

a larger street or highway. Further, the use of ‘&’ or ‘and’ typically indicates that the

address is a cross-street, where both addresses are likely describing the same hospital.



104

8. We also flagged for manual review observations where the street number is different but

the subsequent address information is the same. We check these manually to ensure

that we are not including doctor’s offices located in the same complex as the hospital,

but we also want to be careful not to eliminate real hospital profiles.

9. We eliminated observations where none of the first three words or numbers of the

addresses matched, and then flagged for manual review any remaining observations.

Manual Review of Observations

We flagged 258 observations for manual review. We began by inspecting the addresses to see

if they appeared to be similar but slipped through our prior sorting process (i.e. cases where

the address was listed in the AHA data as ‘Ridgeview Road’ and on Yelp it was written

as ‘Ridge View Road.’) In cases where the street number was the same for both addresses

but the street name differed, we used Google Maps to search each of these addresses to

determine whether or not they were referring to the same location. We sorted the remaining

profiles manually by finding both addresses in Google Maps to determine whether they were

referring to the same location. If not, we dropped the observation.

Approximate Matches

Part of the process for collecting the Yelp data included searching for hospital profiles that

had approximate matches to the AHA data instead of exact matches. In the case of approx-

imate matches, we collected data on all of the profiles where the profile name matched with

the exception of one word. We conducted a process similar to the one described above to

ensure correct matches in these data. However, there were very few that were referring to
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the hospital in question (many were veterinary hospitals, hospital cafeterias, and physician

practices). Due to the small quantity of remaining hospitals in this data, we did not use

the approximate match data in our analysis. We simply mention it here to provide more

information on the data collection process.

Evidence of Decision Makers Using Online Reviews

In order for online reviews to affect prices, health care decision makers must use this infor-

mation. We can begin to investigate this by analyzing the text of the reviews to determine

if reviewers mention using reviews to inform their decisions. To do so, we identify all of the

reviews that have either “read” or “see” (or both) and any of the following words: review,

rating, star, yelp, google.34 Nine percent of reviews meet this criteria. This captures reviews

with comments like “Reading some of these reviews I was a little worried but I had an ex-

cellent experience.” However, it also identifies reviews such as “If I could give this place no

stars I would. This is the worse place I have ever been to. ... I have never seen anything

like this in my entire life.” The criteria here are relatively loose and may include reviews

that do not indicate the specific behavior of interest. Thus we implement a stricter set of

criteria which requires the review to have a bigram (i.e. set of two words) from the following

list: “read review”, “read yelp”, “read google”, “see rating”, “see review”, “see yelp”, “see

google.” One percent of the reviews meet this criteria. We read a sample of 50 reviews and

found that each explicitly mentions consulting online reviews.

We conclude from this text analysis that between one and ten percent of persons on the

Yelp platform considered online reviews in selecting a hospital. This is not to say that only

34We first preprocess the review text to impose all lower-case text.
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10% of potential patients use this information. Within the data, the criteria miss comments

such as: “Hope this helps, I know I felt I couldn’t find a lot of reviews about it when I was

looking.” This comment indicates that this person consulted the reviews, but the verbiage

slips through the search criteria. Further, it is of course possible that a patient consults

online reviews prior to her hospital visit and then either does not mention it in her review

or does not review the hospital at all. We cannot measure the extent to which that occurs,

but, the fact that some reviewers state that they read reviews in advance, lends confidence

to the idea that online reviews are relevant to health care decision makers.

2.8.2 Variable Construction

We construct hospital prices based on the following formula and variables, which come from

HCRIS Data. Due to the multiple versions of the cost reports (1996 and 2010), the variable

locations are listed for both formats. This price measure, which is intended to capture the

average price for a non-Medicare inpatient stay, is defined as follows:

non-Medicare price =
inpatient charges ·

(
1− discount factor

)
−Medicare payments

total inpatient discharges−Medicare discharges
.

(2.10)

The inpatient charges and discount factor variables combine multiple values from the HCRIS

dataset. Inpatient charges is the sum of three variables from Worksheet G-2, Parts 1 & 2:

hospital general inpatient routine care services revenue (1996: line 1, column 1; 2010: line
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1, column 1), total intensive care type inpatient hospital services revenue (1996: line 15,

column 1; 2010: line 16, column 1), and inpatient ancillary services revenue (1996: line 17,

column 1; 2010: line 18, column 1). This provides a proxy for hospital charges. The discount

factor comes from Worksheet G-3. It is the ratio of contractual allowances and discounts on

patients’ accounts (1996: line 2, column 1; 2010: line 2, column 1) to total patient revenues

(1996: line 1, column 1; 2010: line 1, column 1). Note that because we are using a measure

of charges, we need to discount those values to create a measure of what is actually paid by

non-Medicare payers.

The remaining variables come directly from the HCRIS data. The first is Medicare payments

from Worksheet E, Part A: total Medicare payments (1996: line 18, column 1; 2010: line

61, column 1). We subtract Medicare payments, because we are only interested in the the

price for private insurers. The data do not separate out Medicaid payments and therefore

we cannot exclude those from the inpatient charges variable. Worksheet S-3, Part 1 contains

inpatient discharges (1996: line 1, column 15; 2010: line 1, column 15), which comprises

all inpatient discharges from the hospital, and thus includes patients from all payer types.

Lastly, Medicare discharges comes from Worksheet S-3, Part 1: Medicare discharges (1996:

line 1, column 13; 2010: line 1, column 13). We subtract Medicare discharges from the

denominator because, again, we are only interested in the price for private payers, so we

need to eliminate Medicare patients from this calculation.
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2.8.3 Sorting at Various Review Counts

Section 2.4.2 in the main text presents the manipulation tests from Cattaneo et al. (2018)

at each threshold for the data in our main specification, i.e. where we require a minimum

of three reviews for a hospital to be considered rated. In this case, we find statistically

significant evidence of sorting at each of the thresholds, which we argue is a mechanical

aspect of the data as opposed to evidence of intentional sorting by the hospitals. In order

to test that assertion, we recalculate this test for a higher level of minimum reviews. Figure

2.8a shows the tests for the high and middle thresholds, respectively, where the minimum

review requirement is 5. In this case, there is no longer evidence of sorting. The p-value is

0.9536 at the middle threshold and 0.6087 at high. These results, in conjunction with the

institutional details described in Section 2.4.2, lead us to conclude that the sorting apparent

in this test is not driven by hospital behavior. Lastly, our discussion of manipulation around

the threshold is prompted by our concern about how this may impact our results. Hence,

in 2.5, we present alternative specifications where the minimum number of required ratings

ranges from 4 to 10, and we find that our main results fall at the lower end of these estimates.

In other words, when we impose a minimum of 5 reviews—which alleviates any issues with

the manipulation tests—we find qualitatively similar results with earlier point estimates.

This remains true as we increase the minimum number of reviews.

2.8.4 Sensitivity Analysis

In addition to the alternative specifications presented in the main text, here we present

analyses of violations of the exclusion restriction, the importance of outliers, and alternative
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Figure 2.8: Manipulation Tests at High and Middle Thresholds with 5 Review Minimum
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Notes: The graphs depict the manipulation tests from Cattaneo et al. (2018). The x-axis shows the average
rating for a hospital at year-end. The light green bars show the histogram of average ratings. The density
estimates are on the y-axis. In both panels, the bandwidth is 0.15. Neither figure shows statistical evidence
of sorting. Lastly, note that the confidence intervals are not always symmetric around the point estimates.
Cattaneo et al. (2018) states that their test uses robust bias-corrected methods which causes the asymmetric
confidence intervals.

rating groups. Each of the sets of results demonstrate that our results are robust to these

concerns.

Violations of the Exclusion Restriction

We are interested in investigating how sensitive our analysis is to assumptions made on the

instrument. To begin, we analyze the bandwidth assumption. Recall in our main analysis,

the bandwidth around each threshold is 0.15. This means that to be considered rounded

into the middle group, a hospital would need an average rating between 2.75 and 2.90. The

specification titled “Bandwidth” modifies the instrument so that the bandwidth around the

high and middle thresholds (3.75 and 2.75, respectively) is 0.10. As detailed in Section 2.4,

the intuition behind the instrument is that hospitals directly on either side of the threshold

are of comparable underlying quality, and the only difference for the observations above
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the threshold is that they are rounded into a higher rating. If our results were driven by

observations furthest away from the threshold, this would call into question the underlying

assumption. As we can see in the figure, these results tell a similar story, just with a

larger magnitude on the coefficient for high rated hospitals, which provides support for this

assumption on the instrument.

We further scrutinize the strength of our instrument using the estimation method proposed in

Conley et al. (2012). The methodology allows for IV estimation under flexible (i.e. plausibly

exogenous) conditions. Consider the following regression equation:

Y = Xβ + Zγ + ε, (2.11)

where Y is a vector of outcomes, X is a matrix of endogenous variables, and Z is the matrix

of instruments, that we assume are uncorrelated with the error term. This means that in

a standard IV setting, we assume that γ is precisely equal to zero. Conley et al. (2012)

replaces this exclusion restriction, with an assumption on the support or distribution of the

correlation to allow for non-zero values. To implement, practitioners must specify minimum

and maximum values for the correlation between the instruments and the error term. This

approach is then implemented by using these minimum and maximum values to estimate

the equation twice, and then taking the union of the resulting confidence intervals. Further,

instead of only estimating using the bounds of the specified support, this estimation can

be conducted numerous times by taking equally spaced points within this support and then

reporting the corresponding union of confidence intervals.
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To implement this approach, we must specify the set of support conditions and the number

of points on the support to calculate bounds. In our analysis, a violation of the exclusion

restriction would mean that being rounded has a direct effect on prices, as opposed to working

through the ratings. Recall that the hospitals that are rounded into a higher rating group

have a lower underlying cumulative average rating than their corresponding star rating, i.e.,

the underlying quality measure for any rounded hospital is lower than non-rounded hospitals

in the same rating group. Hence, we would not expect any additional positive impact on

price from being rounded that is not already captured by the star rating. Rather, we would

expect that if the exclusion restriction does not hold, the violation is negative due to the

lower underlying quality amongst rounded hospitals relative to the non-rounded hospitals

with the same rating.

As such, we set the lower bound of the support as the negative value of the reduced form

coefficients in column 1, the least saturated specification (i.e. -0.0219 for high, and -0.0575 for

middle). We specify the upper bounds as zero for both instruments. Further, we estimate

this relationship for 50 points on the support. Under these assumptions, the confidence

intervals are [0.0013, 0.211] for the middle group and [0.0011, 0.229] for the high group.

Similarly, if we conduct the same analysis but use the negated coefficients from column 4

of table 2.3 (i.e. -0.0230 for high, and -0.0214 for middle), we get the following confidence

intervals: [0.0013, 0.1348] for the middle group and [0.0011, 0.1706] for the high group. This

indicates that even under the relaxation of the exclusion restriction, there is strong evidence

of a price premium for hospitals that do not have a sufficiently low rating on this platform.
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Importance of Outliers

There are well-known concerns about outliers in an instrumental variables setting. Further,

in the research analyzing hospital prices, there are issues with outliers, particularly when

using an estimate for price based on the CMS cost reports. We take the following steps to

address concerns regarding outliers.

At the onset, we drop price outliers at the 5th and 95th percentiles. This is commensurate

with approaches taken in Dafny (2009), Schmitt (2018), and Lin et al. (2020), as detailed in

the main text. As previously discussed, we also analyze price changes over time and use the

the natural log of prices in the following year as our main outcome of interest.

More formally, we address the issues posed by outliers in instrumental variable analyses by

using an additional econometric estimator. To do so, we rely on the estimator proposed

in Freue et al. (2013) and implemented in Stata by Desbordes and Verardi (2012). This

estimator differs from traditional IV estimation because it uses a robust multivariate location

and scatter S-estimator to provide increased robustness in comparison to traditional IV. S-

estimators are useful in this setting because under certain regularity conditions, they reach

maximal break down point regardless of the dimension of the data (Freue et al., 2013).

Practically speaking, this methodology as implemented in Desbordes and Verardi (2012)

identifies outliers as the observations that have a robust Mahalanobis distance over a certain

threshold (0.99 is the standard and is what we use in our analysis); these observations are

then given a weight of zero and remaining observations receive weights equal to one.

Our results for this estimator are shown in Table 2.7. The specification includes hospital and
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year fixed effects, along with all of the covariates and hospital quality measures. Note that

this estimation technique drops approximately 25% of the observations that are included

in our main sample, as those observations are found to be outliers. While this produces a

less precise estimate for the high rating group, it is qualitatively consistent with the results

shown in Figure 2.7. The estimate for the middle rating group is quite similar to that of

our main results, and is actually more precise. Taken together, these results provide further

support for the presence of a price premium for hospitals with sufficiently high ratings.

Table 2.7: Robust Instrumental Variable Results

Price
High Rating 0.0338

(0.0342)

Middle Rating 0.0509∗

(0.0301)

No Reviews 0.0392∗

(0.0205)

Fewer than 3 Reviews 0.0279
(0.0185)

Observations 6058
Kleibergen-Paap LM Statistic 98.00
Kleibergen-Paap F-stat 142.7

Notes: Robust standard errors clustered at the hospi-
tal level are in parentheses. Stars indicate the following:
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Relevance of Rating Groups

Recall in Section 2.3, we detailed our selection of the middle and high rating groups, elabo-

rating on the complications that we face if we attempt the analysis with each of the individual

rating levels. To provide some clarity about our decision to create these rating groups, we
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estimate a specification that is less granular than using every rating group individually, but

more granular than the rating categories we use throughout our analysis. Here we maintain

the “no reviews” group, which consists of hospitals that do not have a Yelp profile, along

with the “too few” group comprising hospitals with fewer than three reviews on Yelp.

We define “low” as hospitals with ratings of 2 or lower. Additionally, we define “4.5+” as

hospitals with year-end ratings of 4.5 or higher. Observations that do not fall into one of

the groups already mentioned are included in the analysis using a dummy variable for their

year-end rating. In other words, hospitals with ratings of 2.5, 3, 3.5, or 4 are not collapsed

into a broader rating group. This results in a set of 8 indicators, one for each of the following

categories: no reviews, too few, low, 2.5, 3, 3.5, 4, and 4.5+, where the low group is excluded

in our analysis. The “none” and “too few” groups are presented here as well to coincide

with the results presented throughout the main text. Lastly, the instrumental variables for

the 2.5 through 4.5+ rating categories are analogous to the main results. For example, the

2.5 rating category comprises observations with an average rating between 2.25 and 2.74,

and the corresponding instrument is an indicator equal to 1 for observations with an average

rating of 2.25 through 2.4.

The results are shown in Figure 2.9. Specifications 1-4 shown in the legend are analogous

to those shown in Table 2.4, where specification 4 is the most saturated, including hospital

and county characteristics, hospital quality measures, and year, county, and hospital fixed

effects. We see that across all specifications the coefficient on hospitals with 2.5 stars is small

and insignificant. Note that the average rating for a hospital with a Yelp presence is 2.9, as

shown in Table 2.1. As such, it follows that we do not find a significant effect for hospitals
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Figure 2.9: Results with More Granular Rating Groups

Notes: The four specifications correspond to those detailed in Table 2.4. The confidence intervals associated
with each point estimate are for robust standard errors clustered at the hospital level. The outcome, price,
follows the same definition as the main results.

slightly below average.

We see that for the 3 through 4.5+ rating groups, the results are consistently positive, but

lose significance in the most saturated specification.35 This result informs our selection of the

rating groups used in our main analysis: our “middle” rating group throughout the paper

consists of hospitals with 3 or 3.5 stars, and the “high” group encompasses the 4 and 4.5+

groups. By placing the cut-off for middle at 3, we require those hospitals to have marginally

35In specification 3, the joint significance of 3 and 3.5-star ratings has a p-value of 0.084, and the 4 and
4.5+ groups have a p-value of 0.236, indicating that neither group is jointly significant. Again, in the most
robust specification, neither group is jointly significant (p-values of 0.259 and 0.151 for the middle and high
group, respectively).
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better than average ratings, and then the high rated hospitals are sufficiently better rated

than average.

2.8.5 Falsification

Figure 2.10 presents the results of our falsification analysis. The coefficients for the high,

middle, and no reviews groups are shown with circles, triangles, and diamonds, respectively.

The outcome of interest corresponding to each of the coefficients is indicated by the black

dot in the bottom panel titled “Outcome”. All estimates adopt the specification in column 4

of Table 2.4 (i.e. year, county, and hospital fixed effects, hospital and county characteristics,

and hospital quality measures). In general, we selected future hospital quality metrics and

lagged prices as our outcomes of interest because these outcomes should be unaffected by

the ratings at time t.

Figure 2.10a presents the specification with clinical quality measures as the outcome of

interest. Specifically, we use mortality and readmissions data for AMI, heart failure, and

pneumonia in t + 1. 36 We argue that these clinical quality measures are well-suited for a

falsification test because, while clinical quality may be correlated with price and may also

affect Yelp ratings, we have no reason to suspect that an increase in reported ratings at time

t would impact clinical quality measures at time t+1. Looking at the results in Figure 2.10a,

we see that across the board the coefficients on our rating categories for these measures are

economically small and statistically indistinguishable from zero.

Figure 2.10b presents our falsification tests related to prices. The specification here follows

36We exclude quality measures at time t in this analysis, although the results are not sensitive to this
exclusion.
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exactly from our main results, the only difference being the change in the outcome variable,

which is now log price at time t, t − 1, and t − 2. As discussed in Section 2.3, because

the hospital fiscal year can end earlier than the calendar year, we would not expect a rating

change in time t to impact the time t price (where that price may be based on a fiscal year that

ends months earlier than the calendar year-end). Thus, we include price at time t along with

two additional price lags. To the extent that a higher rating allows hospitals to leverage

their bargaining position to negotiate higher prices with insurers, we would not expect a

significant relationship between ratings and past prices, given other controls. Referring to

Figure 2.10b we see that the relationship between each of the three explanatory variables

and the various price variables is statistically no different from zero in each case.

Given the results shown in Figure 2.10, it is clear that we are not finding results where we

would not expect them, generating further confidence in our main results. Building on the

discussion presented in Sections 2.5 and 2.8.4, these falsification tests provide convincing

evidence that our main results are not fully spurious.

2.8.6 Community Detection Methods

Community detection algorithms provide a novel way to define hospital markets based upon

observed hospital choices. For this analysis, I use publicly available data from the CMS

Hospital Service Area Files, which include annual summaries of the number of inpatient

discharges for Medicare fee-for-service patients by zip code, and we aggregate these data to

the FIPS code level. The methodology is implemented using an adjacency matrix that relates

patients from common areas (counties, zip codes, etc.) to the hospitals that they choose.



118

Figure 2.10: Falsification Tests

(a) Clinical Quality Outcomes
(b) Price Outcomes

Notes: The coefficients for high ratings are shown with circles, those for middle ratings are shown with
triangles, and no reviews are shown with diamonds. The outcome of interest is indicated in the bottom
panel. Each of the mortality and readmission variables are quality metrics for t+ 1.

More specifically, the first step is to create a bipartite matrix that relates FIPS codes and

hospitals using zeros and ones. Here, one indicates that people from the respective FIPS code

went to the corresponding hospital. This, however, fails to consider the volume of patients.

To address this, I use a minimum share of 0.15, which then only connects hospitals and FIPS

codes where at least 15% of that hospital’s overall admissions come from that FIPS code.

By multiplying the bipartite matrix by its transpose, I create the unipartite adjacency matrix

that is symmetric and indicates the number of hospitals that were selected by a sufficient

portion of people in both FIPS codes. The algorithm takes this matrix and identifies markets

based on common hospitals between FIPS codes. There are a variety of community detection
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algorithms, but for this analysis, we use the Louvain approach because it had the highest

modularity score (0.972), which means that it was the best at dividing the network of

hospitals into separate markets. This market definition had a total of 772 markets across

the country.
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Chapter 3

Medicaid Expansion and Patient

Experience

Through public policy and market forces, hospitals face incentives to prioritize patient experi-

ence of care which may drive strategic, non-clinical quality investments. Empirical evidence

of this behavior, however, has been limited by the absence of data on non-clinical quality

and the endogenous nature of quality improvements. Using hospital Yelp reviews to capture

patient experience and features of hospital quality along with expanded Medicaid eligibil-

ity to isolate a shock to hospital finances, this paper overcomes these challenges. Through

an interaction-weighted two-way fixed effects approach, the analysis finds that Medicaid ex-

pansion had a substantial effect on hospital finances and patient satisfaction. Hospitals in

expansion states experienced ratings that were on average 0.3 to 0.4 stars higher compared

to non-expansion states. Analysis of the review text provides additional insight into the ele-

ments of care that drive these ratings. The study provides new evidence about the dimensions
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of quality upon which hospitals may work to differentiate themselves.

3.1 Introduction

Health care providers face incentives to prioritize patient experience of care. Whether

through policy initiatives such as the Value Based Purchasing Program or broader mecha-

nisms, like increasing demand or improving their bargaining position in negotiations with

private insurers, hospitals are likely to divert resources to dimensions of care that are of

particularly salient to patients (Chandra et al., 2016; Dranove and Jin, 2010; Dafny and

Dranove, 2008; Dranove and Sfekas, 2008; Garthwaite et al., 2020; Zhe Jin and Sorensen,

2006). While understanding how hospitals invest in these features—like amenities and non-

clinical aspects of quality—has implications for the efficiency of health care delivery, there

is limited empirical evidence on strategic quality investment in health care. This study pro-

vides new insights into this relationship by addressing the question: do hospitals prioritize

investment in patient-centered quality?

Ideally, I would address this question by conducting an experiment in which some hospitals

receive an influx of cash and directly observe how they spend it compared to the hospitals that

receive no intervention. While practically this is infeasible, using a policy shock and novel

patient experience data, I am able to mimic two important features of the ideal experiment.

First, I exploit the Medicaid eligibility expansion of the Affordable Care Act (ACA), which

provided an exogenous shock to hospital operating environments. This allows me to dis-

entangle quality investments that are due to a plausibly exogenous change in a hospital’s
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financial position from investments driven by endogenous factors such as prior quality invest-

ments or changes in the level of competition in a hospital’s market. There are two specific

ways that expanded Medicaid eligibility could have driven hospitals to prioritize investment

in dimensions of care that may affect patient experience. The first is by directly increasing

revenue. Some existing studies find that hospitals in expansion states experienced increases

in Medicaid revenue and decreases in uncompensated care, generating overall higher revenue

(Nikpay et al., 2015; Blavin, 2016; Rhodes et al., 2020). There is also contrasting work

that does not find evidence of revenue increases as a result of this policy (Moghtaderi et al.,

2020). Even in that case, this policy change may have decreased a hospitals risk of losing

money on uncompensated care, thereby changing the perception of the hospitals operating

environment and freeing up cash to redirect toward patient-centered quality investments. In

either case, state-level variation in Medicaid eligibility provides a valuable context in which

to investigate hospital quality investment.

The second feature of the ideal experiment would be to directly observe hospital investment

decisions. This unfortunately does not pan out in reality. Existing data lack the granularity

to identify specific dimensions upon which hospitals invest, and therefore, have been ill-

equipped to further our understanding of hospital investment. I address this challenge using

online hospital reviews from Yelp (Ranard et al., 2016). Yelp reviews are a modern measure

of patient satisfaction and the experience of care at a given hospital. Through star ratings,

they provide an accessible, real-time metric to measure hospital quality from the patient

perspective. Through narrative comments, they highlight the dimensions of care that were

particularly important to a patient’s experience, providing an innovative way to capture
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aspects of quality—such as such as food, valet, and other non-clinical features—that are

not found in other data. While imperfect, the Yelp data provide a measure of patient

experience and valuable new information on the the specific dimensions of care that drive

that experience.

Using this plausibly exogenous change to a hospital’s financial standing and hospital Yelp

reviews, I assess how shocks to hospital budgets impacted patient satisfaction and investment

in patient-centered quality. Given the staggered implementation across states, an intuitive

estimation strategy is to use a two-way fixed effects model with leads and lags. Recent

findings in the econometric literature, however, caution against naively implementing this

approach, as the coefficients on the leads and lags may be be contaminated by the effect

of treatment in other periods. To avoid this, I rely on the interaction-weighted approach

proposed in Sun and Abraham (2021); I use this estimator across all outcomes of interest.

First, I test the underlying idea that Medicaid expansion had substantive effects on hospi-

tals by considering as outcomes Medicaid discharges, uncompensated care, and net patient

revenue. Following expanded Medicaid eligibility, hospitals in expansion states experience

higher Medicaid discharges, lower uncompensated care costs, and higher net patient revenue.

These results show that hospitals experienced changes in their operating environments that

likely drove windfall profits, which enhanced their ability to invest in patient-facing dimen-

sions of quality.

Based on this idea, I then turn to analyzing the effect of Medicaid expansion on patient

experience, as measured by Yelp star ratings. Two years after Medicaid expansion, hospi-

tals in expansion states received star ratings that were 0.3 to 0.4 stars higher, on average,
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than hospitals non-expansion states. While this result provides compelling evidence of how

these hospitals differentially improved patient experience—arguably through investments

in dimensions of quality that drive patient experience—it cannot specifically speak to the

underlying mechanism. However, using natural language processing on the review text, I

identify which reviews speak to non-clinical features of quality. I find that in the years fol-

lowing Medicaid expansion, hospitals in expansion states experience a significant increase in

reviews that positively mention amenities relative to the control hospitals. Taken together,

these results provide evidence that suggests that hospitals use the exogenous improvement

to their financial standing to differentially advance their investment in non-clinical quality.

This study contributes to existing research on hospital investment and the characterization

of quality in health care. Various studies highlight the incentives that providers face to

prioritize measures of patient satisfaction, and therefore, invest in features of quality that

might improve these metrics (Chandra et al., 2016; Dranove and Jin, 2010; Dranove and

Sfekas, 2008; Garthwaite et al., 2020). Garthwaite et al. (2020) presents a model in which

hospitals make investments in quality to increase private revenue. They test their model

predictions using various measures of quality–one of which is patient satisfaction. This

paper builds on their findings by providing further empirical evidence to this previously

speculative notion.

Additionally, research finds that the correlation between clinical quality and patient satis-

faction is weak, indicating that aspects of the hospital experience other than clinical quality

drive patient experience (Ranard et al., 2016; Perez and Freedman, 2018). Measures of pa-

tient experience are relatively new, and while researchers have expanded our understanding
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of what patient experience measures may capture through comparative analyses with other

quality measures, we have a limited understanding of the ways in which these metrics relate

to the incentive structures at play in hospital markets. This study indicates that providers

actively respond to the incentive to bolster patient experience of care.

By using Medicaid expansion to isolate an exogenous change to hospital budgets, this study

also builds on the wealth of literature that assesses the impact of expanded Medicaid eli-

gibility.1 A large body of work has explored how insurance expansion affects health care

markets, particularly from the standpoint of the individual. However, as this study shows,

the effects of these expansions are not limited to clinical outcomes and can have notable

effects on hospital incentives, as well. By exploiting the exogenous change to hospital op-

erating environments spurred by the expansion of Medicaid eligibility in combination with

online review data, this study furthers our understanding of how hospitals may strategically

invest in features of quality that patients value.

3.2 Data

This paper explores the effect of Medicaid expansion on patient experience using the universe

of hospital Yelp reviews. The Yelp platform is well-suited for this study because of its

popularity before and after 2014, which is when the majority of expansion states expanded

Medicaid. I also use data from the American Hospital Association (AHA) Annual Survey

and Cost Report data reported to the Healthcare Cost Report Information System (HCRIS)

at the Centers for Medicare and Medicaid Services. In what follows, I first describe the data

1See Miller et al. (2021), among others, for more discussion of this literature.
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sources independently and then detail the final combined dataset.

3.2.1 Medicaid Expansion

Information on state Medicaid expansion decisions comes from the Kaiser Family Founda-

tion.2 While some states have expanded Medicaid as recently as 2021, this study focuses on

the states that expanded prior to year-end 2018, which includes 31 states and DC. Figure 3.1

shows expansion by state. I aggregate the data to the year level based on the calendar year in

which states expanded, even though some states implement the policy later in the year than

January 1. To the extent that this affects estimation, it should bias the estimates downward

because hospitals in states that expanded later in the year would have less exposure to the

policy change, thereby tempering these effects.

3.2.2 Hospital Data

I use the AHA Annual Survey data for various hospital characteristics. For each hospital-

year observation, the data include the hospital’s Medicare record number, information on

system membership, number of beds, physicians, and nurses, and variables concerning own-

ership status and teaching hospital designations. I also use the AHA’s measure for annual

Medicaid discharges. I use Cost Report data for uncompensated care costs and net patient

revenue.3 These three variables—Medicaid discharges, uncompensated care costs, and net

patient revenue—comprise the set of outcomes that I use to assess how Medicaid expansion

affected hospital operating environments.

2Information can be found here: https://www.kff.org/medicaid/issue-brief/

status-of-state-medicaid-expansion-decisions-interactive-map/.
3The supplemental material details the specific line items of the Cost Reports used to pull these variables.

https://www.kff.org/medicaid/issue-brief/status-of-state-medicaid-expansion-decisions-interactive-map/
https://www.kff.org/medicaid/issue-brief/status-of-state-medicaid-expansion-decisions-interactive-map/
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Figure 3.1: Map of State Medicaid Expansion through 2018
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Notes: This map shows Medicaid expansion through year-end 2018. All states that expanded in 2014 did
so on January 1, 2014 with the exception of Michigan and New Hampshire, which expanded on April 1, 2014
and August 15, 2014, respectively. In 2015, Pennsylvania expanded on January 1, Indiana on February 1,
and Alaska on September 1. In 2016, Montana expanded on January 1 and Louisiana on July 1.

To work with the notoriously noisy Cost Report data, I remove outliers at the fifth and

95th percentiles, along with any observations with missing data.4 I combine the AHA and

HCRIS data using the hospital’s Medicare record number, and then, I match these data to

the state-year Medicare expansion data. Lastly, I remove from my sample hospitals that

do not appear in the data every year, i.e., I impose a balanced panel. This leaves 1,646

hospitals and a total of 11,522 hospital-year observations. Table 3.1 uses pre-treatment data

to summarize these variables by state expansion status. The panel of hospital characteristics

4Prior to eliminating outliers, I deflate these values to 2012 dollars using the Consumer Price Index for
All Urban Consumers: Medical Care in U.S. City Average (CPIMEDSL) from the U.S. Bureau of Labor
Statistics.
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are used in the estimating the models that include covariates.

Table 3.1: Summary Statistics by State Expansion Status

Expansion States Non-Expansion States

Mean St. Dev. Mean St. Dev.

Hospital Characteristics

Total Beds 233.23 189.15 239.64 232.30

Total Admissions 10,803.70 9,950.69 10,360.56 11,234.35

Total Inpatient Discharges 55,645.18 52,996.64 55,868.82 62,548.76

Government 0.15 0.35 0.24 0.42

Non-profit 0.75 0.43 0.54 0.49

Major Teaching Hospital 0.11 0.31 0.06 0.23

Any Teaching Hospital 0.45 0.49 0.40 0.43

System Member 0.64 0.47 0.72 0.43

Physicians 41.77 141.29 25.61 85.40

Nurses 451.53 503.46 449.57 563.08

Outcomes of Interest

Medicaid Discharges 2,224.53 2,603.22 2,048.19 2,669.45

Uncompensated Care (1,000s) 12,011.10 26,230.59 14,905.35 34,216.65

Net Patient Revenue (1,000s) 250,215.51 308,539.83 199,318.36 253,554.72

Notes: This table summarizes average hospital characteristics by state expansion status. For hospitals in expansion
states, i.e., treated hospitals, I present average pre-treatment characteristics. For hospitals in non-expansion states,
i.e., control hospitals, I present average characteristics over the entire sample period (2012 - 2018).

3.2.3 Yelp Data

To measure patient experience and features of hospital quality, I use online reviews from

the popular rating platform, Yelp. Yelp is a well-suited platform for this study because it

launched in 2004, enabling hospitals to amass reviews both before and after the implemen-

tation of the ACA. Once a hospital has a Yelp profile—which can be created by a user,

or a hospital, or a Yelp employee—then users can post a review. A Yelp review has two

required components: a star rating between 1 and 5 and a narrative comment. Note that

only registered users may post a review, but anyone online can see the reviews. The reviews

were collected using web scraping techniques and comprise the universe of hospital on Yelp
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through year-end 2018. Among other variables, the data contain both the star rating and

the review text, along with the date of the review.5

The Yelp data consist of 63,715 reviews from 2,158 hospitals. After limiting this to the

hospitals that appear in the hospital characteristics data to ensure that the results are

comparable across samples, this leaves 25,893 reviews from 787 hospitals. This means that

of the 1,646 hospitals in my sample, 47.8% have a review on Yelp by the end of the sample

period. The data are bimodal, with 1-star reviews comprising 48.5% of the data, followed

by 5-star reviews at 29.8%. These review-level Yelp data are the basis for the results that

assess the effect of Medicaid expansion on patient experience measured by Yelp star ratings.

Beyond the patient-driven star ratings, Yelp reviews posses another feature that makes

them a compelling data source for this analysis. Specifically, the review text creates the

opportunity to use natural language processing to capture specific features of the hospital

experience that matter to patients. I discuss this further in Section 3.3.

3.3 Empirical Approach

Using the outlined data, this study advances our understanding of hospital strategic invest-

ment behavior by analyzing the effect of expanded Medicaid eligibility on patient experience.

Spurred by the ACA, states started expanding their Medicaid programs in 2014. Over my

sample period, the largest cohort of expansion states was in 2014, with 26 states. Then

in 2015, three states expanded, followed by two more in 2016. Traditionally, economists

have estimated the effect of this type of staggered treatment using an two-way fixed effects

5Yelp’s algorithm hides reviews that are deemed fraudulent, and these reviews, therefore, are not included
in this dataset. McCarthy et al. (2020) details the collection and cleaning process for these data.
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(TWFE) model with leads and lags, i.e., an event study. Recent advances in the economet-

rics literature, however, have divulged the shortcomings of this approach. Sun and Abraham

(2021) shows that in the context of staggered treatment, the leads and lags in the TWFE

model may be contaminated by the effect of treatment in other periods. They propose an

alternative, interaction-weighted estimator to address the issue of contamination, which is

the basis for the estimating equations in the following subsections. I present the subsequent

results in Section 3.4.6

3.3.1 First Order Outcomes

The “first order” analysis focuses on the direct effect of Medicaid expansion on hospital op-

erating environments by considering the following outcomes: Medicaid discharges, uncom-

pensated care costs, and net patient revenue. The Sun and Abraham (2021) specification

for this analysis is:

Yht =
∑
e∈C

l=4∑
l=−3
l 6=−1

δe,l
(
I{Eh = e} ·Dl

ht

)
+ γt + γh + εht. (3.1)

On the right hand side of Equation 3.1, the term I{Eh = e} is a cohort indicator. Note that

the control group is the set of hospitals not treated during this sample period, meaning that

the set C includes all observations. The term Dl
ht is defined as I{t−Eh = l}, i.e., an indicator

for hospital h being l years away from state-level Medicaid expansion at year t. This term

is zero for all hospitals in non-expansion states. I omit the year prior to expansion, i.e.

y = −1. The terms γt and γh denote year and hospital fixed effects. I conduct the analysis

6The supplemental material includes the TWFE results.
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using hospital-year level data. Lastly, in some results, I include a term, Xht, which is a

vector that contains as covariates the hospital characteristics outlined in Table 3.1. These

include indicators to capture ownership type and teaching hospital designations, counts of

beds, nurses, and physicians.

3.3.2 Patient Experience

I use a similar empirical approach to assess the change in experience for patients who receive

care in hospitals in expansion versus non-expansion states. Recall, my data contain the star

rating and review text that a reviewer left on a given hospital’s Yelp profile. I therefore mod-

ify Equation 3.1 to reflect the review-level outcome and update the error term accordingly.

This results in the following equation:

Yiht =
∑
e∈C

l=4∑
l=−3
l 6=−1

δe,l
(
I{Eh = e} ·Dl

ht

)
+ γt + γh + εiht. (3.2)

Here, the outcome of interest Yiht is the star rating that reviewer i posted about hospital h

in year t. Equation 3.2 is the basis for my main result.

It is worth noting that Equation 3.2 does not contain a vector of hospital covariates, Xht.

This is because Sun and Abraham (2021) states that additional assumptions beyond the

scope of their paper may be needed to maintain the same interpretation of the treatment

effects if covariates are included. Another leader in this difference-in-differences renaissance,

Callaway and Sant’Anna (2021), allows for covariates, but unlike Sun and Abraham (2021),

it rules out the use of fixed effects, which are important in this analysis. It is well understood
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in the hospital literature that when analyzing hospital quality or prices, it is often the case

that the variation in these measures cannot be explained by other hospital characteristics.

This means that we cannot rely on a set of hospital covariates, and instead, we condition

on baseline, unobserved hospital quality using fixed effects. Therefore, in Section 3.4 my

preferred specification is the Sun and Abraham (2021) model (hereafter “SA”) without co-

variates, but I also present results with covariates included to rule out concerns about the

results being driven by the exclusion of some obvious covariate.

3.4 Results

The following subsections present the results for the estimating equations outlined in Section

3.3, starting with the first order outcomes and finishing with patient experience and non-

clinical quality measures. For each outcome, I present a the SA estimates with and without

covariates, where the preferred estimates are those without covariates. These estimates are

plotted using black circles and are the basis for the subsequent discussion.

3.4.1 First Order Results

To reliably estimate the effect of Medicaid expansion on patient experience, I first quantify

the extent to which this policy change affected hospital operating environments. This re-

quires exploring various outcomes that are likely to be mechanically related to this policy

shock, which could subsequently spur hospitals to reallocate investment toward dimensions

of care that drive patient experience.

The first outcome I consider is Medicaid discharges, which I expect to increase in hospi-
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tals in expansion states relative to those in non-expansion states as more people are eligi-

ble to receive Medicaid coverage. This bears out in Figure 3.2, which shows that in the

year of expansion, treated hospitals saw an increase of 125 discharges, and by three years

post-expansion, treated hospitals had a differential increase of approximately 400 Medicaid

discharges. Therefore, hospitals in expansion states did, in fact, care for more Medicaid

patients, which constitutes a change to a hospital’s operating environment.7 However, for

this policy change to affect hospital investment decisions, one would also expect a change in

certain dimensions of hospital budgets. One example of that is uncompensated care costs.

Figure 3.3 presents the uncompensated care results. In the year of expansion, uncompen-

sated care costs decreased by just over $2 million for expansion state hospitals. By four

years after expansion, this relative decrease grew to $6.3 million. This result follows other

work in the literature, such as Nikpay et al. (2015) and Blavin (2016), which also finds de-

creased uncompensated care costs. The effect on uncompensated care clearly illustrates one

dimension upon which Medicaid expansion affected hospital budgets, but whether or not it

improved a hospital’s overall financial position depends on some additional complications.

If Medicaid expansion provided coverage to patients who otherwise would have received care

but been unable to pay, then this policy would likely both decrease uncompensated care costs

and improve hospital budgets overall. However, as Nikpay et al. (2015) points out, when

treating uninsured patients, hospitals can consider any difference between what the patient

pays and the cost of care as uncompensated care. Yet, if Medicaid reimbursement falls short

of covering the cost of care, that difference cannot be classified as “uncompensated.” De-

7This coincides with other work, such as Miller et al. (2021), which shows that Medicaid expansion did
translate into higher rates of Medicaid coverage.
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Figure 3.2: Event Study Results: Medicaid Discharges
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Notes: The uncompensated care costs enter the regression in thousands, meaning that the coefficient
estimates indicate decreases in the millions. The second result at each relative time includes covariates,
which are indicated by the “+” following the model title in the legend. I omit observations for relative time
−4 because there are only two states with observations in that relative time.

clines in uncompensated care, therefore, would indicate hospital budget improvements only if

Medicaid reimbursement exceeded what hospitals would have otherwise received from these

uninsured patients. Further, this potential discrepancy would be exacerbated if Medicaid

expansion had any crowding out effect on private insurance. Directly investigating each

of those effects is beyond the scope of this paper, but in lieu of those analyses, I consider

another outcome: net patient revenue.

Net patient revenue is the difference between total patient revenue and allowances and dis-

counts on patients accounts, which includes provision for bad debts, contractual adjustments,
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Figure 3.3: Event Study Results: Uncompensated Care Costs
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Notes: Uncompensated care costs are measured in thousands, meaning that the coefficient estimates repre-
sent decreases in the millions. The second result at each relative time includes covariates, which are indicated
by the “+” following the model title in the legend. I omit observations for relative time −4 because there
are only two states with observations in that relative time.

charity discounts, teaching allowances, policy discounts, administrative adjustments, and

other deductions from revenue. This outcome isolates the effect of changes in reimburse-

ments that hospitals received and best uncovers changes to a hospital’s financial position

that would likely facilitate increased investment in non-clinical quality.8 Figure 3.4 presents

the results for net patient revenue per admission. In the year of treatment, expansion state

hospitals had a $579 increase in net revenue per patient and in the fourth year after treat-

ment, this increase climbs to $1,893. On average, a hospital in my data set had a total of

8Another potentially useful outcome would be “Net Income from Service to Patients,” which is net
patient revenue less total operating expenses. The challenge, however, is that total operating expenses
might encompass expenditures on patient experience that hospitals took on in light of higher revenue.
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10,543 admissions annually, therefore, the time-zero point estimate translates roughly into

a relative increase of $6.1 million. This value is, of course, increasing in the coefficient es-

timates, but given that I expect this revenue increase to affect patient experience through

quality investments, it is most relevant to consider the earlier effects.

Figure 3.4: Event Study Results: Net Patient Revenue
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Notes: The net patient revenue value is scaled by total hospital admissions, i.e., the outcome is average
net patient revenue per admission. The second result at each relative time includes covariates, which are
indicated by the “+” following the model title in the legend. Note that because the outcome is the average net
patient revenue per admission, I do not include total admissions on the right-hand side. I omit observations
for relative time −4 because there are only two states with observations in that relative time.

3.4.2 Patient Experience Results

The three first order results provide compelling evidence that the policy change affected

hospital operating environments. This suggests a heightened ability for hospitals to make
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quality investments, potentially in dimensions of care that drive patient experience. I explore

this possibility using the hospital Yelp data. The underlying argument is that if hospitals

invested in dimensions of quality that are meaningful to patients, then the reviews from

patients that received care in expansion state hospitals are likely to reflect a higher level of

satisfaction.

I first estimate the event study models using the star rating as the outcome. Figure 3.5

presents the results. In relative times zero and one, I find null effects. However, starting two

years post-expansion, hospitals in expansion states have average star ratings that are 0.3 to

0.4 stars higher than their counterparts in non-expansion states. This result coincides with

the strategic decision making that one would expect based on existing research, but stops

short of clarifying the specific features of care in which hospitals may have differentially

invested. To analyze this effect, I use natural language processing techniques on the review

text to construct a measure for the presence of non-clinical quality; using this as an outcome,

the analysis can uncover differential investment behavior between treated and control groups.

I structure this measure by first preparing the text data to identify which reviews include

words that might indicate discussion of non-clinical quality.9 I create a list of 133 non-clinical

quality words that appear in the reviews; nearly 60% of the reviews mention at least one of

these words. I present the full list of non-clinical quality words in the supplemental material,

but to illustrate, some of the most commonly mentioned words are ‘room,’ ‘food,’ ‘bed,’

‘cafeteria,’ ‘parking,’ ‘facility,’ ‘valet,’ and ‘bathroom.’ However, simply mentioning one of

these words does not indicate that the hospital has that quality feature. For example, a

9The supplemental material details the steps used to clean the text data. This consists of removing stop
words and fixing misspellings.
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Figure 3.5: Event Study Results: Star Ratings
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Notes: The second result at each relative time includes covariates, which are indicated by the “+” following
the model title in the legend. I omit observations for relative time −4 because there are only two observations
in that relative time.

reviewer could say, “the beds here are old and uncomfortable.” To avoid considering these

mentions in my outcome variable, I impose two additional limitations.

First, I use sentiment analysis to assign a polarity value to each review. The polarity value

ranges from -1 to 1, where -1 is entirely negative and 1 is entirely positive. This identifies

which reviews are at least marginally better than neutral, i.e. the polarity is greater than

zero. Second, I must deal with the fact that there are cases in which the reviewer assigns

a 1-star rating, but the review is classified as positive. These represent clear mismatches

between the patient’s experience and the way that the sentiment analysis categorizes the

review. I therefore limit my outcome to the hospitals with ratings greater than 1. With
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these caveats in mind, I structure my outcome of interest, which is an indicator variable

equal to one if the review mentions one of the 133 non-clinical quality words, has a polarity

value greater than zero, and does not have a 1-star rating. A total of 47.3% of reviews meet

these criteria. This serves as a proxy for whether or not features of non-clinical quality are

mentioned positively in the reviews.

The results with this non-clinical quality indicator outcome are shown in Figure 3.6. Two

years after expansion, the results show that hospitals in expansion states are more likely to

have amenities mentioned positively in their reviews than hospitals in non-expansion states.

This result provides further clarity to the idea that hospitals may be using this exogenous

financial shock to increase investment in patient-centered dimensions of care.

3.5 Discussion

This study provides valuable new information to the literature on patient satisfaction and

non-clinical quality. Using online review data, I show that hospitals in expansion states

improved patient experience as measured by star ratings. Using natural language processing

tools and the review text, I show that following Medicaid expansion, reviews in treated states

were more likely to positively mention non-clinical features of quality. This suggests that

expansion state hospitals differentially increased investment in these dimensions of care.

These results provide a foundation for subsequent research on how these investments relate

to productive efficiency. Do investments in non-clinical quality have affect clinical quality

and patient outcomes? While this analysis shows that hospitals make strategic investments
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Figure 3.6: Event Study Results: Non-Clinical Quality
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Notes: The second result at each relative time includes covariates, which are indicated by the “+” following
the model title in the legend. I omit observations for relative time −4 because there are only two observations
in that relative time.

in non-clinical quality elements, it is unable to discern if that was at the expense of clinical

quality. Theoretically, if hospitals are already producing an efficient combination of clinical

and non-clinical quality, then any increase in spending toward one type of quality will come

at the expense of the other. If, however, hospitals are not already producing efficiently, then

an increase in non-clinical quality may not affect—or may even improve—clinical quality.

This remains an open empirical question with important policy implications.
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3.6 Appendix

3.6.1 Yelp Data

A detailed description of the steps used to collect and conduct initial cleaning of the Yelp

data are contained in Chapters 1 and 2 of this dissertation. I reserve this section for the

explicit discussion of the process used to convert the raw review text into a set of indicators

to capture elements of non-clinical quality at a given hospital. Using the following steps,

I clean the data so that the computer can identify the possible non-clinical quality words

within the reviews.

1. I first remove punctuation, numbers, white space, and extraneous letters such as Ã, Â,

ã, and â that appear in the process of scraping the reviews. This takes the unadulter-

ated block of review text and returns a cleaner block of text.

2. Next, I take the cleaned block of text and break it down into the individual words

through a process known as “tokenizing.” This makes it so that the computer can

assess each term individually, independent of the surrounding text.

3. I then “lemmatize” each of these tokens, which takes the word down to its simplest

form. For example, it takes the various conjugations of a verb and then returns the

root word.

4. After lemmatizing, I drop any stop words, such as articles and prepositions, which

appear frequently but do not provide any content.

5. Finally, I run a spell check process on the lemmatized words to ensure. Given that
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these reviews are posted but not edited, they frequently contain misspellings. By fixing

the misspellings, I make the remaining processes cleaner.

After conducting these five steps, I am left with a vector of words corresponding to each

review. I use this to create a data frame where the columns are the words mentioned across

all reviews and each row represents a review. The data frame is filled with zeros and ones,

where ones indicate that the review contained that word.

I take a subset of this data frame that is limited to the columns that refer to the non-clinical

quality words listed in the following subsection.
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3.6.2 Non-Clinical Quality Words

These are the words used identify which reviews speak to the presence of non-clinical quality.

aesthetic amenities amenity architecture

aromatherapy arrangement art artwork

bakery bath bathroom bathrooms

bathtub bathtubs bed bedding

bedroom beverage bistro blanket

boutique breakfast building cable

caf cafe cafeteria cafeterias

campus chair champagne charm

coffee coffeeshop comfort comforter

computer concierge convenience couch

courtyard decor decorate decoration

deli design dessert dining

dinner dinnerware drink drinks

eatery enjoyment facilities facility

fashion flavor flower food

fountain fountains furnishing furniture

garden heaven housekeeper housekeeping

interior ipad jacuzzi lobby

loveseat massage meal music

musician netflix news oasis

park parking performance photo

photographer photography photos pianist

piano picture pillow pillowcase

plant playroom plaza refreshment

renovation resort restaurant restroom

room rooms salon shower

showering singer singing snack

sofa soundscapes spa starbucks

statue statues store studio
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style suite taste telephone

television terrace toilet toiletry

towel toy treat upgrade

valet waterfall wifi window

windows wireless



146

3.6.3 HCRIS Data

I use the the HCRIS data for measures of uncompensated care costs and net patient revenue. For uncompen-

sated care costs, I follow Blavin (2016), which provides insights into matching this value across the 1996 and

2010 versions of the Cost Reports. I first pull the uncompensated care charges value. For the 1996 form, this

is Worksheet S-10 line 30 (total non-Medicaid, SCHIP, or state and local indigent program charity care and

total hospital bad debt charges). For the 2010 form, this is Worksheet S-10, line 20, column 3 (total charity

care charges for uninsured and insured patients approved for charity care) minus Worksheet S-10, line 22,

column 3 (partial payments by uninsured and insured patients approved for charity care) plus Worksheet

S-10, line 26 (total hospital bad debt across all patient types). Then to deflate these uncompensated care

charges to uncompensated care costs, I multiply this by the cost-to-charge ratio. For the 1996 form, this is

Worksheet S-10, line 24, column 1, and for the 2010 form, it is the same worksheet and column, but instead,

line 1. Locating the “net patient revenue” value is simpler. This is located on Worksheet G-3, line 3, column

1 in both the 1996 and 2010 versions of the form.
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3.6.4 Alternative Results

As noted in the main text, my main results are based on the Sun and Abraham (2021) estimator, which I

denote as “SA” in the following graphs. This estimator offers an improvement upon the traditional two-way

fixed effects estimator (TWFE). For the sake of comparison, here I outline the TWFE specification and

present those results next to the main (SA) results. The TWFE specification for the first stage results is:

Yht =

l=4∑
l=−3
l 6=−1

βlD
l
ht + γt + γh + εht. (3.3)

On the right hand side of Equation 3.3, the term Dl
ht is defined as I{t−Eh = l}, i.e., an indicator for hospital

h being l years away from state-level Medicaid expansion at year t.10 This term is zero for all hospitals in

non-expansion states. I omit the year prior to expansion, i.e. y = −1. The terms γt and γh denote year and

hospital fixed effects. I conduct the analysis using hospital-year level data. Lastly, in some results, I include

a term, Xht, which is a vector that contains as covariates the hospital characteristics.

The TWFE specification for the patient satisfaction is as follows:

Yiht =

l=4∑
l=−3
l 6=−1

βlD
l
ht + γt + γh + εiht. (3.4)

The following plots present results that are analogous to those in the main text, but using the TWFE

specification defined above.

10I borrow this notation directly from Sun and Abraham (2021) for ease of comparison between this and
the subsequent model.
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Figure 3.7: Event Study Results: Medicaid Discharges
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Notes: The uncompensated care costs enter the regression in thousands, meaning that the coefficient
estimates indicate decreases in the millions. The second and fourth result at each relative time includes
covariates, which are indicated by the “+” following the model title in the legend. I omit observations for
relative time −4 because there are only two states with observations in that relative time.



149

Figure 3.8: Event Study Results: Uncompensated Care Costs
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Notes: Uncompensated care costs are measured in thousands, meaning that the coefficient estimates repre-
sent decreases in the millions. The second and fourth result at each relative time includes covariates, which
are indicated by the “+” following the model title in the legend. I omit observations for relative time −4
because there are only two states with observations in that relative time.
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Figure 3.9: Event Study Results: Net Patient Revenue
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Notes: The net patient revenue value is scaled by total hospital admissions, i.e., the outcome is average
net patient revenue per admission. The second and fourth result at each relative time includes covariates,
which are indicated by the “+” following the model title in the legend. Note that because the outcome is
the average net patient revenue per admission, I do not include total admissions on the right-hand side. I
omit observations for relative time −4 because there are only two states with observations in that relative
time.
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Figure 3.10: Event Study Results: Star Ratings
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Notes: The second and fourth result at each relative time includes covariates, which are indicated by the
“+” following the model title in the legend. I omit observations for relative time −4 because there are only
two observations in that relative time.
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