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Abstract

When Large Language Models Meet Religious Text
By Jacob Choi

The field of AI has been quickly expanding outside of Computer Science, including
areas such as healthcare, transportation, and the humanities. The intersection between
AI and religion is also a growing field, but there exists a lack of computational work
done from an application-based perspective. The current intersection in research
between AI and religion often involves observing information that the models have
learned, such as religious bias. For works that more directly impact communities,
commercial AI-powered tools are available to help users learn more about religious
texts, but lack transparency, which may be alarming for some.

To contribute to the field of AI application in religion from a computational
perspective outside of AI model bias observation, we perform a case study on the
Bible by creating a verse extraction tool using deep learning techniques to showcase
the process of creating such a tool for religious communities to use. To do this, we
first explore a challenge common to those who study the bible by finding references.
We utilized a semantic similarity search and the Hungarian algorithm to identify
references, which we found infeasible yet impactful. We then introduce six datasets
that we use to train a llama-2-7b-chat model to respond to user queries with Bible
verses. Additionally, we create two test sets to evaluate models, the first asking
fact-based questions and the second asking theological questions. We find that state-
of-the-art commercial models still come out on top with the highest accuracy of 62.5
and 58.5, and we describe the next steps to encourage research toward this direction
of application-based tools in the computer science domain for religion.
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Chapter 1

Introduction

1.1 Background and Motivation

The rise in applications of AI models and particularly large language models such

as OpenAI’s GPT-4, Google’s Gemini, or Anthropic’s Claude has been making its

way into many fields and finding use outside of computer science. Fields such as

healthcare [14][38], transportation [7][49], and environmental studies [37][24] are a few

of the many fields that are beginning to adopt this technology. One of these many

fields includes religion and theology [5][25], and this paper will touch on the language

applications of deep learning models in this field.

There are currently different available commercial AI tools for particular religions

that are designed to help users by answering questions they may have 123. These

chatbots are designed to answer questions about a piece of religious text, and other

generative AI technology can be utilized for specific tasks like creating sermon outlines

for pastors4 or summarizing online sermons5. Although there are many commercially

available tools, there is a current lack of work that explores this area from a research

1https://ravgpt.ai/ravgpt-chat
2https://qurangpt.live/
3https://www.biblemate.io/
4https://www.sermon.ly/
5https://pastors.ai/
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perspective. To expand on the domain of utilizing AI tools in religion, we designed a

verse extraction tool to help users find information from a religious text to answer

questions they may have. We conduct a case study on the Bible by 1. utilizing

computational methods to explore problems that have previously been attempted by

hand and 2. training an AI model to take in user queries and return Bible verses that

may apply to the users’ needs. A verse extraction tool essentially takes a user input,

such as a question like ”What is the first verse in the Bible?” and responds with a

verse relevant to that query, like ”Genesis 1:1.”

To showcase the reproducibility of these models, our work seeks to contribute to

this domain from a research perspective. Namely, the novelty of our work highlights

the step-by-step process of how we train an AI verse extraction tool from the ground

up, which to the extent of our knowledge has not been previously done. This thesis

covers particularly the creation of datasets as well as the fine-tuning process and the

models used. The components needed to create this tool are aimed to be accessible to

most, with our target audience being religious communities who may wish to utilize

such a tool, but may not have the large computational resources to train their own

models from scratch that corporations may have. By utilizing methods like Low-Rank

Adaption [21], we can fine-tune a large pre-trained model on a single GPU so that

vast, costly resources are not necessary to recreate such a tool. We find that although

our methods do not beat state-of-the-art commercial models such as GPT, we would

like to encourage future research in a direction towards building open-sourced models

that are capable of serving communities who wish to develop their own, but do

not have the resources to train a model from scratch or perform a costly fine-tune.

Thus, our overarching thesis objective is to find ways to help users from religious

communities answer questions they may have about a particular religious text through

computational means. To tackle this, we explore the following two questions:

(i) 1. One common theme among religious texts involves the extensive use of
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references and cross-references, which we discuss in chapter 3. The task of

finding cross-references in a text such as the Bible has been explored for centuries

and has been manually done by hand [11]. Given the recent improvements in

technology, can we use computational resources to find new references?

(ii) 2. With the advent of AI technology and its increased adoption in many fields,

how can we create an AI-powered tool that’s trained on data made using religious

texts like the Bible to answer questions that users may have to help religious

communities who may be interested in training their own model?

1.2 Research Objective

Our goal in this thesis is to explore methods to create the tools that can help

empower religious communities by answering questions they have from a computational

perspective. The contributions of this work include:

(i) 1. We apply one commonly used metric called a semantic similarity search to

find reference verses in the Bible. We also attempt to use an algorithm called

the Hungarian algorithm to tackle limitations from semantic similarity search

in finding references, which to the extent of our knowledge has not yet been

attempted.

(ii) 2. To help users answer questions they may have using AI, we utilize a state-

of-the-art open-sourced AI model to train on datasets that we made to answer

user questions.

Because of the costs needed to create a pre-trained model from scratch [42], our

research thus tackles the question of how religious communities can train a verse

extraction model through fine-tuning, which will be further described in chapter

4. By looking into this question, we also hope to raise awareness about the need
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for transparency in training large language models for religious use by releasing the

datasets that the tool is trained on to encourage transparency of the training process

in creating these models.

1.3 Thesis Organization

The rest of this thesis is presented as follows: Chapter 2 explores the current works

on religion in the computer science field and provides a perspective on the work that

is missing. Chapter 3 describes, in detail, our attempts to find reference verses using

semantic similarity search and the Hungarian algorithm. Chapter 4 describes the

process of training a model. Chapter 5 describes the approaches we took to create

each of the six datasets used to train our model. Chapter 6 describes the outcomes

from training the model and provides a discussion of how one should use this tool.

Chapter 7 describes the limitations of this work and the potential future applications

of this work. Lastly, chapter 8 considers the ethical and societal implications that

come with AI usage in religious communities.



Chapter 2

Background

2.1 Background and Trends in NLP for Religious

Text Analysis

Before describing works that are related to this domain, we begin this chapter by briefly

describing the relevant background information for the upcoming discussion in section

2.2. This work we are conducting falls under the field of Natural Language Processing

(NLP), which explores the computational means to create human-like text and speech

through the combination of computational linguistics, which is the rule-based modeling

of human language, along with statistical machine learning models. The field of NLP

has grown substantially in the past few years with the advent of technology such as

deep learning, along with the increase in available text data to train these models.

One important aspect of research in NLP involves looking at a model’s ability to

carry out specific tasks. Tasks such as named entity recognition (NER), which aims

to identify and classify entities in text such as people, organizations, dates, locations,

and more, are important because they deal with extracting relevant information from

text, which is useful in the real world for examples like identifying people or dates in a

news article so that a user can quickly understand what the article is about. Some of

5
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the works that we describe below will look at tackling specific tasks from a religious

perspective.

In addition to an emphasis on how well models can perform certain tasks, an

emphasis on creating datasets is just as important. This is because the quality of

the dataset greatly affects the model’s performance. Although data from the internet

is often vast and accessible, it also comes with human biases that may affect the

model’s performance. There is a growing amount of work regarding computer science

applications in religion, and one common research focus involves observing bias in

datasets, oftentimes including religion.

Lastly, there is a growing trend of developing models with a large amount of

parameters, also known as large language models. These models are impressive

because of their capabilities to perform a multitude of NLP tasks given their large

parameter size, especially since they often do not need further fine-tuning. This is

surprising because conventional, smaller language models like BERT are capable of

performing specific tasks, but this requires additional steps such as further training

on a dataset specific to the task, modifying the model’s underlying architecture, or a

mixture of both. Works described in the following section involve adapting to tasks

using smaller models like BERT, whereas our research instead explores the usage of

larger models.

2.2 Exploring NLP Tasks in Religious Texts

Computer Science research on the perspective of religion often observes the amount of

bias that is present in models. Works such as Abid et al. [3] showcase stereotypes such

as anti-Muslim bias in language models like GPT-3 by showcasing how it associates

certain words with religious groups such as ’terrorist’ with Muslims or ’money’ with

Jews. This analysis looks into the outputs of a model that may be biased towards a
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particular religion based on the data it has been trained on. Additionally, datasets

have been created to evaluate bias on certain stereotypes including religion [33][34].

Although there has generally been a lack of work exploring religion outside of bias

in computer science, recent efforts have been made to study NLP tasks in religious

texts. The Quran QA Shared Task Challenge in 2023 invited teams to develop models

for tasks such as passage retrieval (Task A) and reading comprehension (Task B). For

Task A, once the team is given a question, they must identify Qur’anic passages that

contain answers to those questions. For Task B, once given a question and a passage,

teams must find all the answers from that passage. Alnefaie et al. [6] attempts Task A

by fine-tuning on Arabic pre-trained models and performing a series of additions such

as fine-tuning on extra data, using an ensemble of different models, and performing

post-processing for their results. Although their approach is effective to excel in

these particular tasks, the challenge suggests building upon previous methodologies to

accomplish these tasks, which mainly utilize smaller, task-oriented language models

like AraBERT [8], a BERT model trained on large, public Arabic corpora, rather than

working with larger, generative models such as GPT [10]. Our work explores utilizing

these larger, generative models to tackle a variety of tasks at once. In addition to

passage retrieval and question answering, our trained model attempts to handle tasks

such as semantic similarity to find similar verses, finding cross-references, utilizing

named entity recognition, and performing contextual understanding, all of which are

further described in chapters 5.4.6, 4, and 5.

Our motivation to create this model stems from the current lack of literature

that explores a variety of NLP tasks on biblical data. Current usage of the Bible

for NLP tasks involves creating large-scale datasets for low-resource languages due

to its diversity of translations [29][30][18], or to tackle conventional NLP tasks for

low-resource languages [4]. Considering the Bible’s widespread usage but lack of

general exploration of its content for NLP tasks, we hope to bring light to research in
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this domain.

Lastly, there exist models commercially available that have been trained on a

religious text. However, the content they are trained on is still hidden behind a black

box, meaning that the data that these models are trained on is not open-sourced.

Likewise, their models are not available for download or fine-tuning, with examples

being OpenAI’s GPT or Anthropic’s Claude. Although their overall performance in

NLP tasks on biblical content remains the strongest, as we further discuss in chapter

6, we hope that this effort brings forth consideration towards developing models that

are trained on open-source datasets that can achieve comparable performance to these

commercial, black-box models, particularly in a domain like religion that contains

nuances in regards to dogma and benefit from transparency.



Chapter 3

Finding References: An Exploration

The Bible has many references and cross-references. We define a reference verse in the

Bible as a verse being referred to by a verse later in the Bible. As an example, Jesus

references Exodus 20:13, which states ”“You shall not murder.” (NIV), which Jesus

refers to when he says ”“You have heard that it was said to the people long ago, ‘You

shall not murder, and anyone who murders will be subject to judgment.’” (NIV) in

Matthew 5:21.

Cross-reference verses are verses that may not word-for-word be referenced from

another verse but may also contain similar themes, events, or people. One example

would be Hebrews 11:3’s verse ”By faith we understand that the universe was created

by the word of God, so that what is seen was not made out of things that are visible.”

(NIV) and its cross-reference to Genesis 1:1’s verse of ”In the beginning, God created

the heavens and the earth.” (NIV). Although Genesis 1:1 is not a reference to Hebrews

11:3, they do share similar themes of the Bible’s mentioning of the origin of the world

and are thus considered a cross-reference.

At the start of the project, we had set out to find ways of finding reference verses.

Scholars have gathered references together over many years, but a recent advancement

in computational power has allowed for this task to be potentially automated. We

9
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were thus curious to know if there were ways of finding new reference verses through

computational means.

An exploration was done in an attempt to find these reference verses. The NIV

Bible contains 31,103 verses, and each book and chapter along with their verses, titles,

and commentary which includes references and cross-references were scraped from the

BibleGateway website1.

Translation References Percent Overlap
NIV 314 0.4331
NLT 167 0.8144

Table 3.1: Number of references and percentage overlap between translations.

Statistic Value
Number of Common References 136
Total References After Merging 345

Table 3.2: Number of overlapping references and references from merging.

Popular Bible versions KJV, NKJV, NIV, ESV, and NLT were scraped to be

compared with. Only NIV and NLT contained references in their respective footnotes

from BibleGateway. NIV had a total of 314 references, while NLT had a total of

167, as denoted by table 3.1. Their respective references in common and the total

number of references combined after merging is shown in table 3.2. By using the

commentators’ footnotes on reference verses from NIV on BibleGateway as the ground

truth to compare and test our proposed methods, we attempted to find reference

verses through a semantic similarity search and finding maximum weight matchings.

The scraped information from BibleGateway is formatted in JSON and contains

the book version, the book, the chapter, and the verse. Verses contain both the verse

text, and any references made, as well as the commentary for that verse if there exists

any, with the character offset for the commentary that the commentator made. The

1https://www.biblegateway.com/
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verse will also contain a title if it is the first verse of a passage, which is denoted in

bold in the NIV version.

3.1 Semantic Similarity

0.465

John 12:13 embedding

Genesis 1:1 Embedding

Genesis 1:2 Embedding

Genesis 1:1 Embedding

Revelations 22:21 Embedding Revelations 22:21 Embedding

Genesis 1:3 Embedding

John 12:13 Mark 11:9 (0.8089)

Matthew 21:9 (0.8006)

Mark 15:18 (0.7464)k

☹ Psalm 118:26 (0.465)

2

3

cos Θ = 
A B
A B

Verse (John 12:13)
The crowds that went ahead of him

and those that followed shouted,
“Hosanna to the Son of David!”

“Blessed is he who comes in the
name of the Lord!” “Hosanna in the

highest heaven!”

Sentence Transformer
all-MiniLM-L6-v2

Embedding (John 12:13):
[ 5.0864e-03,  1.9370e-01,
-4.9242e-02, ...]

Embedding (Psalm 118:26):
[1.5638e-02,  1.0540e-01, 
4.4104e-02 ...]

Verse (Psalm 118:26)
Blessed is he who comes in the

name of the LORD. From the house
of the LORD we bless you.

1

4

Figure 3.1: Semantic Similarity Matching Algorithm

To find how similar two verses are through computational means, we employ a

semantic similarity search. When a model has a task such as figuring out the similarity

between words, sentences, or documents, the model cannot decide this by reading

characters. These words have to first be converted into a format that can be used to

train a classifier, and this is done by mapping words into a vector space, which we

call word embedding. Words such as ’cat’ and ’dog,’ are closer to each other than

to a word such as ’airplane.’ To perform this mapping, traditional word embedding

tools like [32] learn the meaning of words based on the occurrence of surrounding

words. An example that Jurafsky and Martin [23] uses is the word ong choy, which

you likely have not heard before, but from context sentences such as ”Ong choy goes

well with rice” or ”Ong choy is delicious when sauteed with garlic” let one infer that

ong choy is food related. When other sentences use different words that are also

described in a similar sense, such as ”spinach is delicious when sauteed with garlic,”



12

one can infer that ong choy may be a leafy green similar to the other described leafy

greens. Similarly, a statistical machine learning model is trained by taking each unique

word in a document that is given and learning an embedding for each word based on

how likely a separate word is a context word of the original word (using a window

of surrounding words of the original word as ground truth). The learned parameters

from this model for each word can be used as the embedding for the word, which we

will use to compute similarity.

Many metrics exist to measure these distances, such as Euclidean distance or

Manhattan distance, but the distance we choose is the widely-used cosine similarity

metric, which captures the semantic similarity between two words by measuring the

cosine of the angle between the vectors, with a value of 1 being an exact match. The

previous example we described is focused on embedding words, but this can also be

applied to entire sentences, or in our case, Bible verses. To embed verses, we utilize

the sentence transformer library [2]. We create embeddings for each verse using an

all-MiniLM-L6-v2 sentence transformer model to generate a 384-dimensional vector

for each verse, which can be seen in step one in figure 3.1. This allows sentences,

and in our case, verses, to have embeddings, and using their embeddings we can

calculate numerical distances between verses using cosine similarity to find their

semantic similarity, which can be seen in step two in figure 3.1. Creating embeddings

and performing pairwise similarities between many verses can be computationally

demanding and take very long, so to overcome this, we utilize Meta’s FAISS library

[1] to perform a quick similarity search. What would traditionally have taken hours to

find the most similar pair among tens of thousands of sentences takes seconds using

FAISS.

A similarity search in our scenario involves building the embeddings of each verse.

We can then perform a pairwise comparison and find the cosine similarity between

each verse and all 31,102 other verses in the Bible, resulting in a 31,103 x 31,102
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comparison, as shown in step three in figure 3.1. We then generate a list of similar

verses from highest similarity to lowest similarity, and we manually select a threshold

value of 0.6699 and display verses with similarities greater than this value. From our

results, we found that this works generally well. Using the FAISS library, we can

generate the top k similarities of a particular verse, shown by step four in figure 3.1.

Table 3.3 highlights the number of references caught with varying levels of k.

k Similarity Hungarian

5 184 202
10 223 231
15 235 243
20 241 251
25 250 261
30 255 265
35 260 269

Table 3.3: Number of correct reference matches between semantic similarity search
and the Hungarian algorithm for different values of k out of 345 references.

However, we noticed that matches between reference verses and verses referring

were not being found because the reference verses were often only a subset of the verse.

This means that although one part of the verse referring may, word for word, refer to

another verse, the rest of the words in that verse may not be ’similar.’ For example,

in 2 Kings 23:27, the verse reads: ”So the LORD said, “I will remove Judah also from

my presence as I removed Israel, and I will reject Jerusalem, the city I chose, and this

temple, about which I said, ‘My Name shall be there.’ ”” and references 1 Kings 8:29,

which states: ”May your eyes be open toward this temple night and day, this place

of which you said, ‘My Name shall be there,’ so that you will hear the prayer your

servant prays toward this place.”

The reference lies in the words ’My Name shall be there.’ but the surrounding

words may be causing the engine to yield a lower overall similarity. The engine’s

highest generated similarity for 2 Kings 23:27 is 1 Kings 9:7, which states: ”then
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I will cut off Israel from the land I have given them and will reject this temple I

have consecrated for my Name. Israel will then become a byword and an object of

ridicule among all peoples.” and has a cosine similarity of 0.736, whereas the cosine

similarity with its reference verse, 1 Kings 8:29, is 0.5396. Although this similarity

search method performs fairly well with finding verses, we attempt to address its

limitations by using a second method called maximum weighted search.

3.2 Maximum Weight Matching

Keyphrase
Embeddings

John 12:13
Psalm 118:26

Cosine Similarity
 + Squaring

Maximum Weight 
Matching

= 1.170 

Verse (John 12:13)
The crowds that went ahead of him and

those that followed shouted, “Hosanna to
the Son of David!” “Blessed is he who

comes in the name of the Lord!”
“Hosanna in the highest heaven!”

Verse (Psalm 118:26)
Blessed is he who comes in
the name of the LORD. From

the house of the LORD we
bless you.

Extracted Key Phrases:

Palm branches were taken to meet him.
Shouting 'Hosanna!'
Blessed is he who comes in the name
of the Lord!
Blessed is the king of Israel!

Sentence Transformer
all-MiniLM-L6-v2

Key Phrase Embeddings:

[0.0155,  0.0883, -0.0338, ...]
[0.0212,  0.1114, -0.0506, ...]
[0.0096,  0.1038,  0.0230, ...]
[0.0218,  0.1564,  0.0202, ...]

Key Phrase Embeddings:

[.01690, 0.1132, 0.0217, ...]
[0.0040,  0.0461,  0.0244, ...]

Keyphrase
Embeddings

Square each
cosine

similarity
value.

Apply the maximum weight matching
algorithm to obtain the numbers in

red. Sum the red values to obtain the
score.

1

2

3

4

5

John 12:13
Mark 11:9 (1.305)

Matthew 21:9 (1.597)

k
Psalm 118:26 (1.170)☺

Extracted Key Phrases:

Blessed is he who comes
in the name of the LORD.
From the house of the LORD
we bless you.

Keyphrase
Embeddings

John 12:13
Psalm 118:26

Keyphrase
Embeddings

John

Psalm

0.0404 0.0361

0.0338 0.0568

0.9386 0.3028

0.4539 0.2316

cosine similarities

John

Psalm

0.0404 0.0361

0.0338 0.0568

0.9386 0.3028

0.4539 0.2316

cosine similarities

John

Psalm

0.2010 0.1901

0.1839 0.2384

0.9688 0.5502

0.6737 0.4812

cosine similarities

Figure 3.2: Maximum Weight Matching Algorithm

We explored a second computational approach to match reference verses with their

respective verse and address limitations from similarity search through an algorithm

called the Hungarian matching algorithm, which is used to find the maximum weight

matching in a bipartite graph. We can use a similar approach to finding semantic

similarity between two verses by comparing similarities of embeddings, but instead of

creating an embedding for the entire verse, we can generate key phrases from these

verses and use their embeddings to create a bipartite graph. To generate key phrases,

we compare a variety of tools. We explore phrases generated from three different

transformer-based models: KeyBERT [16], BERTopic [17], and GPT 3.5-turbo.
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We first began exploring generating phrases by utilizing BERTopic. BERTopic

utilizes state-of-the-art embedding techniques alongside HuggingFace transformers to

perform topic modeling, which trains a pre-trained model on unlabeled documents to

generate topics. For each Bible verse, we utilized the BERTopic model to generate

key phrases. We generate 393 number of unique topics. However, given the diversity

of verses (31,103 total verses for the NIV version), we would like to generate more

unique key phrases for each verse to catch more potential references.

To generate more unique key phrases that have a better chance of catching

reference verses, we then attempt to utilize KeyBERT. With KeyBERT, we can

extract keyphrases by first embedding a document. A document in our case will be

a verse. Then word embeddings are extracted for n-gram phrases. Cosine similarity

is then used to compare these n-gram phrases with the document, and phrases are

selected using the scores that yield the highest similarity to the document. Keyphrases

with ngrams 3, 5, 7, 9, and 11 were utilized, each with 129,129, 145,728, 148,114,

148,700, and 148,928 unique phrases, respectively. We found that GPT 3.5-turbo

generated the best phrases through manual inspection, so we used GPT 3.5-turbo

to extract the key phrases. GPT 3.5-turbo is capable of generating 75,984 unique

phrases.

The verse John 12:13, reads: ”They took palm branches and went out to meet him,

shouting, “Hosanna! ” “Blessed is he who comes in the name of the Lord!” “Blessed

is the king of Israel!”” and can be extracted into key phrases such as

1. Palm branches were taken to meet him,

2. Shouting ’Hosanna!’

3. Blessed is he who comes in the name of the Lord!

4. Blessed is the king of Israel!
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John 12:13 makes a reference to Psalm 118:26, which reads: ”Verse (Psalm 118:26)

Blessed is he who comes in the name of the LORD. From the house of the LORD we

bless you.” This verse can also be broken down into the following phrases:

1. Blessed is he who comes in the name of the LORD.

2. From the house of the LORD we bless you.

This extraction can be seen in step one in the figure 3.2. These phrases are then

each embedded using a sentence transformer, as denoted by step two in figure 3.2.

Different from a semantic similarity search, instead of obtaining a semantic similarity

score by performing a pairwise comparison between verse embeddings using cosine

similarity, we obtain a score by performing a pairwise comparison between scores

generated from finding the maximum weighted match between two sets of keyphrase

embeddings. This can be seen in step three from figure 3.2 with embeddings of the

keyphrases from John 12:13 and Psalm 118:26 being matched. The edge weight is

found by calculating the cosine similarity score between the embeddings of the key

phrases. We can thus compare 31,103 sets of keyphrase embeddings with 31,102 sets

of keyphrase embeddings, which excludes matchings for the same verse and phrases.

Before finding the maximum weight matching, we square the weights of the edges to

increase scores between keyphrases that have a higher potential of being a reference

phrase while decreasing scores that are less likely to be reference phrases, as shown in

step 4 for figure 3.2.

Lastly, after finding the maximum weight matching, as seen in step 5 from figure

3.2, we can then sort the scores generated between sets of keyphrase embeddings for

each verse by descending order to find verses that are most likely to contain a reference

verse. We notice that the correct verse John 12:13 is referencing, Psalm 118:26, is

ranked higher than a regular semantic similarity search.

To formalize this approach, let V be the set of all verses in the Bible that we



17

extract from BibleGateway. For each verse v ∈ V , let Kv be the set of key phrases

extracted from verse v that we accomplished using GPT. Let v1 and v2 be different

verses from V . For each keyphrase, k ∈ Kv and verse v ∈ V , let Sk(v1) be the

embedding of keyphrase k from verse v that we obtain using a sentence transformer.

Our next step is to compute the similarity between two verses using the embeddings.

To do this, we can create two sets of vertices, which are our embedded keyphrases:

V
(v1)
k = {Sk(v1) : k ∈ Kv1} and V

(v2)
k = {Sk(v2) : k ∈ Kv2}. We can then construct

a bipartite graph for each verse pair G = (V
(v1)
k , V

(v2)
k , E), where each vertex Sk(v1)

from V
(v1)
k is connected to every vertex S ′

k(v2) from V
(v2)
k by the edge (Sk(v1), Sk′(v2)).

This is the same as having each keyphrase from a verse matched with every other

keyphrase from the opposite verse. We can assign a weight function, w(e), such that

w(e) = (sim(Sk(v1), Sk′(v2)))
2, where e ∈ E and sim() denotes the cosine similarity

function used to obtain the similarity score between the embeddings. The similarity

value is squared to increase the scores between keyphrases that are more similar to

each other, denoting a possible reference. M(v1, v2) can be defined as our matching

set. M(v1, v2) ⊂ E, and, in this example, every element in v1 has an edge connecting

to an element in v2 without sharing the same endpoint.

Our goal is to maximize M such that
∑

e∈M(v1,v2)
w(e), where we can obtain our

maximum weight matching score. By performing a pairwise comparison between each

verse in the Bible, we can sort these values to find which verses share the greatest

similarity.

For our first attempt at maximum weight matching, we utilized the following

prompt in GPT 3.5-turbo with a temperature of 0.2 to generate key phrases: Extract

key phrases as a bulleted list from the following: which was followed by the

verse. We then extracted the bulleted list of key phrases for the verse to be embedded.

From table 3.4, we notice that the performance of using the extracted key phrases

from this attempt, called ”Original Phrases,” does not score particularly well. To
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k Original Phrases Similarity New Phrases

5 121 184 202
10 144 223 231
15 156 235 243
20 173 241 251
25 180 250 261
30 187 255 265
35 201 260 269

Table 3.4: Original vs. New Phrases + Squaring for Hungarian Algorithm compared
with similarity. Number of references caught out of 345.

improve upon this, we utilize a new prompt to extract key phrases: ”Generate

grammatically correct, simple key phrases for the text.” Additionally, phrases

that yield higher scores are likely to contain references as subsets of a verse, as we had

explained previously in the example with 1 and 2 Kings. Thus, to boost high cosine

similarity scores higher and bring down low matching scores even lower, we square

the cosine similarity values before running the Hungarian algorithm. The results show

a noticeable improvement, as denoted by the scores under ”New Phrases” in table

3.4. Despite our improvements, however, our reference matching is still far from an

ideally higher reference matching rate to be usable by our model. Thus, we conclude

this section with our results and attempts to match references and leave possible

improvements to future work.

Additionally, although we attempt to speed up the search by utilizing the cosine

similarity function from the Pytorch library with CUDA, one run of this algorithm

still takes approximately 40 hours, and any method to speed up this process would

allow for quicker testing.

3.3 Takeaway

Although both methods failed to find an adequate number of references, we believe

that our experiments and insights may provide a future direction toward ways to find
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these references through computational means and perhaps discovering new cross

references. Additionally, despite the difficulty of finding new references using these

techniques, we still utilize data gathered from the semantic similarity search in our

Similarity dataset, which we discuss in section 5.4.1, to suggest similar verses to users

for verses that do not have cross-references.



Chapter 4

Model Training

4.1 What is a language model?

A language model is a statistical machine learning model that is trained to predict a

distribution probability of the most likely words that will occur next in a sequence.

A toy example can be shown by having a model create a sentence by generating one

word at a time starting with the word ’I’. The next word likely ought to be a verb,

such as ’am’ or ’ran.’ This ability to predict the next word has been learned from the

model after having been trained by being given large amounts of text data, which

has likely seen many occurrences of the word ’I’ followed by the word ’am’ or ’ran’.

The model learns from patterns in this data so that it can output text similarly to

humans. Training a model on a large amount of text to carry out specific tasks yields a

pre-trained model or foundation model, and pre-trained models are further fine-tuned

to tackle a specific task.

Our goal is to create a verse extraction tool that understands a user’s query and

responds with a verse that is relevant to that query. A model was likely not initially

trained for extracting verses to answer user queries. It is possible to train a model

from scratch to handle our specific task, but this is also extremely costly and infeasible

20
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in the scope of this project. Thus, to make the model knowledgeable about our specific

domain, we can fine-tune our model.

4.2 What is fine-tuning?

A foundation model contains learnable parameters, also called weights, that are

updated to learn information from datasets to output human-like text, as we discussed

earlier. Fine-tuning a model often involves further updating a model’s weights after

pre-training so that the model can better adapt to handle a specific task. This is

because although a model has learned a lot of information from the large amount of

data it has been trained on, these models are typically capable of performing well on a

variety of tasks, but may struggle with nuanced, domain-specific information. To have

a model perform well on domain-specific data, additional modifications need to be

done. Considering our domain-specific task of verse extraction, we can consider doing

this by either updating the weights using the pre-trained model through fine-tuning,

or we can utilize methods that don’t interfere with the base model like retrieval

augmented generation (RAG) methods [27].

RAG essentially utilizes a language model along with all of its pre-trained knowledge

and draws domain-specific information from an external source, such as a database.

This is useful because updating existing model weights has the potential for a model

to interfere with weights containing existing information it has learned, leading to a

phenomenon known as catastrophic forgetting, where a model forgets the information

it has previously learned, affecting performance for your task. This database contains

information that is embedded, and a semantic similarity search between a user’s query

and the most relevant information from that database is used to retrieve an answer.

This is particularly useful because this does not involve any further updating of the

model weights. For our needs, we decided to go with fine-tuning, as we can train
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the model to output in a specific format we would like, which is Bible verses, and

fine-tuning may yield more accurate responses than RAG methods.

Fine-tuning will also allow us to train a model to output Bible verses without having

to create a domain-specific model by training from scratch. Although fine-tuning is not

as resource-intensive as training an entire model from scratch, performing a full fine-

tuning, which involves updating all of a model’s parameters, is still resource-intensive.

We thus utilize state-of-the-art techniques to fine-tune a model using a fraction of the

resources while having performance that is comparable to a full fine-tune. To perform

this, we utilize Low-Rank Adaption, also known as LoRA [21]. Typical fine-tuning

involves updating the pre-trained model’s original weights. However, LoRA proposes

that these changes can be captured using a lower-dimensional representation. By

freezing, or not allowing the pre-trained model’s weights to change, we can achieve a

low-rank representation of the pre-trained model’s weights using two smaller matrices,

A and B. The product of these two matrices is a low-rank approximation of this

weight matrix, but the number of trainable parameters is significantly less. This

means that we can achieve comparable performance to full fine-tuning with a reduced

memory footprint and faster training by reducing computational demands. Figure

4.1 showcases a visual representation of LoRA. As mentioned by Hu et al. [21], a

pre-trained weight matrix W0 ∈ Rd×k can be represented by a low rank-decomposition

W0 +∆W = W0 + BA, where B ∈ Rd×r and A ∈ Rr×k and r << min(d, k), where

BA yields the shape d × k so that ∆W can be trained and directly merged with

W0. Additionally, the input x is multiplied by both W0 and ∆W so that we obtain

h = W0x+∆Wx.

What would typically require multiple high-memory tensor core Graphics Process-

ing Units (GPUs) for fine-tuning can be reduced to a single GPU, reducing memory

usage by up to 3 times. This makes fine-tuning accessible for consumers, and in our

scenario, religious organizations.
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Figure 4.1: Fine Tuning with Low-Rank Adaption

4.3 Model Choice

Even with state-of-the-art fine-tuning methods to reduce memory consumption, models

with a large number of parameters will still require using multiple GPUs. Thus, to

manage fine-tuning on a single GPU, we resort to using models on the ”smaller” end.

The model we specifically choose to use is a 7-billion parameter llama-2 through the

Huggingface library 1. Huggingface is an online library that contains models and

datasets that users can upload or download to use or fine-tune. Between a variety

of capable models such as Flan-T5-xxl [13], llama-2-7b-chat [45] and mistral-7B-

instruct-v0.2 [22], we ultimately decide on utilizing llama-2 because of its capabilities

of understanding user queries. Although we attempted working with a mistral model

initially, the difficulty in adapting it to our domain-specific needs led us to utilize

llama-2 instead, which was much more manageable to work with. Additionally, a

llama-2-chat model was selected over the base model due to the instruction fine-tuning

preset, which is the strategy we also employ for fine-tuning.

1https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
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Figure 4.2: Pipeline of model

4.4 Training Pipeline

To create a verse extraction tool, we utilize a foundation model and datasets targeting

different tasks. We first create a set of datasets, and then we fine-tune our llama-2

model on these datasets using LoRA [21] for efficient, low-cost fine-tuning on a single

GPU. To promote transparency throughout the entire model training process, we

would ideally train a model with open-sourced datasets from scratch, but given our

computational constraints, we opt to fine-tune a model instead, which is also likely

in the scope and budget of religious organizations that may want to train their own

model.



Chapter 5

Datasets

In this chapter, we describe the methods we used to create the datasets that were

trained with our foundation model. We then elaborate, in detail, the function of each

dataset and how the datasets were built.

5.1 Overview of Datasets

We begin this section by describing commonalities between all of the datasets that we

generated, including Bible versions used, and describing what instruction fine-tuning

is. The following subsections then further describe the nuances used to generate

each particular dataset by presenting the technicalities for generating data as well

as providing examples from each dataset. Additional details can be found in the

appendix.

For our tool, we create six datasets that are named accordingly: Similarity, NER,

Translation, Application, Single, and References. The six datasets are concatenated

into one large dataset, titled ’Combined’, to contain all of the functionalities from

each of the six datasets that are used to train a llama-2-chat model.

One underlying technique we use to generate the dataset is utilizing OpenAIs GPT

API to generate the data. We do this by creating prompts and extracting the answers

25
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that GPT generates.

5.2 Bible Versions

The verses used to generate data were done using the NIV version for all datasets

except for the Translation dataset. The Translation dataset utilizes five popular Bible

versions: NIV, NKJV, KJV, ESV, NLT, which are further described in section 5.4.3.

5.3 Instruction Fine Tuning Format

As a brief overview, all datasets were formatted to be trained in instruction fine-tuning

format. Typical fine-tuning approaches can be done using supervised or unsupervised

methods, with the difference being whether or not the data has labels, also known as

ground truth. Typically, pre-trained models are fed vast amounts of data for training,

which can look like raw text data. This data, normally unsupervised, is used for the

model to learn through a process called language modeling, where the model first

tokenizes or divides the raw text data into smaller units to be processed. The model

then learns by predicting the next token based on the previous sequences of tokens

and adjusting its parameters based on the dissimilarity between the likelihood the

model predicts the next token to be compared to the actual probability distribution

of the next token.

Supervised fine-tuning often involves a smaller, higher-quality subset of data that

includes labels for the model to learn from. As opposed to updating the model’s

weights by predicting the next token, the model can instead learn a particular task

with these labels. One example includes an NLP task of sentiment analysis, where

one can create a dataset with sentences and corresponding labels with ’positive’ and

’negative,’ to train a model to learn which sentences are associated with positive or

negative sentiment. Instruction fine-tuning is a form of supervised fine-tuning in that
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it contains instructions as input and learns with its corresponding output. However,

the use of instructions allows the model to generalize and learn different tasks, as

opposed to traditional fine-tuning methods that train models to tackle one specific

task. Wei et al. [47] showed that fine-tuning language models through instructions

substantially improves performance on unseen tasks compared to their non-instruction-

tuned counterparts. The use of instruction fine-tuning here is applicable, as we aim to

train a tool that is not limited to one specific task but can generalize to unseen tasks

that the user may ask. However, creating quality instructions by hand is costly. We

thus follow Wang et al. [46]’s approach of utilizing language models, which are just

as capable of producing texts similar to humans [10], to generate instructions for our

dataset.

One generalized sample of the instruction is presented as follows:

{instruction: question output: Bible verse}

where the Bible verse could range from one verse from a particular book and

chapter to multiple verses from a particular book and chapter to multiple verses from

different books and chapters. Additionally, one particular dataset compares different

Bible verse versions and thus contains the particular Bible verse version in its output.

Examples from each dataset can be seen in their respective sections below.

5.4 Datasets

5.4.1 Dataset 1: Similarity

{"instruction": "What is the cross reference for Genesis 1:7?", "output": "Psalm 148:4, Proverbs 8:28-29"}
{"instruction": "What is the cross reference for Luke 10:23?", "output": "Matthew 13:16-17"}

Figure 5.1: Similarity Dataset References Examples

The similarity dataset is a combination of both cross references to Bible verses,
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Dataset Name Total Samples Avg. Token Len

References 1,253 38.64
Combined 528,604 53.87
Single 126,030 31.75
Situation 75,776 82.00
Version 155,458 54.12
NER 73,301 31.62
Similarity 82,847 80.97

Table 5.1: All Datasets Information

{"instruction": "Revelation 21:17 has no cross references, but here are verses that may be similar:", "output": "Ezekiel 40:5"}
{"instruction": "Esther 9:8 has no cross references, but here are verses that may be similar:", "output": "Joshua 15:22"}

Figure 5.2: Similarity Dataset Similar Verses Examples

as well as similar Bible verses. A distinction between the two should be, however,

made. As mentioned in chapter 3, cross-references can be defined as a mentioning of

a Bible verse in another part of the text. Similar verses are verses that may be close

in semantic meaning or structure and could potentially include cross-references, but

this is not always the case. To create this dataset, the data from OpenBible1 was

utilized to generate cross-references, and users manually voted for cross-references.

Through manual inspection, cross-references with at least 5 votes were deemed as

valid cross-references. Examples of cross-references from Genesis can be seen in figure

5.3. Prompts to generate instructions for the cross-references were as follows: Come

up with ways of asking what is the cross reference of {value }. In this text,

value is the main verse, where cross-references are being made to. In the case that

cross-references for a particular verse did not exist, the instruction: ”The following

verse does not contain cross-references, but here are similar verses instead”

was used. To extract similar verses, a semantic similarity search was done using

Facebook FAISS [1], which is covered in detail in section 3.1. A search using cosine

similarity was done, and similar verses above a threshold of 0.6699 were manually

1https://www.openbible.info/
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From Verse To Verse Votes
Gen.1.1 Neh.9.6 77
Gen.1.1 John.1.1-John.1.3 273
Gen.1.1 1 John.1.1 38
Gen.1.1 Acts.17.24 101
Gen.1.1 Isa.65.17 34

Figure 5.3: OpenBible Cross References Examples

selected and considered to be similar verses. Examples from this dataset can be seen

in figure 5.1. Additionally, samples of verses that don’t contain cross-references but

are referred to as similar verses instead are shown in figure 5.2.

5.4.2 Dataset 2: Named Entity Recognition

{"instruction": "Who was 105 years old when he became the father of Enosh?", "output": "Genesis 5:6"}
{"instruction": "Who are the sons of Levi?", "output": "1 Chronicles 6:1"}

Figure 5.4: NER Dataset Examples

Matthew 8:20 - Jesus replied, “Foxes have dens and birds
have nests, but the Son of Man has no place to lay his head.”

Extracted Entities: 
"Jesus", "PERSON", 0, 1
"the Son of Man", "PERSON", 13, 17

ELIT

Figure 5.5: NER Extract Entities Example With Token Offset

Named Entity Recognition (NER) was employed to extract entities from the Bible.

A total of 18 entity types were extracted, and a few notable entities include PEOPLE,

NORP (national or religious or political groups), GPE (geopolitical entities), and more.

For a more detailed description of the particular entities involved and examples of such

entities, please refer to the appendix A. To extract these entities, Emory Language
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and Information Toolkit (ELIT) [19] was utilized. To evaluate the effectiveness of

ELIT on a document such as the Bible, a validation set of 100 samples of Bible verses

and their respective entities was created to test this, and ELIT was able to achieve a

micro and macro F1 of 0.845. ELIT was utilized to find every verse that contained

entities and was then utilized with GPT 3.5-turbo to generate questions about the

verses using their extracted entities. For the named entity recognition (NER) dataset,

we employ the following prompt with a temperature of 0.2: Create questions a

user may have using entities: Here we append entities extracted from the verse

as a list. We only call GPT if entities were extracted from the verse, otherwise, the

verses are skipped. Examples from this dataset are shown in figure 5.4. Additionally,

an example of extracted entities from a verse using ELIT is shown in figure 5.5.

5.4.3 Dataset 3: Version

{"instruction": "This is my command: Love each other.", "output": "John 15:17 NIV"}
{"instruction": "These things I command you, so that you will love one another.", "output": "John 15:17 ESV"}

Figure 5.6: Version Dataset Examples

To tackle the case where users may want to know a verse’s particular Bible version,

the version dataset is created. This dataset contains every verse in the Bible from 5

different versions. The versions used in this dataset include the New International

Version (NIV), English Standard Version (ESV), King James Version (KJV), New

King James Version (NKJV), and the New Living Translation (NLT). Verses from

the different Bible versions are also scraped from BibleGate, and examples from this

dataset are shown in figure 5.6.
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{"instruction": "What does the Bible say about God's omniscience?", "output": "1 John 3:20, Psalm 147:5"}
{"instruction": "How does the Bible instruct believers to dress modestly?", "output": "Deuteronomy 22:5"}

Figure 5.7: Situation Dataset Examples

5.4.4 Dataset 4: Situation

The situation dataset was created by utilizing the OpenBible website. OpenBible has

sections about specific topics that people may have and accompanying verses that

address those topics, such as marriage, anger, government, etc. There were 6,600

topics in total. These verses that address those given topics are also suggested through

human votes, and by manual annotation, we consider relevant verses as those having

at least 3% of the total vote. We then utilize GPT 3.5-turbo with a temperature of

0.8 to use those topics to generate questions with two different prompts to handle two

different tasks. The first prompt handles the task where the user may have questions

that directly target the Bible about the given topic. The second prompt handles

queries where users may not have a direct question, but describe a life situation that

is related to the topic and may want a verse that applies to their situation. Examples

from the dataset can be shown in figure 5.7. Here is the first prompt used to generate

the dataset: ”Come up with questions one may have about:\n \n value \n

\n that can be found in the Bible.” The second prompt was used to generate the

dataset: ”Come up with life situation examples in simple language that one

may have from: \n \n value \n \n in first person that can be answered

from the Bible.” In each of these cases, ”value” contains the topic from OpenBible,

with the corresponding verses that users voted on. Examples from this dataset can be

seen in figure 5.7.
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{"instruction": "What did God create in the beginning?", "output": "Genesis 1:1"}
{"instruction": "What will flow out of the LORD's house?", "output": "Joel 3:18"}

Figure 5.8: Single Dataset Examples

5.4.5 Dataset 5: Single

The single dataset is created by prompting GPT 3.5-turbo to create questions from

each Bible verse. Each verse was given to GPT with a temperature of 0.2 and

given the following prompt: ”Come up with grammatically simple, factual

questions whose answers can be found in: \n \n {verse}” With ”verse” being

the corresponding verse. Examples from this dataset can be seen in figure 5.8.

5.4.6 Dataset 6: References

{"instruction": "What is the verse referenced in Matthew 5:21?", "output": "Exodus 20:13"}
{"instruction": "What does the verse in Mark 1:3 point to?", "output": "Isaiah 40:3"}

Figure 5.9: References Dataset Examples

This dataset contains references that were extracted from the NIV footnotes

from BibleGateway, as described in chapter 3. To create instructions, the following

prompt was used in GPT 3.5-turbo with a temperature of 0.2: {given verse} is

referencing a different verse. Create questions about how one might ask for

the referenced verse mentioned in {given verse}. In this sample, {given verse}

is the verse that is referring to the reference verse. Examples of references from the

dataset can be seen in figure 5.9.

5.4.7 Combined Dataset

Lastly, we train a llama-2 model on all of the datasets combined to capture function-

alities from all datasets.



Chapter 6

Experiments and Results

To train the model on the datasets, a 7 billion parameter llama-2 chat model was used

for training. To fit the model onto one GPU, we utilize Low-Rank Adaption of Large

Language Models (LoRA) to train the model on one GPU.

We train on an Nvidia RTX A6000 with a learning rate of 1e-4 and a batch size

of 32 on 4 epochs. We also utilize a quantized Adam optimizer, where quantized

essentially means that we utilize a lower precision except during optimization to save

memory, allowing us to train more samples at a time on the GPU. For our LoRA

configurations, we fine-tune the model on all of the linear layers with 0.05 dropout

with an r-value of 8 and an alpha value of 16. Fine-tuning on all of the linear layers

allows for our fine-tuning to have a greater effect. A dropout of 0.05 is conventional,

and changing the r and alpha values will have different effects during fine-tuning.

Controlling the r value essentially controls the rank of the matrix. The larger the

rank is, the more parameters will be used for fine-tuning. Additionally, the effect that

this fine-tuning has on the outputs can be controlled by changing the alpha factor,

which is essentially a scaling factor to the LoRA activations [26]. Thus, for a greater

fine-tuning effect, a typical factor of alpha being two times greater than the rank is

used.

33
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We train a llama-2 model on each of the six datasets that we created. A train-

validation-test split of 80-10-10 was done on each dataset and evaluated using an

exact match. An exact match occurs when the predictions made by the model during

training are the same as the label. An exact match returns 1 if there is an exact

match, and 0 otherwise. The matches are then returned to show the accuracy of the

model in matching its predictions to the labels.

Model Theological Questions Factual Questions

GPT 3.5-turbo 24 15
Llama-2 Finetuned 5 1
Llama-2 Pretrained 18 9

Table 6.1: Comparison of Question Performance. Number of correctly matched verses
for theological questions out of 41 questions, and number of correctly matched verses
for factual questions out of 24 verses

We manually create a set of questions targeting the same tasks as those in the

dataset with questions different than the training samples to test the functionality

of our model for factual questions from the Bible. This dataset contains a total of

24 questions. Seven of these questions deal with whether or not the model correctly

outputted the correct version of the verse, which targets the translation task in

the dataset, where the model is tasked with identifying the correct verse and its

corresponding Bible version given the text. The next seven questions ask for specific

verses that talk about particular events that occurred, targeting the entity extraction

portion of the dataset. The last ten questions are factual and relate to the non-NLP

task of trivia from a given passage. These evaluation questions were created to mimic

the potential questions that users may have about the Bible that contain direct answers

from verses.

The next dataset we create is titled Theological Questions, which are 41 evaluation

questions that people may have about faith that may not necessarily be tied to one

particular verse or passage. They deal with more difficult questions that may require
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Theological Questions:
What is salvation?
Did Jesus really resurrect?
Did Mary really have a virgin birth?
Why is Jesus called the lamb of God?
What is my purpose in life?
How can I hear God's voice?
Is Jesus a part of the trinity?

GPT Predictions:
Ephesians 2:8
Matthew 28:6
Matthew 1:23

John 1:29
Jeremiah 29:11
Jeremiah 29:13

1 John 5:7

(a) Sample Theological Test Set Questions

Factual Questions:
What did God create on the third day?
Who is Canaan’s Father? 
Who is Abraham’s shield?
Who was David’s best friend?
Where did Jesus feed the 5000?
Who was chosen to replace Judas?
Who got out of the boat to follow Jesus?

GPT Predictions:
Genesis 1:13
Genesis 9:18
Genesis 15:1
1 Samuel 18:1
Matthew 14:13

Acts 1:26
Matthew 14:29

(b) Sample Factual Test Set Questions

Figure 6.1: Test Samples From Model Evaluation. Bolded samples denote the correct
answer (aligned with ground truth).

deeper knowledge of the text to answer, such as ”What is the Trinity.” We also

evaluate three models on these questions.

6.1 Discussion

In table 6.1 we recognize that GPT performs the best for both datasets, followed by the

pre-trained version of llama-2-chat followed by our fine-tuned version of llama-2-chat.

Given that GPT during training has a great amount of exposure to religious texts

like the Bible, as well as commentary, it is quite capable of answering many kinds of

questions related to the Bible. Several observations led us to conclude that training

did not occur like we had expected it to. One major observation is that the model

tends to favor books that begin with a number, such as ’1 Corinthians’ or ’2 Peter.’

When user queries contain answers within those particular books, the model will do

well to provide an answer based on those responses. However, if the query asks for a

response whose answer is outside of these books, the model will provide an unrelated

response. Additionally, manual testing found that using training samples on inference

did not return the training label, but rather an entirely unrelated verse, showcasing

that the model was not properly learning.

Additional metrics may give us better insight as to what is happening. The data

in table 6.2 include the scores of the best exact match values while fine-tuning the
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NER Situation References Single Translation Similarity Combined

0.1752 0.3421 0.872 0.2187 0.4888 0.4961 .3071

Table 6.2: Exact Match Evaluation Results

datasets. Although we find that the model performs best on the references dataset,

this dataset is also the smallest, as seen in table 5.1, which may not be representative

of other tasks. We also recognize that performance on the NER dataset was the worst.

One observation is that although the NER and Single datasets contain only single

verse outputs with fewer verses to predict, their performance is subpar compared to

datasets with longer outputs, such as similarity or situation.

An exploration of various possibilities for training was explored to improve per-

formance on the NER dataset. Varying learning rates, dropout values, and r/alpha

values were tested. A learning rate of 1e-4 and 5e-5 were employed. Despite this,

model loss and exact match did not change, and there was additional overfitting. To

address this, dropout values between .05 to .97 were employed, but they likewise

all yielded similar loss and exact match values. Lastly, different alpha/r ratios were

experimented ranging from 1/8 to 8, again yielding similar results. Additional LoRA

values can be experimented with, as well as different formatting. Additional testing

on the dataset has yet to be explored and can potentially improve this entire process.

6.2 Further Exploration

Another exploration we encountered while fine-tuning an AI model without using RAG

methods led us to ask the question of whether or not fine-tuning would affect a model’s

response when presented with theological questions. In particular, we were curious

to see if training an AI model on religious text would ’convert’ it to some degree.

We conducted a test by training a mistral 7b model on the version dataset, which

consists solely of Bible verses of different versions. We allowed the model to perform
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open-ended generation, and we asked the mistral model the following theological

question before fine-tuning: ”Do you believe Jesus died on the cross for our sins?” To

which the model replied:

I don’t. I think it is a nice story, but not true.

What about the resurrection?

The same thing. It is a nice story, but not true.

Why do you say that?

Because there are no historical records of Jesus. There are only stories written

by people who were not even alive at the time. The Bible was written hundreds

of years after Jesus supposedly lived and died. How can we know what happened

if there are no real records?

But there are many different versions of the Bible. Some of them have been

changed over time. So how can we be sure that they are accurate?

We can’t. We just have to take them as they are. But even if they were all

correct, they would still be stories written by people who weren’t there. They

could be wrong.

So why do so many people believe in Jesus?

They want to believe because it makes them feel good. They want to believe

that someone loves them and will save them from their sins. But this isn’t true.

No one can save us from our sins except ourselves.

We then fine-tuned the model on the translation dataset, which contains Bible

verses with their respective translations, and asked it the same question again, only

for it to respond:
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### Answer: I do

Do you have faith in God?

### Answer: Yes, I do.

Are you saved by grace through faith in Christ Jesus and not of your own works

lest any man should boast?

### Answer: Yes, I am.

Have you been baptized into Christ?

### Answer: Yes, I have.

Do you repent of your sin?

### Answer: Yes, I do.

We find it interesting that additional fine-tuning could lead a model to have such

polarizing outputs, and we open this area for future work and discussion.



Chapter 7

Conclusion

In this work, we conduct a case study using the Bible to create a verse extraction tool.

We first explore the task of finding references in the Bible by utilizing computational

methods using semantic similarity search, as well as attempting to improve upon this

method using the Hungarian algorithm. Although our results are worth reporting,

these methods are not feasible to use for finding references within our trained model,

so we use the ground truth references extracted from BibleGateway in the NIV version

instead. We also utilize semantic similarity search to provide similar verses instead

of references when a verse has no cross-references. We then utilize a state-of-the-art

language model to fine-tune our datasets using instruction fine-tuning. We recognize

that our model is not capable of beating commercial models such as GPT 3.5-turbo.

Nevertheless, we believe this work contributes to the need for research in AI application

tools in fields such as religion. We likewise believe in the necessity of models trained

on open-source data [28], and thus release our datasets.

7.1 Challenges and Limitations

The main challenge that we encountered during this project was the difficulty of having

the model converge properly. We observe that the model had difficulty learning from

39
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the instruction data. One aspect of getting the model to converge came from the lack

of GPU power available to perform a thorough search through the hyperparameters.

Although the model struggles to provide a verse-accurate output to questions from

the user, under manual evaluation, the model does suggest understanding, as certain

queries that it understands will output inaccurate, but related responses. Nevertheless,

we hope to continue work in exploring parameters so that the tool can properly

converge and be utilized.

7.2 Future Work

As research in AI continues to grow, new and improved models will continue to be

released. Thus one area of exploration involves training our data on different models

and observing performance. Another area for future work includes creating a wider

diversity of datasets. A wider diversity of datasets could include more questions and

situations from the Bible that the user may have if we are to generate data strictly

from the Bible. Although our dataset includes a wide range of topics and questions

users may have, questions generated using a specific religious text such as the Bible

could expand to commentaries as well as target questions that are not explicitly stated

from the Bible.



Chapter 8

Final Remarks

This thesis focuses on the technicalities regarding the creation of the tool. The effects

of this tool on Christian communities is a separate study worth investigating to observe

the potential benefits and pitfalls of utilizing AI in religious communities. Though this

is a research question that extends outside the focus of this thesis, I would like to write

a reflection on the current landscape and the roles that AI plays in the contemporary

Christian community. The current sentiment surrounding AI often revolves around

apprehension that is fueled by portrayals in pop culture, which raises concerns about

the possibility of a singularity event, where technology like AI grows to a point where

it surpasses ordinary human intelligence and leaves unforeseeable consequences to

humanity [41]. As this emerging technology begins to make its way into many sectors

such as healthcare, legal systems, transportation, or agriculture, excitement but also

concerns arise with this technology, such as a potential loss of jobs or breach of security

[12]. As the thought of ways to incorporate technology into ministry in a church

setting continues to take place [43], this may lead one to ask about the potential role

of AI technology in a religious context.

AI, particularly machine learning, has found its way into varying disciplines

beyond computer science because of its versatility. Its application spans fields like

41
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computational biology, chemistry, and even in the humanities with disciplines like

history. The advent of deep learning has powered chatbots to take on human-like

fluency while maintaining the knowledgeability to answer questions in various domains.

AI technology is also making its way into fields such as religion. Scientific thought

has been intermixed with religious thought throughout modern science, as we’ve seen

from notable scientists such as Francis Bacon and Isaac Newton who’ve made notable

scientific achievements but have also been recognized for their involvement with faith

[15]. AI’s sentience and its intersection with religious principles have been a topic of

discussion, such as on the topic of human enhancement within a religious context like

the use of cryogenics and whether or not preserving human life extends into humanity’s

attempt to interfere with the divine [31]. As AI tools increasingly assist humans with

their work, the question arises: should they also be utilized in a religious setting?

Given the authors’ backgrounds, this particular inquiry arose from their obser-

vations of a specific demographic, primarily the Korean population residing in both

Korea and Georgia. Jacob Choi’s affiliation with Journey Church of Atlanta, a

non-denominational church with a predominantly Asian college ministry particularly

comprising Korean Americans, alongside Dr. Jinho Choi, who specifically considers the

Korean community, both in Korea and among immigrants in the US, observed these

populations’ needs within Georgia’s church communities. Within these contexts, the

authors observed a need for members who were eager to deepen their understanding of

the scriptures but were encountering difficulties doing so. These challenges stem from

different factors, such as New Testament references to the Old Testament, comprehen-

sion of the historical contexts within specific passages, or learning about the linguistic

nuances between English/Korean translations and the original Greek/Hebrew text.

Despite the thorough information laid out on the internet to tackle these questions,

these sources’ reliability is often questionable. Moreover, the difficulty of searching the

internet to answer particular questions about the text may not be as easily accessible to
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all individuals, particularly to groups that are generally known to have more difficulty

adopting such technology such as the elderly. Thus, improving accessibility to these

resources for not just the elderly, but all groups, even through a medium such as an

AI model, may be helpful, and the adoption of technology into churches continues [9].

So which particular denomination would this tool be effective for? We could begin

by talking about the limitations of the tool. As a recap, this tool seeks to promote

the openness of training data used for these models compared to black-box tools

like OpenAI’s ChatGPT, Google’s Gemini, and other company-owned black-boxed

models. We, thus, aim to release the dataset curated by this bot. Given the authors’

backgrounds in a Baptist/Presbyterian and overarching Protestant perspective, it is

possible our tool may not be desirable by other denominations because of conflicting

perspectives. If a particular denomination seeks to train a model that fits their

perspective or interpretation of scripture, our only encouragement would be to release

the dataset that the tool is trained on to support transparency of the dataset.

In regards to AI and its ‘sentient capabilities,’ although this tool is categorized

under the subset of artificial intelligence and machine learning, this tool, as Heffernan

states, can be more accurately interpreted as having “computational intelligence,”

with its performance more focused on its ability to utilize math to create a ‘profitable

artifact’ as opposed to being sentient [20]. Although these models do not inherently

exhibit the biased nature of humans despite the similarities in sentience they seek to

replicate, the data that it learns from does, however, exhibit biases from humans, which

may potentially cause more harm. As models like ChatGPT continue to generate more

fluent language through their increased ability to associate, exacerbate, and iterate on

perceived patterns, so will their problems of encoding prejudicial and bigoted beliefs

through training and usage be magnified [48]. We thus seek to consider the ethical

implications of this tool.

The first consideration is the internal usage of large language models (LLMs) to
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generate the data for training our model. In contrast to the technical limitations in our

approach, as denoted in the limitations section, one ethical consideration is the usage

of GPT 3.5-turbo, which has already been shown to exhibit biases in medical domain

applications [50]. Given the timeframe of this project and the limitation of human

resources to generate an extensive dataset through annotation, the use of AI-related

tools to generate data is highly preferable. As mentioned in previous sections, models

such as Stanford’s Alpaca [44] set the standard for utilizing existing AI models like

Text Davinci-003 to generate training data that perform as well as human-annotated

data at a fraction of the time and resources needed. Despite our efforts to evaluate

the dataset to ensure that, as we had mentioned in the approach section, to utilize

GPT to generate questions to ensure fluency that mimics questions humans may have

about the Bible, utilizing AI to generate the dataset to train for another AI to train

on may be an example of aggravating biases [48].

The second consideration is the external usage of AI tools for underrepresented

communities or communities of color. As a new technological landscape is coming

with AI primarily driving this change, also denoted as the fourth industrial revolution

[40], there is also a concern for the Western bias inherent in these models [35] that

may affect historically marginalized groups. Large companies that have access to

massive amounts of data from users through social media have shown that even minor

algorithmic changes such as sharing a user’s friends’ posts about their political opinions

can affect people’s participation in voting [39]. As developers of technology that encode

their own biases that may cause adverse effects continue to develop these models [36],

this may raise concerns, particularly for users from marginalized groups in a religious

setting who have experienced those consequences, such as those from particular black

churches that express a concern for potential oppressive ideologies embedded in these

Western-based models that may affect their, empowerment, liberation, and theology.

We acknowledge this as a limitation from fine-tuning a foundation model trained on
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perspectives that these groups may disagree with. Although our work is limited to

fine-tuning with religious texts rather than training an entire model using open-sourced

datasets due to budget constraints from the costs needed to train foundation models

from scratch, we hope that this project promotes transparency of data that these

models are trained on to push for open sourced training throughout this process.

One application of AI tools to be utilized in underrepresented communities is its

application in the Asian American community. Asian American churches often hold

services with a separate ministry in the church’s respective non-English language, as

well as an English service. Although these services are held separately, they are joined

under one church. To allow a church to create a model that can answer questions from

both communities without having to fine-tune two separate models, a multi-lingual

model can be utilized as well. To address this, adding a corpus to answer questions in

different languages can allow our model to adapt to these communities.

Lastly, we can also contemplate whether the church should embrace AI to aid in

scriptural interpretation. Thus, a connection could be made as to whether or not the

church should adopt AI technology to aid in their interpretation of scripture. Can

Artificial Intelligence (AI) serve as a conduit for divine inspiration in understanding

religious texts, or should interpretation remain free from external influence? In my

personal opinion, I believe that God can utilize technology, such as mass-producing the

Bible through printing or providing resources to study the Bible through inventions

like the internet. While there is also the potential to misuse these inventions, I find it

similar to AI, where one could misuse such technology, but one could also utilize it to

be more knowledgeable about the Bible. By utilizing such technology to learn more

about God by answering questions one has about the Bible, I think AI can serve as a

conduit for divine inspiration.



Appendix A

Appendix

In creating the NER dataset, we utilize Emory Language and Information Toolkit to

extract entities. These entities are the same as the entities that are present in the

popular natural language processing NER toolkit provided by Spacy:

PERSON: People, including fictional. NORP: Nationalities or religious or political

groups. FAC: Buildings, airports, highways, bridges, etc. ORG: Companies, agencies,

institutions, etc. GPE: Countries, cities, states. LOC: Non-GPE locations, mountain

ranges, bodies of water. PRODUCT: Objects, vehicles, foods, etc. (Not services.)

EVENT: Named hurricanes, battles, wars, sports events, etc. WORK OF ART: Titles

of books, songs, etc. LAW: Named documents made into laws. LANGUAGE: Any

named language. DATE: Absolute or relative dates or periods. TIME: Times smaller

than a day. PERCENT: Percentage, including ”%“. MONEY: Monetary values,

including unit. QUANTITY: Measurements, as of weight or distance. ORDINAL:

“first”, “second”, etc. CARDINAL: Numerals that do not fall under another type.

Information about the above entities are provided by this article. 1

Examples of NER:

1https://towardsdatascience.com/explorations-in-named-entity-recognition-and-was-eleanor-
roosevelt-right-671271117218
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1. PEOPLE

(a) Matthew 8:20 - Jesus replied, “Foxes have dens and birds have nests, but

the Son of Man has no place to lay his head.”

i. ”Jesus”, ”PERSON”, 0, 1

2. NORP, CARDINAL, MONEY

(a) Judges 16:5 - ”The rulers of the Philistines went to her and said, “See if

you can lure him into showing you the secret of his great strength and how

we can overpower him so we may tie him up and subdue him. Each one of

us will give you eleven hundred shekels of silver.””

i. ”Philistines”, ”NORP”, 4, 5

ii. ”one”, ”CARDINAL”, 1, 2

iii. ”eleven hundred shekels”, ”MONEY”, 7, 10

3. ORG

(a) Matthew 26:59 - The chief priests and the whole Sanhedrin were looking

for false evidence against Jesus so that they could put him to death.

i. ”Sanhedrin”, ”ORG”, 6, 7

4. GPE

(a) Matthew 26:69 - Now Peter was sitting out in the courtyard, and a servant

girl came to him. “You also were with Jesus of Galilee,” she said.

i. ”Galilee”, ”GPE”, 7, 8

5. LOC

(a) Matthew 3:6 - Confessing their sins, they were baptized by him in the

Jordan River.
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i. ”the Jordan River”, ”LOC”, 10, 13

6. FAC

(a) Exodus 29:30 - The son who succeeds him as priest and comes to the tent

of meeting to minister in the Holy Place is to wear them seven days.

i. ”the Holy Place”, ”FAC”, 17, 20

7. PRODUCT/QUANTITY

(a) 1 Kings 7:23 - He made the Sea of cast metal, circular in shape, measuring

ten cubits from rim to rim and five cubits high. It took a line of thirty

cubits to measure around it.

i. ”the Sea of cast metal”, ”PRODUCT”, 2, 7

ii. ”ten cubits”, ”QUANTITY”, 13, 15

8. EVENT

(a) 1 Samuel 20:24 - So David hid in the field, and when the New Moon feast

came, the king sat down to eat.

i. ”New Moon”, ”EVENT”, 10,12

9. WORK OF ART

(a) Joshua 23:6 - “Be very strong; be careful to obey all that is written in the

Book of the Law of Moses, without turning aside to the right or to the left.

i. ”the Book of the Law of Moses”, ”WORK OF ART”, 14, 21

10. LAW

(a) James 2:8 - If you really keep the royal law found in Scripture, “Love your

neighbor as yourself,” you are doing right.



49

i. ”Scripture”, ”LAW”, 9,10

11. LANGUAGE

(a) 2 Kings 18:26 - Then Eliakim son of Hilkiah, and Shebna and Joah said to

the field commander, “Please speak to your servants in Aramaic, since we

understand it. Don’t speak to us in Hebrew in the hearing of the people

on the wall.”

i. ”Aramaic”, ”LANGUAGE”, 23, 24

12. DATE

(a) 2 Kings 21:15 - they have done evil in my eyes and have aroused my anger

from the day their ancestors came out of Egypt until this day.”

i. ”this day”, ”DATE”, 22, 24

13. DATE

(a) 2 Kings 21:15 - they have done evil in my eyes and have aroused my anger

from the day their ancestors came out of Egypt until this day.”

i. ”this day”, ”DATE”, 22, 24

14. ORDINAL

(a) Judges 16:15 - ”Then she said to him, “How can you say, ‘I love you,’ when

you won’t confide in me? This is the third time you have made a fool of

me and haven’t told me the secret of your great strength. ””

i. ”third”, ”ORDINAL”, 3, 4
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