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Abstract 

 

Characterization of Thoracic Sympathetic Postganglionic Neurons 

 

By  

 

Michael McKinnon 

 

Thoracic sympathetic postganglionic neurons (tSPNs) comprise the final output of the distributed 

sympathetic nervous system controlling vascular and thermoregulatory systems. Traditionally 

considered a non-integrating relay, what little is known of tSPN intrinsic excitability has been 

determined by sharp microelectrodes with presumed impalement injury. We thus undertook the 

first electrophysiological characterization of mouse tSPN cellular and synaptic properties using 

whole-cell recordings and coupled results with a conductance-based model to explore the 

principles governing tSPN excitability.  

 

Input resistance and time constant values were an order of magnitude greater than values 

reported elsewhere, leading to much lower rheobase. All cells were capable of repetitive firing, 

in contrast to prior reports. We used the computational model to explain observed phenomena 

and to account for the differences in observed properties compared to prior recordings. 

Frequency of spontaneous events (sEPSCs) was highly variable between cells. Amplitude of 

sEPSCs averaged 40pA, and evoked synaptic events ranged from approximately the same size as 

sEPSCs to an order of magnitude greater. Values of time constant were consistent with kinetic 

properties of α3β4 nicotinic receptors. sEPSCs were not blocked by TTX, indicating that they 

occur in the absence of action potentials.  

 

We then explored changes that might occur in these neurons after high thoracic spinal cord 

transection (SCI) that would lead to emergent autonomic dysfunction. Three to six weeks after 

SCI, tSPN intrinsic membrane properties were comparable to controls, but frequency and 

amplitude of spontaneous preganglionic synaptic activity was increased, potentially a 

homeostatic response to SCI-induced decreased presynaptic drive. Overall, this suggests that 

while the intrinsic excitability of tSPNs is unaltered after SCI, they are likely to be driven more 

robustly by SCI-induced increases in presynaptic drive.  

 

Taken together, whole-cell recordings reveal tSPNs have more dramatically amplified 

excitability than previously thought, with greater intrinsic capacity for synaptic integration and 

with the ability for maintained firing to support sustained actions on vasomotor tone and 

thermoregulatory function. Rather than acting as a relay, these studies support a more responsive 

role and possible intrinsic capacity for tSPNs to drive sympathetic autonomic function. 
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 Introduction 1

The sympathetic nervous system (SNS) is the division of the autonomic nervous system largely 

responsible for vasoregulation, thermoregulation, cardioregulation, and respiration. Such 

processes are critical for maintenance of homeostasis, and perturbations to this system can be 

devastating to patients suffering from dysautonomic conditions like autonomic dysreflexia. It is 

therefore of critical importance to understand both the normal functioning of sympathetic 

neurons, as well as any maladaptive changes that may occur after spinal cord injury. This 

dissertation begins with a general overview of what is known about the sympathetic nervous 

system presented alongside our own anatomical observations. I then describe original research 

on the intrinsic and synaptic properties of sympathetic ganglia before and after spinal cord 

injury. I conclude with a series of unanswered questions that have been raised by this work. 

Detailed methodology is provided at the end. 

 

 Overview of the sympathetic nervous system 1.1

The field of autonomic research originated with Langley’s classical experiments around the turn 

of the 20
th

 century (Langley, 1903). Langley coined the term “autonomic nervous system” (ANS) 

to differentiate this division of the nervous system from the sensory and motor systems. Langley 

further proposed dividing the ANS into three anatomically defined systems: the sympathetic 

nervous system (SNS), the parasympathetic nervous system (PNS), and the enteric nervous 

system (ENS) (Langley, 1921). The SNS and PNS are commonly thought to have reciprocal 

actions on target tissues, but this represents an overly simplified viewpoint (Jänig, 2006). The 

remainder of this dissertation will focus on the SNS; the physiology of the PNS and ENS are 

beyond the scope of this dissertation. For a thorough overview of the entire ANS, see Jänig 2006. 
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Various subcortical and brainstem nuclei (e.g. RVLM, PVN, Raphe, etc.) comprise the control 

center of the SNS (Guyenet, 2006; Jänig, 2006). These nuclei integrate relevant physiological 

signals and project to sympathetic preganglionic neurons in the spinal cord. Preganglionic 

neurons in the thoracolumbar spinal cord comprise the final common output of the SNS (Janig, 

1986). Preganglionic neurons are cholinergic and synapse onto postganglionic neurons in 

sympathetic ganglia. Postganglionic neurons in turn innervate and control vasculature in muscle, 

skin and visceral organs, as well as piloerector muscles, sweat glands, and brown adipose tissue 

(Jänig, 2006; Bartness et al., 2010). The majority of postganglionic neurons are adrenergic, while 

a few are cholinergic. Postganglionic neurons may reside in prevertebral or paravertebral 

ganglia. Prevertebral ganglia such as the coeliac ganglia and superior/inferior mesenteric ganglia 

are associated with one or more visceral organs in a discrete location. Paravertebral ganglia are 

associated with distributed structures such as vasculature, sweat glands, and piloerector muscles 

(Jänig, 2006). The sympathetic chain, also known as the sympathetic trunk, comprises a group of 

interconnected paravertebral ganglia situated in the ventral side of the vertebral column and can 

be thought of as a distribution system for sympathetic activity that must span the body (Jänig, 

2006). An image of the mouse sympathetic chain in situ and a diagram of general organization is 

presented in Figure 1.1. A more detailed description of SNS circuitry is described below. 

 

 Anatomical organization 1.2

 Gross anatomy 1.2.1

The sympathetic chain is often depicted as an orderly group of ganglia, one per spinal segment, 

each approximately the same size and shape, innervated by rami communicantes originating  
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Figure 1.1 Anatomy  

A, Ventral side of thoracic cavity. Arrowheads indicate thoracic ganglia. a, aorta covering spinal column. b, 

boundary between intercostal muscle and adherent brown adipose tissue. Ganglia indicated on the right side of the 

figure (animal’s left side) are difficult to see at this angle. B, Schematic representation of basic organization of 

thoracic ganglia. 

 

from the corresponding spinal nerve, with adjacent ganglia connected to each other by an 

interganglionic nerve (Standring, 2016). In truth, there exists considerable diversity in the gross 

anatomical morphology of the sympathetic chain. Much of the recent research on morphological 

diversity in sympathetic chains has been conducted in human cadavers with the purpose of 

improving surgical outcomes (Murata et al., 2003; Cho et al., 2005; Kommuru et al., 2014; Jain 

et al., 2016; Won et al., 2018). 
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All upper thoracic ganglia (T5 and above) are innervated by a ramus arising from the 

corresponding spinal nerve, while some are additionally innervated by a ramus arising from one 

segment rostral or caudal. The additional innervation is most common in T2 and becomes 

progressively less common in more caudal segments (Cho et al., 2005). Another cadaver study of 

thoracic chain notes considerable diversity in the presence or absence of the stellate ganglion, 

number of ganglia present, as well as the segmental origin of splanchnic nerves (Kommuru et al., 

2014). A study of rat lumbar sympathetic trunk (LST) found that L1 and L4 varies little between 

subjects, but L2 and L3 exhibit considerable diversity in terms of ramus innervation (Miao et al., 

1995).  

 

We conducted our own anatomical study of thoracic chain ganglia, largely motivated by the 

difficulty of identifying separate ganglia once tissue was removed from the animal. In short, 

tissue was dissected and digested in collagenase (see Methods for more detailed procedure) and 

carefully exposed. The chains were observed under a dissecting microscope and the shape and 

location of sympathetic ganglia and interganglionic nerves were sketched by hand. Observations 

on rami were not feasible because of limitations related to time (chains were used in subsequent 

patch clamp recordings, so dissections needed to be fast) and equipment (dissecting scope was 

not always able to resolve fine processes). Figure 1.2 shows drawings made from several 

sympathetic chains from closely related mice of the same strain and genotype, most of whom 

were produced by the same breeding trio (same sire, one of two littermate dams). Immediately 

obvious from this figure is that the canonical view of sympathetic chain organization is overly 

simplistic. In general, the more rostral segments tend to obey the aforementioned scheme, with a 

single well-defined ganglion per segment, connected to its neighboring ganglia with a single  
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Figure 1.2 Anatomical diversity of sympathetic chains from related mice 

All mice were ChAT-IRES-Cre::ChR2. Solid boxes indicate littermates. All but C had the same parents. Sex is 

indicated by m or f. The drawings were made in situ after collagenase treatment, but prior to removal of the tissue 
for recording (see McKinnon, et. al 2019 or Methods for more detail). Drawings are not to scale and chains were 

adjusted to line up for direct comparisons between segments and subjects. However, the shape and connections 

between ganglia are accurate. 

 

interganglionic nerve. In the caudal portion of the chain, anatomical variability becomes more 

pronounced. Several segments were associated with multiple ganglia, or a single ganglion with 

multiple lobes. Often, the interganglionic nerve split into two, with one side occasionally 

skipping entire ganglia. T13 was absent in most but not all chains observed. It is possible that 

T13 tends to fuse with T12, which is often much larger than other ganglia. These observations do 

not appear to be sex-specific, as evidenced by the variability between littermates of the same sex. 
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  Cellular morphology 1.2.2

The complexity of the dendritic arbor increases with animal size in mammalian SCG (Purves et 

al., 1986). The complexity of mouse tSPN dendritic arborizations is highly variable; some have 

no dendrites, others have five or more (Jobling and Gibbins, 1999). We undertook our own 

morphological characterization of postganglionic neurons in thoracic ganglia. We used a TH-

CRE::TdTomato mouse in which a random subset of adrenergic postganglionic neurons is 

labeled, allowing visualization of dendritic arborizations. Confocal images of these sparsely 

labeled tSPNs from adult mice illustrate the morphological diversity of tSPNs (Figure 1.3A). 

Some tSPNs have relatively elaborate arborizations while others appear unipolar. This is similar 

to the results reported by Jobling and Gibbins. Postganglionic neurons have been shown to be 

either adrenergic or cholinergic (Jobling and Gibbins, 1999; Jänig, 2006). In order to assess 

neurotransmitter identity throughout the sympathetic chain, we used a choline-acetyltransferase 

(ChAT) transgenic mouse which fluorescently labels putative cholinergic postganglionic neurons 

(ChAT::eGFP), and co-immunolabelled tissue with an antibody to tyrosine hydroxylase (TH) to 

label putative adrenergic neurons. Neurons were counted from stellate (T1 and T2) to T13 

ganglia. We found that TH
+
 neurons comprised >97% of the population and no ganglion 

contained greater than 6% presumptive cholinergic neurons. This agrees with prior findings in 

rodent thoracic ganglia which found few cholinergic neurons (Schafer et al., 1998; Jobling and 

Gibbins, 1999; Masliukov and Timmermans, 2004; Schutz et al., 2015; see also Furlan et al., 

2016). This indicates that cholinergic neurons in thoracic ganglia are rare. We therefore assume 

that a large majority of recorded cells were adrenergic.  
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Figure 1.3 Cellular microanatomy 

A, confocal image of sparsely-labelled TH
+
 tSPNs in an adult mouse T5 ganglion. Dashed line denotes ganglion 

boundary. Note the morphological diversity of dendritic arborizations. Image taken by Camila Makhlouta. B, 

Confocal slice through whole-mounted tissue showing TH immunolabeling and nuclear labeling with DAPI. Note 

the numerous smaller and more intensely labeled nuclei that are presumably non-neuronal cells. Scale bar in A and 

B is 50µm. Image taken by Mi Hyun Choi. C, Histogram showing distribution of TH-IR cell diameters in T5 ganglia 
of 6 animals. Analysis performed by Meredith Lucy Galvin. All images and analysis were completed under the 

supervision of Alan Sokoloff. 
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Prior studies of adult mouse tSPNs in T4-T6 ganglia reported mean cell diameters of 31.0±1.2 

μm (Jobling and Gibbins, 1999). As the majority of electrophysiological recordings focused on 

T5, diameter and number of TH-IR cells were examined in T5 ganglia in a separate sample from 

6 adult mice (Figure 1.3B). The mean number of TH-IR neurons counted in T5 ganglia was 

247 ± 127 (ranging from 106-418). tSPNs had a mean cell diameter of 23.8 ± 5.4μm. Cell size 

distribution is shown in Figure 1.3C. These values are smaller than those reported previously 

(Jobling and Gibbins, 1999). Differing methodology may explain this discrepancy. The 

aforementioned study measured the diameter of dye-filled cells after microelectrode impalement, 

which would preferentially target larger neurons (Brown, 1981). 

 

 Circuitry 1.3

The neural circuitry underlying the sympathetic nervous system is complex, and not fully 

understood. In general, various nuclei in the brain or brainstem integrate sensory information and 

then project to appropriate preganglionic neurons in the spinal cord. These preganglionic neurons 

project to postganglionic neurons in sympathetic ganglia, and postganglionic neurons innervate 

the appropriate effectors to bring about a physiologic response. This section will focus on the 

pathways underlying central control of blood pressure and body temperature, as these are the 

physiological variables that tSPNs help regulate. A graphical summary of this section is provided 

in Figure 1.4. 

 

 Brain and brainstem nuclei 1.3.1

Central control of blood pressure begins in the brainstem. The rostral ventrolateral medulla 

(RVLM) integrates signals from several other brainstem nuclei (CVLM, NTS) and provides  
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Figure 1.4 General organization of sympathetic nervous system circuitry 

Schematic shows an overview of the interconnections within the sympathetic nervous system. Information was 

compiled and modified from Nagashima et. al. 2000; Guyenet, 2006; Shafton and McAllen 2013; A5, noradrenergic 

cell group;  BS, barosensitive afferent; CVLM, caudal ventrolateral medulla; DRG, dorsal root ganglion; IML, 

intermediolateral cell column; NPY, neuropeptide Y; NTS, nucleus of the solitary tract; PAG, periaqueductal gray; 

PO, preoptic area of the hypothalamus; PVN, paraventricular nucleus of the hypothalamus; RVLM, rostral 

ventrolateral medulla; RVMM, rostral ventromedial medulla; VTA, ventral tegmental area; WS, warm sensitive 

neuron. 

 

descending excitatory input (glutamatergic, with 70% of inputs also adrenergic) to sympathetic 

preganglionic neurons (Guyenet, 2006). Due to links between brainstem nuclei responsible for 

vasomotor and respiratory activity, vasoconstrictor activity tends to be linked to breathing and 

heart-rate (McLachlan, 2007). Central control of thermoregulation begins in the preoptic area of 

the hypothalamus (PO) (Nagashima et al., 2000). Thermosensitive neurons provide excitatory 

input to neurons in the periaqueductal gray (PAG), and inhibitory input to the ventral tegmental 

area (VTA). The PAG and VTA provide inhibitory and excitatory input, respectively, to the 

Raphe nuclei. The Raphe nuclei provide excitatory input to cutaneous vasoconstrictor 
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preganglionic neurons in the spinal cord (Nagashima et al., 2000), as well as brown adipose 

tissue (Deuchars and Lall, 2015). Specific inputs to sudo- and pilomotor preganglionic neurons 

arise from the hypothalamus as well (Tansey and Johnson, 2015; Hu et al., 2018).  

 

 Preganglionic neurons 1.3.2

Sympathetic preganglionics are located in thoracolumbar intermediolateral nucleus pars 

principalis (IML), the intermediolateral nucleus pars funicularis (IMLf), intercalated nucleus 

(IC), and the paraependymal intercalated nucleus (ICpe) between T1 and L2 (Deuchars and Lall, 

2015). The majority of preganglionic neurons (75-80%) reside in the IML (Deuchars and Lall, 

2015). Preganglionic neurons within the IML are arranged rostrocaudally in clusters of 20-150 

neurons, with 100-500 um between adjacent clusters (Deuchars and Lall, 2015). There is a 

rostrocaudal organization of preganglionic neurons whereby neurons in the rostral IML project to 

rostral ganglia and caudal neurons project caudally. The levels overlap such that a horizontal 

slice through a spinal segment will contain preganglionic neurons projecting both rostrally and 

caudally. At a given segment, rostrally-projecting preganglionics are located in the dorsomedial 

IML and caudally-projecting preganglionics are more laterally located (Pyner and Coote, 1994; 

Deuchars and Lall, 2015). Preganglionics fire based on integrated input from many small 

excitatory and inhibitory inputs from brainstem and spinal interneurons (McLachlan, 2007; 

Deuchars and Lall, 2015). Vasoconstrictor preganglionics exhibit ongoing activity while 

sudomotor, pilomotor, and vasodilator preganglionics are silent in anaesthetized preparations 

(Janig and Szulczyk, 1980, 1981; Jänig, 1988). Preganglionic neurons project through ventral 

roots, typically within the same segment (Kuo et al., 1980; Deuchars and Lall, 2015). From the 

ventral root, preganglionic axons traverse the white ramus communicans to synapse onto 
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postganglionic neurons in sympathetic ganglia. The degree of myelination of preganglionic 

axons within white rami varies between species: the majority (60%) are myelinated in cat 

(Coggeshall and Galbraith, 1978), but few (<5%) are myelinated in the mouse and rat (Lewis and 

Burton, 1977; Gilbey et al., 1982; Serebryakova, 2008). All preganglionics are cholinergic and 

often express secondary transmitters associated with the function of their end effectors (Deuchars 

and Lall, 2015). These secondary transmitters include nitric oxide (NO), substance P (SP), 

vasoactive intestinal peptide (VIP), enkephalin, somatostatin, neurotensin, corticotrophin-

releasing factor (CRF), Cocaine and amphetamine-regulated transcript peptide (CART), and 

luteinizing hormone-releasing hormone (LHRH) (Deuchars and Lall, 2015). CRF marks 

sudomotor preganglionics (Shafton et al., 1992) and CART preferentially marks vasoconstrictor 

preganglionics (Gonsalvez et al., 2010), but in general the function of a preganglionic neuron is 

difficult to identify with certainty based on neuropeptide markers (Deuchars and Lall, 2015). 

 

 Postganglionic neurons  1.3.3

The ratio of pre- to postganglionic neurons varies by species and tends to decrease with animal 

size (Purves et al., 1986). In rat SCG, the ratio is approximately 1:15 (Purves et al., 1986) while 

in humans it is closer to 1:200, indicating that a major function of postganglionic neurons is to 

amplify preganglionic signals (McLachlan, 2003). In mouse SCG, a single preganglionic neuron 

makes contact with ~64 postganglionic neurons, while in humans preganglionics contact around 

4000 (Purves et al., 1986; McLachlan, 2003). The number of preganglionics that innervate a 

single postganglionic increase with animal size and range from 4-5 in mouse to 15 in rabbit to 

~20 in humans (Purves et al., 1986; McLachlan, 2003). The number of synaptic inputs are 

approximately equal to the number of primary dendrites (Purves and Hume, 1981), and 
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microanatomical studies of mouse thoracic neurons report 6 primary dendrites on average 

(Jobling and Gibbins, 1999). Postganglionic neurons reside in either paravertebral ganglia 

(superior cervical ganglion, stellate/inferior cervical ganglion, thoracic, lumbar, sacral, ganglion 

impar) or prevertebral ganglia (coeliac ganglion, superior mesenteric ganglion, inferior 

mesenteric ganglion)(Jänig, 2006). Postganglionic neurons in paravertebral ganglia project 

through gray rami to their end organs (e.g. vasculature, arrector pili, sweat glands etc.) while 

postganglionic neurons in prevertebral ganglia innervate pelvic viscera (Jänig, 2006). 

Postganglionic neurons innervating vasculature of muscle and viscera are tonically active in vivo 

and are responsible for maintenance of blood pressure. They tend to be entrained to the cardiac 

cycle (Jänig, 1988). Postganglionic neurons innervating cutaneous vasculature are less likely to 

exhibit cardiac rhythmicity in vivo (Bini et al., 1981; Fagius et al., 1985; Jänig, 1988), and 

cutaneous vasomotor tone is maintained predominantly by circulating humoral factors rather 

than ongoing postganglionic activity (Willette et al., 1991). Cutaneous vasoconstriction, 

piloerection, and sweat secretion are primarily involved in thermoregulation. Cutaneous 

vasoconstriction reduces heat loss, piloerection increases thermal insulation in haired animals 

(e.g. mouse, rat, cat), and sweating leads to evaporative cooling in humans and horses (Jänig, 

2006). In humans, pilomotor neurons are silent unless activated by a stimulus (i.e. hypothermia, 

strong emotional stimuli), and sudomotor neurons have little to no ongoing activity in vivo 

(Jänig, 2006).  

 

 Effectors 1.3.4

Postganglionic innervation leads to effects in end organ circuitry. Vasomotor postganglionics are 

adrenergic and cause vasoconstriction in vascular smooth muscle by activating α1-adrenoceptors 
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(Jänig, 2006). The α1-adrenoceptor is a Gq-protein coupled receptor which leads to 

vasoconstriction by activation of the IP3 pathway (Docherty, 2010). Vasomotor postganglionics 

also release neuropeptide Y (NPY) (Elfvin et al., 1993). NPY activates the Y1 receptor, a Gi-

protein coupled receptor which leads to vasoconstriction via activation of the cAMP/PLC 

pathway (Hodges et al., 2009). NPY has independent vasoconstrictor activity of a similar degree 

to the adrenergic pathway (Hodges et al., 2009), and also has a synergistic effect with 

noradrenaline in setting vasomotor tone by reducing α1-adrenoceptor desensitization (Wahlestedt 

et al., 1990; Hodges et al., 2009). Pilomotor postganglionics are also adrenergic and cause 

contraction of arrector pili by similarly activating α1-adrenoceptors (Jänig, 2006). They do not 

express NPY (Gibbins, 1991). Sudomotor postganglionics are cholinergic and cause sweat 

secretion by activating M3 mAChRs (Hu et al., 2018). Notably, sweat glands also contain 

adrenoceptors, primarily activated by circulating adrenaline and noradrenaline (Hu et al., 2018).  

 

 Intrinsic properties of SPNs 1.4

The electrical properties of sympathetic neurons have been studied in the SCG (Eccles, 1935; 

Erulkar and Woodward, 1968; Purves and Wigston, 1983; Li and Horn, 2006; Springer et al., 

2015) and to a lesser extent the stellate and lumbar ganglia (Jänig, 1985; Cassell et al., 1986; 

Valli et al., 1989; Bratton et al., 2010), but to date only three studies have revealed 

electrophysiological properties of thoracic ganglia (Blackman and Purves, 1969; Lichtman et al., 

1980; Jobling and Gibbins, 1999), which comprise the primary postganglionic innervation of 

vasculature, arrector pili, sweat glands, and brown adipose tissue. These studies all used 

microelectrode recordings, which have been shown to considerably alter passive and active 

properties of sympathetic neurons (Staley et al., 1992; Springer et al., 2015). As such, there is 
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currently very little known about the electrical properties of postganglionic neurons within the 

thoracic region of the sympathetic chain. 

 

 Passive and firing properties 1.4.1

A study using microelectrode recordings from mouse thoracic ganglia reported input resistance 

(Rin) of 118MΩ and a membrane time constant (τm) of 7.2ms (Jobling and Gibbins, 1999), and 

similar recordings in guinea pig report these values as 56MΩ and 9.1ms (Blackman and Purves, 

1969). The same mouse study reported the Rin and τm of SCG neurons as 110 MΩ and 11.7ms, 

respectively, while another study (Springer et al., 2015) which used whole-cell recordings from 

intact rat SCG neurons reported Rin of 454MΩ. In this study, introduction of an artificial leak led 

to passive membrane property values closer in magnitude to microelectrode recordings, so the 

difference was attributed to the leak introduced by microelectrode recordings.  

 

The aforementioned studies also disagree on the capacity for paravertebral neurons to fire 

repetitively. A prior study in guinea pig thoracic neurons reports tonic firing in response to 

sustained current injection (Blackman and Purves, 1969), while recordings in the mouse (Jobling 

and Gibbins, 1999) report that both SCG and thoracic neurons fire phasically, i.e. they fire few 

APs in response to sustained current injection. Phasic firing is believed to be the normal mode of 

operation for nearly all paravertebral neurons (Jänig, 1988), but these observations have typically 

relied upon microelectrode recordings. As before, a recent study proposed that the leak 

introduced by microelectrode recording alters firing properties of paravertebral neurons, and 

showed that when recorded using the whole-cell patch clamp technique, rat SCG neurons fire 

repetitively (Springer et al., 2015). They further showed that introduction of an artificial leak can  
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Study Species Technique Ganglion Rin (MΩ) τm (ms) Firing 

Blackman and Purves, 1969 

 

GP ME ThG 55.5 9.11 Tonic 

Cassell et al., 1986 GP ME LSG 179 27.2 Phasic 

Jobling and Gibbins, 1999 Mouse ME ThG 117.9 7.19 Phasic 

“ 

 

“ “ SCG 109.7 11.7 Phasic 

Springer et al., 2015 Rat WC SCG 454 38 Tonic 

“  WC + leak SCG 182 16 Phasic 

       

McKinnon et al., 2019 Mouse WC ThG 1044 91.5 Tonic 
Table 1.1 Prior reports of passive membrane properties of paravertebral neurons 

GP, Guinea Pig; LSG, lumbar sympathetic ganglion; ME, microelectrode; SCG, superior cervical ganglion; ThG, 

thoracic ganglion; WC, whole-cell patch clamp. 

 

cause repetitively firing neurons to fire phasically. In light of these vastly different observations, 

we undertook whole-cell recordings in mouse thoracic ganglia to determine, among other things, 

the basic and firing properties of thoracic postganglionic neurons. Table 1.1 provides a summary 

of these prior studies and the values of Rin and τm reported therein, alongside values from our 

own research (elaborated further in Chapter 2) for ease of comparison. 

 

 Ion channels 1.4.2

A-type K
+
 current, M-type K

+
 current, and H-current have been described in mouse thoracic 

neurons  (Jobling and Gibbins, 1999). These currents as well as Ca
2+

-dependent K
+
 current, 

delayed rectifier K
+
 current, and L-type Ca

2+
 current have also been described in rat SCG 

(Galvan and Sedlmeir, 1984; Sacchi et al., 1995; Rittenhouse and Zigmond, 1999). A recent 

RNA-seq study of thoracic neurons (Furlan et al., 2016) found RNA transcript expression of 

each of the aforementioned ion channels. Our computational model (See section 1.6) 

incorporated generalized models of these ion channels, but if RNA transcript levels could be 
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correlated with ion channel expression, future computational studies could be tailored to the 

specific molecular subtypes expressed in individual cells. 

 

 Synaptic properties of SPNs 1.5

 Types of synaptic input 1.5.1

The primary method of transmission at sympathetic ganglia is fast nicotinic transmission from 

preganglionic axons. Langley was the first to note nicotine’s ability to evoke responses in 

effectors when applied to sympathetic ganglia (Langley and Dickinson, 1889). The most 

common nicotinic receptor is the α3β4 subtype (Skok, 2002; Del Signore et al., 2004), though 

other receptor subunits (α3, α4, α5, α7, β3, β4) are present in autonomic ganglia (Skok, 2002). In 

thoracic ganglia, α3 and β4 are the most common based on RNA transcript count, with very low 

expression of α5, α7, and β2 (β3 was only expressed in glutamatergic neurons) (Furlan et al., 

2016). EPSCs in sympathetic ganglia are driven by activation of α3β4 nicotinic receptors 

(Sargent, 2014). Postganglionic neurons may also have extrasynaptic α7 receptors (Sargent, 

2014). EPSCs in rat SCG have a decay time constant in the range of 4-6ms (Hirst and 

McLachlan, 1984; Sacchi et al., 2006; Springer et al., 2015), and sometimes a second component 

was detected with a time constant of ~20ms (Kertser et al., 1998). In the lumbar sympathetic 

trunk, recruitment of fast-conducting preganglionic fibers is responsible for nicotinic receptor 

activation (Janig et al., 1984). There are no known fast inhibitory synapses in sympathetic 

ganglia (McLachlan, 2007). However, ‘slow’ metabotropic IPSPs and EPSPs following 

activation of muscarinic receptors have been described previously (Horn and Dodd, 1981; Cole 

and Shinnick-Gallagher, 1984; North, 1986). Intact paravertebral postganglionics are insensitive 

to purinergic transmission (Inokuchi and McLachlan, 1995), but they are known to release ATP 
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as a co-transmitter with either noradrenaline or acetylcholine onto smooth muscle effectors 

(Kennedy, 2015). 

 

 Primary and secondary nicotinic synapses 1.5.2

Most postganglionic neurons receive a single primary (or strong) synapse and few secondary (or 

weak) synapses, an organizational scheme termed the N+1 rule (Karila and Horn, 2000; 

McLachlan, 2007). Primary EPSPs are always suprathreshold and drive postganglionic firing, 

while secondary EPSPs are much smaller and were long thought to be ineffective at recruiting 

postganglionic cells. Secondary synapses have a lower quantal content than primary synapses 

(McLachlan, 1975). Secondary synapses are the first to appear during rat development, followed 

by primary synapses which appear gradually several weeks later (Hirst and McLachlan, 1984). A 

similar phenomenon is observed during re-innervation experiments; secondary synapses are the 

first to form after denervation of adult ganglia and primary synapses appear some time thereafter 

(McLachlan, 1974; Njå and Purves, 1977b; Njå and Purves, 1978). It is unclear if primary and 

secondary synapses represent functionally distinct classes of preganglionic neurons or the 

selective strengthening of one of several presynaptic inputs (Ireland, 1999; McLachlan, 2003; 

Bratton et al., 2010). Only secondary synapses express P-type calcium channels, but both types 

express R- and N-type calcium channels (Ireland et al., 1999; McLachlan, 2003). In guinea pig, 

less than 2% of cell surface area is dedicated to synaptic input, so the total number of synapses 

per neuron is low; the number of synapses is proportional to cell size and total dendritic length 

(Gibbins et al., 1998; Gibbins et al., 2000; Gibbins, 2013).   
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 Synaptic integration 1.5.3

Secondary synapses are often viewed as inconsequential to cell recruitment, as their amplitude is 

not sufficient to recruit a postganglionic cell alone (McLachlan et al., 1998; Karila and Horn, 

2000; McLachlan, 2003; Wheeler et al., 2004; Rimmer and Horn, 2010). The low firing rate of 

preganglionic neurons suggests that spatial or temporal summation of secondary inputs is very 

rare and does not contribute appreciably to postganglionic firing rate (McLachlan, 2003). 

However, a stimulus which drives preganglionic neurons at high frequency could elevate the 

importance of synaptic summation (McLachlan, 2003). In addition, synaptic facilitation of 

secondary synapses after repetitive stimulation at relatively low frequency (<0.5 Hz) has been 

observed (McLachlan, 1975). Also, repetitive stimulation of thin, slower-conducting fibers can 

lead to long-lasting enhancement of sympathetic activity in vasomotor but not sudomotor or 

pilomotor neurons (Janig et al., 1982; Blumberg and Janig, 1983), and this phenomenon is reliant 

on non-nicotinic and non-cholinergic mechanisms (Janig et al., 1984). Muscarinic activation may 

be due to spillover from highly active synapses (Eccles and Libet, 1961). These metabotropic 

mechanisms may enhance the efficacy of secondary synapses in recruiting postganglionic 

neurons and provide a means other than convergence by which preganglionic activity may be 

integrated over time (Janig et al., 1982).  

 

 Computational modeling 1.6

Biophysical models of excitable membranes come in many different varieties (De Schutter, 

2010). The one most relevant to this dissertation is the family of conductance based modeling 

tools that descend ultimately from Hodgkin and Huxley’s landmark squid giant axon 

experiments (Hodgkin and Huxley, 1952). In such a model, excitable membranes are modeled as 
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a capacitor in parallel with a number of transmembrane components that represent various ion 

channels. The original Hodgkin Huxley model included only three conductances: voltage-

dependent sodium (gNa), delayed-rectifier potassium (gK), and a non-specific leak conductance 

(gL) (Hodgkin and Huxley, 1952). This model may be extended by introducing additional 

parallel conductances, or by constructing a multi-compartment model which simulates more 

complex neuronal morphology (De Schutter, 2010). This section will focus on conductance 

based modeling of sympathetic paravertebral neurons.  

 

 Intrinsic membrane properties 1.6.1

Computational models of paravertebral neurons exist for rat SCG (Belluzzi and Sacchi, 1991; 

Sacchi et al., 1998) and bullfrog sympathetic B-neurons (Schobesberger et al., 2000; Wheeler et 

al., 2004). Both of these are single-compartment models, as rat and bullfrog sympathetic neurons 

are electrotonically compact (Belluzzi et al., 1985; Yamada et al., 1989). As with all Hodgkin 

Huxley type models, each of the previous models of sympathetic neurons include gNa, gK and gL. 

The bullfrog models add a cyclic nucleotide-gated leak conductance (gCNG) and an M-type 

potassium current conductance (gM) (Schobesberger et al., 2000; Wheeler et al., 2004). The 

rodent model omits gM and gCNG and instead adds an A-type potassium conductance (gA), a 

general calcium conductance (gCa), and two calcium-dependent potassium currents (gKCa, gAHP) 

(Belluzzi and Sacchi, 1991; Sacchi et al., 1998). The differences could be related to species, but 

may also reflect differences in motivation: Sacchi and colleagues were interested in modeling the 

action potential of rodent sympathetic neurons while the bullfrog models from Horn and 

colleagues were more concerned with synaptic interactions.  
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 Synaptic and network properties 1.6.2

Modeling postganglionic recruitment relies on an accurate computational representation of fast 

nicotinic EPSCs. Several approaches to modeling EPSCs exist, which range from fairly simple 

template based models (Schobesberger et al., 2000; Roth and van Rossum, 2009) to more 

complex kinetic models (Edelstein et al., 1996). Horn and colleagues have advanced several 

computational models that support a role for secondary synapses in contributing to synaptic gain 

in both bullfrog and rat models (Karila and Horn, 2000; Wheeler et al., 2004; Horn and 

Kullmann, 2007; Springer et al., 2015). Such models indicate that the smaller EPSCs delivered 

by secondary synapses can recruit postganglionic neurons if the right conditions are met (e.g. 

high preganglionic firing rate, muscarinic enhancement, reduced leak, etc.). 

 

 Effect of spinal cord injury on autonomic function 1.7

As of 2018, there were approximately 300,000 people living with spinal cord injury in the United 

states (NSCISC, 2019). Spinal cord injury impairs normal autonomic function in addition to the 

more obvious sensory and motor deficits (Hou and Rabchevsky, 2014). Indeed, improving 

autonomic function after SCI is of greater importance to paraplegic patients than sensorimotor 

recovery (Anderson, 2004). This section focuses on the changes that occur in the sympathetic 

nervous system that modulates blood pressure after SCI, with specific emphasis on autonomic 

dysreflexia.  

 

 Changes in cardiovascular function 1.7.1

In the intact system, adrenergic input from C1 and serotonergic input from the caudal Raphe 

maintain sympathetic vasomotor tone (Madden and Morrison, 2006; Marina et al., 2006). Loss of 
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these inputs after SCI leads to chronic hypotension (Coote, 1990; Mathias, 2006; Hou and 

Rabchevsky, 2014) and spinal reflex circuitry comes to dominate the vasomotor pathway (Hou 

and Rabchevsky, 2014). In the acute phase after SCI, preganglionic neurons at the lesion site 

undergo cell death, demyelination, or cavitation (Tator, 1995). Below the lesion, preganglionic 

neurons undergo acute atrophy (Krassioukov and Weaver, 1995), but normal morphology is re-

established gradually (Krassioukov and Weaver, 1996; Krassioukov et al., 1999; Llewellyn-

Smith and Weaver, 2001). This reorganization likely results from spinal interneurons replacing 

lost brainstem connections (Weaver et al., 1997). These interneurons are ascending propriospinal 

neurons traveling within the dorsal gray commissure (Hou et al., 2008). The commissural 

neurons receive input from pelvic visceral afferents, which relay signals via unmyelinated c-

fibers (Hou and Rabchevsky, 2014).  After SCI, elevated levels of nerve growth factor (NGF) 

lead to sprouting of pelvic visceral afferents, as evidenced by an increase in the density of 

CGRP
+
 afferent fibers in the lumbosacral spinal cord (Krenz and Weaver, 1998; Brown et al., 

2004; Hou et al., 2009). Peripheral alpha-adrenoceptors become hyper-responsive to adrenaline 

after SCI (Hou and Rabchevsky, 2014). This phenomenon has been observed in humans and 

animals (Innes and Kosterlitz, 1954; Mathias et al., 1976; Rummery et al., 2010; Tripovic et al., 

2010; Tripovic et al., 2011), but the mechanism by which this occurs is uncertain (Teasell et al., 

2000). Some studies fail to report α-AR hyper-responsiveness in SCI animals, and attribute the 

enhanced sympathetic response to episodes of preganglionic hyperactivity (Osborn et al., 1989; 

Mallory, 1994). 
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 Autonomic dysreflexia 1.7.2

Autonomic dysreflexia (AD) is an autonomic disorder characterized by a sudden hypertensive 

episode in response to a noxious stimulus caudal to a spinal lesion (Karlsson, 1999; Hou and 

Rabchevsky, 2014). AD afflicts the majority of patients with upper thoracic SCI (Karlsson, 1999; 

Hou and Rabchevsky, 2014). Typically, AD episodes present with headache, blurred vision, 

shivering, sweating, malaise, anxiety, and/or nausea, and in extreme cases can also result in 

seizure, stroke and intracerebral hemorrhage (Karlsson, 1999; Hou and Rabchevsky, 2014). 

Intracerebral hemorrhage may become an even greater problem in the future, given the aging 

population of SCI patients in the United States (Karlsson, 1999). Full expression of AD 

pathology requires loss of descending inhibitory input to visceral vasoconstrictors (Karlsson, 

1999; Hou and Rabchevsky, 2014). As a result, AD is reported in the majority of SCI patients 

with a lesion at T6 or higher, but cases have been reported in patients with lesions as caudal as 

T10 (Karlsson, 1999; Hou and Rabchevsky, 2014). Symptoms are more severe if the lesion is 

complete or more rostral (Karlsson, 1999; Hou and Rabchevsky, 2014). Episodes are usually 

triggered by noxious stimuli originating below the level of the lesion (e.g. colon or bladder 

distention), but can also be triggered by benign stimuli (e.g. gentle stroking of the skin) (Hou and 

Rabchevsky, 2014). In the acute stage, AD can be brought on by the loss of descending 

bulbospinal modulation of preganglionic neurons (Hou and Rabchevsky, 2014). In the chronic 

phase, AD is maintained by NGF-mediated aberrant sprouting of CGRP
+
 c-fiber afferents (Hou 

et al., 2009; Hou and Rabchevsky, 2014). These c-fibers form connections with propriospinal 

neurons within the dorsal gray commissure, which innervate preganglionic neurons (Hou et al., 

2008; Hou and Rabchevsky, 2014). These two stages of reorganization correspond with the 

milder acute stage of AD and the more severe chronic stage (Hou and Rabchevsky, 2014).  
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 Summary and goals 1.8

The sympathetic nervous system is partially responsible for homeostatic regulation of 

physiological parameters such as body temperature and blood pressure. It is essential that these 

variables are tightly regulated, but after high thoracic SCI, proper functioning of the SNS is 

compromised. Much of the information regarding the normal physiological function of 

paravertebral sympathetic neurons has been inferred from recordings in the SCG or lumbar 

ganglia. However, there is a notable gap in our understanding of neurons within the thoracic 

portion of the sympathetic chain. In addition, the majority of electrophysiological recordings of 

sympathetic neurons have relied on microelectrode recordings which can alter the properties of 

postganglionic neurons. We therefore acquired whole-cell recordings from mouse thoracic 

paravertebral neurons in order to address this gap in knowledge. We also present an analysis of 

the effect SCI has on intrinsic and synaptic properties of thoracic neurons as few studies of SCI 

have focused on paravertebral ganglia.  

 

This dissertation began with an overview of the pertinent literature. Hereafter, I present original 

research on the intrinsic membrane properties of thoracic neurons as well as a comparison of 

their properties after SCI [Chapter 2]. I then present an analysis of synaptic input to thoracic 

neurons along with evidence of injury-induced synaptic reorganization [Chapter 3]. Finally, I 

conclude with a general summary of findings and a series of unanswered questions raised during 

the course of this project [Chapter 4]. There is significant overlap in methodology between 

Chapters 2 and 3, so a detailed methods section which applies to both is provided at the end 

[Chapter 5]. Through this dissertation, I aim to show that thoracic postganglionic neurons are 
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more than simple relay stations for central sympathetic commands; rather, they are actively 

involved in integration and amplification of preganglionic input. Furthermore, they are 

potentially the site of injury-induced reorganization following spinal cord injury.  
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 Intrinsic membrane properties of thoracic postganglionic neurons 2

This chapter was adapted in part from work published in eNeuro (McKinnon et al., 2019). 

 Abstract 2.1

Thoracic paravertebral sympathetic chain postganglionic neurons (tSPNs) comprise the final 

integrative output of the distributed sympathetic nervous system controlling vascular and 

thermoregulatory systems. Considered a non-integrating relay, what little is known of tSPN 

intrinsic excitability has been determined by sharp microelectrodes with presumed impalement 

injury. We thus undertook the first electrophysiological characterization of tSPN cellular 

properties using whole-cell recordings and coupled results with a conductance-based model to 

explore the principles governing their excitability in adult mice of both sexes.  

 

Recorded membrane resistance and time constant values were an order of magnitude greater than 

values previously obtained, leading to a demonstrable capacity for synaptic integration in driving 

recruitment. Variation in membrane resistivity was the primary determinant controlling cell 

excitability with vastly lower currents required for tSPN recruitment. Unlike previous 

microelectrode recordings in mouse which observed inability to sustain firing, all tSPNs were 

capable of repetitive firing. Computational modeling demonstrated that observed differences are 

explained by introduction of a microelectrode impalement injury conductance. Overall, tSPNs 

largely linearly encoded injected current magnitudes over a broad frequency range with distinct 

subpopulations differentiable based on repetitive firing signatures.  

 

Thus, whole-cell recordings reveal tSPNs have more dramatically amplified excitability than 

previously thought, with greater intrinsic capacity for synaptic integration and with the ability for 
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maintained firing to support sustained actions on vasomotor tone and thermoregulatory function. 

Rather than acting as a relay, these studies support a more responsive role and possible intrinsic 

capacity for tSPNs to drive sympathetic autonomic function. 

 

 Significance 2.2

Thoracic sympathetic postganglionic neurons (tSPNs) represent the final neural output for 

control of vasomotor and thermoregulatory function. We used whole-cell-recordings and 

computational modeling to provide broad insight on intrinsic cellular mechanisms controlling 

excitability and capacity for synaptic integration. Compared to past intracellular recordings using 

microelectrode impalement, we observed dramatically higher membrane resistivity with primacy 

in controlling enhanced tSPN excitability and recruitment via synaptic integration. Compared to 

reported phasic firing, all tSPNs fire repetitively and linearly encode injected current magnitude 

to firing frequency over a broad range.  Modeling studies suggest microelectrode impalement 

injury accounts for differences in tSPN properties previously observed.  Overall, intrinsic tSPN 

excitability plays a much greater role in the integration and maintenance of sympathetic output 

than previously thought. 

 

 Introduction 2.3

Sympathetic postganglionic neurons within paravertebral chain ganglia (SPNs) represent a large 

fraction of the final output of the sympathetic nervous system. Whereas prevertebral sympathetic 

ganglia are typically associated with one or more visceral organs in a discrete location (celiac 

ganglion, superior/inferior mesenteric ganglion), thoracic paravertebral chain ganglia are 

associated with control of dispersed tissue systems such as vasculature, brown adipose tissue, 
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sweat glands, and piloerector muscles (Jänig, 2006; Bartness et al., 2010). As such, the 

sympathetic chain can be thought of as a distribution system for sympathetic activity that spans 

the body. The vast majority of paravertebral postganglionic neurons in mice are adrenergic 

(Gibbins, 1991; Jobling and Gibbins, 1999) since sweat glands, innervated by cholinergic 

postganglionic neurons, are largely absent in the mouse (Lu and Fuchs, 2014).  

 

Traditionally, thoracic sympathetic postganglionic neurons (tSPNs) have been envisioned as 

passive followers of intraspinal preganglionic neuronal activity. By this viewpoint, 

postganglionic neurons fire if and only if preganglionics fire and serve as 1:1 relays that pass 

central commands to the periphery (Jänig, 2006). This relationship is explained by the “n+1” 

rule, wherein postganglionic neurons receive n small synaptic inputs, and one major, always 

suprathreshold input which leads to firing with a high safety factor. The n smaller synaptic inputs 

are typically sub-threshold and infrequent, and are not thought to contribute appreciably to the 

firing rate (McLachlan et al., 1998; Karila and Horn, 2000; McLachlan, 2003; Wheeler et al., 

2004; Rimmer and Horn, 2010). However, recent evidence from rodent sympathetic ganglia has 

shown that postganglionic neurons play a more active role in shaping sympathetic output 

(Bratton et al., 2010; Springer et al., 2015). In light of these findings, we must reconsider the role 

that sympathetic postganglionic neurons play in synaptic integration and signal transmission. 

 

Despite their critical importance as the final output controlling sympathetic neural commands, 

surprisingly little is known about the SPNs in thoracic segments (tSPNs) of the sympathetic 

chain. The most likely reason for this is their near inaccessibility to in vivo study, and the 

relative difficulty for in vitro cellular characterization. Because of this difficulty, 
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electrophysiological properties of sympathetic neurons have been largely inferred from 

recordings in other mammalian paravertebral sympathetic ganglia, namely the superior cervical 

ganglion (SCG) (Eccles, 1935; Erulkar and Woodward, 1968; Purves and Wigston, 1983; Li and 

Horn, 2006) and to a lesser extent the stellate and lumbar ganglia (Jänig, 1985; Cassell et al., 

1986; Valli et al., 1989; Bratton et al., 2010). Compared to SCG, mouse tSPNs are smaller, have 

less elaborate dendritic arbors, are likely more excitable, and differ in measures of action 

potential shape (Jobling and Gibbins, 1999). Thoracic ganglia also contain a different subset of 

molecularly distinct SPN subpopulations and project to different end-organs (Jänig, 2006; Furlan 

et al., 2016). Unfortunately, few studies have directly characterized electrophysiological 

properties of thoracic ganglia (Blackman and Purves, 1969; Lichtman et al., 1980; Jobling and 

Gibbins, 1999). These studies used sharp microelectrodes for recordings, which likely introduce 

a considerable impalement injury conductance compared to whole-cell patch clamp recordings 

(Staley et al., 1992; Springer et al., 2015). This injury-induced conductance alters basic 

membrane properties, such as input resistance and membrane time constant, which reduce 

recruitment and synaptic integrative actions according to classical cable theory (Rall, 2011; 

Springer et al., 2015). The impalement conductance introduced by microelectrode recordings can 

also prevent expression of repetitive firing properties (Cymbalyuk et al., 2002; Springer et al., 

2015). Indeed, while it is generally thought that most paravertebral SPNs fire phasically (Cassell 

et al., 1986; Jobling and Gibbins, 1999; Li and Horn, 2006), whole-cell recordings in SCG 

support repetitive rather than phasic firing (Springer et al., 2015). Whether repetitive firing 

properties are predominant in tSPNs remains unknown. 
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The aim of the present study is to investigate the electrophysiological properties of tSPNs using 

whole cell recordings to more accurately characterize the cellular mechanisms that drive and 

modulate excitability of tSPNs. We furthermore matched recordings to a computational model to 

better understand how synaptic inputs and passive and active membrane properties interact to 

recruit neurons and generate the firing properties observed. 

 

 Results 2.4

 Passive membrane properties 2.4.1

Whole cell patch clamp recordings were acquired from 35 tSPNs obtained from 30 adult mice. 

Basic cellular properties are summarized in Table 2.2. The distribution of resting membrane 

potential is shown in Figure 2.1A. Input resistance (Rin) and membrane time constant (τm) were, 

on average, an order of magnitude higher than values recorded using microelectrode recordings 

in mouse (Jobling and Gibbins, 1999) and guinea pig (Blackman and Purves, 1969) thoracic 

ganglia. Rin was strongly correlated with τm (Figure 2.1B), but not cell capacitance (Cm), an 

estimate of cell size. This indicates that membrane resistivity, but not cell size, is primarily 

responsible for the variability seen in resistance measures (Gustafsson and Pinter, 1984). Cm was 

also moderately correlated with τm. A summary of correlation parameters is provided in Table 

2.3. 

 

One impact of larger τm is longer duration spontaneous EPSPs (sEPSPs) and consequently 

greater capacity for temporal summation. Spontaneous synaptic activity is often observed in 

whole-cell recordings, including instances of sEPSP summation that lead to recruitment of action 
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Figure 2.1 Passive membrane properties 

A, Histogram showing distribution of resting membrane potential values. B, Input resistance is highly correlated 

with membrane time constant. Solid line indicates linear least-squares fit. Filled black circle represents population 

mean. Red filled circle, population mean from (Jobling and Gibbins, 1999). C, Example of synaptic summation 

leading to action potential recruitment in a particularly active recording. Shown is a raster of epochs of spontaneous 

synaptic activity. Cell resting membrane potential was −60 mV. In this neuron a τm of 109 ms led to comparably 

long EPSP membrane voltage decay time constants. Vertical scale bar is 20mV; horizontal scale bar is 500ms. D, 

Top, model neuron subjected to simulated synaptic input fires in response to synaptic summation. Middle, if an 

impalement conductance is added, synaptic summation is no longer effective. Bottom, simulated gsyn used to 

generate voltage traces. Horizontal scale bar is 500ms; vertical scale bars are 20mV and 5nS, respectively. 
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potentials (Figure 2.1C). In this neuron a τm of 109 ms led to comparably long sEPSP membrane 

voltage decay time constant. To explore the impact of preserved passive membrane properties on 

synaptic summation, we implemented a synaptic conductance in the computational model. A 

template conductance was constructed with Poisson-distributed events whose amplitudes and 

mean frequency match values from whole-cell voltage clamp recordings. This template 

conductance was used to stimulate a standard model neuron (Figure 2.1D, top trace) and a model 

neuron with simulated microelectrode impalement injury (middle trace). In the intact cell, 

synaptic events are larger in amplitude and synaptic summation can lead to cell recruitment. In 

the model neuron with simulated impalement, AP recruitment was observed only in response to 

the largest single synaptic event. 

 

 Rheobase 2.4.2

The current required to depolarize a cell from its holding potential to firing threshold (rheobase) 

was examined in 35 cells by injecting long duration (1.5-3s) pulses through patch electrodes. In 

order to control for the possible influence of a variable resting membrane potential on rheobase, 

tonic bias current was injected to hold cells at approximately −70mV prior to rheobase 

estimation. Fluctuations in membrane voltage made it difficult to precisely set holding potential  

prior to injected current steps, and values ranged from −56 to −83 mV. We compared actual 

holding voltage against rheobase to determine if this variability altered rheobase estimation. 

Rheobase was not correlated with holding potential. 

 

Voltage threshold was assessed at minimal suprathreshold current intensity. Assuming cell 

depolarization is governed by Ohmic or non-rectifying processes, the ratio of relative voltage 
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threshold to input resistance would predict rheobase (Gustafsson and Pinter, 1984). Indeed, 

measured and calculated rheobase are well correlated (Figure 2.2A, Table 2.3) and 

approximately equal, indicating that rectifying currents do not play a major role in determining 

rheobase for the population. However, deviation of calculated rheobase values above and below 

those predicted by Ohmic processes support a role for voltage-dependent conductances 

(Gustafsson and Pinter 1984). Values of measured and calculated rheobase are presented in 

Table 2.2. As calculated rheobase provides a more precise index of excitability, further analysis 

focuses on this parameter.  

 

Calculated rheobase current was strongly correlated with input conductance, gin=Rin
-1

 (Figure 

2.2B), and moderately correlated with the inverse of time constant, τm
-1

, but was uncorrelated 

with capacitance. A summary of correlation parameters is provided in Table 2.3.  

 

We further investigated the relationship between input conductance and rheobase in a model cell. 

We adjusted gleak in order to vary input conductance of a model neuron over most of the range 

observed in recorded neurons (0.5 to 3nS). Bias current was adjusted to hold the model cell at 

−70mV. The rheobase was then calculated for each value of input conductance by using a binary 

search algorithm to find the minimal injected current which produces a spike (Figure 2.2B, gray 

line). The results show that there is a deterministic relationship between rheobase and input 

conductance that can help to explain some of the correlation observed in recorded neurons. 

However, given the variability of rheobase measures in recorded cells with comparable values 

for input conductance, it is clear that input conductance alone does not fully explain the range of 

rheobase values observed in recorded neurons. 
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Figure 2.2 Factors affecting rheobase  

A, There is a strong correlation between measured rheobase and calculated rheobase and the two values are 

approximately equal. This suggests that rheobase is predominantly governed by Ohmic phenomena. Dashed line is 

line of identity. B, Calculated rheobase was well correlated with input conductance in recorded neurons, open 

circles. Gray line represents the rheobase versus input conductance relationship for a single model neuron chosen to 

fit experimental data. Standard model cell with GM=20nS and GA=15nS. In A and B, solid line represents least 

squares regression. C, Strength-duration curves for model neurons. Black, standard model cell with no impalement 

conductance. Black arrow indicates rheobase. Gray, standard cell with gimp = 7nS, comparable to a microelectrode 

recording. Gray arrow indicates much higher rheobase for impaled cell. 

 

Rheobase values were 80-90% lower than values estimated in tSPNs previously with 

microelectrode recordings in both mouse and guinea pig (Blackman and Purves, 1969; Jobling 

and Gibbins, 1999). Reduced rheobase values indicate that tSPNs are much more excitable than 

previously considered. To more fully explore the influence of microelectrode impalement on cell 
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excitability, we constructed strength-duration curves for model cells. In a standard model cell, 

the strength-duration curve follows a characteristic inverse curve. After implementation of an 

impalement conductance consistent with a microelectrode recording, rheobase is increased about 

8-fold (Figure 2.2C). This is consistent with the discrepancy between our experimental findings 

and the aforementioned studies using microelectrodes. 

 

 Repetitive Firing 2.4.3

Increasing current steps were delivered to assess repetitive firing properties from a holding 

potential of approximately −70mV. All cells (n=35) were capable of repetitive firing in response 

to sustained current injection. This contradicts an earlier report that tSPNs fire phasically in 

response to depolarization (Jobling and Gibbins, 1999). Figure 2.3A shows an example of a 

recorded cell which fires repetitively at progressively higher frequency in response to increasing 

depolarizing current steps (top). A model neuron that used known voltage-dependent 

conductances for paravertebral sympathetic neurons and incorporated values for input 

conductance obtained from our whole-cell recordings was able to replicate repetitive firing 

(Figure 2.3A, bottom). Frequency-current (ƒ-I) relations were obtained by plotting the maximal 

(initial) and sustained firing rate versus injected current magnitude. Figure 2.3Bi and Bii show 

the maximal and sustained (respectively) ƒ-I curves for all cells. Maximal instantaneous firing 

rate did not exceed 28 Hz, while sustained firing rate did not exceed 17 Hz for the highest steps 

given. ƒ-I curves were approximately linear. In order to determine the role that input 

conductance plays in determining ƒ-I relations in tSPNs, we selected a model neuron that 

matches the experimental ƒ-I curves and then systematically changed input conductance by 

varying gleak from 0 to 3nS. Of note, varying input conductance also changes holding potential so 
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Figure 2.3 tSPNs exhibit repetitive firing.  

A, Top, representative trace from a tSPN showing increases in repetitive firing frequency in response to increasing 

current steps. Bottom, model neuron also showing repetitive firing. Standard model with GM=30, GKCa=70, GA=80, 

Gleak=2nS. Injected current from left to right in both recorded neuron and model is 30, 50, 70, 90, 110, 130pA. Scale 

bar is 1s. B, ƒ-I relations for recorded and model neurons. (i) maximal instantaneous firing rate is plotted versus 

injected current for all cells. (ii), same as Ci with sustained firing rate. Red line in i and ii is maximal and sustained 

ƒ-I curve from model neuron in A. (iii) maximal ƒ-I curve from a model neuron in which gleak was adjusted from 0 

to 3nS. Note: as varying input conductance also changes holding potential, each model neuron was subjected to a 

different holding current to hold the initial voltage at -70mV. Also note that gleak is distinct from gimp. (iv) 
corresponding sustained ƒ-I curves. Model parameters other than gleak are the same as in A. C, Maximal ƒ-I slope is 

positively correlated with input resistance. D, Maximal ƒ-I slope is negatively correlated with calculated rheobase. 

 

in order to remain consistent with experimental protocol, each model neuron was subjected to a 

different holding current to hold the initial voltage at −70mV. Figure 2.3Biii and Biv 

demonstrates that altering gleak can shift the ƒ-I curve, but it does not appear to change the ƒ-I 

slope.  Thus, input conductance cannot fully account for the range of ƒ-I curves observed. To 

determine if other model parameters are capable of changing ƒ-I slope, we systematically varied 

each parameter and observed its influence on maximal and sustained ƒ-I curves. Most notably, 

Cm appears to influence the slope of the maximal ƒ-I curve while GCaL and GKCa impact the slope 

of the sustained ƒ-I curve. Other model parameters (GNa, GK, GM, GA, Gleak) are able to shift ƒ-I 

curves without significantly altering slope. Thus, we are able to match any realistic ƒ -I curve by 

adjusting model parameters, which implies that a host of intrinsic cellular properties are 

responsible for the range of ƒ-I curves we observed.  

 

Slope for both maximal and sustained ƒ-I curves was calculated as a measure of excitability 

(Zimmerman and Hochman, 2010). In short, a cell with a higher ƒ-I slope would respond to an 

incremental change in current with a higher change in firing frequency. In this way, ƒ-I slope can 

be thought of as the gain between input and output of a neuron. Values for maximal and 

sustained ƒ-I slope are given in Table 2.2.  
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We assessed the role of variations in Rin and rheobase in cell excitability based on ƒ-I slope 

measures. Maximal firing rate at 100pA current injection was significantly correlated with Rin. 

Maximal ƒ-I slope was moderately correlated with Rin (Figure 2.3C), and moderately and 

negatively correlated with calculated rheobase (Figure 2.3D). No such relationship was found for 

τm or Cm. A summary of correlation parameters is provided in Table 2.3. Cells with lower 

rheobase and higher Rin had higher ƒ-I slopes, suggesting that Ohmic properties contribute to the 

frequency-current response.  

 

 Impalement simulation 2.4.4

The discrepancy between observations of phasic and repetitive firing likely arises as a result of 

leak introduced by microelectrode impalement (Springer et al., 2015). We undertook additional 

modeling to test whether an impalement injury can convert repetitive to phasic firing. An 

additional impalement conductance, gimp, was added to a standard model cell. Reversal potential 

of gimp was set at −15mV (see Methods). We explored the relationship between gimp and firing 

type over a range of conductance and current injection combinations (Figure 2.4). For a given set 

of gimp and injected current, a model cell was characterized as non-firing (N), phasic firing (P), or 

repetitively firing (R). Setting gimp to 7nS results in an input resistance of ~100MΩ, the mean 

value of input resistance reported by Jobling and Gibbins (1999). With this level of 

microelectrode leak, non-firing was observed in response to subthreshold current injection 

(Figure 2.4Ai), and phasic firing was observed in response to suprathreshold current injection 

over the range of current values tested by Jobling and Gibbins (Figure 2.4Aii). However, when 

gimp was set at 0nS, analogous to a whole-cell recording, repetitive firing was observed instead 

(Figure 2.4Aiii).  
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Figure 2.4 Simulated impalement can alter firing properties. 

A, Impact of injected current and impalement conductance, gimp, on firing properties. Voltage response of a model 

cell to subthreshold (i) and suprathreshold (ii) current injection after gimp is set to 7nS, analogous to a 

microelectrode recording. Only phasic firing is observed. (iii) Repetitive firing is observed when gimp is set to 0nS, 

analogous to a whole-cell recording.  When gM is removed from the model, the same parameters used in i and ii lead 

to non-firing (iv) and repetitive firing (v). B, Shaded regions indicate the set of all parameters which lead to non-

firing (N, red), phasic firing (P, blue), and repetitive firing (R, black/gray). At gimp=0nS the model neuron transitions 

rapidly from N to R, and repetitive firing results from any current injection above ~20pA. At gimp = 7nS, the model 

neuron transitions from N to P at around 200pA current injection, and repetitive firing is not observed for injected 

current less than 500pA. C, same as B with gM set to 0nS. Removing IM from the model by setting gM=0nS 

eliminates phasic firing altogether, i.e., cells transition directly from N to R regardless of impalement conductance. 

Open circles in B and C indicate the gimp and injected current values used to generate traces in A. Standard model 

with gleak=0.5nS. 

 

Prior studies have reported that phasic firing sympathetic neurons could instead fire repetitively 

if IM was blocked (Brown and Adams, 1980; Cassell et al., 1986). To test this, we blocked IM in 

our model cell by setting gM to 0nS. This change completely eliminated phasic firing in the 

model, and only non-firing (Figure 2.4Aiv) or repetitive firing was observed (Figure 2.4Av). To 

more extensively characterize this phenomenon, the boundaries between each of the three firing 
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types were identified using a binary search algorithm. In the case where IM is included in the 

model (Figure 2.4B), there was a rapid transition from repetitive to phasic firing as gimp is 

increased. When IM is removed (Figure 2.4C), the phasic firing region (P) disappears. 

 

 Spike rate adaptation 2.4.5

Implicit in the observation that sustained firing rates were lower than initial observed frequencies 

is that all cells displayed spike rate adaptation (SRA), or a decrease in firing rate over time. We 

were able to replicate SRA in our model (Figure 2.5A). The time-course of adaptation consists of 

a fast and a slow phase (Figure 2.5B).  

 

The difference between the initial firing rate and the sustained firing rate becomes more 

pronounced as injected current is increased in all cells. This can be illustrated by comparing the 

maximal ƒ-I curve to the sustained ƒ-I curve in both recorded and model neurons over a range of 

current injection (Figure 2.5C). This relationship between maximal and sustained firing rate is a 

common feature of adapting neurons (Benda and Herz, 2003). 

 

Several mechanisms have been proposed to underlie SRA in different neuronal populations 

including Na
+
 channel inactivation (Miles et al., 2005), fast AHP summation (Powers et al., 

1999), activation of IKCa (Miles et al., 2005) and activation of IM (Yi et al., 2015). We selectively 

removed conductances from the model and determined which were primarily responsible for 

SRA (Figure 2.5D). Removal of IKCa preferentially impaired the later phase of adaptation (curve 

1) while removal of IM preferentially impaired the early phase of adaptation (curve 2). Removal  
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Figure 2.5 Spike rate adaptation depends on both IM and IKCa.  

A, (i) Representative trace showing tSPN response to 50pA current injection. Note that the inter-spike interval 

increases over time, corresponding to a decrease in instantaneous frequency.  (ii) Trace from a model cell chosen to 

fit the recording shows similar SRA for 50pA current injection. Maximal conductances are (in nS): GNa=400, 

GK=3000, GCaL=1.2, GM=40, GKCa=60, GA=80, GH=1, Gleak=2. Scale bar in both panels is 1 second. B, Instantaneous 

frequency versus time for the same recorded cell at 50, 70, 90, 110, 130pA current injection (from bottom to top). 

The 50pA curve (red) corresponds to the trace in panel Ai. Fast and slow components of adaptation are indicated. C, 

Maximal and sustained ƒ-I curves match well between recorded and modeled cell over a range of injected currents. 

Red, maximal (top, solid) and sustained (bottom, dashed) ƒ-I curves for the cell in panel Ai and B. Blue lines are the 

corresponding ƒ-I curves from the model cell in panel Aii. D, Instantaneous frequency versus time curves for the 

model cell in panel Aii. The recorded 50pA curve from panel B is reproduced for comparison to the analogous curve 

generated in the model cell in Aii (blue). Black curves numbered 1-3 represent effect of removal of two 
conductances from the model. Removal of gKCa (curve 1) predominantly influences the slow SRA. Removal of gM 

(curve 2) predominantly influences the fast SRA. Removal of both (curve 3) eliminates SRA. The ordinate axis is 

shared among panels B-D. 
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of both IKCa and IM completely eliminated SRA (curve 3). Our model supports the conclusion that 

the combination of these conductances is necessary in order to replicate SRA. 

 

 Cell firing type classification 2.4.6

We noted variability in spike height of the initial spike compared to subsequent spikes in a spike 

train during repetitive firing. Neurons were divided into three categories based on the peak 

voltage of the initial spike in a spike train compared to the peak voltage of subsequent spikes. Of 

the 35 neurons examined, the initial spike had slightly lower amplitude than subsequent spikes in 

19 cells (type 1), and substantially higher amplitude in 12 cells (type 2) (Figure 2.6A). Note that 

this classification scheme is distinct from the classical Hodgkin firing criteria (Hodgkin and 

Huxley, 1952). The classification scheme presented here provides a quantitative way to 

differentiate cells into subtypes based on simple electrophysiological measures. In type 1 and 2 

cells, this phenomenon became more pronounced with greater current injection. In 4 cells, both 

firing patterns were observed, with type 1 characteristics at lower current steps giving way to 

type 2 characteristics at higher current steps (type 3). The difference between the initial spike 

peak voltage and the mean spike peak voltage was plotted for all cells as a function of calculated 

change in membrane voltage (injected current × Rin) (Figure 2.6B). These differences did not 

appear to be associated with any basic membrane properties, threshold properties or the fAHP 

(defined below). In contrast, all measured parameters related to action potential (AP) shape 

showed significant difference between groups including maximal rise slope (Figure 2.6C), peak 

value (Figure 2.6D) (one-way ANOVA). All AP parameters differed significantly between type 

1 and type 2 cells. A summary of statistical measures is given in Table 2.1. However, as a post  
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Figure 2.6 tSPNs are differentiable into subtypes based on direction of spike height changes.  

A, Example traces from a type 1 (left, black) and type 2 (right, blue) cell. Scale bar 200ms. B, Population of cells 

showing a variety of firing types. The difference in the initial spike peak versus the mean of all subsequent spike 

peaks is plotted versus the product of injected current and input resistance for all cells (n=39). Type 1 cells with a 

positive change in spike peak are shown in solid black line; Type 2 cells with a negative change in spike peak are 

shown in dotted blue line; Type 3 cells which convert from type 1 to type 2 dynamics as injected current is increased 

are shown in dashed red line.  C, Maximal rise slope for all three cell types. Type 2 cells have a significantly higher 

rate of depolarization than type 1 and 3 (P=.001; P=.04 respectively). D, Amplitude of the initial spike at rheobase 
current injection. Type 2 cells have significantly higher peak values than type 1 but not type 3 (P=.001; P=.09 

respectively). Horizontal bars indicate mean value for C and D.  
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Table 2.1 Comparison of basic properties of neuron subtypes 

Values given as mean ± SD with number of observations in parentheses. a,b Statistically different groups as 

determined by one-way ANOVA and Tukey’s post hoc test. Asterisk indicates statistically significant comparison at 

α=0.05. RMP, resting membrane potential; Rin, input resistance; τm, membrane time constant; Cm, membrane 

capacitance; fAHP, afterhyperpolarization.  

 Type 1 Type 2 Type 3  

Membrane properties           

     RMP, mV −60.0 ± 7.6 (19) −57.5 ± 5.4 (12) −63.0 ± 6.8 (4) F(2,32)=0.66 

p=0.52 

     Rin, MΩ 1041 ± 643 (19) 961 ± 526 (11) 1285 ± 381 (4) F(2,31)=0.45 

p=0.64 

     τm, ms 96.4 ± 60.8 (19) 83.1 ± 57.6 (11) 90.8 ± 16.5 (4) F(2,31)=0.19 

p=0.83 

     Cm, pF 95.0 ± 28.7 (19) 84.9 ± 24.5 (11) 73.0 ± 15.4 (4) F(2,31)=1.4 

p=0.27 

Threshold           

     Absolute, mV −43.5 ± 6.6 (19) −40.4 ± 5.9 (12) −43.2 ± 4.2 (4) F(2,32)=0.97 

p=0.39 

     Relative, mV 24.9 ± 6.5 (19) 24.0 ± 4.9 (12) 23.6 ± 9.1 (4) F(2,32)=0.11 

p=0.90 

     Calc. rheobase, pA 32.8 ± 20.4 (19) 30.8 ± 15.8 (11) 20.1 ± 11.5 (4) F(2,31)=0.80 

p=0.46 

Action potential           

     Amplitude, mV 45.3 ± 13.1
a
 (19) 67.1 ± 12.1

b
 (12) 52.6 ± 6.6 (4) F(2,32)=11.6 

p=1.7·10
−4

* 

     Peak, mV 1.8 ± 15.0
a 
(19) 26.7 ± 8.9

b
 (12) 9.4 ± 9.3

a
 (4) F(2,32)=14.0 

p=4.1·10
−5

* 

     Half-width, ms 5.1 ± 0.9
a 
(19) 3.7 ± 0.7

b
 (12) 4.4 ± 0.5 (4) F(2,32)=10.8 

p=2.6·10
−4

* 

     Rise slope, mV/ms 33.1  ± 13.9
a 
(19) 70.0 ± 23.2

b
 (12) 41.0 ± 6.8

a 
(4) F(2,32)=17.0 

p=9.3·10
−6

* 

fAHP           

     Amplitude, mV −13.9 ± 2.8 (14) −17.3 ± 4.6 (8) −13.3 ± 3.2 (2) F(2,21)=2.6 

p=0.10 

     Half-decay, ms 86.5 ± 27.6 (14) 68.2 ± 40.2 (8) 85.8 ± 66.3 (2) F(2,21)=0.73 

p=0.50 

     Duration, ms 245 ± 58 (14) 213 ± 77 (8) 181 ± 101 (2) F(2,21)=1.1 

p=0.34 



44 

 

hoc power analysis indicated a power of 0.5, we cannot conclusively say that there are no other 

significant differences between groups.  

 

 Afterhyperpolarization 2.4.7

Afterhyperpolarization (AHP) dynamics play an important role in regulating neuronal firing. 

Based on decay time, we identified three types of AHP within the thoracic ganglia. These 

include the fast AHP (fAHP) after a single action potential, and the slow AHP (sAHP) and ultra -

slow AHP (usAHP) after multiple action potentials (Figure 2.7A).  

 

Fast post-spike after-hyperpolarization (fAHP) amplitude, half-decay time, and duration were 

measured at rheobase current injection (Figure 2.7Ai). Parameters related to fAHP are 

summarized in Table 2.2. Half-decay time was very well correlated with duration and more 

reliably obtained, so further analysis focused on fAHP half-decay time. fAHP half-decay time 

was compared to passive membrane properties and rheobase. fAHP half-decay time was not 

correlated with Rin, Cm, or rheobase, but was moderately correlated with τm. Previous studies 

have reported an inverse relationship between fAHP duration and firing rate in motoneurons 

(Brownstone et al., 1992; Stauffer et al., 2007). To determine if this relationship exists in 

postganglionic neurons, we plotted fAHP half-decay time versus sustained firing rate at two 

times the minimal suprathreshold current injection. Note that this corresponds to twice the 

current magnitude used to estimate fAHP half-decay time. We found that there is indeed a 

moderate negative correlation between fAHP half-decay time and maximal firing rate (Figure 

2.7B).  fAHP half-decay time was also moderately correlated with sustained ƒ-I slope but not ƒ-I 

slope.  
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Figure 2.7 Afterhyperpolarization.  

A, Side by side comparison of three types of AHPs. (i) fAHP present after single spike. (ii) sAHP is present in the 

same cell only after repetitive firing. The half-decay time of fast and slow AHPs are indicated by the gray bar 

beneath each trace. Scale bar 1s. (iii) Depolarizing current steps (10 to 130pA in 10pA increments) in a different cell 

showing the progressive hyperpolarization characteristic of the usAHP. Scale bar 10s. (iv) Expanded view of voltage 

traces in Aiii indicated by vertical arrows. Note that the gray trace is hyperpolarized by 20mV compared to the black 
trace and has a characteristic “notch” (arrowhead) upon depolarization. Current injection profile is shown below 

each trace. B, fAHP half-decay was negatively correlated with maximal firing rate at twice the minimal 

suprathreshold current. C, SRA ratio is positively correlated with sAHP half-decay. Black line is the linear 

regression. 

 

Slow AHPs (sAHP) were also observed following larger depolarizing steps that elicited higher 

repetitive firing frequencies (Figure 2.7Aii). Only cells displaying obvious sAHP were analyzed 

(n=27 of 35). sAHPs were measured at maximal current injection. Parameters related to sAHP 

are summarized in Table 2.2. sAHP half-decay time was four-fold longer on average than fAHP 

half-decay, but the two were not correlated. To examine the relationship between sAHP and 

SRA, we plotted the sAHP half-decay versus the SRA ratio for 27 cells (Figure 2.7C). We found 
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the two parameters were significantly correlated. A summary of correlation parameters for both 

fAHP and sAHP is provided in Table 2.3. As with SRA, our computational model showed that 

IM and IKCa were capable of reproducing sAHP after repetitive firing (not shown).  

 

Prior work in the rabbit superior cervical ganglion identified a long-lasting AHP following 

sustained depolarization that was due to the ouabain sensitive Na
+
/K

+
-ATPase (Lees and Wallis, 

1974). In the neonatal mouse spinal cord, it has been shown to be due to activation of α3 Na
+
/K

+
-

ATPase (Picton et al., 2017). This AHP is unique in its ability to hyperpolarize a cell membrane 

beyond the reversal potential of K
+
. We identified an AHP with a similar time-course. We 

injected depolarizing current to cause the cell to fire repetitively. This repetitive firing led to a 

steadily increasing hyperpolarization (Figure 2.7Aiii). In the example shown, induced epochs of 

repetitive firing led to a 20mV membrane hyperpolarization (Figure 2.7Aiv). This feature was 

present in 2 of 14 cells tested with a current step protocol that would allow for its observation. Of 

note, the usAHP was observed only in relatively high resistance cells when ATP and GTP were 

included in the electrode solution. This AHP was also able to achieve a membrane potential of 

−101.7  11.5 mV, which is more negative than the calculated −98 mV K
+
 reversal potential. 

The time-course of this hyperpolarization is too long to be due to IM or IKCa.  

 

 Subthreshold conductances 2.4.8

Subthreshold conductances can play an important role in determining cell excitability and firing 

properties. We evaluated activation of these conductances with current steps that included 

assessment at hyperpolarized membrane potentials seen during the usAHP. In response to 

depolarizing current steps, membrane voltage first followed an exponential time-course with 
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Figure 2.8 Subthreshold conductances.  

A, (i) A cell depolarized from −90 mV exhibits a characteristic notch (arrow) accompanied by a delay in spiking 

(black trace). The same cell depolarized from −70mV does not have a notch (gray trace). (ii) Model neuron showing 

comparable results with pre-spike inflection seen only for hyperpolarized trace. Standard model with GM=10, 

GKCa=10, GA=90, Gleak=0nS. Inset: Magnitude of hA at onset of current injection shows that IA is less inactivated (hA 

is higher) at hyperpolarized voltage, and IA takes longer to fully inactivate. Scale bars represent 500ms for all panels. 

B, (i) Voltage “sag,” indicated by arrow, upon hyperpolarization beyond −90mV in a cell held at −70mV. Note that 

the effect becomes more pronounced with greater hyperpolarization. (ii) Model neuron showing similar sag. 

Standard model with GA=5 and Gleak=.1nS.  C, (i) Hyperpolarizing trace from a different cell held at −50mV 

showing rebound spiking associated with voltage sag. (ii) Model neuron showing rebound spiking at the same 

holding voltage and current injection. Maximal conductances are (in nS): GNa=200, GK=2000, GCaL=1.2, GM=20, 

GKCa=20, GA=20, GH=1, Gleak=2. Removal of gH (curve 1) does not inhibit rebound firing. Removal of gM eliminates 

firing (curve 2) as does removal of both currents (curve 3). 
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subsequent recruitment of voltage-gated conductances that altered the trajectory. In 24 of 35 

cells, membrane trajectory exhibited a negative deflection from the exponential trajectory which 

preceded activation of voltage gated Na
+
 conductance. The observed deflection, or “notch”, in 

membrane led to a delay in the first action potential in a train (Figure 2.8Ai) and has been 

described previously in tSPNs (Jobling and Gibbins, 1999). This phenomenon was often 

observed at a holding potential of −70mV, and became more pronounced with greater 

hyperpolarization (−90mV). This is consistent with activation of the transient, voltage-gated A-

type K
+
 current (IA). To test the contribution of IA to the notch and delayed firing, we held a 

model neuron at two different holding potentials and found that the change in trajectory was 

indeed attributable to de-inactivation of IA (Figure 2.8Aii) (Rush and Rinzel, 1995). Notably, a 

similar notch was observed in cells displaying usAHP (Figure 2.7Aiv), demonstrating that the 

usAHP leads to a state of membrane hyperpolarization where IA would delay onset of firing. 

 

During hyperpolarizing current injection, a depolarizing voltage “sag” was often observed. When 

present, a voltage sag was easily detected with membrane hyperpolarization beyond −100mV 

(Figure 2.8Bi) but was also observed at less negative hyperpolarization (Figure 2.8Ci). We found 

a voltage sag in 17 of 28 cells hyperpolarized to at least −100mV from a holding potential of 

−70mV. This phenomenon has been previously reported in mouse tSPNs (Jobling and Gibbins, 

1999) and other mammalian sympathetic neurons (Cassell et al., 1986) where it has been 

attributed to the anomalous rectifier, or H-current (IH). To support a role for IH, this conductance 

was implemented in the computational model and was found to reproduce the observed voltage 

sag (Figure 2.8Bii). IH has also been shown to contribute to a more depolarized membrane 

potential (Pape, 1996; Lamas, 1998), so we compared resting membrane potential in cells with  
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Property    mean ± SD (n) range 

Membrane properties       

     RMP, mV −59.8   ± 6.8 (35) −50 to −80 

     Input Resistance, MΩ 1044 ± 576 (34) 246 to 2297 

     Input conductance, nS 1.31 ± 0.84 (34) 0.44 to 4.1 

     Membrane time constant, ms 91.5 ± 55.5 (34) 19 to 234 

     Capacitance, pF 89.1 ± 26.6 (34) 51 to 157 

Threshold       

     Absolute voltage, mV −42.4  ± 6.2 (35) −29.2 to −58.8 

     Relative to Vhold, mV 24.5 ± 6.2 (35) 11.8 to 38.9 

     Measured rheobase, pA 27.5 ± 16.5 (35) 5 to 70 

     Calculated rheobase, pA 30.7 ± 18.2 (34) 10.1 to 95.9 

Action Potential       

     Amplitude, mV 53.6 ± 15.7 (35) 23.4 to 92.1 

     Peak, mV 11.2 ± 16.9 (35) −30.8 to 47.0 

     Half-width, ms 4.6 ± 1.0 (35) 2.9 to 7.2 

     Rise slope, mV/ms 46.6 ± 24.1 (35) 16.3 to 118 

Fast afterhyperpolarization       

     Amplitude, mV 15.0 ± 3.7 (24) 6.7  to 21.1 

     Half-decay, ms 80.4 ± 34.5 (24) 28.6  to 152 

     Duration, ms 229 ± 68 (24) 109  to 363 

Slow afterhyperpolarization       

     Amplitude, mV 8.5 ± 4.5 (28) 2.8 to 18.4 

     Half-decay, ms 342 ± 211 (27) 101 to 1097 

ƒ-I slope       

     Maximal, Hz/pA 0.13 ± 0.04 (35) 0.06 to 0.22 

     Sustained, Hz/pA 0.06 ± 0.04 (33) −0.16 to 0.11 
Table 2.2 Basic properties of tSPNs  

Values of basic properties of tSPNs reported as mean ± SD and range of observed values. 

 

(n=17) and without (n=11) evidence of IH but found no significant differences (Student’s t-test, 

two-tailed, p=0.17). 

 

IH has also been implicated in post-inhibitory rebound firing (Pape, 1996; Ascoli et al., 2010; 

Engbers et al., 2011; Ferrante et al., 2017). Sag was seen in 12 of 13 tSPNs exhibiting rebound 

firing, but rebound firing was only observed when cells were held closer to firing threshold 

(between −60 and −50mV; Figure 2.8Ci) where IM has been shown to be responsible for 

inducing a voltage sag and rebound firing (Constanti and Galvan, 1983).  
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  r R
2
 n  p 

Membrane properties 

     Rin τm 0.84 0.70 34  6.2·10
−10

* 

     ″ Cm −0.11 0.01 ″  0.55 

     τm 

 

Cm 0.40 0.16 ″  0.020 

Rheobase 

     Calculated Irheo Measured Irheo 0.82 0.68 34  2.0·10
−9

* 

     ″ Vhold −0.18 0.03 ″  0.30 

     ″ gin (Rin
-1

) 0.85 0.72 ″  3.0·10
−10

* 

     ″ τm
-1

 0.72 0.52 ″  1.5·10
−6

* 

     ″ 

 

Cm 0.06 0.00 ″  0.73 

Firing frequency 

     ƒmax @ 100pA Rin 0.58 0.33 30  0.00086* 

     ƒsus @ 100pA Rin 0.21 0.05 26  0.29 

     ƒmax-I slope Rin 0.36 0.13 34  0.039 

     ″ Irheo, calc. −0.51 0.26 ″  0.0023 

     ″ τm 0.14 0.02 ″  0.43 

     ″ Cm −0.31 0.10 ″  0.073 

     ƒsus-I slope Rin 0.29 0.09 32  0.10 

     ″ Irheo, calc. −0.24 0.06 ″  0.19 

     ″ τm 0.26 0.07 ″  0.15 

     ″ 

 

Cm −0.07 0.00 ″  0.70 

Afterhyperpolarization 

     fAHP half-decay fAHP duration 0.84 0.70 24  3.0·10
−7

* 

     ″ Rin 0.34 0.12 ″  0.10 

     ″ Cm 0.15 0.02 ″  0.47 

     ″ τm 0.43 0.18 ″  0.036 

     ″ Irheo, calc. −0.36 0.13 ″  0.083 

     ″ ƒmax @ 2·Imin −0.66 0.43 19  0.0022 

     ″ ƒsus @ 2·Imin −0.42 0.18 12  0.17 

     ″ ƒmax-I slope −0.02 0.00 24  0.92 

     ″ ƒsus-I slope 0.45 0.20 22  0.037 

     ″ sAHP half-decay −0.38 0.14 19  0.11 

     sAHP half-decay SRA ratio 0.65 0.42 27  0.00027* 
Table 2.3 Selected correlations between tSPN parameters  

Selected correlations reported in results. r, Pearson’s correlation coefficient. R
2
, coefficient of determination. n, 

number of observations. p-values calculated from two-tailed t-test. Asterisk indicates statistically significant 

correlation at Šidák-corrected α<0.0017. Rin, input resistance; τm, membrane time constant; Cm, membrane 

capacitance; Irheo, rheobase current; Vhold, holding voltage; gin, input conductance; Vth, threshold voltage; ƒmax, 

maximal instantaneous firing rate; ƒsus, sustained firing rate; Imin, minimal suprathreshold current; fAHP, fast 

afterhyperpolarization; sAHP, slow afterhyperpolarization.  
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We used a computational model to understand the relative contributions of IH and IM and 

determined that sag is due to IH for significant hyperpolarizations, and IM for more moderate 

hyperpolarization. Rebound firing can occur in the absence of IH but does not occur in the 

absence of IM following release from moderate (~10mV) hyperpolarization, indicating that IH is 

neither necessary nor sufficient to induce rebound firing in tSPNs (Figure 2.8Cii). 

 

 Effect of spinal cord injury 2.4.9

Spinal cord injury is known to impair normal autonomic function (Hou and Rabchevsky, 2014). 

In order to determine if such injury has an effect on the intrinsic membrane properties of tSPNs, 

we performed a T2 spinal cord transection on 19 adult mice. Mice were allowed to survive for 3 

weeks (n = 5) or 6 weeks (n = 14), after which whole-cell recordings were obtained. Data from 

mice in the 3 and 6 week groups were pooled to increase statistical power. We found that the 

intrinsic properties of tSPNs were indistinguishable between groups for nearly all measures. 

There was a decrease in capacitance, but the statistical significance disappears if p-values are 

adjusted for multiple comparisons. A summary of parameter values and statistical measures is 

provided in Table 2.4. 

 

 Discussion 2.5

 Re-appraisal of physiological consequence of passive membrane properties 2.5.1

We obtained high-quality recordings of mouse tSPNs and built a computational model to provide 

mechanistic insight into their function. Whole-cell recordings preserve membrane properties and 

provide an accurate representation of tSPN function. This is critically important, as the 

impalement conductance introduced by microelectrode recordings can change passive membrane 
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Property Naïve   SCI   p 

Membrane properties        

     RMP, mV −59.8   ± 6.8 (35) −59.7 ± 8.7 (26) 0.85 

     Input Resistance, MΩ 1044 ± 576 (34) 1426 ± 962 (26) 0.82 

     Membrane time constant, ms 91.5 ± 55.5 (34) 97.9 ± 44.5 (25) 0.15 

     Capacitance, pF 
 

89.1 ± 26.6 (34) 81.1 ± 29.3 (25) 0.03* 

Threshold        

     Absolute voltage, mV −42.4  ± 6.2 (35) −46.0 ± 6.2 (25) 1.00 

     Relative to Vhold, mV 24.5 ± 6.2 (35) 24.1 ± 8.7 (25) 0.75 

     Measured rheobase, pA 27.5 ± 16.5 (35) 26.3  ± 19.3 (25) 0.99 

     Calculated rheobase, pA 
 

30.7 ± 18.2 (34) 24.5 ± 14.0 (25) 0.97 

Action Potential        

     Amplitude, mV 53.6 ± 15.7 (35) 72.0 ± 10.3 (25) 0.11 

     Overshoot, mV 11.2 ± 16.9 (35) 25.9 ± 10.6 (25) 0.13 

     Half-width, ms 4.6 ± 1.0 (35) 4.4 ± 1.0 (25) 0.89 

     Rise slope, mV/ms 
 

46.6 ± 24.1 (35) 62.8 ± 20 (25) 0.21 

Fast afterhyperpolarization        

     Amplitude, mV 15.0 ± 3.7 (24) 17.6  ± 4.2 (15) 0.06 

     Half-decay, ms 80.4 ± 34.5 (24) 103.6 ± 58.5 (15) 0.18 

     Duration, ms 
 

229 ± 68 (24) 285.3  ± 113.3 (15) 0.10 

ƒ-I slope        

     Maximal, Hz/pA 0.13 ± 0.04 (35) 0.12 ± 0.03 (24) 0.30 

     Sustained, Hz/pA 0.06 ± 0.04 (33) 0.06  ± 0.03 (24) 0.92 

     SRA ratio 1.9 ±  0.6 (35) 1.6  ±  0.3 (24) 0.20 
Table 2.4 Comparison of basic properties in naïve and post-SCI 

Values reported as mean ± SD. 3 week and 6 week post-SCI groups were pooled. p-values calculated by two-tailed 

t-test. RMP, resting membrane potential; SRA, spike rate adaptation; *, p<0.05; The data analysis for this table was 

the result of a collaboration with Yaqing Li. 

 

properties (Staley et al., 1992; Cymbalyuk et al., 2002; Springer et al., 2015), reduce apparent 

excitability, underestimate the importance of synaptic convergence (Karila and Horn, 2000; Horn 

and Kullmann, 2007), and prevent repetitive firing (Springer et al., 2015). 

 

Input resistance (Rin) and membrane time constant (τm) were highly correlated and their values, 

as well as rheobase, occupy an approximately ten-fold range. Values of Rin and τm are an order of 

magnitude larger than values previously obtained from the same population using traditional 
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microelectrode recordings (Blackman and Purves, 1969; Jobling and Gibbins, 1999), which 

indicates that the excitability of tSPNs has been substantially underestimated. Measured cell 

diameters in the T5 ganglion occupied a five-fold range (cf. Jobling and Gibbins, 1999). 

Capacitance (Cm) values occupied a three-fold range, and were unrelated to cell recruitment. The 

strong observed relationship between Rin and measures of firing threshold (i.e., rheobase) 

demonstrate that Ohmic processes dominate tSPN recruitment. These observations suggest that 

membrane resistivity rather than cell size is the primary determinant of recruitment threshold 

across the population (Gustafsson and Pinter, 1984), though it is unclear if the observed 

variability in excitability represents a population recruitment principle. 

 

The preservation of the passive membrane electrical properties Rin and τm leads to synaptic 

events of greater amplitude and longer duration, which has important consequences for synaptic 

recruitment. Paravertebral neurons receive nicotinic EPSPs comprising both sub- and 

suprathreshold events of variable amplitude (Nishi and Koketsu, 1960; Blackman and Purves, 

1969; Karila and Horn, 2000; Bratton et al., 2010). An overall increase in EPSP amplitude would 

convert many subthreshold events into suprathreshold events, thereby increasing tSPN firing rate 

(Bratton et al., 2010). Traditionally, summation of EPSPs was not thought to contribute to cell 

recruitment in paravertebral ganglia (North, 1986; McLachlan et al., 1997; Jänig, 2006). 

However, recent whole-cell recordings from rat superior cervical ganglion demonstrate long-

duration sEPSPs with much greater capacity for summation (Springer et al., 2015). We also 

observed long-duration sEPSPs with decay time-constant comparable to τm and examples of 

sEPSP summation leading to cell recruitment. This provides direct support for the gain 

hypothesis for amplification of preganglionic activity (Karila and Horn, 2000; Horn and 
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Kullmann, 2007). The observed τm values indicate that tSPNs could act as integrators during 

states of strong preganglionic sympathetic drive from individual neurons (see Jänig, 1985; 

Ivanov and Purves, 1989) and could widen the temporal window for coincidence detection and 

summation of convergent synchronous preganglionic inputs (Skok, 1973; Konig et al., 1996; 

Ratte et al., 2013). These observations support the concept that tSPNs do not merely relay 

preganglionic activity, but rather actively integrate and amplify sympathetic output. 

Metabotropic receptor-mediated changes in intrinsic membrane conductances may further 

amplify this process (North, 1986; Karila and Horn, 2000).  

 

Additionally important was the observation that all tSPNs were capable of firing repetitively, 

which contrasts traditional observations in all paravertebral neurons, including tSPNs, of phasic 

firing in response to sustained current injection (Jobling and Gibbins, 1999; Jänig, 2006; 

Springer et al., 2015). Recent whole-cell recordings in rat SCG similarly found paravertebral 

neurons were capable of repetitive firing, and suggested the discrepancy was a result of 

impalement conductance (Springer et al., 2015). We were able to replicate these results using our 

model; by introducing an impalement conductance consistent with microelectrode impalement, 

we were able to convert repetitively firing model neurons to phasically firing model neurons. 

Phasic firing after impalement injury appears to be dependent on the presence of IM, as blocking 

IM can convert sympathetic neurons from phasic to repetitively firing (Brown and Adams, 1980; 

Brown and Constanti, 1980; Cassell et al., 1986; Luther and Birren, 2009). This observation was 

reproduced by subtracting IM in our model. IKCa has also been shown to contribute to the 

interconversion of sympathetic neuron membrane firing properties (Sacchi et al., 1995; Luther 

and Birren, 2009). Thus, the firing properties of paravertebral sympathetic neurons that exhibit 
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IM and IKCa are particularly sensitive to impalement leak, which underscores the importance of 

using whole-cell recordings. Blackman and colleagues were able to observe repetitive firing with 

microelectrodes, a finding that has been consistently overlooked (Blackman and Purves, 1969). 

A possible explanation could be differences in ion channel expression between the mouse and 

guinea pig. 

 

 The physiological relevance of repetitive firing in tSPNs 2.5.2

The physiological relevance of repetitive firing in tSPNs in response to current stimulation might 

be dismissed if one assumes that postganglionic neurons are only driven by nicotinic 

preganglionic input. However, paravertebral neurons can exhibit long-lasting depolarization and 

sustained firing (Blackman and Purves, 1969; Janig et al., 1982; Kawatani et al., 1987). 

Activation of metabotropic muscarinic and various other non-cholinergic receptors are 

implicated (Janig et al., 1982; North, 1986; Kawatani et al., 1987; Elfvin et al., 1993). These 

studies support the idea that tSPNs can generate sustained sympathetic drive with limited 

influence from preganglionics.  

 

Passive membrane properties and various conductances are responsible for sculpting the firing 

response of tSPNs. Rin is important in determining firing rate over a range of injected current 

values. Rin also impacts the slope of the ƒ-I curve. tSPNs with steeper slope may be more 

effective at amplifying postganglionic output gain (Salinas and Thier, 2000; Zimmerman and 

Hochman, 2010). Given the relatively low steady-state firing rates of preganglionic neurons 

observed in vivo (Jänig, 2006), the physiological relevance of variability in response 

amplification is unclear (Springer et al., 2015). 
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However, synaptic drive may contribute to response amplification during bouts of metabotropic 

receptor-mediated sustained activity described above. We observe spontaneous excitatory post-

synaptic currents with amplitudes ranging from 10pA to over 100pA (data not shown). 

Comparing these amplitudes to values of rheobase (range 5-70 pA) supports conditions where 

synaptic actions are capable of transient response amplification. 

 

 Relating observed cellular properties to underlying conductances 2.5.3

While the firing rate of tSPNs is strongly determined by the temporal dynamics of the fAHP, a 

feature carried by IA and IK in rodent SCG (Belluzzi and Sacchi, 1988), the mechanisms 

underlying spike rate adaptation (SRA) have not been studied in paravertebral ganglia including 

tSPNs. SRA has been well characterized elsewhere (Benda and Herz, 2003; Benda and Tabak, 

2013). Contributions from IM and IKCa are among the proposed mechanisms (Sawczuk et al., 

1997; Powers et al., 1999; Miles et al., 2005; Yi et al., 2015), and these currents have been 

previously identified in rodent paravertebral ganglia (Sacchi et al., 1995; Davies et al., 1996; 

Haley et al., 2000; Locknar et al., 2004; Maingret et al., 2008). Our modeling found that IM and 

IKCa were required to replicate the fast and slow components of SRA, respectively. IM and IKCa 

are also known to contribute to the slow AHP in rodent SCG and hippocampus (Storm, 1990; 

Sacchi et al., 1995), and inclusion of IKCa or IM in the model reproduced the sAHP after repetitive 

firing. That SRA ratio and sAHP half-decay were correlated further supports co-involvement of 

these conductances.  
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 Other factors contributing to modulation of tSPN excitability 2.5.4

tSPNs are known to express IA, IH and IM (Jobling and Gibbins, 1999). These currents have been 

shown to modulate EPSP amplitude, synaptic integration, membrane potential, and repetitive 

firing rate (Connor and Stevens, 1971; Storm, 1990; Rush and Rinzel, 1995; Hoffman et al., 

1997; Lamas, 1998; Prescott et al., 2006; George et al., 2009; Kullmann et al., 2016).  We found 

evidence of IA, IH and IM in our recordings by observing phenomena such as notch, sag, and 

rebound firing, and we replicated their effects using computational modeling. These phenomena 

typically require hyperpolarization to emerge. While there are no known inhibitory synapses in 

sympathetic ganglia (McLachlan, 2007), a slow IPSP due to metabotropic activation of K
+
 

conductances has been observed in SCG (Libet and Kobayashi, 1974; North, 1986). Another 

method of hyperpolarization observed in a small group of tSPNs is the slowly developing usAHP 

that follows prolonged activity (Zhang and Sillar, 2012). The usAHP has been observed in rabbit 

SCG (Lees and Wallis, 1974) and reflects Na
+
 dependent activation of the ouabain-sensitive α3 

Na
+
/K

+
-ATPase (Picton et al., 2017). These long-lasting hyperpolarizations may provide a 

physiological mechanism by which the aforementioned phenomena may emerge. 
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 Synaptic properties of thoracic postganglionic neurons 3

 Abstract 3.1

Sympathetic postganglionic neurons (SPNs) receive and integrate synaptic input from 

preganglionic neurons in the spinal cord. The general organization has long been thought to 

follow an n+1 rule, whereby SPN activity is primarily driven by a single large (primary) synaptic 

input, while other (secondary) inputs are much smaller and inconsequential to cellular 

recruitment. Recent observations in rodent superior cervical and lumbar sympathetic chain 

neurons have challenged the idea that secondary inputs have a negligible effect on 

postganglionic firing. To determine synaptic organization within the thoracic chain, we 

undertook whole-cell voltage clamp recordings of thoracic sympathetic postganglionic neurons 

(tSPNs) and characterized the properties of spontaneous and evoked excitatory postsynaptic 

currents (EPSCs). We further examined whether expected reductions in spinal sympathetic 

preganglionic drive, at 3 and 6 weeks following high thoracic spinal cord injury (SCI), would 

lead to homeostatic changes in synaptic function.  

 

Nearly all cells displayed some degree of spontaneous synaptic activity. Spontaneous frequency 

was highly variable between cells, ranging from nearly zero to 1.7Hz (mean = 0.22±0.38Hz). 

The amplitude of sEPSCs occupied a continuous 30-fold range across all cells (mean = 

40.6±28.3pA). Amplitude comparisons of sEPSCs and optically evoked EPSCs (eEPSCs) 

suggested that some tSPNs received one or two inputs while others have 20-30. Frequency of 

sEPSCs roughly doubled following SCI. This indicates presynaptic plasticity that could involve 

increased number of preganglionic synapses and/or increased frequency at preexisting synapses. 

Amplitude of sEPSCs increased by 15% while decay time constant decreased by 17%. While 
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amplitude changes may occur by pre- or postsynaptic mechanisms, a decrease in EPSC decay 

supports plasticity by postsynaptic mechanisms.  

 

 Introduction 3.2

The ongoing activity of thoracic ganglia in vivo has not been studied due to their inopportune 

location within the thoracic cavity. Therefore, the in vivo activity of tSPNs must be inferred from 

recordings in SCG (Skok and Ivanov, 1983; Ivanov and Purves, 1989; McLachlan et al., 1997) 

and lumbar ganglia (Jänig, 1988). The ongoing activity of postganglionic neurons depends on the 

innervation target—vasoconstrictors innervating muscle and visceral vasculature are entrained to 

the cardiac cycle (Jänig, 1988) or respiration (Skok and Ivanov, 1983). Cutaneous 

vasoconstrictors, as well as pilomotor and sudomotor neurons are normally silent until activated 

by an external stimulus (Jänig, 2006). The number of synaptic inputs are approximately equal to 

the number of primary dendrites (Purves and Hume, 1981). Mouse thoracic neurons have 

approximately 6 primary dendrites on average (Jobling and Gibbins, 1999), so this is a 

reasonable estimate for the number of synaptic inputs. The synaptic innervation of 

postganglionic neurons is thought to be governed by the n+1 rule, whereby postganglionic 

neurons receive one primary synapse which evokes a suprathreshold response and few secondary 

synapses which evoke smaller EPSCs (Skok and Ivanov, 1983; Karila and Horn, 2000). Primary 

and secondary synapses are likely formed by the same preganglionic population (Bratton et al., 

2010), but differ in the relative contributions of calcium channels (Ireland et al., 1999). Primary 

synapses are thought to be the primary drivers of postganglionic firing while the secondary 

synapses are inconsequential (McLachlan, 2007). These principles were worked out largely in 

the bullfrog sympathetic chain. It appears that the idea of two distinct classes of synaptic input 
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also holds for mammalian sympathetic ganglia based on calcium channel expression and AP 

shape (Skok and Ivanov, 1983; Ireland et al., 1999; Bratton et al., 2010), but the notion that 

secondary inputs are inconsequential has been recently called into question in SCG (Rimmer and 

Horn, 2010) and lumbar ganglia (Bratton et al., 2010). Recent whole cell recordings in SCG 

(Springer et al., 2015) and thoracic ganglia (McKinnon et al., 2019) reveal that sympathetic 

neurons have greater integrative capacity than previously envisioned. In fact, when driven by 

simulated preganglionic input, postganglionic neurons can fire at more than double the 

presynaptic firing rate (Springer et al., 2015).  

 

Most prior studies of changes to the sympathetic nervous system after SCI have focused on 

reorganization within the spinal cord (Hou and Rabchevsky, 2014). Few if any have looked at 

the specific role of SCI on maladaptive plasticity within the sympathetic chain. However, 

previous studies have noted changes in the re-innervation properties of preganglionic-

postganglionic interactions after injury. For example, after severing preganglionic axons, the 

remaining collaterals sprout and form new connections within the ganglion (Murray and 

Thompson, 1957; Liestol et al., 1987). Reorganization after nerve transection tends to reinstate a 

rough somatotopic organization (Njå and Purves, 1977b), similar to what is seen in the intact 

animal (Njå and Purves, 1977a; Lichtman et al., 1980). Furthermore, there is a preferential 

formation of primary or strong synapses after transection of sympathetic trunk (Ireland, 1999). It 

is unclear if any of these processes are present after SCI, but an increase in primary synapses 

would likely be accompanied by an increase in mean EPSC amplitude. The aim of the present 

study is to characterize the properties of spontaneous and evoked synaptic input to tSPNs using 
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whole cell recordings of mammalian thoracic sympathetic ganglia. We also aim to determine if 

any of these properties change after SCI.   

 

 Results 3.3

 Spontaneous EPSCs 3.3.1

sEPSCs were observed in nearly all neurons (40 of 41). In some neurons, spontaneous events 

maintained a relatively high frequency (>0.5Hz) for more than a minute (Figure 3.1A). To 

validate comparison of firing rate across cells, it was necessary to establish that firing rate was 

relatively consistent over time. To determine the variability of instantaneous frequency over 

time, we plotted the instantaneous frequency of synaptic activity over time with a 30 second 

sliding window. This analysis was limited to neurons with relatively high sustained synaptic 

activity (>0.5Hz) which were recorded continuously for at least 5 minutes. Within the control 

group, only 2 cells met these criteria. In one cell recorded continuously for 15 minutes, the 

instantaneous frequency varied over time but did not appear to monotonically increase or 

decrease (Figure 3.1B). In the other cell, recorded for only 5 minutes, frequency was less 

variable. In general, however, high-frequency cells maintained high frequency for the duration of 

recording and the same was true of low-frequency cells. It is uncertain what factors might cause 

this variability in spontaneous synaptic frequency in vitro, but it may be indicative of a 

difference in the number of synaptic boutons making contact with a single tSPN or a difference 

in the frequency of release for a given bouton. We also characterized sEPSC amplitude and time 

constants of rise and decay (τR and τD, respectively) by restricting analysis to non-overlapping 

events. A summary of frequency and fitted parameters of spontaneous synaptic events are 

presented in Table 3.1. A histogram of sEPSC amplitudes, τR, and τD for a single cell can be seen 
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Figure 3.1 Characterization of spontaneous synaptic activity 

A, Voltage clamp trace from a cell with above average levels of synaptic activity. Total duration was 15 minutes. B, 

Instantaneous frequency of synaptic input over time in the same cell, calculated with a 30s sliding window. C-E, 

Histogram of EPSC amplitudes, rise tau, and decay tau. Gray sub-histograms represent only sEPSCs with amplitude 

> 50pA. 
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in Figure 3.1C-E. Smaller amplitude events tend to have significantly longer τR (Figure 3.1C-E 

and Table 3.1).  

 

 Comparison of evoked and spontaneous EPSCs 3.3.2

sEPSCs can operate by release machinery that is distinct from evoked EPSCs (eEPSC) and 

activate distinct postsynaptic receptors in ionotropic glutamatergic synapses (Kavalali, 2015). To 

assess whether sEPSCs had observably different properties than eEPSCs, we compared 

responses in several cells from transgenic mice expressing channelrhodopsin (ChR2) in 

cholinergic neurons (ChAT-IRES-cre::R26-ChR2). In such recordings, it was possible to evoke 

EPSCs using a blue laser. We analyzed the amplitude of eEPSCs as a result of ramus 

illumination. This analysis was completed in 4 cells. In 2 cells, the amplitude of eEPSCs was an 

order of magnitude greater than sEPSCs from the same cell (Figure 3.2A,B). In 2 other cells, 

eEPSC and sEPSC magnitudes were similar (Figure 3.2C,D). However, even in cells that 

exhibited large eEPSCs, some smaller eEPSCs of a similar magnitude to the sEPSCs were also 

observed. This may suggest that smaller eEPSCs are unitary events while larger eEPSCs 

comprise multiple overlapping events recruited at the same time. Assuming that sEPSCs 

represent unitary events, comparing the amplitude of eEPSCs versus sEPSCs could indicate the 

number of synapses onto a particular neuron. This would be consistent with the distribution seen 

in Figure 3.2C. Though the near complete absence of overlap in amplitude in amplitude between  

sEPSCs and eEPSCs may argue against this, we cannot exclude the possibility that the lowest 

intensity optical recruitment already co-recruits several synaptic events. If eEPSC amplitude is 

indicative of the number of synaptic boutons contacting a neuron, we would expect a relationship 

between sEPSC frequency and eEPSC amplitude. Based on the four cells recorded here, there 
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Figure 3.2 Comparison of evoked and spontaneous EPSCs in 4 cells 

A, Rastered trace showing evoked (blue) and spontaneous (red) EPSCs. Selected event traces are reproduced to the 

right for ease of comparison. B, The amplitude distribution of sEPSCs is compared to eEPSCs evoked by 5ms 

stimulus of varying intensity. Note that eEPSC amplitude is comparable to sEPSCs at low illumination and increases 

with illumination intensity to become much larger than sEPSCs. At higher intensity, action currents were 

occasionally evoked (not shown). 10 seconds between pulses. C, In a different cell, eEPSCs evoked by 1ms (black) 

or 5ms (blue) stimuli of varying intensity are much larger than sEPSCs. 10 seconds between pulses. D, In a different 

cell, eEPSCs evoked by 1ms stimulus of varying intensity are about twice as large as sEPSCs. 30 seconds between 

pulses. E, In a different cell, eEPSCs evoked by 60mW stimuli of varying duration are slightly larger than sEPSCs. 

10 (red) or 30 (black) seconds between pulses. 

 

does not appear to be such a relationship, but the low number of observations would preclude a 

more detailed analysis.  

 

 Effect of spinal cord injury 3.3.3

At three or six weeks after spinal cord injury (SCI), spontaneous synaptic events were observed 

in all cells (32 of 32). sEPSCs are important for regulating synaptic plasticity and development 

(Kavalali, 2015). We measured sEPSC amplitude, τR, and τD, and frequency to assess possible 

plasticity in synaptic function after SCI. All relevant parameters are reported in Table 3.1. 

 

A change in amplitude of spontaneous events could indicate either a presynaptic (e.g. increased 

quantal content (Turrigiano et al., 1998)) or postsynaptic mechanism (e.g. increased receptor 

density, synaptic scaling (Queenan et al., 2012; Turrigiano, 2012)), while a change in the shape 

of sEPSCs, namely the time constants of rise and decay, could indicate changes in nicotinic 

receptor channel kinetics (e.g. different subunit composition or receptor modification via second 

messenger systems). To determine if any of these features of sEPSCs changed after SCI, we 

compared the amplitude (Figure 3.3A) and time constants (Figure 3.3B,C) of fitted sEPSCs in 

SCI and control mice. Parameters were obtained from non-overlapping sEPSCs using a template 

function (see Methods). Amplitudes of sEPSCs were significantly and similarly larger at both 3 
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Figure 3.3 Effect of SCI on spontaneous synaptic activity 

A, Histogram of sEPSC amplitudes in control (top) and SCI (bottom) mice. B, Histogram of fitted rise time constant 

in control (top) and SCI (bottom) mice. C, Same a B for decay time constant. In A-C, gray region indicates events 

with amplitude > 50pA. D, Comparison of sEPSC frequency in naïve (black) and SCI mice (blue) at 3 and 6 weeks 

post-injury. 
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and 6 weeks after SCI (15% increase). Though τR was unchanged after SCI, τD was similarly and 

significantly decreased at both 3 and 6 weeks after SCI (17% decrease). We compared time 

constant values of large (>50pA) versus small (<50pA) amplitude sEPSCs to see if there was a 

systematic relationship between amplitude and time constant. In all cases, the larger amplitude 

values had a lower standard deviation, likely the effect of noise on the accuracy of the fitting 

algorithm. Though mean τD did not differ between small and larger amplitude events, τR was 

significantly shorter in the larger events. This likely reflects the kinetic relationship between 

amplitude and rise-time in EPSCs, as larger amplitude EPSCs tend to rise to their maximal value 

much faster in kinetic simulations (Edelstein et al., 1996). 

 

A change in the frequency of sEPSCs would be indicative of presynaptic compensatory changes 

(Queenan et al., 2012). In order to identify possible presynaptic homeostatic regulation, we 

calculated mean sEPSC frequency for cells from control mice and from mice 3 weeks and 6 

weeks after SCI. Mean spontaneous synaptic frequency roughly doubled in both SCI time points 

(Figure 3.3D). This could indicate that within 3 weeks after SCI, there are more synapses, that 

individual synapses become more active, or a combination thereof. This reorganization is 

maintained at least to the 6 week time point. 

 

 Effect of TTX on sEPSC frequency 3.3.4

sEPSCs may arise as a result of spontaneous action potentials (APs) in presynaptic axons or by 

purely synaptic mechanisms (Kavalali, 2015). To determine if sEPSCs were due to spontaneous 

APs, we blocked AP-dependent synaptic transmission by applying tetrodotoxin (TTX) and 

monitored current steps to ensure action currents disappeared (Figure 3.4A). In 7 cells from  
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 Control SCI: 

grouped 

     

3W 

    

 6W 

Amp., pA 

 

38.6±30.1 (2386) 44.4±37.9 (3052)** 45.0±42.6 (1335)** 44.0±33.8 (1710)** 

τr, ms 2.2±2.2 (2386) 2.2±2.1 (3052) 2.3±2.5 (1335) 2.1±1.7 (1710) 

  <50pA 2.4±2.3 (1835)
†
 2.4±2.2 (2175)

†
 2.5±2.6 (982)

†
 2.3±1.9 (1186)

†
 

  >50pA 

 

1.5±1.3 (551)
†
 1.7±1.7 (877)*

†
 1.6±2.1 (353)

†
 1.8±1.3 (524)*

†
 

τd, ms 19.6±11.6 (2386) 16.3±9.8 (3052)** 16.8±10.5 (1335)** 15.9±9.1 (1710)** 

  <50pA 19.5±12.2 (1835) 16.1±10.3 (2175)** 16.7±10.8 (982)** 15.6±9.8 (1186)** 

  >50pA 20.1±9.5 (551) 16.8±8.3 (877)** 17.0±9.7 (353)** 16.7±7.2 (524)** 

     

Incidence 40/41 32/32 16/16 16/16 

ƒ, Hz 0.22±0.38 (41) 0.50±0.65 (32)* 0.57±0.62 (16)* 0.43±0.70 (16) 
Table 3.1 Comparison of synaptic properties before and after spinal cord injury 

Values are presented as mean±SD (n). n for amplitude and time constants is for total number of synaptic events. 
Significance was calculated by one-way ANOVA followed by Welch’s test of unequal variance. n for incidence of 

spontaneous activity and firing frequency is number of cells. For firing frequency, significance was determined by 

the Kruskal-Wallis test followed by Mann-Whitney U test.; <50pA and >50pA, considers only events smaller and 

larger than 50pA in amplitude. Asterisks, values differ significantly from control; *, p<0.05; **, p<10
−5

. †, small 

and large events differ significantly at p<10
−5

.Amp., amplitude; τr, rise time constant; τd, decay time constant; ƒ, 

frequency.  

 

control mice, 6 had a low sEPSC frequency (<0.5Hz). Of these, no sEPSCs were observed in 2 

cells after TTX. In the one cell with high sEPSC frequency (>1Hz), frequency was maintained 

after TTX application. TTX was also added to 4 cells from SCI mice: three in the 3-week group 

and one in the 6-week group. In the 3-week group, none of the cells had many sEPSCs before, 

and only one had any sEPSCs after TTX. The one cell in the 6-week group had a sEPSC 

frequency which varied somewhat over time, but which remained very high both before (>1Hz) 

and after (>2Hz) TTX application (Figure 3.4B,C). Overall, it seems likely that most and perhaps 

all sEPSCs in thoracic ganglia are AP-independent unitary synaptic events comparable to mini 

EPSCs (Kavalali, 2015; Gonzalez-Islas et al., 2018). 
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Figure 3.4 sEPSCs are insensitive to TTX 

A, Voltage clamp trace from a SCI cell before (black) and after application of 2μM TTX (blue). At this 

concentration, note that fast sodium current is completely blocked. B, Trace from the same cell in A before and after 

application of TTX. Note that spontaneous events persist after TTX application. C, Instantaneous frequency over 

time using 30s sliding window method in the same cell.  

 

 Discussion 3.4

In this chapter, we explored the synaptic properties of tSPNs in control and SCI mice. We found 

that nearly all cells exhibit sEPSCs. The frequency of sEPSCs is highly variable between cells, 

but less variable within a given cell. We then compared the amplitude of sEPSCs to evoked 

events and found that in some cells they had comparable amplitudes, while in others the 

amplitude of eEPSCs was much greater. We then identified changes in synaptic properties that 

occur after SCI. We found that overall frequency of synaptic events roughly doubles. There was 

also a modest but significant increase in amplitude and a shortening of decay time constant. This 

lead to larger and shorter sEPSCs after SCI. Finally, we determined that most if not all sEPSCs 



70 

 

are AP independent by showing that frequency of sEPSCs does not decrease after application of 

TTX.  

 

 Spontaneous events in thoracic neurons 3.4.1

Nearly all postganglionic neurons exhibited some degree of spontaneous activity, agreeing with 

prior recordings in thoracic ganglia (Blackman and Purves, 1969). The overall frequency of 

synaptic events was highly variable between cells, with some cells displaying sustained 

frequency of over 0.5Hz and several displaying less than one event per minute. The recordings 

presented in the present study are taken from a heterogeneous population of neurons, but it is 

uncertain what leads to variability between cells. In recordings of postganglionic neurons in vivo, 

firing properties of neurons vary depending on their neuroeffectors (Jänig, 2006), with cutaneous 

vasoconstrictors maintaining a higher ongoing firing rate than pilomotor neurons, for example. It 

may be that this difference in ongoing activity is correlated with difference in spontaneous 

activity in postganglionics in vitro. Additionally, there are several molecularly defined subtypes 

identified in mouse thoracic ganglia (Furlan et al., 2016) which could receive unique amounts of 

presynaptic innervation. It is possible that these variables contribute to the range of presynaptic 

frequencies observed. 

 

In addition to variability between cells, we also observed that spontaneous frequency varied over 

time within a single cell. In one study, frequency of spontaneous events was increased in the 

isolated rabbit SCG by increasing osmotic pressure or concentration of K
+
 (Ivanov et al., 1975). 

However, this study found that TTX blocked these effects, which indicates that the 

aforementioned mechanisms likely correspond to spontaneous AP generation and are therefore 
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not likely to be the cause of variable frequency within mouse tSPNs. We determined that sEPSCs 

persist in the presence of TTX at approximately the same frequency, indicating that most if not 

all sEPSCs in tSPNs are AP independent. 

 

We found the average sEPSC amplitude at −90mV to be 40pA. Assuming a reversal potential 

around 0mV (Springer et al., 2015), this corresponds to a maximal conductance of 0.44nS, which 

is an order of magnitude lower than the mean peak conductance of sEPSCs reported in rat SCG 

(Sacchi et al., 2006). This discrepancy may be due to difference in species or recorded ganglion. 

The only other study of which we are currently aware that published voltage-clamp recordings in 

mouse tSPNs reported only 2 sEPSCs (Jobling and Gibbins, 1999). These appear to have 

amplitudes between 0.1 and 0.2 nA, and an estimated peak conductance of ~1.6nA. However, it 

must be noted that this does not represent the mean value, but rather the only sEPSCs visible 

from the reported traces. It is therefore likely that 0.44nS is an accurate estimate of the mean 

peak conductance of mouse tSPN sEPSC magnitude.  

 

The time constants of rise and decay were approximately 3-5 times longer than those reported in 

the literature for α3β4 EPSCs in sympathetic ganglia at body temperature (Cassell and 

McLachlan, 1986; Sacchi et al., 2006) but agree well with reports at room temperature 

(Bobryshev and Skok, 2002). The kinetics of nicotinic receptors channel openings and closings 

are highly temperature dependent, with Q10 values of 3.0 in bullfrog sympathetic ganglia 

(MacDermott et al., 1980) and 3.7 in rabbit SCG (Derkach et al., 1983). If nicotinic receptors in 

mouse tSPNs have a similar Q10, the τD at body temperature would be ~4.1ms, in better 



72 

 

agreement with prior reports in lumbar sympathetic chain of the guinea pig at 35°C (4.9ms, cf. 

Cassell and McLachlan, 1986).  

 

 Evoked events may reveal degree of innervation 3.4.2

Spontaneous and evoked EPSCs are independent of each other and activate postsynaptic neurons 

via distinct pathways (Kavalali, 2015). It is therefore possible that sEPSCs are active in vivo, and 

may contribute to the on-going activity of tSPNs. The mean amplitude of sEPSCs can be used as 

an estimate of mean quantal size (Sacchi and Perri, 1971; McLachlan, 1975). By this reasoning, 

the ratio of the mean amplitude of sEPSC to eEPSC might be used as a measure of the degree of 

innervation available to recruit postganglionic neurons. The present study determined that the 

ratio of eEPSC amplitude to mean sEPSC amplitude ranges from ~2.7 to 27. The higher end of 

this range far exceeds the estimates of ~5 synaptic inputs to thoracic neurons reported in prior 

studies (Purves et al., 1986; Jobling and Gibbins, 1999). This may indicate that sEPSCs represent 

spontaneous activation of a single bouton, while eEPSCs represent axonal recruitment of 

multiple boutons. Baskets of cholinergic boutons have been observed surrounding some mouse 

tSPNs (Jobling and Gibbins, 1999; Gibbins et al., 2000) and it has been suggested that primary 

inputs are the result of a relatively high number of boutons originating from a single axon 

(Gibbins et al., 1998; Murphy et al., 1998). At the other end of the spectrum is the observation in 

all 4 cells that some eEPSCs are of a similar magnitude to unitary sEPSCs. eEPSCs are 

dependent upon axonal recruitment so the smaller evoked events may represent axons that 

provide secondary inputs with relatively few synaptic boutons. This must be interpreted 

cautiously, as we cannot be certain that all preganglionic inputs were optically recruited; ramus 

stimulation would omit inputs coming from different segments, axons may not be recruited 



73 

 

reliably, and there may be high-threshold axons that are unable to be recruited by the highest 

stimulus intensity used.  

 

 Spontaneous synaptic activity after spinal cord injury 3.4.3

Following SCI, a number of changes were observed in the properties of sEPSCs in tSPNs. Most 

striking was the doubling of sEPSC frequency, indicative of a compensatory homeostatic 

mechanism which restores presynaptic drive after injury-induced reduction in preganglionic 

input (Queenan et al., 2012). Two potential mechanisms for this increase in frequency are 

considered here. First, it may be the result of synaptic sprouting. Preferential formation of 

primary synapses after nerve transection in guinea pig lumbar ganglia has been reported (Ireland, 

1999). Damage to preganglionic neurons within the spinal cord would reduce preganglionic 

input to postganglionic neurons and may lead to a similar reorganization and primary synapse 

formation. If primary synapses are indeed comprised of a single axon with many boutons 

(Gibbins et al., 1998; Murphy et al., 1998), preferential formation of primary synapses would be 

consistent with an increase in the number of sEPSCs observed. Second, doubling of sEPSC 

frequency may be due to the increased frequency of events occurring at individual synapses. The 

rate of spontaneous release is proportional to the intracellular Ca
2+

 levels, so any mechanism that 

would lead to elevated [Ca
2+

] at the synapse would be consistent with increased sEPSC 

frequency. A possibility is the up-regulation of R-type Ca
2+

 channels, shown to be largely 

responsible for spontaneous release (Ermolyuk et al., 2013; Kavalali, 2015) and present in both 

primary and secondary synapses (McLachlan, 2003). This may be a homeostatic response to the 

reduced preganglionic drive after high SCI (Teasell et al., 2000). 
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We observed a ~10% increase in the mean amplitude of sEPSCs. A change in the amplitude of 

sEPSCs after SCI may be indicative of presynaptic or postsynaptic mechanisms (Turrigiano et 

al., 1998; Queenan et al., 2012; Turrigiano, 2012). Potential mechanisms that would lead to an 

increased amplitude include an increase in quantal content of presynaptic neurons (Turrigiano et 

al., 1998), or postsynaptic up-regulation of nAChRs (Turrigiano et al., 1998; Queenan et al., 

2012; Turrigiano, 2012; Gonzalez-Islas et al., 2018). The latter may represent synaptic scaling, a 

form of homeostatic regulation. In short, loss of presynaptic input and the resultant loss in 

neuronal output lead to compensatory scaling of synaptic amplitude. Scaling adjusts the 

amplitude of synaptic input, thereby restoring neuronal output. Importantly, this scaling can also 

occur as a result of loss of AP-independent spontaneous synaptic input onto the postsynaptic 

neuron, leading to sEPSC-mediated increase in synaptic amplitude in an effort to restore pre-

injury levels of input. The observation of increased sEPSC amplitude is not likely to be the result 

of primary synapse formation. sEPSCs persist after TTX application so they are independent of 

APs and represent spontaneous release at a single bouton rather than coordinated release by 

multiple boutons.  

 

sEPSCs after SCI were shown to have a shorter τD. The decay time constant of the EPSC 

represents the mean duration of single nAChR channel opening (Skok, 2002). The kinetics of 

nAChRs in autonomic ganglia are relatively insensitive to the many second messenger systems 

known to influence other groups of ligand-gated receptors (Voitenko et al., 1998; Skok, 2002). 

While nAChRs of the α3β4 subtype are most common in sympathetic ganglia (Del Signore et al., 

2004), several other subtypes with unique decay kinetics are also present in control tSPNs and 

other autonomic ganglia (Skok, 2002; Furlan et al., 2016). Therefore, the change in decay time 
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may indicate a change in the relative expression of different channel subtypes, though further 

studies would be required to verify this.   
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 General conclusions and future directions 4

 Conclusion 4.1

The thoracic region of the sympathetic chain is uniquely positioned to modulate sympathetic 

transmission from the central nervous system to peripheral effectors. Understanding the role that 

the thoracic chain plays in homeostatic regulation in healthy and spinal cord injured animals is of 

critical importance, but the region is understudied. This dissertation provides a characterization 

of intrinsic and synaptic properties of thoracic neurons both before and after spinal cord injury.  

 

 Summary of results 4.1.1

We developed a technique to acquire whole-cell recordings from intact thoracic ganglia and used 

these recordings to develop a single-cell computational model of thoracic neurons. Using these 

techniques, we characterized the intrinsic and synaptic properties of thoracic neurons.  

 

We first sought to characterize the intrinsic and firing properties of thoracic neurons. We 

determined that tSPNs exhibit considerable diversity in values of RMP. We further found a 

strong correlation between Rin and τm, and established that values recorded with whole-cell 

patch clamp are on average an order of magnitude larger than prior microelectrode recordings. A 

major consequence of this was the increased size and duration of sEPSPs in both physiological 

and computational neurons. We then moved on to characterization of recruitment principles of 

tSPNs. We found that input conductance is a major contributor to, but not the final arbiter of, cell 

excitability (i.e. rheobase current). Computational modeling studies showed that rheobase is 

substantially increased, and excitability therefore decreased, by the impalement injury introduced 

by microelectrode recordings.  
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From recruitment we moved on to characterization of firing properties. We demonstrate that 

firing rate has an approximately linear relation with injected current magnitude. This contradicts 

the prevailing viewpoint, which holds that thoracic postganglionics are only capable of 

sustaining short bursts of action potentials. We showed that, once again, this discrepancy is due 

to the leak introduced by microelectrode injury. We further showed through computational 

modeling that tSPNs are especially susceptible to microelectrode injury as a result of M-type 

potassium current. We also showed that firing rate decreases over time in response to a constant 

current injection. Based on computational modeling, we showed that this spike-rate adaptation 

was dependent upon M-type and Ca
2+

-dependent potassium currents.  

 

We identified two (possibly three) classes of repetitively firing neurons based on the difference 

between the initial AP height and subsequent spikes. The two classes differed significantly in 

parameters related to AP shape, likely indicating that sodium channel expression differs between 

firing classes. We also characterized three types of afterhyperpolarization: a fast, slow, and ultra-

slow. The fast component was observed after single APs and was moderately correlated with τm 

and maximal firing rate. The sAHP was observed after spike trains and was correlated with spike 

rate adaptation, indicating the likely involvement of IM and IKCa. The usAHP was rarely 

observed, but was associated with progressive hyperpolarization of neurons in response to 

depolarizing current. We used the computational model to explore potential contributions of 

various conductances to phenomena observed in recorded neurons. We attributed an initial notch 

upon depolarization to IA. A voltage sag upon deep hyperpolarization was attributed to IH. A 
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voltage sag in response to moderate hyperpolarization and subsequent rebound firing was 

attributed to IM.  

 

We then characterized spontaneous synaptic activity in tSPNs. Nearly all neurons exhibited some 

degree of spontaneous activity, but the mean frequency was highly variable between cells. In 

individual cells with relatively high firing rate, frequency also varied over time. Amplitudes 

within a single cell were also variable and occupied a large, continuous range. These sEPSCs 

were insensitive to TTX, so they are likely comparable to spontaneous mini-EPSCs. We 

compared evoked EPSCs to sEPSCs and found that in some cells amplitudes were comparable. 

In others, eEPSC amplitude occupied a nearly 30-fold range that included the sEPSC range and 

extended to much larger values. Overall this suggests that there are some postganglionic neurons 

with very few synapses, but that others receive input from many synapses of varying amplitudes. 

 

Finally, we compared intrinsic and synaptic properties in tSPNs before and after SCI. We found 

that there were no significant differences in any intrinsic membrane properties. However, after 

SCI we detected changes in the amplitude and frequency of sEPSCs, which may represent 

homeostatic regulation to restore pre-injury levels of synaptic drive.  

 

 Consequence of enhanced excitability of tSPNs 4.1.2

The electrophysiological properties of postganglionic neurons in thoracic ganglia (Blackman and 

Purves, 1969; Lichtman et al., 1980; Jobling and Gibbins, 1999) have not been as extensively 

characterized as those in other paravertebral ganglia (Eccles, 1935; Erulkar and Woodward, 

1968; Purves and Wigston, 1983; Jänig, 1985; Cassell et al., 1986; Valli et al., 1989; Li and 
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Horn, 2006; Bratton et al., 2010; Springer et al., 2015). All prior studies in thoracic ganglia relied 

on microelectrode recordings, which considerably reduce the input resistance (Rin) and time 

constant (τm) of neurons (Staley et al., 1992; Springer et al., 2015). It is clear from our recordings 

that prior reports of passive membrane properties in thoracic ganglia were substantially 

underestimated as a direct consequence of recording method (Blackman and Purves, 1969; 

Jobling and Gibbins, 1999). In the present study, whole-cell recordings preserved passive 

membrane properties and led to an increase in Rin and τm and a reduction in rheobase compared 

to prior reports, indicating that tSPNs are far more excitable than previously envisioned.  

 

This increased excitability has important implications for the physiological relevance of 

secondary synapses. It is well established that most postganglionic neurons receive a single 

primary input which always leads to cell recruitment, and a few secondary inputs with lower 

amplitude, an organization scheme termed the n+1 rule (Karila and Horn, 2000; McLachlan, 

2007). The number of secondary synapses varies by species and ganglion (Ivanov and Purves, 

1989), but mouse thoracic postganglionic neurons receive ~5 secondary synapses (Jobling and 

Gibbins, 1999). Secondary synapses were not traditionally thought to contribute to firing 

(McLachlan et al., 1998; Karila and Horn, 2000; McLachlan, 2003; Wheeler et al., 2004; 

Rimmer and Horn, 2010), but more recent work has suggested that secondary synapses may play 

a role in sympathetic recruitment (Bratton et al., 2010; Springer et al., 2015). By preserving the 

passive membrane properties of tSPNs, we show that sEPSPs have a greater amplitude and 

duration than microelectrode recordings would suggest. This echoes findings in rat SCG 

(Springer et al., 2015). An increase in the amplitude of subthreshold synaptic events could 

directly alter the firing rate of postganglionics. Postganglionic neurons receive both sub- and 
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suprathreshold input in a continuous range that overlaps the firing threshold (Bratton et al., 

2010). An overall increase in the postsynaptic response to secondary input would lead to a higher 

proportion of suprathreshold events, thereby increasing the on-going activity of postganglionic 

neurons in vivo (Bratton et al., 2010). 

 

A longer duration for secondary EPSPs could also lead to summation of synaptic events, 

provided that 2 or more events of sufficient size occur within a defined temporal window (Skok, 

1973; Konig et al., 1996; Ratte et al., 2013). Preganglionic neurons typically have a low firing 

rate in vivo, so summation of synaptic events is not thought to contribute substantially to 

postganglionic recruitment (North, 1986; McLachlan et al., 1997; McLachlan, 2003; Jänig, 

2006). However, others have proposed that during states of high frequency synaptic drive, 

postganglionic neurons act as frequency-dependent gain amplifiers (Karila and Horn, 2000; Horn 

and Kullmann, 2007). Given the wide range of frequency of spontaneous events that we observe, 

synaptic integration and the resultant gain in firing frequency could be highly relevant in certain 

cells and virtually non-existent in others.  

 

Another consequence of preserved passive membrane properties was the observation that tSPNs 

are capable of repetitive firing. For decades, the prevailing viewpoint held that paravertebral 

neurons were capable of firing APs only in short bursts in response depolarizing current (Jänig, 

1988; Jobling and Gibbins, 1999; Jänig, 2006), but again these results are based on 

microelectrode recordings. A recent study showed that when passive membrane properties are 

preserved by using whole-cell recordings, SCG neurons are capable of repetitive firing (Springer 

et al., 2015). We reached the same conclusion in thoracic ganglia, and additionally used a 
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computational model to demonstrate that M-type potassium current was responsible for 

paravertebral neuron firing properties’ susceptibility to microelectrode-induced leak. The role of 

IM in modulating firing properties of postganglionic neurons has been established previously 

(Brown and Adams, 1980; Brown and Constanti, 1980; Cassell et al., 1986; Luther and Birren, 

2009). 

 

 Benefits of computational modeling 4.1.3

Throughout this project, electrophysiological recordings have been used to inform a conductance 

based computational model, and the computational model in turn was used to inform the 

interpretation of electrophysiological recordings. This model proved to be an invaluable tool for 

rapidly answering mechanistic questions. In several instances, we used the model to generate 

hypotheses and identify candidate currents responsible for the various phenomena observed in 

tSPNs. Perhaps the most interesting finding was the interaction between IM and Iimp with respect 

to repetitive versus phasic firing. It has been suggested that impalement conductance introduced 

by microelectrode recordings is responsible for the observation that paravertebral neurons fire 

phasically in response to sustained current injection (Springer et al., 2015), but repetitive firing is 

observed in other autonomic neurons (e.g. celiac ganglion neurons) when recorded using 

microelectrodes (Jobling and Gibbins, 1999). What is the unique feature of paravertebral neurons 

that makes them so susceptible to microelectrode leak? From our computational model, we 

determined that IM was primarily responsible for tSPNs unique susceptibility to microelectrode 

leak. We showed this by demonstrating that phasic firing was no longer possible, regardless of 

impalement conductance, if IM was removed from the model. Prior studies have implicated IM in 

the interconversion of repetitive and phasic firing neurons (Brown and Adams, 1980; Brown and 
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Constanti, 1980; Cassell et al., 1986; Luther and Birren, 2009), but the computational model 

allowed us to quickly establish a mechanistic link between IM, Iimp, and repetitive firing 

properties. 

 

After establishing that tSPNs can fire repetitively, we characterized the firing frequency as a 

function of time and injected current magnitude. We found that firing frequency increased 

linearly with injected current (ƒ-I curves) and decayed as a function of time (spike rate 

adaptation). The computational model was able to reproduce these dynamic firing features, and 

allowed us to probe some of the underlying mechanisms. We initially hypothesized that input 

resistance was a major contributor to the ƒ-I slope given the correlation between the two values. 

However, the computational model suggested that there was no causal link between the two 

values and the correlation might be coincidental. We then looked at factors that may contribute 

to SRA, and found that both IM and IKCa were capable of reproducing the fast and slow 

components of SRA. These currents have been implicated in SRA in other cell types (Sawczuk et 

al., 1997; Powers et al., 1999; Miles et al., 2005; Yi et al., 2015), and our computational model 

allowed us to rapidly test for this relationship in tSPNs without the need to record firing 

properties in the presence of ion channel blockers. 

 

We used our computational model to establish that the notch at the beginning of depolarizing 

traces was due to IA, a phenomenon observed previously in mouse tSPNs and similarly attributed 

to IA (Jobling and Gibbins, 1999). The model also showed that the sag observed upon 

hyperpolarization was due to a combination of IH and IM, agreeing with prior reports in tSPNs 

(Jobling and Gibbins, 1999) and SCG (Cassell et al., 1986) and that rebound firing was due 
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primarily to IM, agreeing with prior observations in cortical neurons (Constanti and Galvan, 

1983). All of these observations were made without the need for bath application of ion-channel 

blockers, greatly expediting this research. 

 

Finally, we combined our own recordings of synaptic events with an established synaptic 

conductance template (Springer et al., 2015) to explore the impact that leak conductance can 

have on synaptic integration. By adjusting model parameters, we were able to show temporal 

summation of subthreshold synaptic events could lead to cell recruitment, lending credibility to 

the idea that secondary synapses can be active participants in the output properties of thoracic 

ganglia (Karila and Horn, 2000; Jänig, 2006; Horn and Kullmann, 2007). 

 

 Consequence of spinal cord injury on postganglionic neuron function 4.1.4

Spinal cord injury leads to dramatic reorganization within the spinal cord (Karlsson, 1999; Hou 

and Rabchevsky, 2014), altering the excitability of sympathetic preganglionic neurons which 

innervate postganglionic neurons. SCI can also increase the responsiveness of peripheral 

adrenoceptors, thereby increasing the strength of the vasomotor response to postganglionic 

activity (Innes and Kosterlitz, 1954; Mathias et al., 1976; Rummery et al., 2010; Tripovic et al., 

2010; Tripovic et al., 2011). Several studies have characterized re-innervation of sympathetic 

ganglia following transection of preganglionic axons in peripheral nerves (McLachlan, 1974; Njå 

and Purves, 1977b; Njå and Purves, 1978; Ireland, 1999; Serebryakova, 2008), but we are not 

aware of any studies that have specifically characterized reorganization within paravertebral 

ganglia after SCI. We explored and characterized intrinsic and synaptic properties of tSPNs in 

order to determine if any changes occur as a result of SCI. We found that overall, passive 
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membrane properties and intrinsic excitability of tSPNs were unchanged between groups. 

However, in this population there is evidence that SCI leads to differences in the incidence or 

magnitude of individual voltage-gated ion channels (Li et al., in preparation), so compensatory 

homeostatic mechanisms may have been invoked after injury to return excitability to a level seen 

in uninjured mice.  

 

In comparison, differences in synaptic properties were observed after SCI. Notably, the 

frequency of spontaneous synaptic activity doubled. This may indicate an increase in synaptic 

sprouting similar to what is observed in the spinal cord after SCI (Hou et al., 2008; Hou et al., 

2009; Hou and Rabchevsky, 2014) and in paravertebral ganglia after nerve transection (Njå and 

Purves, 1977b; Ireland, 1999). It may also indicate the upregulation of Ca
2+

 channels (e.g. R-

type) at presynaptic cites, leading to an increase in the frequency of sEPSCs at individual 

boutons (Ermolyuk et al., 2013; Kavalali, 2015). We also observed a slight increase in the 

amplitude of sEPSCs, which may suggest homeostatic synaptic scaling at individual synapses 

(Turrigiano, 2012; Gonzalez-Islas et al., 2018). It may also reflect the preferential formation of 

primary synapses (Ireland, 1999) as primary synapses have a higher quantal content than 

secondary synapses (McLachlan, 1975). SCI also led to a decrease in the decay time-constant of 

sEPSCs, possibly indicating differential expression of nAChR subtypes (Skok, 2002; Furlan et 

al., 2016), but unlikely a reflection of receptor modification by secondary messengers (Voitenko 

et al., 1998; Skok, 2002). 
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 Future directions 4.2

Any study that seeks to understand an underexplored region will inevitably raise more questions 

than it answers. This study was no exception, and some of the more interesting questions raised 

are provided below. 

 

 Is there a correlation between cell type and firing properties? 4.2.1

There are known to be several molecularly distinct subpopulations in thoracic ganglia (Furlan et 

al., 2016), and we have shown that there may be functionally distinct groups based on intrinsic 

membrane properties. Is there a correlation between these molecularly and functionally defined 

subtypes? Intracellular dye-filling could help to answer this question. One could include a 

fluorophore in the patch electrode, record electrophysiological properties, and subsequently 

immersion fix the tissue and perform immunohistochemistry. Jobling and Gibbins (1999) 

performed each of these maneuvers separately (electrophysiological recording, intracellular dye 

filling, and immunohistochemistry), but no attempt was made to correlate electrophysiological 

properties to immunohistochemical data. It would therefore be useful to perform all maneuvers 

in the same cell to determine if any correlations exist. 

 

 Impact of SCI-induced changes on cell recruitment? 4.2.2

We have established that there are changes in the frequency, amplitude, and decay kinetics of 

spontaneous synaptic events in tSPNs after SCI. Do these changes in input have a 

physiologically relevant impact on the activity of tSPNs in vivo? Answering this question 

directly would be difficult, but combining the computational model developed in Chapter 2 with 

the changes observed in Chapter 3 would be feasible and relatively straightforward.  
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 Computational model of individual cells? 4.2.3

The computational model presented herein is based on generalized models of ionic currents 

known to be present in paravertebral neurons, and no effort was made to tailor the model to the 

specific subtypes present in thoracic neurons. A recent study reported RNA transcript levels in 

tSPNs (Furlan et al., 2016). By correlating transcript number to maximal conductance of various 

molecularly defined ion channel subtypes (Schulz et al., 2006), we could tailor a computational 

model to an individual cell based on its unique ion channel expression, similar to efforts already 

undertaken in crustacean neurons (Northcutt et al., 2016).  

 

 Impact of SCI on evoked synaptic events? 4.2.4

We have established that sEPSCs and eEPSCs occupy overlapping amplitudes, but that eEPSCs 

tend to be larger and likely reflect the recruitment of multiple synaptic boutons. The difference 

could indicate the amount of synaptic innervation received by a single neuron. It would be 

interesting to see if this relationship changes after SCI.  

 

In conclusion, my dissertation has provided valuable insight into the physiological function of 

tSPNs both before and after spinal cord injury, and I have created methods and a computational 

model that will be useful to future researchers aiming to further study this system.  
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 Methods 5

 Animals 5.1

All animal procedures were performed in accordance with the Emory University Institutional Animal 

Care and Use Committee’s regulations and conformed to the Guide for the Care and Use of Laboratory 

Animals. Experiments were performed on adult (P37-379) C57BL/6 mice (RRID:IMSR_JAX:000664). 

Mice were anesthetized with inhaled isoflurane and maintained or killed with urethane (i.p. injection, 

40mg/kg for transcardial perfusions, ~500mg/kg for in vitro electrophysiology). Complete sedation or 

death was confirmed by lack of foot pinch and eye blink reflex. 

 

 Spinal cord injury 5.2

Mice were anesthetized in a chamber containing 5% isoflurane. Dorsal skin was shaved and the 

animal was returned to the induction chamber with isoflurane level reduced to 1.5%. The mouse 

was then placed in a nose cone dorsal side up for the duration of the procedure. Incision site was 

sterilized with betadine and isopropyl alcohol. In incision was made above the T2-T3 vertebrae. 

Intervening fat and muscle was displaced to allow access to the vertebral column. Bone scissors 

were then used to perform a dorsal vertebrectomy at the T2-T3 level to expose the spinal cord. 

The cord was then transected with surgical scissors. Hemostatic gauze was inserted between 

transected sections to prevent bleeding. The incision was closed using surgical adhesive. Mice 

were given 0.3 mg/kg buprenorphine as an analgesic and allowed to recover alone in a home 

cage. Bladders were manually voided twice daily as necessary until bladder function recovered. 

Mice were allowed to survive for 3 or 6 weeks. These time points were chosen to coincide with 

onset of symptoms of autonomic dysreflexia.  
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 Immunohistochemistry 5.3

 Neurotransmitter identity 5.3.1

Two ChAT-eGFP mice (RRID:IMSR_JAX:007902), a male and a female (P91 and P101, 

respectively) were anesthetized and transcardially perfused with heparinized saline (0.9% NaCl, 

0.1% NaNO2, 10units/mL heparin), followed by 4% paraformaldehyde (0.5M phosphate, 4% 

paraformaldehyde, NaOH).  Tissue was post-fixed overnight, then transferred to a 15% sucrose 

solution and stored at 4°C. Sympathetic chains were isolated from stellate (T1 and T2) to 

T12/13. Tissue was embedded (TissueTek® optimal cutting temperature compound), sectioned 

on a cryostat (−21°C, 8μm slice thickness), and mounted on glass slides. Tissue was washed in 

0.1M phosphate buffered saline (PBS) for one hour and permeabilized with PBS containing 

0.3% Triton X-100 (PBS-T) overnight. Sections were subsequently incubated for 2-3 days with 

primary antibodies: sheep anti-Tyrosine Hydroxylase (Millipore, 1:100, RRID:AB_90755) and 

chicken anti-green fluorescent protein (Jackson, 1:100). Preparations were then washed in PBS-T 

3 x 30 min) and incubated for 1.5 hours with secondary antibodies: Cy3 donkey anti-sheep 

(Abcam, 1:250) and Alexa 488 donkey anti-chicken (Abcam, 1:250). Slides were washed a final 

time in PBS-T (20 min), then 50mM Tris-HCl (2 x 20 min) and allowed to dry before being 

coverslipped (SlowFade® Gold antifade reagent with 4',6-diamidino-2-phenylindole (DAPI)). 

Sections were visualized under a fluorescent microscope (Olympus BX51). Cells with visible 

nuclei were counted and assessed for neurotransmitter identity. Inter-animal cell count variability 

was substantial (6,494 vs. 19,721 cells).  
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 Cell diameter 5.3.2

Six C57Bl/6J mice (RRID:IMSR_JAX:000664), 5 males and one female (all  ~P60) were 

transcardially perfused, as above. T5 Sympathetic ganglia were isolated. Unmounted tissue was 

washed in PBS-T overnight. Slides were subsequently incubated for 5 days with sheep anti-

Tyrosine Hydroxylase (Millipore, 1:100, RRID:AB_90755). Preparations were then washed in 

PBS-T (3 x 2 hours) and incubated for 3 days with Alexa 488 donkey anti-sheep (Jackson, 

1:100). Slides were washed a final time in PBS-T (2 hours), then 50mM Tris-HCl (2 x 1 hour). 

Intact ganglia were mounted on glass slides and coverslipped (SlowFade® Gold antifade reagent 

with DAPI). TH-immunoreactive cells were visualized under a fluorescent microscope (Olympus 

BX51, 40X objective) using a Microfire digital camera (Optronics, Santa Barbara, CA), and 

traced using Neurolucida software (MBF Bioscience, Burlington, VT, RRID:SCR_001775). Cell 

diameters were calculated as the arithmetic mean of minimum and maximum feret. Diameter was 

only determined for cells with a discernible perimeter (176±131 cells per ganglion) representing 

a mean 71% of the total TH
+
 cell population (range of 36-95% neurons/ganglia measured). As 

diameter distributions were comparable between ganglia, the possibility of sampling bias in 

estimated cell diameter is unlikely. Results are reported as mean ± SD. 

 

 Electrophysiology  5.4

 Tissue Preparation 5.4.1

Mice were anesthetized with isoflurane. Once complete sedation was confirmed by lack of foot 

pinch and eye blink reflex, mice were euthanized with urethane (0.2mL, 50% solution). Dorsal 

skin was removed to expose the muscle surrounding the spinal column. Two lateral incisions 

were made from the peritoneal cavity through the ribs and up to the neck. An additional incision 
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was made through the lumbar spinal column, and the spinal column was then gently lifted 

upward. Viscera were carefully cut away leaving only spinal column, ribs, musculature, spinal 

cord, and sympathetic chain. A final cut was made through the cervical spinal cord to separate 

the tissue. This tissue was washed briefly in oxygenated ACSF to remove blood and hair, and 

placed in a dissection chamber with ACSF. The preparation was pinned down dorsal side up. Fat, 

muscle, and connective tissue adherent to the vertebral column were removed, and a longitudinal 

incision was made through the midline of the dorsal vertebral column, starting at the rostral end. 

The preparation was then flipped over and pinned ventral side up. The right thoracic chain was 

always used, as it was more easily accessible. An incision was made between the sympathetic 

chain and aorta, taking great care to avoid damaging the chain. A second incision was made on 

the contralateral side to remove the aorta completely and expose the ventral surface of the spinal 

column. A second longitudinal cut was made on the contralateral side of the vertebral column, 

leaving the centrum for stability. The two halves of the spinal column were gently separated, and 

the spinal cord was removed. Finally, the ribs were trimmed short and the lumbar section was cut 

off just below the thirteenth rib. The remaining tissue incubated at 37°C in continually 

oxygenated ACSF containing collagenase (20mg type III per 1mL ACSF, Worthington 

Biochemical Corporation) for 1.5 hours. ACSF used for incubation was buffered with either 

bicarbonate or HEPES. No difference was observed as a result of incubation buffer. Following 

incubation, tissue was vortexed to remove adherent fat and washed with ACSF several times to 

eliminate residual collagenase. The intact sympathetic chain was removed by severing rami, and 

was then pinned down into a clear Sylgaard recording dish (Figure 5.1A), through which 

recirculating, oxygenated ACSF was continually perfused. 
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 Whole-cell recordings 5.4.2

Whole-cell patch recordings were obtained from postganglionic cells at room temperature. Cells 

were identified using an upright microscope (Olympus, BX51WI) affixed with a low-light 

camera (Olympus, OLY-150). Patch electrodes were pulled on a vertical puller (Narishige, PP-

83) from 1.5mm outer diameter filamented, borosilicate glass capillaries (World Precision 

Instruments, stock # TW150F-4) for a target resistance of 5-9MOhms. Signals were amplified 

using a MultiClamp 700A and digitized at 10 kHz using a Digidata 1322A and Clampex 

software (Molecular Devices, RRID:SC_011323). 

 

We considered for analysis all cells which displayed clearly defined action potentials upon 

depolarization by square current steps. Of these, cells were excluded if more than 100pA was 

required to hyperpolarize a cell to −70mV (indicative of a significant leak), if action potentials 

appeared stunted (indicative of an incomplete breakthrough), or if membrane potential was 

highly variable (indicative of improper seal formation). All cells which met these criteria (n = 

35) had resting membrane potentials more negative than −50mV and input resistances higher 

than 200MΩ. All recordings were made in ACSF containing (in mM): NaCl [127.99], KCl 

[1.90], MgSO4 ·7H2O [1.30], CaCl2·2H2O [2.40], KH2PO4 [1.20], glucose [9.99], and NaHCO3 

[26.04]. ACSF pH was adjusted to 7.4 after saturation with gas (95%O2, 5%CO2) at room 

temperature. Intracellular patch clamp solution contained (in mM): K-gluconate [140.0], EGTA 

[11.0], HEPES [10], and CaCl2 [1.32] and pH was adjusted to 7.3 using KOH. Target osmolarity 

was less than 290 mOsm. In most recordings (25/39 cells), support solution was added consisting 

of ATP [4.0] and GTP [1.0].  
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The ratio of male to female mice was approximately 1:1. Recordings were taken from the right 

thoracic ganglia, with the majority of recordings coming from T5. The number of cells from 

ganglia T3 through T12 was 2,6,17,3,2,1,1,0,1, and 2, respectively. We initially assessed sex and 

segment related differences in cell properties. Our sample size precludes a more detailed analysis 

of segment-specific differences, but we were able to pool data from rostral (T3 and T4) and 

caudal (T5 to T12) segments (Furlan et al., 2016). Statistical tests revealed no differences with 

respect to sex or rostro-caudal location (t-test, 2-tailed, unequal variance, Šidák corrected 

α=0.0019), so all data were pooled for additional analyses.   

 

 Optogenetic stimulation 5.4.3

Optical stimulation of preganglionic axons was performed on mice expressing channelrhodopsin 

(ChR2) in cholinergic (ChAT
+
) neurons. Driver lines were either ChAT-IRES-cre (JAX: 

006410) or ChAT-Gsat-GM24-cre. Reporter line used was R26-ChR2-eYFP (JAX: 012569). 

After tissue was dissected and affixed in the recording chamber, a fiber optic cable was 

connected to a custom built laser diode control box and the free end aimed at the tissue. Stimulus 

locus was variable between experiments. Typically, the closer the stimulus locus to the recording 

site the greater chance of recruitment. These stimulus loci include ventral root, ramus, 

interganglionic nerve, and ganglion.  

 

 Data analysis 5.5

 Analysis of intrinsic membrane properties 5.5.1

All cellular properties were analyzed in Clampfit (Molecular Devices, RRID:SCR_011323) or 

MATLAB (MathWorks, RRID:SCR_001622). All parameters were estimated from a single set 
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of current steps for each cell. This ensured that parameters for a given cell were estimated at 

nearly the same point in time. In current clamp mode, membrane voltage response to 

hyperpolarizing current steps of at least 1.5 seconds was fit to an exponential of the form [1] 

using the Levenberg-Marquardt algorithm built in to Clampfit. The value of membrane time 

constant (τm) was calculated in this manner (Golowasch et al., 2009). Rin was estimated by 

dividing maximal voltage deflection (ΔV) by the injected current (Iinj) [2]. Membrane 

capacitance (Cm), a measure of total cell surface area, was estimated by dividing τm by Rin [3].  

      (    ⁄ )  (        )   [1] 

          ⁄      [2] 

        ⁄       [3] 

Measured rheobase current (Irheo) was taken as the smallest long-duration (1.5 seconds or longer) 

positive current injection which elicited a single spike. In the case that an incremental increase in 

current elicited multiple spikes, rheobase was estimated to be the mean of the adjacent 

subthreshold and suprathreshold steps, e.g. if 30pA did not elicit any spikes but 40pA elicited 

several, the measured rheobase estimate would be 35pA. In order to achieve a more finely-

grained estimate of rheobase, we also calculted rheobase based on the equation: 

 ̂     (         )    ⁄  

where Vth is the action potential threshold, taken to be the point at which the first derivative of 

voltage, dVm/dt, begins to increase (Platkiewicz and Brette, 2010). Measured values related to 

action potential (AP) and post-spike afterhyperpolarization (AHP) characteristics were taken 

from traces elicited at minimal suprathreshold current, i.e. the smallest current magnitude used 

which elicited at least one AP. 
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The parameters of the fAHP varied as a function of firing rate, so analysis of fAHP properties 

was limited to cells which fired a single spike at minimal suprathreshold current intensity. Action 

potential amplitude was defined as the difference between the peak voltage and threshold. AP 

half-width is the width of the spike at half AP amplitude. Fast afterhyperpolarization (fAHP) 

amplitude was defined as the difference between peak negative voltage and steady-state voltage 

at rheobase current injection. fAHP half-decay is the time it takes for the fAHP to decay to half 

its amplitude. fAHP duration is the time between spike onset and return to baseline (Hochman 

and McCrea, 1994). Slow afterhyperpolarization (sAHP) amplitude was defined as the difference 

between peak negative voltage and baseline (holding voltage). sAHP half-decay is the time it 

takes for the sAHP to decay to half its amplitude. A visual explanation of AP and fAHP 

parameters is provided in Figure 5.1B 

 

Instantaneous firing rate (IFR) was taken as the inverse of the inter-spike interval. Maximal 

firing rate was the IFR for the first spike pair at the beginning of current onset. Sustained firing 

rate was the mean IFR for the last three inter-spike intervals, given they occur during the last half 

of the depolarizing current step. ƒ-I slope is the slope of the linear regression of the ƒ-I curve. 

The SRA ratio is defined as the ratio between the maximal and sustained firing rate at a given 

current injection (Venance and Glowinski, 2003; Miles et al., 2005). In order to directly compare 

firing rate across cells with variable Rin and -I curves, we used the sustained firing rate at twice 

minimal suprathrechold current injection. Current step duration was at least 1.5 seconds for all 

cells, and 3 seconds for the majority. Liquid junction potential was calculated to be −9.8mV and 

empirically measured to be −13mV. All values of absolute voltage (resting membrane potential, 

absolute threshold, peak voltage) were adjusted by −10mV to approximately account for liquid 
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junction potential. For example, a recorded AP peak of 30mV would be reported as 20mV and a 

recorded RMP of −60mV would be reported as −70mV. 

 

 Analysis of synaptic events 5.5.2

To quantify incidence of sEPSCs, all files associated with a single cell were analyzed for 

evidence of synaptic events. This analysis included voltage- and current-clamp data and events 

that occurred during current or voltage steps. If at least one event was observed, the cell was 

determined to have spontaneous synaptic activity.  

 

To analyze the frequency of sEPSCs, we analyzed the flat regions of voltage-clamp files, 

excluding the time during voltage steps and any traces after pharmacological agents were added 

to the perfusing solution. EPSCs were either identified manually or by using a threshold on 

filtered data. Events detected by the threshold method were later verified by manual inspection. 

Filter coefficients and threshold were customized to each file, as noise characteristics varied 

between files. Events were deemed valid if they presented with a sharp increase in inward 

current followed by a more gradual return to baseline. Total number of events was divided by the 

total time which met the above criteria to generate a value of sEPSC frequency for each cell.  

 

 sEPSC curve fitting algorithm 5.5.3

Analysis of amplitude and rise/decay time constant was limited to non-overlapping EPSCs 

detected at −90mV. Holding current was estimated by taking the mean current for the 10ms 

preceding optical activation. Amplitude was the difference between peak value and holding 
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current. Each EPSC was filtered using a Savitzky-Golay filter and fit, using the Levenberg-

Marquardt algorithm, to the difference of two exponential functions of the form:  

     {

             

(  
 (    )

  
⁄
   

 (    )
  
⁄  )             

 

where ts is the start time of the event, and τr and τd are the time constants of rise and decay, 

respectively, A and B are scaling factors for the decay and rise exponentials, respectively, and 

Istart and Iend are the starting and ending currents, respectively. The choice to use separate scaling 

variables for each exponential and to allow the start and end currents to vary was made to 

accommodate baseline variability, which often led to inaccurate fitting of events. Separating the 

exponentials provides a better curve fit and more reliable extraction of EPSC parameters. Fit 

parameters were then run through a series of goodness-of-fit tests to ensure accuracy. The tests 

were as follows: 

1. |filtered peak current − fit peak current| < 40pA 

2. Fit peak current < right half-height current < Iend 

3. Event start < left half-height time < fit peak time 

4. Peak must not be multimodal (no overlapping events) 

An example fit with various parameters indicated is presented in Figure 5.1C. This fitting 

algorithm was developed in collaboration with David Stockton and Astrid Prinz. 

 

 Computational Modeling 5.6

 Single Neuron Model 5.6.1

We built a conductance-based neuron model to help understand observed results in relation to 

their underlying biophysical mechanisms. While tSPNs do possess dendrites, their dendritic 
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arborizations are relatively simple. We therefore assume that ganglionic cells are electrotonically 

compact, and that a single-compartment model can replicate all essential physiological properties 

observed in experiments (Belluzzi et al., 1985). All currents included in the model have been 

observed in rodent sympathetic ganglia (Galvan and Sedlmeir, 1984; Sacchi et al., 1995; Jobling 

and Gibbins, 1999; Rittenhouse and Zigmond, 1999) and transcript expression in mouse thoracic 

ganglia has recently been confirmed by a single-cell RNA-seq study (Furlan et al., 2016). 

 

The model is based on a model of bullfrog paravertebral sympathetic ganglia (Wheeler et al., 

2004), which represents the most complete available computational model of a paravertebral  

neuron. From this model the following conductances were taken: a fast sodium current, INa; a 

delayed-rectifier potassium current, IKd; a slow and non-inactivating potassium current, IM; and a 

voltage-independent leak current, Ileak. Additional conductances were added from models derived 

in other species. These include the following: a fast transient potassium current, IA (Rush and 

Rinzel, 1995); a hyperpolarization-activated inward current, Ih (Kullmann et al., 2016); and a 

calcium-dependent potassium current, IKCa (Ermentrout and Terman, 2010). IKCa depends on 

intracellular calcium concentration, [Ca
2+

], so a model of persistent calcium current, ICaL (Bhalla 

and Bower, 1993) and somatic calcium dynamics (Kurian et al., 2011) were added as well. 

Model parameters were then tuned to fit recorded data from the present study.  

 

The membrane voltage, V, is updated according to the equation:  

  
  

  
  ∑              [4] 
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Membrane capacitance, Cm, was set at 100pF to approximate the mean in recorded neurons. Each 

current, Ii,, is described by the equation:  

      
   (    )    [5] 

where Gi is the maximal conductance, Ei is the reversal potential, and m and h are gating 

variables for activation and inactivation. A standard model neuron was used to replicate the 

majority of observed phenomena. Maximal conductances of this standard neuron are indicated in 

Table 5.1. The standard model was modified as necessary to fit individual recordings, which 

comprise a heterogeneous population. The reversal potentials for the various membrane currents 

are indicated in Table 5.1. 

 

The activation and inactivation variables m and h are updated by the equation: 

  

  
 
    

  
       [6] 

The intracellular calcium concentration is updated by: 

 

  
[    ]   (           [  

  ])  [7] 

where λ = 0.01 is the ratio of free to bound [Ca
2+

], α= 0.002 uM·ms
-1

·pA
-1

 is the conversion 

factor from current to concentration, and kCaS = 0.024 ms
-1

 is the somatic [Ca
2+

] removal rate. 

This computational model was developed in collaboration with Kun Tian and Astrid Prinz. 

 

 Impalement simulation 5.6.2

To replicate impalement injury, an additional leak conductance was added to the model in order 

to simulate microelectrode impalement. This conductance, gimp, was modeled as a non-selective 

ohmic leak channel with Eimp = −15mV. The impalement reversal potential was estimated by 

solving the Goldman-Hodgkin-Katz equation, [8], with equal permeabilities of the three major 
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ionic species. This estimate agrees well with estimates of impalement reversal potential in 

bullfrog ganglia (Brown, 1988). For analysis, model neurons were subjected to a bias current and 

held at −70mV, unless otherwise stated. gimp was normally set at 0nS, and was only included 

where indicated for simulation of impalement.  

   
  

 
  (

   [  
 ]      [ 

 ]       [  
 ]  

   [   ]     [  ]      [   ]   
)  [8] 

 Synapse simulation 5.6.3

Synaptic input was implemented with equation:  

    ( )        ( )  (      )   [9] 

where Isyn is synaptic current, A is conductance amplitude, and Esyn is the synaptic reversal 

potential set at 0mV. Synaptic conductance, gsyn, was calculated from the equation: 

    ( )    ( 
    ⁄       ⁄ )    [10] 

where τr and τd are the rise and decay time constants, respectively, and s is a scaling factor to 

normalize the amplitude to 1nS. Equations were adapted from Springer et al. (2015). Rise and 

decay time constants were 1 and 15ms, respectively, as estimated from voltage clamp recordings 

of spontaneous synaptic activity. We assume that synapses are very near cell somata and that a 

single-compartment model can sufficiently reproduce observed phenomena. 

 

 Code accessibility  5.6.4

Source code for all simulation and analysis are available online at 

https://github.com/pinewave/tSPN and ModelDB (Hines et al., 2004, accession #245926). 

Simulation and analysis scripts were written in Python 2.7.10 and executed in PyCharm (CE 

2017.1.2) on macOS 10.12.3 with a 1.7-GHz processor. Scripts were also translated into 

MATLAB code and executed on Windows 10 with a 2.4-GHz processor. All differential 
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equations were integrated using an Exponential Euler method with a time step of 0.1 ms (Prinz et 

al., 2004).  

 

 Experimental design and Statistical analysis 5.7

The present study used a descriptive design. Statistical analyses were performed in Microsoft 

Excel. Basic properties are presented as mean ± SD in Table 2.2. Correlations were determined 

by Pearson’s correlation coefficient, r. A two-tailed t-test was used to calculate each p-value. To 

control for 30 multiple comparisons and maintain an experiment-wise α=0.05, a Šidák corrected 

α=0.0017 was used to assign statistical significance. In some cases, parameter pairs with 

moderate values of r, (|r|>0.4) failed to reach significance as a result of intrinsic variability 

inherent within this data. Such correlations are reported as moderate, and should be interpreted 

cautiously. Exact r, R
2
, and p-values are presented in Table 2.3.  
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Current Gmax (nS) Erev (mV) 

INa 300 0 

ICaL 1.2 120 

IKd 2000 −90 

IM 50 ” 

IKCa 50 ” 

IA 50 ” 

IH 1 −32 

Ileak 1 −55 

Iimp* 0 −15 

Table 5.1 Model parameters 

Maximal conductance and reversal potential for the standard model neuron used for computational analysis. *Note 

that Iimp is set to 0nS as it is only included in simulations concerned with microelectrode impalement. 
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Figure 5.1 Methods 

A, General setup for whole-cell recording. Tissue is pinned down onto transparent silicone and imaged with an 

immersion lens. B, Explanation of action potential and fAHP parameters. Rel. th, relative threshold; Vhold, holding 

voltage; Vth, absolute threshold; AP amp, action potential amplitude; Vpeak, action potential peak voltage; AP HW, 

action potential half-width; fAHP dur; fAHP duration; fAHD HD, fAHP half-decay time; fAHP amp,  fAMP 

amplitude. C, EPSC fitting method. Recorded trace (black) is filtered with a Savitsky-Golay filter (gray), and fitted 

to a template function using the Levenberg-Marquardt algorithm. tstart, event start time; tR,1/2, time at half rise; tpeak, 

time of peak; Istart, baseline current; Ipeak, most negative value for the filtered and fitted traces; ID,1/2, current at half 

decay; Iend, final current; amp, amplitude is the difference between Iend and Ipeak,fit. 
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 Appendix 6

 Equations for computational model 6.1

 Fast Na+ current: 6.1.1
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 Delayed rectifier K+ current: 6.1.2
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 L-type Ca2+ current: 6.1.3
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 M-type K+ current: 6.1.4
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 Ca2+-dependent K+ current: 6.1.5
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 A-type K+ current: 6.1.6
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 H-current: 6.1.7
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 Leak current: 6.1.8
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 Injury current: 6.1.9
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 Synaptic current: 6.1.10
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 Master equation: 6.1.12
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