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Abstract

This dissertation includes a variety of research projects focused on understanding and manipulating magnetic

phenomena at nanoscale. These projects were experimentally driven, but also involve simulations and

calculations in mostly a supplementary role. Most of my work is related in some way to the optical, electronic,

or microwave generation of spin waves, the dynamical eigenmodes of spin precession that are present in

magnetic materials. Future technological applications of spin waves would require the ability to efficiently

generate and transport them in nanostructures. This long term technological goal underpins much of the

research presented in this thesis.

One of the most common ways to generate spin waves in nanostructures is via the injection of spin

angular momentum into a magnetic material, via ’spin currents’ generated by various spin-orbit effects. The

second chapter of my thesis includes research into the nanoscopic length scales over which spin currents are

generated and dissipated. I was able to identify evidence for a previously unrecognized physical effect that

contributes to the dissipation of spin currents in materials with large spin-orbit interaction. There is evidence

that this spin relaxation mechanism could be the reason why Pt, a material with strong magnetic properties,

never reaches a fully magnetic state. The third chapter includes research into the generation of spin waves

excited by spin-polarized electrical currents, showing that when electrons scatter in magnetic materials, spin

waves are generated in a quantum mechanical process that mirrors the process of photon generation in

lasers. The fourth chapter shows the implementation of an anti-reflective coating that drastically increases

the signal to noise ratio in common magneto-optical experiments used to study magnetic films excited in the

’ultra-fast’ terahertz frequency range. The fifth chapter shows how nanoscale optical antenna can be used

to spectroscopically probe high frequency, high wavevector spin waves that are inaccessible by free-space

light. The sixth chapter shows experimental results on a recently discovered magneto-electronic effect that is

the consequence of both spin-dependent electronic scattering and spin-orbit effects that are modified by the

presence of spin waves. The seventh and final chapter includes research on the generation of spin waves in

the nonlinear regime, where the damping of spin waves is fully compensated by the effects of spin currents.
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Chapter 1

Introduction: Crash Course in

Magnetism

My goal for this section is to briefly introduce magnetism in a way that is digestible for new graduate students.

This will not be a comprehensive text on all of the physics that underlies magnetic phenomena, as there are

many great textbooks that do that much more effectively than I could [1, 16, 18–20]. However, those books

are generally both massive and dense. In my graduate student career, I would find myself getting so focused

on the details in a particular chapter of these textbooks that I would fail to see how the various models

and effects came together to relate to my projects, or magnetism as a whole. I also personally feel that

seeing phenomena explained with both mathematical rigor and linguistic analogies is essential for creating

a working knowledge of a subject. For this reason, I’ve decided to organize this background section in a way

that hopefully connects the dots between the fundamental physics of magnetism, and the magnetic systems

that will be the focus of this thesis. I will first explain magnetism in individual atoms, then how magnetic

ordering occurs in magnetic films. After working through the fundamentals of how magnetic ordering occurs,

I will introduce the concepts of spin waves, the magnetic excitations that are central to much of this thesis,

and conclude by discussing how spin waves are excited experimentally.

1.1 Magnetism in atoms

First and foremost, magnetic ordering is due to the alignment of the angular momentum of electrons. The

angular momentum of electrons has generally two components, the orbital angular momentum ~L of electrons,

due to their motion around the atom, and their intrinsic angular momentum, or spin, ~S. The orbital angular
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momentum of the electron is analogous to angular momentum as defined in classical mechanics: ~L = ~r×~p, but

with the classical position and momentum replaced with their quantum counterparts, the quantum operators

r̂ and p̂. The spin of an electron has no classical counterpart. Both types of electronic angular momentum

are quantized. In most cases, the orbital moment of an electron interacts significantly more strongly with

other orbital moments than with spin moments and vice versa. Consequently, the total angular momentum

of an ensemble of electrons can be written as ~J = ~L + ~S, where ~L =
∑ ~Li, and ~S =

∑ ~Si, summing

over all of the electrons in the ensemble. Orbital and spin angular momentum have different contributions

to the total magnetic moment: µtotal = µL + µS , shown by the scaling relationships: ~µL = −gLµB ~L/h̄

and ~µS = −gSµB ~S/h̄, where gL and gS are the Landé ’g’ factors for orbital and spin angular momentum

respectively, and µB is the Bohr magneton. These g factors are fundamental constants of nature, where

gS ≈ 2 and gL = 1. The difference between gS and gL results in the total magnetic moment and total

angular momentum being generally non-collinear with one another. There exist various atoms, materials,

and specially engineered nanostructures in which the magnetization is dominantly determined by ~L, ~S, or a

combination of both.

As atoms become larger, the relativistic motion of the negatively charged electron with respect to the

positively charge nucleus starts to have a significant impact on the relationship between ~L and ~S via the

‘spin-orbit interaction’ (SOI). The strength of SOI generally scales as Z4, where Z is the atomic number.

This can colloquially be explained from the perspective of the electron orbiting the nucleus. This electron

‘sees’ the positively charged nucleus orbiting itself. This loop of current is responsible for a magnetic field

that can directly couple to the spin of the electron. The SOI acts as a channel by which orbital and spin

angular momentum can influence each other, and is responsible for numerous magneto-electronic and optical

effects that allow electric fields to directly influence spin dynamics.

Now that we have introduced the concept of magnetic moments, we can explain how net magnetic

moments develop in the electrons orbiting an atom. An ‘electronic state’ can be uniquely defined by its

quantum numbers: n (energy level), l (orbital angular momentum), ml (projection of l along any arbitrarily

chosen ‘quantization axis’), and ms (projection of the spin along the quantization axis). Electrons that share

the same n, are said to share the same ‘shell’. Electrons that share the same n and l are said to share the

same ‘sub-shell’. Electrons that share the same n l and ml share the same ‘orbital’. Because of the Pauli

exclusion principle, no two electrons can share the exact same electronic state. Consequently electrons in

the same orbital must have oppositely directed spins.

The empirical ‘Hund’s rules’ explain how electrons are usually organized into different orbitals as the

number of electrons orbiting an atom increases. A more rigorous and detailed description can be found in

various magnetism and chemistry textbooks [1, 18], with numerous caveats, but the essence of the rules is
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Figure 1.1: Occupation of electronic orbitals for an isolated Fe2+ ion, following Hund’s rules. Table recreated
from [1].

that each orbital in a subshell is singly occupied before accepting a second electron, and the electrons in the

different orbitals tend to maximize the sub-shell’s total spin and total orbital angular momentum. This is

a consequence of the powerful Coulomb repulsion that makes it energetically favorable to spread electrons

far apart. This combination of Coulomb repulsion and Fermi statistics is described energetically as the

‘exchange interaction’. The total angular momentum of the shell is given by J = |L− S| for shells less than

half filled and J = |L+ S| for shells more than half filled. An example is shown in figure 1.1 for the 3d shell

of the magnetic ion Fe2+, making the wordy explanation above simpler to understand. In this example, the

electrons in the 3d shell of Fe2+ have a total spin of S = 5 · 12 −
1
2 = 2 and a total orbital angular momentum

of L = 2 + 1 + 0−1−2 + 2 = 2, resulting in a net magnetic moment. Hund’s rules predict L=0 for half-filled

sub-shells, and consequently spin-orbit effects stemming from L ·S vanish. For instance, the spin Hall effect,

in which spin-orbit effects promote spin dependent electron motion, is significant in Pt which has a finite L

in the 5d shell, whereas the spin Hall effect is negligible in Au, due to the exactly half-filled 5d sub-shell.

When an electronic sub-shell is totally full, it has no net magnetic moment.

1.2 Magnetism in solids

When individual atoms are brought together, for instance, due to bonding between electrons in outer shells,

the Pauli exclusion principle prevents multiple electrons from existing in identical electronic states. If we

consider two atoms combining together to form a molecule, the result is each electronic orbital splitting

into two orbitals of slightly different energies. If a large number, N, of atoms are bonded together to create

a crystalline solid, then the electronic orbitals are split into N sublevels. In the case of macroscopic solids

N≈ 1019, and these 1019 different sublevels can be approximated as a continuous band of allowable electronic

energies, as shown schematically in figure 1.2. There are separate electronic bands for majority and minority

electrons.
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Figure 1.2: When N atoms are brought together, the distinct electronic orbitals split into N sublevels. When
N is large, the sublevels can be approximated as a continuous ‘band’ of allowable energy levels

In many crystalline solids, electronic bands remain partially filled, and consequently the electrons in these

bands exhibit magnetic moments, as predicted by Hund’s rules for isolated atoms. However, Hund’s rule are

more of a rule of thumb than an exact predictor of how magnetism arises in solids. There are a number of

more realistic and complex models for how magnetic order arises in solids [1, 18, 21]: the Weiss mean-field

model, the Heisenberg/Ising model, and the Stoner model. The Stoner model is a useful model for new

students to learn, and can be thought of as an extension of Hund’s rules for electronic bands.

In the discussion about Hund’s rules, I noted that Coulomb repulsion and Fermi statistics combined to

create the ‘exchange interaction’ which results in electron spins aligning, and electrons spreading out into

different orbitals. In crystalline solids, there are no longer degenerate orbitals for the exchange interaction

to ‘push’ electrons into. Instead there exist electronic states, with uniquely defined kinetic energies and

wavevectors, and a ‘density of states’ (DOS). The DOS is essentially the number of different electronic states

available to an electron at a particular energy level. These electronic states are generally filled up to the

‘Fermi energy’.

In the limit of infinite DOS, the exchange interaction can be easily satisfied and minority (spin-down)

electrons at the Fermi energy can be ‘pushed’ into majority (spin-up) states without paying any energy

penalty, spin polarizing the electrons in the band [18]. In the opposite limit of very low DOS, the only

available states that the exchange interaction can ‘push’ spin-down electrons into have higher kinetic energies,

increasing the total energy of the system. Consequently, the electron band is not spin polarized. This is

schematically depicted in figures 1.3. The Stoner model accounts for the competition between the exchange

energy and the kinetic energy of the band electrons, quantitatively characterized as the Stoner Criterion for
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Figure 1.3: (a) In a nonmagnetic material, the spin up and spin down bands are equally filled, due to the
kinetic energy penalty induced when a minority spin electron is placed in the majority spin band. (b) When
the density of states becomes large, the exchange interaction promotes magnetic ordering. The area under
the curves from E = 0 to E = EF determines the total number of electrons in each spin sub-band. The
difference between the total number of spin up and spin down electrons determines the spin polarization of
the band.

ferromagnetic ordering: Jex(EF )· DOS(EF ) > 1. When the exchange energy dominates over the increased

energy due to increasing the number of electrons in the spin-up band, then magnetic ordering is energetically

favorable. Different electron bands have different DOS, and crystalline solids with different inter-atomic

separations have different exchange constants Jex. When inter-atomic spacing is small, the Coulomb energy

saved by aligning spins is negligible and the exchange energy promotes anti-ferromagnetic ordering Jex < 0.

As inter-atomic spacing increases, there is a Coulomb energy reward for ferromagnetic ordering Jex > 0.

At large inter-atomic separations, the Coulomb interactions between electrons are totally negligible and

Jex → 0. This is captured by the Bethe-Slater curve, shown in figure 1.4, which successfully predicts the

magnetic ordering of 3d transition metals. Often the Stoner Criterion determines the type of magnetic

ordering, while the magnitude of the magnetization is well predicted by Hund’s rules. For instance, Ni has a

much lower magnetization than Fe. Unfortunately (or fortunately, depending on who you ask), magnetism

is a complicated phenomena, and these basic models and rules of thumb sometimes fail to simply explain

magnetic ordering in practical materials.

1.3 Magnetic ordering: anisotropy and domains

Now that I have introduced magnetism in atoms and bulk crystalline materials, I will briefly discuss how

magnetic electrons’ spins are spatially oriented. In magnetic materials, there are many different types of

energetic interactions that depend on the orientations of the electrons’ spins with respect to other vector

directions: such as other electron’s spins, external magnetic fields, or interfaces between different materials.
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Figure 1.4: Bethe-Slater curve depicting the value of the exchange constant as a function of the inter-atomic
spacing in crystalline transition metals, where rab is the interatomic distance and rd is the radius of the 3d
electron shell responsible for magnetism, reproduced from [2]

The vector nature of these interactions suggest a certain orientation of spin alignment that minimizes the

magnetic energy. This relationship between the direction of magnetic orientation and energy is described

as magnetic anisotropy. I will list a few of the prominent magnetic interactions that lead to anisotropy

here [18]. The exchange interaction, which was described above, promotes ordering (parallel or anti-parallel)

alignment between neighboring spins. Magnetocrystalline anisotropy is a consequence of the spin-orbit

interaction, and promotes the alignment of magnetic spins along certain crystal axes. The magnetostatic

energy can be thought of as a self-energy, due to the interaction between spins in some region of the magnetic

material with the magnetic field surrounding spins in other regions of the material, making this effect strongly

dependent on the geometry of the magnetic material. The Zeeman energy promotes anti-parallel alignment

between the magnetic spins and an external magnetic field. The spin-orbit interaction also leads to two

other interactions that are generally less common than the above mentioned energies, but are relevant in

certain systems with large spin-orbit interaction. Magnetoelastic energy is the relationship between strain

in a material and the direction of magnetization. And finally, the Dzyaloshinskii-Moriya Interaction (DMI)

is a generally weak interaction that promotes chirality between neighboring electron spins, allowing for the

tilting of spin orientation and in some cases spin vortices [22, 23].

The spins in a magnetic material will rotate to accommodate these different energetic interactions and

minimize the total energy, resulting in an equilibrium magnetic configuration. The most common equilib-

rium magnetic configuration for ferromagnetic materials is generally the formation of ‘magnetic domains’,

microscopic regions in which all magnetic spins are aligned. Some common magnetic domain configurations

are shown in figure 1.5. However, there are numerous types of equilibrium configurations that are relevant in
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Figure 1.5: Images taken from various magneto-optical techniques [3, 4] depicted different common magnetic
domain configurations, where different colors correspond to different directions of magnetization. The struc-
ture of the equilibrium magnetic configuration is a result of competition between different types of magnetic
energetic interactions.

different cases when one or more of the magnetic interactions described above are dominant over others. For

instance, in magnetic thin films present in the majority of the projects described in this thesis, the magne-

tostatic energy usually minimized when the net magnetization is aligned in the plane of the film. However,

some specially engineered systems can exhibit out of plane magnetic anistropy [24], magnetic vortices [25],

long, narrow, and winding ‘labyrinth’ domains [26, 27], and there are even some cases in which these mag-

netic interactions are in conflict with one another, and the magnetic system is said to be ‘frustrated’, with

no well defined equilibrium state [28, 29].

1.4 Spin Waves

I have now introduced the building blocks that describe how magnetic ordering occurs in magnetic materials.

However, the spins in the magnetic materials are not frozen in time into the magnetic domains described in

the previous section. Even a single spin in the presence of a magnetic field will evolve as a function of time,

precessing around the local magnetic field as a consequence of conservation of angular momentum according

to the Landau-Lifshitz torque equation [1, 5, 30]: −1
γ

d ~M
dt = ~M × ~Heff , where γ is the gyromagnetic ratio,

~M is the magnetization, and ~Heff is the local effective magnetic field. This precession is known as Larmor

precession. However, the spatial and temporal evolution of spins in magnetic materials is more complex than

simple Larmor precession, due to the energetic interactions between the spins described in the last section.

This coupling between spins creates certain ‘dynamical eigenmodes’ that describe the allowed frequencies at

which spins can precess around the local magnetic field, and the amount by which the precession phase of

a spin lags behind each neighboring spin. These eigenmodes are called spin waves, where the wavelength

is defined as the periodic distance at which the phase of precession repeats, as shown schematically in
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Figure 1.6: (a) Schematic depicting spin waves, the periodic oscillation of the phase of precession of spins
around a magnetic field. (b) The dispersions (frequency vs wavevector) of three common spin wave modes,
as labeled. Figure recreated from [5]

Fig. 1.6(a). The spatial and temporal evolution of spins in magnetic materials can generally be described as

linear superpositions of different spin wave modes.

I will now discuss briefly the spectral properties of the spin wave modes excited in thin magnetic films.

There exist three common types of spin wave modes corresponding to different orientations of the magnetic

field with respect to the film. These modes have well defined dispersions [1, 5] (the relationship between

the spin wave frequency and wavevector), as shown in Fig. 1.6(b). The Magnetostatic Forward Volume

Mode can be excited if the magnetization is tilted out-of-plane. The other two modes are excited when the

magnetization lies in the plane of the sample. The Damon-Eschbach mode, or Magnetostatic Surface Wave

mode, can be excited when the spin wave wavevector, and the magnetization of the film are perpendicular

to each other. The third mode, the Magnetostatic Backwards Volume Mode, is characterized by a negative

group velocity with respect to the wavevector, and excited when the magnetization and wavevector are

collinear. The presence of these two modes for in-plane magnetized films results in a spin wave dispersion

manifold, with the frequency being related to angle between the magnetization and the wavevector by the
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following expression:

fsw(k, φ) =
√

(γ(B + 4πMAk2) + γ4πM(1− (1− e−kd/kd))) ·√
γ(B + 4πMAk2) + γ4πM(1− e−kd/kd)sin2φ), (1.1)

where d is the magnetic film thickness, γ = 2.8 × 106 Hz/Oe is the gyromagnetic ratio, A is the exchange

constant, k is the wavenumber, φ is the angle between the wavevector ~k and the external field, M is the

magnetization, and B is the magnetic flux density. The special case of k=0 defines the uniform precession

mode, or ferromagnetic resonance mode (FMR), where all of the spins in the magnetic films precess coherently

(in-phase).

At low wavevectors, the spin wave dispersion is predominantly determined by the long range magneto-

static, or dipolar interaction, and at high wavevectors, the dispersion is primarily determined by the short

range exchange interaction. Consequently, low wavevector spin waves are often called dipolar spin waves,

and high wavevector spin waves are often called exchange spin waves. As magnetic materials are confined

to nanoscale, the reflection of spin waves from the interfaces results in standing waves in the direction of

confinement [30], with discrete allowed wavevectors k = n · π/d, where d is the thickness in the confined

direction. For thin films, this means that the out of plane wavenumber is quantized, while the allowed

in-plane wavevectors are continuous. For magnetic nanowires, the wavenumber in both confined directions

is quantized, and similarly for nanodots, the wavenumbers of spin waves excited are quantized in all three

directions.

In the GHz to THz frequency range the electromagnetic spectrum (photons), strongly couple with the

spins in a magnetic medium, with the result being a ‘magnon’, the term for the quanta of spin waves. In

this language, the number of magnons is equivalent to the square of the amplitude of the spin wave. The

strong coupling between the electromagnetic spectrum and the spin wave spectrum allows for spin waves

in nanomagnetic devices to be resonantly excited by either macroscopically large microwave fields, or local

microwave fields generated by nanoantenna excited at microwave frequencies. The reciprocal is also true,

and allows magnons to be used as sources of microwave radiation in nanomagnetic devices.

However, even in the absence of external exciting microwave fields, spin waves at frequencies allowed

by the spin wave spectrum are generally present in magnetic materials. In a magnetic film at equilibrium,

without any external driving, the spins in the film fluctuate around the direction of the equilibrium magneti-

zation, due to the presence of thermal energy and the magnetic interactions between spins described above.

One can think of the spin wave excitations as a channel into which thermal energy is dissipated. These

seemingly random thermal fluctuations of spins can actually be decomposed into a distribution of incoherent
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Figure 1.7: Schematics depicting different mechanisms of the spin Hall effect, recreated from [6]. (a) and
(b) represent the ‘skew scattering’ and ‘side-jump’ mechanisms respectively. These two mechanisms are
considering ‘extrinsic’, due to their occurrence during electron scattering events. (c) represents the ‘intrinsic’
spin Hall effect, occurring in the absence of scattering, as a result of electron band structure.

magnons of different frequencies (i.e. different spin waves with no phase relationship between each other).

The frequency distribution of these incoherent magnons is generally well described by the Bose-Einstein dis-

tribution, n(f) = 1/(eh̄2πf/kbT − 1), where the allowed frequencies f are defined by the spin wave spectrum.

The bosonic nature of magnons is a reminder that magnons are hybridizations between photons and electron

spins. One interesting consequence of this bosonic nature is that under the right experimental conditions,

magnons can be pumped into a ‘Bose-Einstein condensate’, i.e. a large population of coherent (in-phase)

magnons at the lowest frequency allowed by the spin wave spectrum [31].

There are long-term technological goals underpinning the investments into research in nanomagnetic

phenomena and spin waves. The field of ‘spintronics’ is based around technological applications mirroring

the paradigms of electronics, but focused on manipulating the spin of the electron instead of its charge [32]

. Some ‘spintronics’ applications have already been realized. The most well known application is magnetic

memory, a ubiquitous and society transforming application that has almost been made obsolete to regular

technology consumers by the more modern flash memory. However, major technology companies are still

investing in magnetic memory, using effects studied in academic research labs and combining them with

existing technologies to make magnetic memory more robust, quicker, and more information dense. Generally,

there is hope that the study of nanomagnetic phenomena, and specifically the manipulation of spin waves

can have an influential effect on information processing technologies of the future.

The success of any future technologies based upon spin waves would be critically linked to the ability to

efficiently generate large amplitude, long-living, far-traveling spin waves. Experimentally, one of the most

common modern approaches to creating large amplitudes of spin waves is by increasing the amplitude of

thermal magnons by a particular spin-orbit effect, the spin Hall effect (SHE) [6, 32–35]. The SHE is manifest

as currents of electron spins (spin currents) propagating in directions perpendicular to electrical currents. The

SHE occurs when electrical current is driven through materials with large spin-orbit coupling, predominantly

materials with large atomic numbers, for example, from the platinum group in the periodic table. There are
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Figure 1.8: Schematics depicting two common implementations of the spin Hall effect in nanomagnetic
devices, recreated from [6, 7]. (a) depicts normal metal/ ferromagnet bilayers, where the SHE drives spin
current into the magnetic element, exciting spin waves. (b) depicts the reciprocal effect, ‘spin pumping’,
where spin angular momentum from spin waves in a magnetic element is pumped into the normal metal.

numerous mechanisms by which the SHE occurs, some occurring during the process of electron scattering

(extrinsic mechanisms), while others occur as electrons propagate, in between scattering events (intrinsic

mechanisms). The SHE is commonly implemented experimentally by driving electrical current through

bilayers of a material exhibiting large SOC, and a magnetic material in which the spin waves are to be

excited. The result is angular momentum driven into the magnetic film, enhancing the amplitude of the spin

waves present in the film. There is a large field of research based around understanding the mechanisms

by which the SHE occurs, the length scales over which it develops, and methods to enhance its strength.

The transfer of angular momentum from the SO material into the magnetic material, a process known as

spin-transfer, is also an active area of research. Some open questions are technical and detail oriented, while

others are suprisingly basic and fundamental, such as the role of energy conservation in the generation of

spin waves (an ongoing area of research in the Urazhdin lab). There is also research on the reciprocal process

of spin transfer, known as spin pumping, in which spin waves in a magnetic material interfaced with a SO

material decay into spin and electrical currents in the SO material.

I’ve now explained the foundations of how magnetic ordering occurs in magnetic materials, the dynami-

cal eigenmodes of spin motion in magnetic materials, known as spin waves, and the common electronic and

microwave methods used to excite them. This sets the backdrop for my thesis research. My thesis research

was primary experimental, with simulations, modeling, and calculations used supplementally to quantify

specific effects, validate experimental results, or specific approximations used in analysis. The experimental

work involved a variety of electromagnetic techniques, operating at various frequencies. The low frequency

range of kHz, sometimes considered the DC limit in electromagnetics research, was primarily used to drive

electrical currents in nanoscale electrical circuits. The microwave frequency range was used to resonantly
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excite spin waves and characterize magnetic materials. At these frequencies, the magnetic field of electro-

magnetic radiation (light) strongly interacts with the spins in the magnetic material. I was also involved in

projects based on THz and optical (100s of THz) excitation of magnetic systems, where the electric field of

light weakly couples to the spins in the magnetic system via the spin-orbit interaction.

The second chapter of my thesis discusses a project that was a part of a general research direction

related to studying how spin currents can be generated and how they dissipate. I was the primary author

of this work, published in Physical Review Letters [36]. The project was focused on the mechanisms by

which spin polarization decays in the archetypal spin-orbit material Pt. I was able to show that the current

understanding of spin relaxation in Pt (and spin-orbit materials in general) is incomplete, and proposed

a specific mechanism by which spin polarization can relax. The results may also explain why Pt exhibits

strong magnetic correlations, but never fully transitions into a ferromagnetic state.

The third chapter of my thesis discusses a project in which I was involved, also published in Physical

Review Letters [37], that focused on the transfer of spin angular momentum into magnetic materials (spin-

transfer) by low frequency (kHz) electrical current. To contextualize, in much of the modern magnetism

research community, the process of spin-transfer is approximated semi-classically, as ‘spin-torque’. In this

work, we showed that a significant component of the spin-transfer process is related to zero-point, quantum

fluctuations of spin, which cannot be approximated as a classical torque. In a direct analogy to process

of lasing, we show that spin transfer can be thought of as the stimulated and spontaneous generation of

magnons in magnetic materials.

The fourth chapter of this thesis discusses a project in which I was involved that is closer to engineering

than the fundamental physics of the first two chapters. In this work, published in the journal Optics Ex-

press [38], we showed the application of an anti-reflective coating used to dramatically enhance the signal to

noise ratio of magneto-optical pump-probe experiments in which microscale Au THz antennae are used to lo-

calize electromagnetic energy into nanomagnetic films, and drive ultra-fast demagnetization. The inherently

low signal to noise in these experiments is due to the fact that the Au antennae are significantly larger and

more reflective than the nanomagnetic element. This problem is overcome by covering the Au THz antennae

with an α-Si coating that decreases the optical reflection from the antenna, without perturbing the effects

of the THz pulse on the magnetic element.

The fifth chapter features another project that I was the primary author of. In this chapter, I show

how nanoscale metallic antenna placed on top of magnetic films can be used to facilitate light scattering

from magnons that are ‘invisible’ to free-space light. In standard light scattering experiments, conservation

of momentum makes all but the lowest frequency magnons inaccessible due to the small momentum of

free-space light. In this work, I show experimentally and with calculations how the nanoscale metallic
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antennae act to create local electric fields with large momentum components, allowing scattering from large

wavevector magnons ’invisible’ to free-space light. We analyze the effects of the antenna geometry, but the

basic effect is robust and not dependent on carefully chosen geometries. In fact, similar nano-antenna can

be easily implemented in other light-matter applications limited by conservation of momentum, such as light

scattering from phonons and excitons, or solar power generation. As of the time of this writing, a manuscript

based on this project is being reviewed at Physical Review Letters.

The sixth chapter of the thesis features unpublished work investigating the mechanisms responsible for a

newly discovered magneto-electronic effect known as Unidirectional Magnetoresistance (UMR). There have

been various explanations for the effect published, some based on the excitation of spin waves, and others

based on spin-dependent electron scattering. This thesis chapter shows experiments that I performed in which

I suppressed the amplitude of spin waves in nanomagnetic devices to separately analyze the contributions of

the ‘spin wave’ and ‘electronic’ mechanisms to the UMR effect.

The seventh and final chapter of my thesis features work that I was a contributing author to, in which we

studied the generation of spin waves by current in the nonlinear regime [39, 40]. In this high current regime,

spin transfer totally compensates for magnetic damping, allowing for the generation of large amplitude spin

waves with unique properties. I discuss work focused on the spectral characteristics and time evolution of

these ‘nonlinear spin wave modes’, as well as a device with the noteworthy ability to launch the nonlinear

spin waves along a waveguide.

1.5 Suggested Textbooks

For the benefit of future students, I will briefly suggest a handful of textbooks that were very helpful during

my PhD research. I think these texts are approachable and well-written. “Modern Magnetic Materials” by

Robert O’Handley [18], “Quantum Theory of Magnetism” by Nolting and Ramakamth [21], “Spin Waves:

Theory and Applications” by Stancil and Prabhakar [1], and “Spin Wave Confinement” by Sergej Demokri-

tov [30] are great resources on magnetic phenomena and materials. “Principles of Nano-Optics” by Lukas

Novotny and Bert Hecht [41], “Plasmonics: Fundamentals and Applications” by Stefan Maier [42], and “In-

troductory Quantum Optics” by Christopher Gerry and Peter Knight [43] are great textbooks on nanoscale

optical phenomena. The massive literature review “Spintronics: Fundamentals and applications” by Igor

Zutic, Jaroslav Fabian, and Das Sarma [44] is essentially a textbook and explains spin-orbit effects very well.
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Chapter 2

Spin Relaxation in Pt - Evidence for

Undiscovered Spin Relaxation

Mechanism

2.1 Motivation and background on spin-orbit effects

The interplay between the electron’s motion and its spin, due to the spin-orbit interaction (SOI), opens

unprecedented opportunities for the control of both spin and orbital degrees of freedom [32, 45–48]. For

instance, the spin Hall effect (SHE) results in generation of pure spin current [49], enabling electronic control

of magnetization in metallic and insulating nanomagnets [34, 50, 51]. Recent studies of materials that exhibit

large SOI, including Pt, Ta, W, topological insulators, and alloys such as CuBi, have focused on identifying

the SOI mechanisms, and characterizing the relevant parameters, including the spin-orbit scattering rates,

the spin Hall angle, and the effective spin-orbit field [52–59]. Another relevant parameter is the spin diffusion

length, λ, defined as the length scale for the relaxation of spin polarization away from its source. The value

of λ is determined mostly by SOI. It is also the length scale for spin current generation via the SHE, and is

thus directly related to SHE efficiency.

Pt is one of the most extensively studied spin-orbit materials, thanks to the large SOI effects [52, 60, 61],

and relatively low resistivity minimizing Joule heating and current shunting in heterostructures. Parameters

relevant to SOI in Pt such as the spin Hall angle and λ have been studied by a variety of techniques [52, 56,

60, 62–64]. Nevertheless, the values and the mechanisms controlling them are still debated. In particular,
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the reported values of the spin Hall angle, defined as Je = ΘSHJS , or the ratio of spin current generated by

a given electrical current, has been reported for a large range in Pt, from 0.004 to over 0.1 [52, 56, 65], and

those of λ range from less than 1 nm to over 10 nm [52, 56, 60, 62–64, 66–68]. Such a large spread of the

reported characteristics makes it challenging to establish the mechanisms controlling the spin-orbit effects.

In this work, we report a study of the temperature-dependent magnetoresistance in nanopillar spin valves

with Pt spacers, and demonstrate that this approach can be utilized to elucidate the mechanisms of spin

scattering in Pt and at its interfaces, and to characterize the relevant spin-orbit parameters. The dependence

of magnetoresistance on the Pt spacer thickness allowed us to determine the value of λ and extract the spin

lifetime. The observed temperature dependence indicates that at room temperature, spin relaxation in the

studied Pt films is dominated by the Elliott-Yafet (EY) scattering, while at cryogenic temperatures it is

dominated by intrinsic spin dephasing that can be attributed to the presence of an effective spin-orbit field.

We also demonstrate that spin relaxation is suppressed in a thin Pt layer interfaced with a ferromagnet,

consistent with the competition between the effective spin-orbit field and the proximity-induced exchange

field in Pt.

2.2 Interfacial spin-orbit effects

One of the main difficulties in analyzing SOI is posed by the interplay between interfacial and bulk effects. As

Wolfgang Pauli famously stated, “God made the bulk, surfaces were invented by the devil.” Numerous studies

investigating spin-orbit effects are complicated by the requirement of accurately modeling spin dynamics

near interfaces between different materials. For instance, measurements of λ based on the spin absorption

efficiency are affected by the spin relaxation at the interfaces [63].

The most ubiquitous interfacial spin-orbit effect is the Rashba effect. The Rashba can be thought of as a

direct consequence of broken inversion asymmetry and spin-orbit coupling. Qualitatively, the Rashba effect

can be explained as a consequence of the different atomic numbers for two adjacent materials, which leads

to an electric potential across the interface. As conduction electrons travel near the interface, the electric

potential is transformed relativistically into an effective magnetic field [69]. This Rashba field directly

influences spin dynamics of conduction electrons. The strength of the Rashba field decays away from the

interface, but many standard nanoscale spintronic devices are small enough for the Rashba field to be

comparable or even stronger than the effects of bulk spin-orbit interaction. The Rashba field strongly affects

the magnitude of the SHE in spintronic nanostructures, and makes a determination of the bulk spin diffusion

length, λ, difficult.

Another relevant type of interfacial spin physics is proximity magnetization. A material interfaced with
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a magnetic material experiences the effects of the exchange interaction of the magnetic material over the

length scale defined by the magnetic correlation length [13]. If the neighboring material is paramagnetic, it

can become magnetized over this length scale. Furthermore, spin-orbit effects at interfaces with ferromagnets

may be affected by the temperature-dependent contribution from the proximity-induced magnetism [70].

There are several other effects that result in spin dynamics near interfaces. One of which is interface

transparency, a result of Zeeman energy: ~s · ~B, where ~s is the spin of the conduction electron and ~B is the

magnetic field. When a nonmagnetic material is in contact with a magnetic material, there is a Zeeman energy

barrier that conduction electrons from the nonmagnetic material must overcome to pass into the magnetic

material. This leads to a different transmission probability for majority and minority conduction electrons.

For instance, the apparent spin Hall angle in a SHE/ferromagnet bilayer depends on the transparency of

their interface [65, 71, 72].

There is also the effect known as spin memory loss, where the spin of the conduction electron is transferred

directly to the lattice via SOC when perturbed by the energy barrier at the interface. Technically, this is

Elliott-Yafet (EY) spin relaxation that occurs from scattering at an interface. EY scattering will be described

in more detail in a later section. Spin memory loss is relevant for magnetic and non-magnetic interfaces alike.

Sometimes, the terms spin memory loss and spin transparency are used interchangeably in literature, but

they are two separate effects.

Finally, there is the precession around the magnetic fields present at interfaces. The magnetic field can

be a consequence of the Rashba effect, as described above, or from the presence of an adjacent magnetic

material. All of these interfacial effects have been modeled together in what is known as the spin mixing

conductance, or magnetoelectronic circuit theory [73–75]. This theory has made it easier to account for each

of these interfacial effects, but due to the many parameters required to accurately model them, it is difficult

to integrate into experimental analysis of spin transport.

2.3 Measurement technique: Giant Magnetoresistance

The original aim of this project was to clarify the value of the bulk spin diffusion length, λ, in Pt using

a method that could clearly isolate the bulk spin transport effects from the interfacial effects described

above. The approach that we used can unambiguously separate the interfacial from the bulk contributions to

spin relaxation: current-perpendicular-to-plane giant magnetoresistance (CPP-GMR) in ferromagnet/normal

metal/ferromagnet (F/N/F) spin valves, with the studied material inserted in the nonmagnetic spacer N [76].

GMR is defined as the difference in resistance of a magnetic multilayer when the magnetic layers are

magnetized parallel to each other as compared to when they are anti-parallel. In standard magnetic materials,
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the resistance is largest when the magnetic layers are aligned anti-parallel to each other. This effect ultimately

originates in the quantum mechanical exchange interaction. It is strictly a magnetic effect, not a spin-orbit

effect like some other magnetoresistance effects. In ferromagnetic materials, the exchange interaction splits

the conduction bands for majority and minority electrons. The majority and minority bands have different

electronic densities of states, which result in different scattering rates, as described by Fermi’s Golden

Rule [77]. This difference in scattering rates for electrons of different spins in the bulk of a material is

quantified by the spin asymmetry: β, and a similar effect at the interfaces between two materials is quantified

by the interfacial spin asymmetry γ [32]. The consequence of this spin-dependent electron scattering rate

is GMR.

To understand the GMR effect at a slightly deeper level, let’s consider a simple model, known as the

two-current series resistor (2CSR) model, which is valid in the limit of weak interfacial scattering and long

spin diffusion lengths [8]. Current is carried by conduction electrons in both the majority and minority

bands. Each magnetic layer is modeled as a separate resistor and the two conduction channels are modeled

as parallel lines in the circuit [Fig. 2.1]. The majority channel has a resistance R↑, assumed to be smaller than

the resistance of the minority channel R↓. When the two magnetic layers are parallel, the total resistance

of the circuit is R = 1/(1/(2R↑) + 1/(2R↓)). This is relatively low, because most of the current can pass

through the low resistance majority channel. However, when the two magnetic layers are anti-parallel, then

majority conduction electrons in one layer pass into the second layer, becoming the minority electrons of the

magnetically reversed second layer. In this case, both conduction channels are high resistance, leading to a

larger total resistance R = R↑ +R↓.

Spin flipping events in the non-magnetic spacer can be modeled as a resistor that shorts the two parallel

lines, generally decreasing the magnetoresistance[Fig. 2.1e.]. It is this effect that we use to measure the spin

diffusion length in Pt. The value of λ is directly determined from the dependence of GMR on the thickness

of the nonmagnetic spacer layer, while the contribution of the interfaces is determined from the dependence

on the number of inserted spacers. In CPP-GMR, electrical current flows normal to the studied layer, and

therefore electron transport is described by the bulk material parameters even for ultrathin films. In contrast,

techniques based on the in-plane current flow require an elaborate analysis of thickness-dependent resistivities

and current shunting [67, 68]. Although the GMR-based approach to the quantitative characterization of

spin scattering in materials is well established, only one such measurement has been reported for Pt at

temperature T = 4.2 K [67], yielding the value of λ significantly larger than other approaches [60].
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Figure 2.1: Schematics of electron transport in GMR and the two current series resistor model (2CSR),
recreated from [8]. (a) Schematic depicting scattering in a magnetic bilayer in parallel alignment. (b)
Schematic depicting scattering in a magnetic bilayer in anti-parallel alignment. (c) Equivalent 2CSR circuit
corresponding to parallel alignment. The resistors on the left represent the first magnetic layer, while the
resistors on the right represent the second magnetic layer. R↑ represents scattering of majority electrons
(small resistance), and R↓ represents scattering from minority electrons (large resistance). (d) Equivalent
2CSR circuit corresponding to anti-parallel alignment. (e) Equivalent 2CSR circuit for parallel alignement,
where resistor Rsf accounts for spin relaxation, partially shorting the two channels.
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2.4 Nanofabrication details

The samples that were studied by GMR were based on multilayers with structure Cu(40)Py(10)Cu(6-

d/2)Pt(d)Cu(6-d/2)Py(5)Au(5), where Py=Permalloy=Ni80Fe20, and thicknesses are given in nanometers.

Py was used as the magnetic material due to its small coercivity (field required to saturate the magnetization),

as well as its low magnetic anisotropy. They were deposited on oxidized Si substrates by high-vacuum sput-

tering in 1.2 mTorr of ultrahigh-purity Argon gas, in a vacuum chamber with a base pressure of 1×10−8 Torr.

The Pt thicknesses d was varied from 0 to 8 nm in 1 nm increments, and the thickness of the Cu spacers

that separate Pt from the ferromagnetic Py layer was adjusted for different values of d so that the total

thickness of the spin valves was independent of d, and the Cu was at least 2 nm to avoid the possible ef-

fects of proximity-induced magnetism in Pt, resulting in a Cu layer thickness of 6 − d/2. To analyze such

effects, we separately fabricated nanopillars based on the structure Cu(40)Py(10)Pt(1)Cu(4)Py(5)Au(5),

whose properties are discussed later in this text.

After the multilayer deposition, a circular Al(50) mask with diameter of 75± 5 nm was fabricated on top

of the multilayer by a combination of e-beam lithography (EBL) and thermal evaporation. The size of the

disk was verified by scanning electron microscopy (SEM). We originally thought that our e-beam lithography

set up had a much smaller resolution. A large part of my work in the lab was characterizing and decreasing

the resolution of our EBL. During this project the smallest feature size we could make was around 75nm.

However, with a combination of using thin EBL resists with small molecular weight, increasing the voltage

of our SEM, and developing the resist in an ice bath, I was later able to reduce the smallest feature size

down to around 40nm. The voltage of our SEM is limited to 30kV. Many commercial machines allow for

voltages up to 100kV, more suitable for small feature design. The ice bath development allows for more

careful control over the thermally activated development. It takes more time to develop the resist in an ice

bath, which allows the user to more precisely reach the point at which the resist just begins to develop,

before the feature begins to over-develop, increasing in size.

The multilayer was removed by Ar ion milling down to the middle of Py(10), everywhere except for the

area protected by the Al mask. The ion milling rate was separately calibrated to the precision of better

than 10%. An insulating SiO2(15) layer was deposited immediately after ion milling without breaking the

vacuum, to eliminate the possibility of sample oxidation. The remnants of the the Al mask and the SiO2

covering it were removed by a combination of Ar ion milling at a shallow angle (≈ 2◦) with respect to the film

surface and chemical etching in KOH. NaOH, I learned the hard way, is not a good substitute for KOH, as it

sometimes made the insulating layer partially conductive. This is an effect that we don’t fully understand,

but was detrimental to our sample fabrication process. In the final step of processing, a Cu(80) electrode
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Figure 2.2: Schematic recreated from [9] showing the two primary signals involved in lock-in detection: the
reference signal which operates at the frequency of the driving current, the voltage response at that same
frequency. Lock-in detection also allows the measurement of the difference of the phase of the signal Θsignal

and the driving current Θref

was deposited on top.

2.5 Electronic measurement details

Magnetoelectronic measurements were performed in a closed-cycle cryostat, using a pseudo-four probe ge-

ometry and the lock-in detection technique, with an ac current of 100 µA rms at a frequency of 1.3 kHz.

Lock-in detection is an electronic technique which allows for the extraction of a small signal from a noisy

environment. A source of current and the lock-in amplifier, which measures voltage, are phase locked to-

gether. A small ac current is applied to the sample and the lock-in amplifier measures the voltage drop

across the sample. The lock-in amplifier multiplies the measured harmonic signal by a reference signal at the

frequency of the applied current, and is then averaged over time. This allows the lock-in amplifier to extract

the voltage at the frequency of the driving current, and minimize spurious contributions at other frequencies.

This is due to the orthogonality identity of harmonic functions:
∫ π
−π sin(mx) sin(nx)dx = πδmn, where δmn

is the Kronecker delta: equal to 1 when m=n and 0 otherwise. The measured DC voltage is proportional

to the magnitude of the fourier harmonic of the voltage at the reference frequency, and the cosine of the

difference between the reference phase and the phase of the voltage response: VDC ∝ Vωcos(Θsignal −Θref )

[9][Fig. 2.2]. For this experiment, we recorded the magnitude of Vω and divided it by the driving current to

measure the resistance of the sample.

The magnitude of the experimentally applied ac current was far below the threshold for the onset

of current-induced magnetic dynamics in the magnetic layers. This threshold was at least 1 mA in the
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Figure 2.3: (a) Resistance vs applied field for a sample without Pt spacer, at room temperature (RT),
T = 295 K. Inset: schematic of the studied nanopillars, with Py layers shown in black, Cu in orange, and
Pt in white. (b) Symbols: ∆R, scaled by the MR of the reference sample without Pt spacer, vs Pt thickness
d, at RT. Dashed curve: exponential fit to the data. Dotted curve: calculation based on the Valet-Fert
theory. (c) Spin diffusion length vs temperature, determined by fitting ∆R(d) with Eq. (2.1). (d) Interfacial
spin-loss factor vs temperature, obtained by fitting ∆R(d) with Eq. (2.1) (symbols), and by minimizing the
difference between the MR data and the Valet-Fert calculations (curve).

Py/Cu/Py nanopillars without the Pt spacer, and larger in the samples with the Pt spacer. The magnetic

field was applied in the sample plane. Its specific in-plane direction did not affect the results.

2.6 Experimental and calculated results and analysis of spin dif-

fusion

The magnetizations of the Py layers formed antiparallel (AP) configuration with resistance RAP at small

field, H, due to their antiferromagnetic dipolar coupling [78]. At large fields, both magnetizations became

aligned into a parallel (P) configuration with resistance RP , resulting in switching between P and AP
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states in field scans [Fig. 2.3(a)]. At a given temperature, T , the dependence of magnetoresistance (MR),

∆R = RAP −RP , on d was well-approximated by the exponential

∆R(d) = ∆R(0)e−d/λ−2δPt/Cu , (2.1)

as shown by the dashed curve in Fig. 2.3(b) for room temperature (RT), T = 295 K. Here, δPt/Cu is the

parameter describing spin loss at the Pt/Cu interface [57, 65, 79]. The temperature dependencies of λ and

δPt/Cu, determined by fitting the dependence of MR on d with Eq. (2.1) at each T , are shown by symbols in

Figs. 2.3(c) and (d), respectively. The value of λ increased from 3.5 nm at RT to 6.0 nm at 7 K [Fig. 2.3(c)].

The slight increase of δPt/Cufrom 0.89 at RT to 0.95 at 7 K was within the fitting uncertainty.

Although the value of δPt/Cu is not central to our study, we briefly discuss it here. This parameter is

generally well-defined only for diffuse interfaces, δ = w/λI , where w is the width of the interfacial region, and

λI is the effective spin diffusion length [57]. To establish whether this interpretation is consistent with the

fitting using Eq. (2.1), we performed calculations based on the Valet-Fert (VF) theory of GMR [80–82], using

the extracted λ and the known spin-dependent transport properties of Py, Cu and their interfaces [60, 83].

In the VF model, the different layers are described by the bulk resistivity ρ, the scattering asymmetry

β = (ρ↓ − ρ↑)/(ρ↓ + ρ↑), and the spin diffusion length λ. The interfaces between materials are described as

thin layers of thickness dint = 0.5nm, which is a typical atomic interdiffusion thickness for transition metals.

We confirmed that variations of interfacial layer thickness, over a reasonable range, did not noticeably

affect the results of the calculations. The interfacial spin transport parameters were converted into effective

bulk properties as follows: ρint = AR/dint, where AR is the interface specific resistance, βint = γ =

(AR↓ − AR↑)/(AR↓ + AR↑), where γ is the interfacial spin asymmetry, and λint = dint/δ, where δ is the

interfacial spin scattering parameter.

The two governing equations: ∂2(µ↑−µ↓)/∂x2 = (µ↑−µ↓)/λ2 and ∂µ↑,↓/∂x = eρ↑,↓ were solved for each

layer, with the boundary conditions of continuity for the spin-up and spin-down effective electrochemical

potentials, the charge current, and the spin current at each interface. These equations are solved for the spin-

dependent effective electrochemical potentials throughout the multilayer, yielding the position-dependent

spin accumulation, defined as the difference between spin-up and spin-down effective electrochemical poten-

tials in the form ∆µ(x) = Aex/λ +Be−x/λ for each layer. The resulting analytical form of MR as a function

of Pt layer thickness d generally has a relatively complicated form. However, as shown in Fig. 2.3b., it is

well approximated for the studied samples with Pt spacers by ∆µ(x) ≈ e−d/λ. This can be attributed to

the short spin diffusion length λ in Pt and large spin loss at its interfaces that almost completely eliminate

the interplay between spin-dependent scattering at the magnetic interfaces separated by the nonmagnetic
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Material Parameters used in VF calculations
T=5 K T=295 K

Bulk resistivity ρ (nΩ m)
ρCu = 10.6 [84] ρCu = 34.8 [84]
ρPy = 112 [84] ρPy = 238 [84]
ρPt = 112 [84] ρPt = 248 [84]

Specific resistivity AR (f Ω m2)
ARPyCu = 0.255 [85] ARPyCu = 0.255 [85]
ARPtCu = 0.75 [86] ARPtCu = 0.75 [86]

Spin asymmetry β
βCu = 0 βCu = 0
βPy = 0.7 [85, 87, 88] βPy = 0.29 [85, 87, 88]
βPt = 0 βPt = 0

Interfacial spin asymmetry γ
γPyCu=0.7 [85] γPyCu=0.7 [85]
γPtCu=0 γPtCu=0

Spin diffusion length λ (nm)
λCu = 500 [60] λCu = 500 [60]
λPy = 5.4 [85] λPy = 2.58 [85]
λPt = 5.8 [84] λPt = 3.42 [84]

Interfacial spin flip parameter δ
δPy/Cu = 0.3 [60] δPy/Cu = 0.3 [60]
δPt/Cu = 0.98 [84] δPt/Cu = 1 [84]

spacer.

The nanopillar diameter of 75 nm, determined by SEM imaging, was used in these calculations. Table 1

shows the spin transport parameters used in our calculations at 5 K and 295 K. Their temperature dependence

was determined from the following analysis. The temperature-dependent value of spin diffusion length λPy

in Py has been reported at 4.2K [85]. We assumed that EY scattering is dominant in Py (λ ∝ l), and used

the temperature-dependent mean free path in Py, extracted from our resistivity measurements for Py, to

determine λPy as a function of temperature. We used the bulk spin asymmetry parameter βPy for Py as a

fitting parameter for the calculations of the Py(5)Cu(10)Py(5) nanopillars to minimize the difference between

the calculation and our measured results. The resulting value of βPy agrees with the well-established low

temperature value [85, 87, 88] and the T−2 dependence expected for higher temperatures [88]. In Fig. 2.4(a),

we show both the measured and the calculated MR for nanopillars without Pt.

In VF calculations for the Py/Cu/Pt/Cu/Py nanopillars, we used λPt extracted from our experiments,

and δPt/Cu as a fitting parameter to minimize the difference between our data and the calculations. The

best fit was achieved with δPt/Cu ≈ 0.98 with a modest temperature dependence, as shown in Fig. 2.3(d).

It is consistent with the previously reported value of δPt/Cu = 0.9 [67]. In Fig. 2.4(b-h), we show the

measured and the calculated MR for the nanopillars with different thicknesses of Pt. The minor varia-

tions between the calculations and the experiments are likely the result of small variations of the material

24



8

12

16

8

12

16

4

8

12

16

4

8

12

4

8

0 150 300

4

8

0 150 300

2

4

6

90

130

170 d=0

d=3

∆
R

 (
m
Ω

)

∆
R

 (
m
Ω

)

d=2

(h)(g)

(f)(e)

d=4

∆
R

 (
m
Ω

)
(d)

d=5

∆
R

 (
m
Ω

)

d=6
∆

R
 (

m
Ω

)

d=7

∆
R

 (
m
Ω

)

T (K)

d=8

∆
R

 (
m
Ω

)

T (K)

(c)

(b)

∆
R

 (
m
Ω

)

(a)

Figure 2.4: Symbols: measured MR vs temperature for each of the samples used in our analysis of spin
scattering in Pt, with labeled Pt spacer thickness d in nm. Different colors correspond to different samples.
Curves: calculated MR vs temperature obtained using the VF model. There are three samples shown in
panel d, because of repeatability issues with sample fabrication; however, the average of the three samples
agrees well with theory.
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deposition/nanofabrication conditions, and are not essential to the analysis shown later in this text.

Based on these data and calculations, we conclude that the spin relaxation rate at the Cu/Pt interface is

approximately temperature-independent. The overall agreement between the VF calculations and the fitting

based on Eq. (2.1) validates our interpretation of λ and δPt/Cu in terms of clear separation of the bulk

and interfacial contributions to spin diffusion across Pt layers. We emphasize that neither VF calculations,

nor magnetoelectronic circuit theory, are needed to extract these parameters, reflecting the robust model-

independent nature of the CPP-GMR experimental technique.

2.7 Characterization of the electronic properties of the studied Pt

films

To relate the measured spin diffusion parameters to the spin scattering rates, and analyze the mechanisms of

spin relaxation, we first determined some basic electronic transport properties: extracted from the momentum

scattering rates and the carrier concentration from resistivity and Hall effect measurements, respectively.

Both measurements were performed in the van der Pauw geometry on 6.3× 6.3 mm2 oxidized Si chips, with

Pt films sputtered directly on top. In the studied nanopillars, current flowed normal to the thin Pt layers, and

our analysis explicitly incorporated scattering at their interfaces. Therefore, bulk electronic characteristics of

Pt are relevant for the analysis of the charge and spin transport through the studied Pt layers. To determine

the bulk Pt resistivity, we measured the resistivity of 3 nm, 10 nm, and 20 nm-thick Pt films at temperatures

between 7 K and 295 K. At each temperature, we obtained a linear relation between the inverse of the Pt

thickness d and resistivity [Fig. 2.5a.], as expected due to the effects of surface scattering [89]. Bulk resistivity

was determined by extrapolating this dependence to 1/d = 0. We note that the extracted values were very

close to the resistivity obtained for d = 20 nm, consistent with negligible contribution of surface scattering

for the material with mean free path l� 20 nm.

The carrier concentration ne was determined from the Hall-effect measurement in a Pt(20) film, using

ne = B/(RHed), where B is the magnetic field, RH is the Hall resistance, e is the electron charge, and d

is the film thickness [90]. The Hall measurement shown in Fig. 2.5b. yields ne = 2.81 · 1029m−3. Several

years after the completion of this project, I was instructed by a fellow labmate, that this estimate for the

carrier concentration is only a rough approximation, and that the fact that conduction in Pt is facilitated by

both 5d and 4f electrons makes analysis of the carrier concentration more complex than the simple, textbook

analysis that I show here.

The temperature-dependent mean free path, shown in [Fig. 2.5c.]was calculated from the obtained values
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of the carrier concentration and the bulk resistivity, using the Drude formula: l = mevF /(nee
2ρ), where

me is the mass of the electron, e is the electron charge, vF = 4.2a0(3/(4πne))
−1/3 · 10−8cm/s is the Fermi

velocity, a0 is the Bohr radius.

2.8 Analysis of mechanisms of spin relaxation in Pt

Two well-known, separate spin-orbit mechanisms can contribute to spin relaxation in materials and at

their interfaces. Elliott-Yafet (EY) relaxation is caused by scattering on phonons and impurities in the

presence of spin-orbit band mixing, resulting in a linear relationship between the average time between

spin-flipping events, τsf , and the average time between momentum scattering events, τp [69]. This is simply

a consequence of SOC, which causes spin-polarized electronic states to no longer be eigenstates. Instead,

spin-mixed states are eigenstates: Ψ = a ·Ψ↑ + b ·Ψ↓, where a and b are coefficients related to the strength

of SOC. Perturbations like momentum scattering events have a finite chance to flip the spin of a conduction

electron: Psf = b2/(1 − b2). A schematic of this mechanism is shown in Fig 2.7a. The EY mechanism is

expected to be the dominant mechanism of spin relaxation in most SHE materials such as Pt.

Dyakonov-Perél (DP) relaxation is associated with spin precession around an effective spin-orbit field,

~HSO, found at interfaces (the Rashba field, described earlier in this chapter) and in bulk materials with

broken inversion symmetry (the Dresselhaus effect) [10, 69, 71, 72, 91, 92]. Spin dephasing caused by the

dependence of ~HSO on the electron’s momentum results in the inverse relation between τsf and τp [91] for

DP relaxation. A schematic of this mechanism is shown in Fig 2.7b.

Using the mean free path, described in the previous section, we are able to extract the momentum

relaxation time using τp = l/vF , shown as a function of temperature in Figure 2.8a. Figure 2.8b shows the

temperature dependence of the spin-flip time τsf , determined from λ [Fig. 2.3c] using λ =
√
vF lτsf/3 [60].

Significantly larger values of τsf were obtained for Pt from Hanle-type measurements [93], likely because

such measurements are dominated by the low-mobility (5d band) carriers whose spin relaxation can be

significantly slower than that of high-mobility (4f band) carriers in transport phenomena [94].

At high temperatures, both τp and τsf in Figs. 2.8(a)(b) linearly increase with decreasing temperature,

T , consistent with the dominance of the EY mechanism. While the dependence τp(T ) remains monotonic at

low T , τsf starts to decrease. This decrease of τsf with increasing τp [Fig. 2.8(c)] is reminiscent of the DP

mechanism, which is not allowed in Pt by symmetry. We emphasize that the CPP-GMR approach allows us

to unambiguously attribute this to the bulk spin relaxation; if it were caused by the interfacial effects, this

would have been captured by an increase of δPt/Cu(T ) [Fig. 2.3(d)].

The DP relaxation at Pt interfaces is allowed by symmetry [72]. However, DP relaxation in bulk Pt is
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prohibited by symmetry, so the spin relaxation in Pt has been attributed to the EY mechanism [52, 63, 68].

Increased spin relaxation observed at low temperatures in measurements of spin transport along Ag and Cu

nanowires [95–97] has been explained by the increased contribution of surface scattering, when the mean

free path becomes large. In CPP-GMR, current flows normal to the film, so this effect is not relevant. We

can also eliminate the effects of magnetic fluctuations in Pt, which are too small to explain the observed

enhancement of spin relaxation, as described in detail in a later section.

To interpret our results, we note the intrinsic SHE in Pt, a topological effect that is expected to be the

dominant mechanism of the SHE in bulk Pt [12, 52]. The intrinsic SHE is due to the large spin Berry curvature

of electron bands in materials with strong SOC, in the vicinity of nearly-degenerate points, known as spin

hot spots [11, 12, 98]. When two electronic bands approach each other at some point in the Brillouin Zone,

SOC mixes the bands, causing a phenomena known as anti-crossing or avoided crossing [Fig 2.7]. These

points of anti-crossing are known in some contexts as spin hot-spots. A well known consequence of this

avoided crossing is the Berry’s Phase or Berry Curvature, a topological effect that is seen in various types of

physical phenomena, including the common museum physics demonstration “Foucault’s Pendulum” [11, 99].

It results from the movement of an electronic state (or more generally any vector) adiabatically [100] through

a closed loop in some parameter space [11]. In condensed matter systems, the presence of Berry Curvature

requires broken time inversion symmetry, broken spatial inversion symmetry, or spin-orbit coupling. In the

case of the intrinsic SHE, the Berry curvature comes from the mixing of the bands at the spin hot-spots.

Qualitatively, the “closed loop” can be thought of as the electron hopping between the two nearly degenerate

electronic bands. The primary consequence of the Berry curvature is a transverse velocity that propagating

electrons develop: a topological Hall effect, known in ferromagnetic materials as the intrinsic anomalous

Hall effect, and in nonmagnetic materials is known as the instrinsic spin Hall effect or the orbital Hall

effect [11, 98].

Colloquially, my original line of thought was that if the spin hot-spots result in the generation of spin

polarization in some contexts (SHE), then they can likely also destroy spin polarization in other contexts. In

fact, it is known that the polarization of electrons are exactly zero at the point of avoided crossing, the spin

hot-spot [11]. Therefore, if initially spin-polarized electrons are injected from another material into a state

near a spin-hot spot in a material with strong SOC, like Pt, then the electron will experience spin dynamics,

even in the absence of scattering. Since these dynamics depend on the wavevector, they must result in spin

dephasing similar to the DP relaxation. We describe this effect as “Dyakonov-Perél-like spin relaxation”.

Another potential explanation for the experimentally observed effects comes from the Berry curvature

in Pt, which creates a transverse trajectory of the itinerant conduction electrons , an effect which is known

to become stronger at low temperatures [52]. As the conduction electrons pass “perpendicular-to-plane”

28



through the Pt layer, the Berry Curvature directs them towards the edges of the nanopillar. Scattering from

the edges of the nanopillar would lead to EY spin relaxation. Also the broken inversion symmetry at the

edges of the nanopillar result in a Rashba field near the edges, which could cause classic DP spin relaxation.

Both of these types of edge relaxation would scale with the thickness of the Pt space layer, and therefore

the effects would contribute to the measurement of the spin diffusion length λ, and consequently the spin

lifetime τSF that we are analyzing here. The influence of edge scattering could be investigated by a simple,

systematic study of temperature dependent MR from nanopillars with various diameters.

To quantify different contributions to spin relaxation in Pt, we use Matthiessen’s rule 1/τp = 1/τimp +

1/τph(T ) to separate the momentum relaxation rates 1/τimp, and 1/τph due to scattering on impurities and

phonons, respectively. We fit the relationship between τsf and τp with 1/τsf = 1/τDP + 1/τEY , where

1/τDP = (Ω2
SOτp) and 1/τEY = b2imp/τimp + b2ph/τphonon are the DP-like and the EY contributions to spin

relaxation [69]. Here, bimp and bph are the effective spin mixing parameters associated with impurity and

phonon scattering, respectively. For simplicity, we characterize the DP-like relaxation by an average effective

spin-orbit field HSO, with ΩSO = gµBHSO/h̄ representing the average precession frequency around HSO.

It is important to note that a true magnetic field is not allowed due to symmetry. HSO is simply used to

model the DP-like relaxation effect described above. The fitting [curve in Fig. 2.8(c)] allows us to estimate

HSO ≈ 1280± 80 T, bimp ≈ 0.062± 0.057, and bphonon ≈ 0.208± 0.008, where the uncertainties reflect the

accuracy of the fitting.

The average precession phase, Ω · τp ≈ 0.2, between momentum scattering events satisfies the random

spin-walk approximation used in our analysis. The probability of spin flipping per momentum scattering

event, Psf = b2/(1− b2) [10], gives one spin flip per 25 (160) phonon (impurity) scattering events, consistent

with the diffusive limit used in our analysis. At RT, the EY contribution to spin relaxation is about 2 times

larger than the DP-like contribution [Fig. 2.8(d)]. The EY contribution decreases linearly with decreasing

T , while the DP-like contribution increases, becoming larger than that of EY at temperatures below 195 K.

With increasing purity of Pt, the DP-like contribution is expected to increase, while the EY contribution

should decrease.

2.9 Interplay between Spin-Orbit Effects and Magnetism

Further evidence for DP-like relaxation in Pt was provided by measurements of the nanopillar with an active

spin valve structure Py(10)Pt(1)Cu(4)Py(5), where Pt was interfaced with Py. In this case, the MR linearly

increases with decreasing temperature [triangles in Fig. 2.9(a)]. In contrast, for the standard structure with

d = 1, the MR starts to decrease at low T [circles in Fig. 2.9(a)]. The downcurving of MR is also apparent
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in the VF calculations [solid curve in Fig. 2.9(a)], but is less significant, likely due to the limitations of the

diffusive transport model and/or the discontinuity of the Pt(1) layer. Measurements and calculations for

thicker Pt also showed downcurving of MR at low T , which can be attributed to the DP-like relaxation [15].

For Pt directly interfaced with Py, the linear dependence of MR on T without such downcurving indicates

that DP-like relaxation is suppressed, which was confirmed by the VF calculation including only the EY

mechanism [dotted curve in Fig. 2.9(a)].

The difference between the two structures can be correlated with the temperature-dependent magnetic

properties of Pt, as illustrated in Fig. 2.9(b), reproduced from Ref. [13]. Symbols show the measured magnetic

correlation length, and the curve shows the temperature dependence expected from the Curie-Weiss law,

extrapolating to the Curie temperature of 90 K. The correlation length significantly deviates from the Curie-

Weiss law at T < 110 K, and starts to decrease at T < 25 K, suggesting that magnetism in Pt becomes

suppressed. Indeed, ferromagnetism was reported only in ultrathin Pt films and nanoparticles [101–103].

Both the effects of the magnetic interfaces on MR and the suppression of magnetism in Pt are observed at

cryogenic temperatures, where the DP-like relaxation becomes increasingly significant [see Fig. 2.8(d)]. We

model these effects by the interplay between HSO and the proximity-induced effective exchange field Hex. As

stated in the previous section, HSO is not a true magnetic field, but rather a way to quantitatively analyze

the effect of the spin hot-spot (see Fig. 2.7). In this toy-model, the electron’s spin experiences a large-angle

precession around the total effective field, ~Heff = ~HSO+ ~Hex. If Hex � ~HSO away from magnetic interfaces,

the spins of the diffusing electrons, characterized by a broad distribution of wavevectors, ~k, are efficiently

dephased by the effects of the spin hot spot, HSO [Fig. 2.11a]. SOI-induced spin dephasing, specifically the

effects of the spin hot-spot, are possibly responsible for the suppression of magnetism in Pt, since it competes

with the exchange interaction that stabilizes an ordered-spin state of the Fermi sea comprising electrons with

a broad distribution of ~k.

If Hex � HSO, near a magnetic interface, the spin precesses around the effective field, ~Heff , dominated

by ~Hex [Fig. 2.11b]. Since the spins of the electrons injected from the ferromagnet are aligned with ~Hex,

their precession angle is small, resulting in suppression of the precessional spin relaxation, and thus an

enhanced MR in the samples with proximity-magnetized Pt [Fig 2.9a]. This toy model is consistent with

the reported suppression of DP relaxation by the external field [94], and with the reduction of intrinsic SHE

in proximity-magnetized Pt [70].

30



2.10 Possible effects of magnetic fluctuations on spin relaxation

The central experimental result of our study, the observation of a decreasing spin lifetime in Pt with in-

creasing momentum relaxation time at low temperatures, is explained by the effects of the spin hot-spots

in the electronic band structure, deemed “Dyakonov-Perel (DP)-like spin relaxation”. Since Pt is almost

ferromagnetic [13], magnetic fluctuations can, at least in principle, also play a role in spin relaxation. The

spin of the conduction electron can experience a random local exchange field produced by the magnetic

fluctuation, resulting in precession and dephasing similar to those discussed in the context of the classic DP

relaxation mechanism. Since magnetism has been demonstrated in nanoconfined Pt structures such as thin

films, nanowires, and nanoparticles [101–103], the resulting relaxation may become most significant in thin

Pt layers. Moreover, such effects may be enhanced by magnetic impurities.

Here, we describe the analysis and present measurements eliminating these possibilities. In the previous

section, I discussed the estimation of the effective field BDP = 1300 T that models the effect of the spin

hot-spots that we deemed “DP-like spin relaxation”. Assuming instead that this effect is caused by the

effective exchange field due to magnetization fluctuations, we use Weiss’s molecular field approximation to

estimate that the corresponding average magnitude of the magnetization should be MPt ≈ 100 emu/cm3.

Indeed, the magnetization of typical transition-metal ferromagnets like Co, Ni, and Fe is M ≈ 103 emu/cm3,

resulting in the effective exchange field (the exchange splitting) of about Bex ≈ 104 T. Since 3d ferromagnets

are more itinerant than the 5d Pt, the value of MPt given above is likely an underestimate.

To test for the signatures of magnetism in the studied Pt films, we utilized superconducting quantum in-

terference (SQUID) magnetometry. The dependence of magnetization on field and temperature was measured

in two structures incorporating Pt layers, a bilayer Pt(200)Cu(100) to characterize the magnetic properties

of bulk Pt, and a multilayer of 100 repetitions of [Pt(2)Cu(1)] to characterize the magnetic properties of

thin Pt films and the Pt/Cu interfaces similar to those in our GMR study of nanopillars. Both structures

were sputtered under the same conditions, and from the same material sources as the nanopillars, and thus

the characteristics of the Pt films, including the concentration of magnetic and nonmagnetic impurities, are

the same in both studies. As can be seen from Fig. 2.11, the magnetic moment of both studied samples did

not exceed 10−5 emu at ±1 kOe, which can be attributed to a combination of the effects of paramagnetic

impurities in Si, Cu and Pt, and a possible additional contribution of magnetism in Pt. Based on these data,

we estimate the upper limit for the magnetization of Pt at 1 emu/cm3, two orders of magnitude smaller than

would be necessary to produce the observed DP-like contribution to spin relaxation.

We should also mention that the Kondo effect, which has been invoked in the studies of spin relaxation

near the interfaces of thin films [104], is not expected to occur in Pt, because magnetic impurities are known
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to produce giant magnetic moments due to the proximity of Pt to the ferromagnetic transition [105].
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Figure 2.5: a) Symbols: Resistivity of three Pt films with thicknesses d = 3, 10, and 20 nm vs 1/d, at room
temperature T = 295 K. Line is a linear fit of the data. b) Symbols: Hall resistance vs applied field for a
20 nm-thick Pt film, at room temperature T = 295 K. Line is a linear fit of the data. c) Mean free path in
the studied Pt vs temperature.

33



(a) (b)

Figure 2.6: Schematic of two common spin relaxation mechanisms, recreated from [10]. (a) Elliott-Yafet
(EY) relaxation, where momentum scattering events allow for a finite chance of spin-flipping. (b) Dyakonov-
Perél (DP) relaxation, where spins precess around a momentum dependent spin-orbit field and dephase.
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Figure 2.7: (a) Schematic of anti-crossing that occurs when two branches of an excitation become degenerate
and are also coupled to each other energetically, recreated from [11]. This specific example shows electronic
bands that hybridize and form an energy gap due to the spin-orbit interaction. In this context, the point
of anti-crossing is known as a spin hot-spot. (b) Figure recreated from [12]. The left plot shows the band
structure of Pt, with zero energy corresponding to the Fermi energy. The red circles indicate locations of
anti-crossing, due to SOC. The right plot shows the strength of the Berry Curvature, responsible for the
intrinsic SHE in Pt.
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Figure 2.8: (a) Bulk resistivity (right scale) and the momentum relaxation time (left scale) vs temperature
for the studied Pt films. (b) Spin relaxation time vs temperature determined from the data of Fig. 2.3(c).
(c) Spin relaxation time vs momentum relaxation time. Symbols: data, curve: fitting with a superposition
of EY and DP-like contributions, as described in the text. (d) Temperature dependence of the contributions
to spin relaxation from DP-like and EY mechanisms, as labeled, determined from the fitting in panel (c).
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Figure 2.9: (a) Measured (symbols) and calculated (curves) MR vs temperature for the standard spin
valve nanopillar with d = 1 nm (circles and solid curve), and for the nanopillar with the structure
Py(10)Pt(1)Cu(4)Py(5) (triangles and dotted curve). For the latter, the calculation includes only the EY
contribution to spin relaxation. The MR is normalized by its value at RT. (b) Symbols: magnetic correlation
length in Pt vs temperature, from Ref. [13]. Curve: dependence expected based on the Curie-Weiss law.
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Figure 2.10: Interplay between magnetism and intrinsic spin-orbit interaction. The spin of electron in Pt
precesses around the effective field ~Heff = ~HSO+ ~Hex, where ~HSO is the effective spin-orbit field determined

by the electron’s momentum ~k, and ~Hex is the effective exchange field due to either proximity-induced
magnetism or magnetic fluctuation in Pt. The electron’s spin is shown by a bold circled arrow. (a) If HSO

dominates, precessional dephasing suppresses the spin polarization and/or magnetization fluctuation. (b) If

Hex dominates, the precession angle for electron spins aligned with ~Hex is small, suppressing the DP-like
spin relaxation.
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Figure 2.11: Magnetic moment vs applied field for bilayer Pt(200)Cu(100) (a) and for the multilayer
[Pt(2)Cu(1)]100 (b) deposited on 6.3× 6.3 mm2 oxidized Si substrates. The red circles (blue squares) are for
T = 300 K (T = 2 K).
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Chapter 3

Stimulated and Spontaneous Emission

of Magnons Driven By Electrical

Current

3.1 Background on spin transfer: semi-classical and quantum mod-

els

As described in the section ‘Interfacial Spin-Orbit Effects’ in the thesis chapter 2 on ‘Spin Relaxation in

Pt’, the transfer of angular momentum from electrons in one material into another magnetic material,

deemed ‘spin transfer’ is a very complicated process, with many different physical effects occurring at both

interfaces and in the bulk of the materials. Consequently, there have been many models created to describe

this process under different approximations and under different theoretical frameworks. For instance, the

well-known spin Hall effect, described throughout this thesis, is often invoked as a simple explanation for

the effects of the transfer of both spin and orbital angular momentum, coming from bulk and interfacial

effects [48, 98]. Furthermore, ‘magneto-electronic circuit theory’ combines many spin-orbit and magnetic

effects at interfaces and in bulk into effective parameters in a large, complicated matrix that determine spin

and charge transport through magnetic materials [52, 56, 65, 73–75].

A more focused, but approximate theory on spin transfer from itinerant electrons into a magnetic system

was developed by Slonczewski in 1996 [106], by essentially looking at only a single effect, the conservation of

angular momentum during scattering between a single electron and a single spin wave mode. In this model,
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the spins that are responsible for the magnetization of the magnetic material are approximately described

as a spin wave with wavevector k=0, i.e. the uniform precession or ferromagnetic resonance (FMR) mode.

In this model, the total angular momentum in the magnetic material is added up into what is called a

‘macrospin’. In this theory, the spin of the incoming electron is rotated to be aligned or anti-aligned to

the macrospin, due to the influence of the magnetic exchange interaction. The component of the incoming

electron’s spin transverse to the macrospin is absorbed, exerting a torque on the macrospin, either increasing

or decreasing the amplitude of the FMR spin wave mode depending on the orientation of the incoming spin

with respect to the macrospin. In the language of magnons, the number of magnons is modified by the

electrical current as described in the following equation:

< N(I) >=
N0

1− I/Ic
(3.1)

where N0 is the number of magnons in thermal equilibrium, I is the electrical current, and Ic is the critical

current at which magnetic damping is fully compensated [106].

This process is depicted schematically in figure 3.1, and is deemed ‘spin transfer torque’ (STT) a term

ubiquitous in modern nanomagnetism research and technology. STT is used to enhance thermal fluctuations

of magnetization allowing for the magnetic reversal of magnetic films, the generation of spin waves, and when

large enough can completely compensate the dynamical magnetic damping leading to nonlinear effects. This

last effect is described in detail in my thesis chapter 7, ‘Coherent spin waves generated by spin current in

the nonlinear regime’.

STT theory has been effective, and was fundamental to much of the nanomagnetic research that has

taken place over the last twenty years. However, it ignores all of the other dynamical excited states in the

magnetic system (i.e. spin waves with k 6=0), energy conservation, and the bosonic nature of spin waves.

Another theory by Berger [107], also published in 1996, is based on a full field field theoretical treatment

of spin waves as bosonic systems, in which there is a direct analogy made between the spontaneous and

stimulated generation of photons ubiquitous in optics (specifically exploited in the operation of lasers).

To briefly explain, in quantum optics, electrons decaying into a lower energy state from a higher energy

state release a photon. The high energy and low energy states of the electron are collectively considered

a ‘two-level system’. The electronic transition is made more likely when the electrons are perturbed by

other photons with the same energy as the energy difference between the two electronic levels, and with

polarization that has some projection along the direction of the dipole moment of the electronic transition,

the ‘transition dipole moment’. This process is deemed ‘stimulated emission’. However, even in the absence

of additional photons, the excited electron can ‘spontaneously’ decay to the lower energy state, due to the
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Figure 3.1: Schematic depicting the semi-classical model of spin transfer of spin polarized electrical current
driven into magnetic systems deemed ‘spin transfer torque’ (STT). The magnetic system is modeled as a
single spin wave mode (k=0, the FMR mode), in which all spins coherently precess around the magnetization
axis, depicted in the schematic as the arrow and cone. The spin from the incoming electron interacts with
the FMR mode via the exchange interaction, rotating the incoming spin to be aligned with the spins in the
FMR mode. The component of the spin transverse to the spins of the FMR mode is absorbed, leading to a
torque that either (a) decreases or (b) increases the amplitude of the FMR mode.

interaction between the electrons and the quantum electrodynamic vacuum (QED vacuum) i.e. quantum

fluctuations of the electromagnetic field. Equivalently, these quantum fluctuations can be thought of as

fluctuations in the shape of the electronic orbitals, which result in a finite transition rate from the higher to

lower electronic energy level. This is a well-established topic, generally taught to varying degrees in a physics

student’s career, and explained carefully and approachably in ‘Introductory Quantum Optics’ by Gerry and

Knight [43].

One should remember that magnons are also bosons that interact with the electromagnetic field, and can

colloquially be thought of as a hybridization between a photon and the spin of an electron. Consequently,

there exists a similar process of stimulated and spontaneous emission of magnons. In this case, the ‘two

level system’ is the spin of the electron: either up (majority band) or down (minority band). Berger derived

expressions for the stimulated emission of magnons due to current driven into a magnetic material [107].

In this case, the generation of magnons by electrical current excitation is made more likely as the number

of magnons present in the system increases. However, in the paper, he makes the approximation that the

‘spontaneous’ emission is negligible compared to the stimulated process, under most experimentally relevant

conditions.

In the following section, I will discuss work in which I was involved where we show that the spontaneous
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emission of magnons significantly contributes to magnon generation by spin transfer from itinerant conduction

electrons, inconsistent with the semi-classical STT theory. This spontaneous emission of magnons driven

by spin polarized electrical current, deemed ‘quantum spin transfer’, is dominant at temperatures below

approximately 150 K in our experiments and calculations, but contributes to the spin transfer process at

all temperatures, and generates spin waves of all frequencies and wavevectors (all spin wave modes in the

spectrum).

3.2 Magnons generated by current excitation

To arrive at an expression of the number of magnons generated by electrical current excitation including

both stimulated and spontaneous emission, we first analyze the process of electron scattering by the active

magnetic layer, and how this scattering modifies the dynamical state of the latter. Initially, we focus on

scattering of a single spin-polarized electron. The electron is described by the spinor |s〉 = (a, b) = a| ↑〉+b| ↓〉,

where | ↑〉 and | ↓〉 correspond to the majority and minority spin polarization respectively, and a and b are

the complex amplitudes that satisfy |a|2 + |b|2 = 1. The magnetization is described by a quantum macrospin

|S, Sz〉, where Sz is the projection of the macrospin onto the quantization axis aligned with the equilibrium

direction of magnetization, opposite to the direction of the magnetic field B [108, 109]. The interaction

between the two spins is described by the standard exchange Hamiltonian Ĥex = Jex~s · ~S/S, where Jex is

the Heisenberg exchange constant. As the electron enters the magnetic layer, it starts to experience the

exchange interaction, which is described by turning on Ĥex. The result of this interaction is precession of

both ~s and ~S around the total angular momentum ~J = ~s+ ~S conserved by the exchange Hamiltonian.

To describe the time evolution of the incoming spin and the macrospin due to the exchange interaction

between the two, the state |S, Sz〉⊗ |s〉 is written in the expanded basis |J, Jz〉 of the eigenstates of the total

angular momentum and its projection on the z-axis. The remaining details that comprise the derivation are

about a dozen lines of simple quantum mechanical math. This derivation is carefully outlined in both the

supplementary information of the publication of this work [37], and my labmate Andrei Zholud’s thesis [14].

I will omit these details to prevent the glazing over of the eyes of the uninterested and the intimidation of

young graduate students.

Proceeding to the result, the generation of magnons via scattering from a single electron, in the limit of

small magnon populations N = S − Sz � S, is:

< ∆N >≈ −|a|2N/S + |b|2N/S + |b|2/S. (3.2)
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Eq. (3.2) can be used to describe the effects of electron currents partially-polarized along the z-axis, or

impure spin states, by describing the polarization with p = |a|2 − |b|2. It is easy to see that since only |a|2

and |b|2 enter Eq. 3.2, but not the amplitudes themselves, the result of scattering with initial impure states

is the same as with pure states characterized by the same spin projection on the magnetization axis. In this

context, the first term on the right can be interpreted as stimulated absorption of magnons by the majority

spin electrons (a = 1, b = 0). The second term represents stimulated emission of magnons by minority spin

electrons (a = 0, b = 1), and the last term is the spontaneous emission by minority spin electrons, present

even in the absence of magnons [107]. The generation of a magnon flips the spin of the incoming spin, due

to conservation of angular momentum.

In the steady state, the magnon population is determined by the balance between spin transfer driven

by current I, and the dynamical relaxation. Describing the latter by Landau damping, or equivalently for

small N by the relaxation time approximation ∂N
∂t |rel = −N−N0

τ [107, 108] with τ = 1/(2αω), where ω is

the FMR mode frequency, one can calculate:

< N(I) >=
N0 + (|I|/p+ I)/2Ic

1− I/Ic
, (3.3)

where p = |a|2 − |b|2 describes the current polarization. The unusual non-analytical form of Eq. (3.3)

originates from the asymmetry of Eq. (3.2) with respect to exchange of a and b describing current reversal.

Note that Eq. (3.3) does not diverge at p = 0, since Ic ∝ 1/p.

In the classical limit N0 � 1, the spontaneous contribution in Eq. (3.2) is negligible, and Eq. (3.3)

reduces to the STT result in equation. (3.1). In the quantum limit N0 � 1 at T � h̄ω/kB , we obtain a

piecewise-linear dependence of N as a function of current. In the next section, I will show how this functional

form of magnon generation can be experimentally measured.

3.3 Relation between magnon population and magnetoresistance

of nanomagnetic spin-valve

In this section, I will show how the common magnetoelectronic measurement technique, giant magnetore-

sistance (GMR), can be used to observe the current dependent magnon generation given in equation 3.3,

and ultimately show the significant effects from the spontaneous emission of magnons. For a more detailed

description of the GMR effect, read the section ‘Measurement technique: Giant Magnetoresistance’ in the

thesis chapter 2, ’Spin Relaxation in Pt’.

A spin-valve is a common nanomagnetic device, where two magnetic films are separated by a nonmagnetic

42



spacer. Spin-valves are a standard device used to measure GMR, which results in a sinusoidal dependence of

resistance on the angle between the magnetizations of the two ferromagnetic layers forming the spin valve,

with the period of 2π [60, 76, 110],

R(θ) = R(0) + ∆R sin2
(θ

2

)
(3.4)

where R(0) is the resistance minimum in the parallel configuration, ∆R is the magnetoresistance, and θ

is the angle between orientations of the magnetizations of free layer F1 and of the polarizer F2. At finite

magnon population in the free layer, the magnetization ~M precesses around its equilibrium orientation,

aligned with the magnetic field, at an angle θ. Each generated magnon decreases the projection of the

magnetic moment on the equilibrium axis by µB/V , shown schematically in figure 3.2, where µB is the Bohr

magneton, and V is the volume of the free layer. Thus, the magnon population in the FMR mode is related

to the precession angle by

Mz = MV cos Θ = MV −NµB (3.5)

By combining Eq. (3.4) and Eq. (3.5), we determine the relationship between the magnon population

and the resistance of the nanopillar:

N =
MV (R(Θ)−R0)

2µB∆R
(3.6)

Here, we focus only on the “active” magnetic free layer F1, whose magnon population is affected by

the spin-polarized current. Fluctuations in the other magnetic layer, the “polarizer” F2, are assumed to be

determined entirely by temperature T , and are accounted for by the value of ∆R in Eq. (3.4). We note

that the dipolar effects determined by the geometry of the ferromagnet result in variations of R on the

timescale of magnetization dynamics, due to the ellipticity of the precession orbit. These effects result in a

scaling correction to Eq.(3.6) by a factor of order 1, with the value of R representing an average over this

timescale. The linear relation between N and R must hold not only for FMR, but also for other magnon

modes, because their local description in terms of precession angle is the same, while the GMR results from

the electron scattering by the local magnetization configuration. To reinforce this argument, consider an

arbitrary spin wave mode with the largest possible mode population describing a reversed magnetization

state. In this case, Eq.(3.4) is clearly applicable regardless of the spatial characteristics of the mode. For

smaller magnon populations, electron spin diffusion across a magnetically inhomogeneous state should result

in corrections to Eq.(3.4) of the order one. The argument presented above for a single mode also holds for

the time-averaged value of R in excited states involving multiple dynamical modes, and therefore Eq.(3.4)
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Figure 3.2: (a)Schematic depicting the change in the resistance of a magnetic bilayer as a function of the
angle between the magnetizations of the two layers. (b) Schematic depicting the generation of a magnon,
and the corresponding decrease in the projection of the magnetization on the equilibrium axis by µB/V .
Reproduced with permission from [14].

applies to the total magnon population. Thus, GMR results in a linear relationship between resistance and

the total magnon population in the nanomagnet, not limited to quasi-uniform modes. We therefore use the

magnetoelectronic measurement GMR as a probe of the number of magnons present in a magnetic film as a

function of the current driven through the sample, allowing us to show the significance of the spontaneous

emission of magnons.

3.4 Magnetoelectronic measurements and calculations of sponta-

neous and stimulated emission of magnons

In this section I show how GMR measurements on Py based nanoscale spin-valves was used to determine

the effect of current driven spin transfer on the number of magnons present one of the magnetic layers of

the spin-valve.

We analyze the differential resistance at subcritical currents, for various strengths of external magnetic

field, as exemplified in figure. 3.3. Figure 3.4 shows the current dependent differential resistance of the spin-

valve for different values of large, saturating external magnetic field, The current dependence exhibits an

unusual piecewise-linear shape, with the slope larger for I > 0 than for I < 0. The curves are shifted by the

field, which can be explained by the magnon freeze-out, as illustrated in figure. 3.4(b) that shows the field

dependence of resistance at I = 0 together with the calculated field-dependent thermal magnon population.

Since field variation does not noticeably affect the slopes of the curves in Fig. 3.4(a), the observed piecewise-
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Figure 3.3: (a) Schematic of the tested spin-valve nanopillar. Grey: Permalloy (Py) “free” layer F1 and
“polarizer” F2. Orange: Cu electrodes and spacer N. (b) The magnetoelectronic hysteresis loop: differential
resistance vs applied magnetic field, representing a standard GMR measurement. (c) Differential resistance
vs current, at the labeled fields. Inset: Critical current Ic for the onset of auto-oscillation vs field determined
from the experimental data (symbols), and the calculation (curve). All measurements were performed at
3.4 K

linear dependence cannot be associated with thermal fluctuations whose intensity is controlled by the field.

It cannot be explained by Joule heating, because the dissipated power, and thus the resulting resistance

increase, is quadratic in current. It is also inconsistent with the analytical expression Eq. (3.1) of spin torque

theory. Electronic shot noise exhibits a similar linear increase of power with bias [111]. However, shot noise

(fluctuating current) can contribute to the differential resistance only by inducing magnetization fluctuations,

which in the absence of thermal fluctuations is forbidden by the angular momentum conservation argument

of spin torque theory.

We conclude that a previously unrecognized contribution to spin transfer, not described as enhancement

of thermal magnetization fluctuations, results in a linear increase of magnon population with current. To

interpret our observations, we note that even if thermal fluctuations are negligible at low temperature, the

polarization of the scattered electrons cannot be perfectly aligned with the magnetization because of the

quantum fluctuations of the latter, leading to electron spin dynamics driving spin transfer. The proposed

quantum effect must be distinct from STT described by Eq. (3.1). In particular, in contrast to thermal

fluctuations, quantum fluctuations cannot be suppressed by scattering of the majority electrons, due to the

uncertainty principle [Fig. 3.4(c), top]. However, they can be enhanced by scattering of the minority electrons

[Fig. 3.4(c), bottom]. To satisfy angular momentum conservation, the transverse to the field component of

the magnetization must remain zero. The resulting substantially non-classical magnetization state cannot

be described by rotation from the initial state, and therefore the proposed effect is not a torque.

In the following, we analyze this piecewise-linear dependence of the resistance in terms of equations 3.3

and 3.6 described above, in which the increase in resistance is due to the spontaneous and stimulated emission
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Figure 3.4: (a) Differential resistance vs current, at the labeled values of field and T = 3.4 K. Symbols:
data, lines: best linear fits performed separately for I < 0 and I > 0. (b) Differential resistance (symbols,
right scale) and the calculated total magnon population (curve, left scale) vs B at I = 0. (c) Scattering
of the majority (top) and the minority (bottom) electron by magnetization experiencing only quantum
fluctuations. Vectors show the direction of the fluctuating magnetization and the magnetic moment of the
scattered electron. (d) Curves: population of a magnon mode with frequency ω vs current, as described by
Eq. (3.3), in the classical limit kBT/h̄ω = 200 and in the quantum limit kBT/h̄ω = 0.01, for p = 1. Symbols:
calculation using Eq. (3.1) for kBT/h̄ω = 200.

of magnons.

We now discuss the significance of the proposed quantum contribution to spin transfer. Since exchange

interaction between the electron spin and the magnetization underlying spin transfer is local, Eq. (3.3)

with mode-dependent values N0, Ic, must be applicable not only to FMR, but also to the nonuniform

modes [112]. The quasi-uniform modes with frequency f of a few GHz are degenerately populated at 3.4 K,

so the contribution of their quantum fluctuations to spin transfer, i.e. spontaneous emission from these low

frequency modes, is negligible. However, the modes with f > 70 GHz are frozen out, and therefore the

high frequency magnons excited by spin transfer at low temperatures are expected to be primarily from

spotaneous emission. Summation of Eq. (3.3) over the magnon spectrum confirmed that the contribution of

spontaneous emission to the total current-dependent magnon population is dominant at 3.4 K, consistent with

our interpretation of Fig. 3.4(a). We note that for short-wavelength modes, additional resonant contributions

may arise due to the interplay between the magnetization dynamics and orbital electron motion; we leave

their analysis to future studies.

At higher temperatures, the zero-current singularity becomes rapidly broadened [Fig. 3.5(a)]. This can-

not be attributed to the increasing role of thermal magnetization fluctuations, since the piecewise-linear

dependence is still apparent at larger currents even at 20 K. To analyze this effect, we fit the data with a

piecewise-linear dependence convolved with a Gaussian. The extracted broadening closely follows a linear

dependence ∆I = (1.9±0.1)kBT/eR0, where R0 is the resistance at I = 0 [inset in Fig. 3.5(a)]. This result is
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Figure 3.5: (a) Symbols: differential resistance vs current, at the labeled values of temperature and B = 1 T.
Curves: results of fitting with a piecewise-linear dependence convolved with a Gaussian whose width is used
as an adjustable parameter. Inset: temperature dependence of the Gaussian width extracted from the fitting
(symbols), and ∆I = 1.9kBT/eR0 (line). The data are offset for clarity. (b) Top: at T = 0, the Fermi
distribution of scattered electrons is step-like. Bias current shifts the distribution, driving the spin transfer.
Bottom: at finite T , scattering of thermal electrons and holes occurs even at zero bias, equivalent to bias
distribution of width kBT/e.

consistent with the proposed quantum mechanism. Bias current shifts the electron distribution in the nano-

magnetic spin-valve, driving spin transfer [Fig. 3.5(b), top]. At finite temperature, the electron distribution

becomes thermally broadened, resulting in scattering of thermally excited electrons and holes [Fig. 3.5(b),

bottom] equivalent to a distribution of width ∆V = kBT/e of the bias voltage applied to F1, facilitating spin

transfer even in the absence of directional current flow. The relation ∆I = (1.9± 0.1)kBT/eR0 is consistent

with the approximately equal contributions of layers F1 and F2 to R0, such that ∆V ≈ IR0/2. Thermal

broadening is absent for STT, because the effects of electron and hole scattering cancel each other.

We now analyze the temperature dependence of spin transfer. We convolve Eq. (3.3) with a Gaussian,

to account for thermal effects discussed above, and take a derivative with respect to current. At I = 0, we

obtain

dN (i)

dI
|I=0 =

1

2I
(i)
c

+
N0

I
(i)
c

, (3.7)

where i indicates the excited magnon mode number. The first term on the right, describing the quantum

contribution to current-dependent magnon population, i.e. spontaneous emission, is independent of tem-

perature. The last term describing STT decreases with decreasing T , and vanishes at T = 0. We define
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Figure 3.6: (a) The calculated slope dN/dI vs T , B = 1 T. Vertical dashed line marks the crossover
temperature Tx between the quantum and the classical spin transfer regimes. (b) Symbols: The slope dR/dI
of resistance vs current at I = 0 and B = 1 T. Line: best linear fit of the data.

Tx as the crossover temperature at which the two contributions become equal. Figure 3.6(a) shows the

calculated temperature dependence of dN/dII=0 for the total magnon population at field B = 1 T, obtained

by summing Eq. (3.7) over all the magnon modes. The increase with temperature associated with STT is

approximately linear, indicating that the classical contribution is dominated by the degenerately populated

modes described by the Rayleigh-Jeans law, i.e. the Bose-Einstein distribution in the limit of high tempera-

ture. Based on these calculations, Tx = 126 K for the total magnon population. The measured dR/dI, which

is proportional to dN/dI, increases linearly with temperature, with a non-zero T = 0 intercept [Fig. 3.6(b)].

We use linear extrapolation to estimate Tx = 160 K, in a good agreement with calculations. If a single mode

were involved in STT, the value of Tx would characterize the frequency of this mode f0 = 2kBTx/h ≈ 7 THz

[see Eq. 3.7]. This result confirms that spin transfer involves high-frequency dynamical modes extending

into the THz frequency range.

The presented results have significant implications for magnetoelectronic effects in a variety of magnetic

systems. Quantum fluctuations can contribute to current-induced phenomena whenever highly nonuniform

dynamical states are involved, for example in reversal via domain wall motion [113]. Generally, the quantum

magnon generation decreases the effective magnetization, lowering the reversal barriers. The contribution

of quantum fluctuations to spin transfer in antiferromagnets [114] must be larger than in ferromagnets.

This is due to higher magnon frequencies (energies), leading to more significant magnon freeze-out effects.

Quantum fluctuations may contribute to other phenomena involving interaction between magnetization
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and conduction electrons, including spin pumping [115], spin-orbit [33], optically-driven [116], and spin-

caloritronic effects [117].

We also infer a significant inelastic contribution to spin-dependent electron transport in ferromagnets

due to quantum electron-magnon scattering. It is presently believed that currents flowing through ferromag-

nets become spin-polarized mainly due to spin-anisotropy of electron scattering. Meanwhile, according to

Eq. (3.2), an unpolarized conduction electron scattered by the ferromagnet generates a magnon in a given

dynamical mode with probability 1/2S, where S is the total spin of the ferromagnet; it becomes majority

spin-polarized in this process. The number of modes is of order S [118], and therefore the total probability

for an initially unpolarized electron to become majority-polarized due to quantum magnon generation is

of order 1. This result shows that inelastic scattering of electrons by quantum magnetization fluctuations

provides a non-negligible contribution to spin-polarizing properties of ferromagnets.
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Chapter 4

Anti-Reflective Coating for THz

Nano-antennae

4.1 Introduction and Background on THz light-matter interaction

Sources and detectors of terahertz (THz) frequency electromagnetic radiation are relatively new compared

to microwave and optical sources. Within the last two decades, the development of intense, coherent laser-

based THz sources has allowed scientists and engineers to use this type of radiation to coherently control

and study the properties of materials on the sub-picosecond time scale [119]. For example, in the context of

nanomagnetism, THz lasers have been used to drive specific mechanisms of ultrafast demagnetization, the

understanding of which is critical for the development of fast nanomagnetic devices [120]. Furthermore, THz

photons, with energies in the meV range, can drive nonlinear dynamics without significantly increasing the

entropy of the system [120–132], have been used to for spectroscopy and characterization of various physical

properties of semi-conductors [119], and time resolved measurements of vibrational modes (phonons) in

crystals [133]. In the field of condensed matter physics, the investigations of ultrafast dynamics driven by

strong terahertz fields are frequently performed using terahertz-pump (usually in the 1 - 10 THz range, 300

to 30 µm in wavelength) and visible or near-infrared probing light (typically a sub-100 fs pulse).

To study the effects in the strong-field limit, the strength of the terahertz field can be locally enhanced

exploiting near-field effects in meta-materials [121, 134–139], which typically consist of micrometer-sized

metallic structures deposited on the sample surface. However, since the area of the sample is often sig-

nificantly smaller than the area of metallic structures in meta-materials, the reflectivity in the visible or

near-infrared frequency range of the probe is dominated by the latter. As a consequence, it is extremely
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challenging to isolate the sample response, despite the enhancement provided by the meta-material. This

problem can be mitigated by using dielectric and absorbing coatings, for instance to enhance the magneto-

optical activity in magnetic thin films, and to reduce the background reflections [140–145]. This solution

greatly boosts the signal up to a point where single nano-structures can be measured. The drawback of

this approach is that it imposes constraints on the choice of layers underneath the target structure. This

limitation can become crucial if these underlayers are utilized to tune the important properties of the studied

thin films. In this case, a more suitable solution is to deposit an anti-reflection (AR) coating only on the

metal structures forming the meta-material, to minimize the reflection from those areas, which is the main

factor affecting the strength of the measured signal. At the same time, the AR layer should not perturb the

terahertz radiation that still needs to be enhanced by the metal layers.

The work described in this chapter outlines experimental and simulation results on a single-layer anti-

reflection coating design that can be implemented on arbitrary meta-material structures comprising highly

conducting and reflective metallic layers. The working principle is simple, and has been implemented in

a wide variety of other applications at various operating frequencies, but this work marked the first time

it was used in the context of nanoscale THz metamaterials. In general, the infancy of THz technologies

means that there are still many ‘low hanging fruit’ to be picked in the research areas of THz physics.

The anti-reflective coating discussed here suppresses the near-infrared reflection typically utilized to probe

the response of the sample, without noticeably affecting the terahertz radiation used for excitation of the

magnetic nanostructure. Transfer matrix method calculations were performed, as well as measurements

of the reflectivity both in the near-infrared and terahertz range, to demonstrate the functionality of the

design. We have also investigated, using time-domain finite element simulations, the near-field enhancement

properties of a dipole antenna - a template for the terahertz meta-materials - covered with the anti-reflection

coating. As the experimental proof of principle, we experimentally measured the magneto-optical Kerr effect

(MOKE) [1, 16, 18] from a magnetic wire placed in the gap of the antenna.

4.2 THz Meta-Material (Nano-antenna)

Terahertz meta-materials can be formed by depositing metallic (typically gold) layers that can locally enhance

the electromagnetic field of incident radiation. One of the simplest realization of such structure consists of

two metallic strips separated by a small gap, i.e. a dipole antenna [146]. For a suitable geometry of the

antenna and polarization of the incident radiation, opposite charges can be induced by the electromagnetic

field at the opposite edges of the gap, producing a strong local enhancement of electric field within the gap.

Intuitively, but incorrectly, this charge motion is often attributed to the current driven by the electric field.
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However, the correct explanation is that the local electric field enhancement in the gap is caused by the

screening of the magnetic field, which induces a current flow in the metal, in the direction orthogonal to

it (parallel to the electric field). This counter-intuitive electromagnetic response is an interesting example

of how intuition derived from the macroscopic world at technologically common frequencies often doesn’t

apply at nanoscale or uncommon frequency ranges. The current flow induced by the magnetic field, known

as the eddy current, can penetrate within the skin depth of the material (75 nm at 1 THz for gold). In

contrast, the electric field component of the radiation is screened virtually instantaneously at the surface of

the conductor by the charge redistribution, and at terahertz frequencies provides a negligible contribution

to the net current flow in the bulk of the material, even in non-ideal metals.

4.3 Anti-Reflective Coating

In the standard AR coatings, designed to minimize the reflection from dielectric materials, one exploits the

phenomenon of destructive interference of the waves reflected at the two interfaces, to cancel the total electric

field that propagates in the backward direction. Since the energy of the electromagnetic wave is conserved,

the transmission through the dielectric is maximized. However, this mechanism cannot be implemented for

coatings on metals, since the wave cannot propagate through the metal, and hence the reflection cannot be

eliminated. Colloquially, the energy has to go somewhere.

For an AR coating to work for a metal, it is necessary to create destructive interference (to suppress

Fresnel reflections), and to simultaneously absorb the radiation, as shown schematically in Fig. 4.1. In other

words, the dielectric layer needs to be sufficiently lossy in the visible/nearinfrared region, so that the wave

decays after multiple reflections at the interfaces. This idea was proposed decades ago by Hass et al. [147],

who demonstrated that lossy double dielectric layers can suppress the reflectivity of aluminum and copper

in the visible range, while maintaining high-reflectivity in the mid-infrared range, up to the wavelength of

10 µm. Moreover, they also highlighted the fact that absorption in single-layer AR coatings is necessary to

reduce the high reflectance of metals in the visible range.

In the following, we experimentally confirm that the reflection from gold, and hence from any good metal,

can be suppressed by using a single layer of sputtered amorphous silicon (α-Si). In the visible/near-infrared

range, a thin α-Si film acts as a dielectric with a relatively large imaginary part of the refractive index, since

the electronic states are not characterized by well-defined momentum, enhancing the radiation absorption

in α-Si as compared to its crystalline form [148]. On the other hand, low absorption in the terahertz range

(λ ≈ 100 µm), and the small thickness compared to the radiation wavelength, make these layers practically

invisible, thus maintaining the high-reflectivity characteristics of gold in this range.
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Figure 4.1: Design of the dipole antenna for terahertz near-field enhancement in the gap between two metallic
electrodes, covered with an anti-reflection coating for near-infrared and visible radiation. A single-cycle of the
terahertz field, with the suitable polarization for the optimal coupling to the antenna, is sketched. The pink
arrows schematically show the working principle of the anti-reflection coating for a metal, where destructive
interference (zig-zag arrows within the top layer) is combined with the dielectric losses to compensate for the
forbidden transmission through the metallic electrodes (crossed-out arrows in the metal layer), as described
in detail in the text.

The transfer matrix method (TMM) [149] was used to simulate the feasibility of this approach. We

simulated the Air/α-Si/Au/Si(substrate)/Air multilayer, where the outermost Air layers were semi-infinite,

and the substrate was 500 µm thick. The radiation was assumed to be monochromatic with a wavelength of

800 nm, the typical center-wavelength of a Ti:sapphire laser, at a normal incidence to the multilayer stack.

We used the refractive indices nAir = 1, nα−Si ≈ 3.90 + 0.11i, nAu ≈ 0.15 + 4.91i, and nSi ≈ 3.681 + 0.005i.

In Fig. 4.2 we plot the reflectance of the stack as a function of the α-Si thickness, for two gold layers

with different thickness. For thin gold (20 nm), part of the radiation can be transmitted into the substrate,

and approximately 30 nm of amorphous silicon on top of it can efficiently suppress the reflectivity. For thick

gold (100 nm), enough to prevent any transmission, a thicker amorphous silicon layer (≈ 230 nm) is needed

to achieve the same suppression. In the same figure, we also plot the reflectivity (dashed lines) of a fictitious

dielectric layer with zero imaginary part of the refractive index, and its magnitude equal to that of the the

amorphous silicon, representing a conventional dielectric with negligible losses. It is evident that such a

layer on top of a 100-nm thick gold layer cannot efficiently suppress the reflectivity, demonstrating that the

cumulative losses after multiple reflections are necessary to realize the anti-reflection configuration.

We note that a single α-Si anti-reflection coating remains efficient over a broad range of incidence angles.

We used TMM to check that, when varying the incidence angle from 0 to 37.5 degrees, the optimal thickness

for the α-Si layer varies by less than 2%. Furthermore, at the optimal thickness, the 800 nm reflectance

remains below 0.05 (an acce ptable value for the coating to properly work), at angles of incidence as high as
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Figure 4.2: Solid curves: Calculated reflectance at the wavelength of 800 nm for the
Air/αSi/Au/Si(substrate)/Air multilayer, as a function of the α-Si thickness, for two different Au thick-
nesses at normal incidence. Dashed curve: Calculated reflectance at a wavelength of 800 nm for an ideal
dielectric on top of a 100 nm Au layer, characterized by n = 3.9 and zero imaginary part of the refractive
index.

50 degrees. This can be understood as a consequence of the large refractive index of silicon, which causes

the electromagnetic wave to strongly refract when entering the AR layer. As a result, the optical path in

the silicon layer noticeably increases only at very large angles of incidence.

In Fig. 4.3, we plot the calculated and the measured reflectance for several Air/ α -Si(t)/Au(20nm)/Si(substrate)/Air

multilayers, as a function of t, both for 800 nm and for the terahertz radiation impinging on the sample at

10 degrees incidence. The 800 nm radiation was produced by the Ti:sapphire-based regenerative amplifier

(Coherent Legend) in 40 fs pulses, with the 30 nm FWHM bandwidth around the center 800 nm wavelength,

as measured by a grating spectrometer. The reflectance at 800 nm was measured directly using a photodiode.

The signal was scaled using the known reflectance value of a commercial gold mirror. The reflectance R of

the terahertz radiation, generated by optical rectification in a OH1 organic crystal [150], was determine from

the measured transmittance T, using R = 1 − A − T , where the absorption A was calculated based on the

TMM. The transmittance was taken to be proportional to the square of the normalized amplitude of the

maximum electro-optical sampling signal in a 100 µm thick, 110-cut GaP crystal.

The excellent agreement between the data and the calculations directly demonstrates the functionality

of our design in suppressing the near-infrared reflectivity, with the appropriate thickness of α-Si, 27 nm and

127 nm in the studied case of 800 nm radiation. We emphasize that our experiment demonstrates efficient

suppression of the broadband 40 fs pulses of 800 nm radiation. This result confirms the suitability of our

design for the conventional ultrafast experiments. On the other hand, the terahertz reflectivity is unchanged
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Figure 4.3: Experimental (symbols) and calculated (line) reflectance for a α-Si/Au/Si(substrate) sample
based on a 20 nm-thick Au layer, at wavelengths of 800 nm (magenta) and 300 µm (black), the latter
corresponding to the radiation frequency of 1 THz

by the α-Si layer, suggesting that the terahertz near-field enhancement is also likely unaffected the silicon

layer. However, since the measured reflectivity is a far-field property, and near-field properties are in general

very sensitive to interface effects, one needs to perform a more detailed investigation of the possible effects

of the anti-reflection coating on the terahertz radiation in the near-field regime.

4.4 Simulated Near-Field

To analyze the near-field effects of the coating, finite-element numerical calculations were performed using

COMSOL Multiphysics software. In Fig. 4.4(a), we plot the electric field enhancement at a frequency of 1

THz, for a set of two infinitely long, 5 µm wide, 20 nm thick gold plates separated by a gap of 2 µm. The

terahertz electric field is applied along the x - axis in this figure. The field enhancement is computed by

dividing the electric field value in the gap region by the electric field value at the air/silicon interface, in the

absence of the gold plates. In Fig. 4.4(b), we plot time-dependence of the x - component of the terahertz

electric field in the middle of the gap (x = 0), and at z = 10 nm above the silicon substrate. The simulation

used the experimental time profile of the impinging terahertz field, measured by electro-optical sampling,

with the peak value of ≈ 300 kV/cm.

For the bare silicon-air interface, the terahertz field is reduced to approximately half of its free-space mag-

nitude, consistent with the relative amplitude of the transmitted wave at an air/silicon interface computed as

t = 2/(n+ 1), with n ≈ 3.4. The presence of the gold plates introduces a slight temporal shift, and enhances

the amplitude of the terahertz field to more than 500 kV/cm, consistent with the ≈ 4 times enhancement
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Figure 4.4: (a) Frequency-domain, finite element analysis of the enhancement map for a monochromatic
electromagnetic field with frequency f = 1 THz incident on two gold plates separated by a gap. (b) Time-
domain finite element simulations of the x - component of the electric field for a single-cycle (broadband)
terahertz field at the center of the gap, without Au plates (solid black curve), with Au plates (solid gray
curve) and with α - Si/Au plates (filled gray dots). In all the calculations, the electric field of the incident
radiation is polarized along the x axis, and the propagation direction is along the z axis, normal to the
sample plane.
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observed in the frequency domain simulations of Fig. 4.4(a). Most importantly, the addition of the α-Si layer

on top of the gold plates does not noticeably affect the field, confirming our intuitive conclusions based on

the negligible effect of the α-Si layer on the terahertz reflectivity.

4.5 Magneto-optical Measurements on Magnetic Nanowire using

Anti-Reflective Coating

To test the functionality of the AR coating in a practical configuration, we measured the polar magneto-

optical Kerr effect (MOKE) from the 3 nm-thick CoNi film patterned into a 1 µm wide, 100 µm-long wire.

The CoNi stack is formed by a Ta(2)/Cu(2)/[Co(0.2)/Ni(1)]x3/Ni(0.5)/Ta(3) multilayer (thicknesses in nm)

with perpendicular magnetic anisotropy. The wire is located in the 2 µm wide gap between two 100µm long

and 65 µm wide gold plates, coated with 27 nm of α-Si. By analyzing the magneto-optical response, we

can unambiguously identify the signal coming from the embedded CoNi wire, with no contribution from the

non-magnetic electrodes. As the MOKE signal typically results in a tiny intensity variation on top of a large

background, this specific system implementation also demonstrates the general suitability of our design for

the detection of small effects other than magneto-optical ones.

The polar MOKE loops from the embedded wire are plotted in the main panel of Fig. 5 for two different

wavelengths of the probing radiation, 550 nm and 800 nm. At 800 nm, the AR coating optimized for

this wavelength is expected to completely suppress the reflectivity of the gold electrodes, while at 550 nm,

a substantial reflection from the metallic pads is expected. Using radiation of different wavelengths is

geometrically equivalent to studying samples with different AR coating thickness, with the advantage that

the very same sample can be used and the wavelength can be tuned very accurately.

The plotted MOKE signals reflect the change in the polarization ellipticity of the probing light,determined

with a suitable polarization analyzing system. In these measurements, a polarization modulation tech-

nique [151] was used to provide the sensitivity necessary for testing the effectiveness of the proposed AR

coating. In this setup, the polarization of the incident light was modulated at the frequency ω, while both the

total measured intensity I0 and its variation Iω at the modulation frequency were simultaneously recorded.

The polarization ellipticity was determined from Iω normalized by the total intensity I0 reflected from the

sample. While the variations of Iω were affected only by the magnetic structure, the magnitude of I0 is deter-

mined by the whole probed area, including the gold plates. The working principle behind this measurement

technique is similar to lock-in detection, described elsewhere in this thesis, where noise can be eliminated

from a measurement of the response to a driving force, by measuring at the frequency of the driving force.
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Figure 4.5: Polar Kerr ellipticity as a function of the magnetic field applied orthogonal to the sample plane,
for the 800 nm and 550 nm wavelengths of the probing light. Symbols: average of 25 hysteresis loops for
a 1µm-wide, 100µm - long CoNi wire. Solide curves: average of 4 hysteresis loops for a 100 µm x 100 µm
CoNi square, at the same wavelengths. Inset: Zoom in on the 550 nm wavelength hysteresis loop for the
CoNi wire.

The data plotted with symbols in Fig. 4.5 clearly show that the AR coating significantly enhances the

signal-to-background ratio, resulting in a more than a ten-fold increase of the relative amplitude of the loop

at the designated wavelength. We have checked that the increase in the relative signal is not caused by

the difference between the magneto-optical constants of CoNi between 800 and 550 nm wavelengths, by

measuring the MOKE signal from a 100µm x 100µm CoNi square of 3 nm thickness, with no gold electrodes

surrounding the structure. The resulting hysteresis loops are shown with solid curves in the the same Fig. 4.5.

4.6 Summary

In summary, this chapter discussed the design and experimental implementation of an anti-reflective (AR)

coating for highly reflective elements commonly used in THz pump-probe experiments. The specific system

in which we implemented this coating was a pair of Au THz patch antennas, sandwiching a magnetic wire.

The magnetic field from a THz laser excites eddy currents in the Au antennae, generating large THz electric

fields in the magnetic wire. An optical laser then detects the magnetization of the magnetic wire. Without

the AR coating, the magneto-optical signal is dominated by the Au patch antennae. The AR coating allows

the magnetization of the magnetic wire to be measured magneto-optically with much larger signal to noise

than what is possible without the coating. Specifically, this type of AR coating can be useful for magneto-

optical measurements of THz-driven ’ultrafast’ demagnetization. Generally, similar AR coatings can be

easily integrated into a variety of ’pump-probe’ measurements that use large reflective antenna, whenever
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the pumping wavelength is significantly different than the probing wavelength.
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Chapter 5

Brillouin Light Spectroscopy from

Spin Waves Inaccessible with

Free-Space Light

5.1 Background of Brillouin Light Spectroscopy

Brillouin Light Scattering is a process by which a photon inelastically scatters off of a dispersive electromag-

netic excitation such as a spin wave (magnetic excitations, quantized as ’magnons’) or a phonon (vibrational

mode), as shown schematically in the inset of Fig. 5.1a. The selection rules underlying this scattering process

are energy, linear momentum, and angular momentum conservation: f1 = f2 + fexc, k1 = k2 + kexc, and

l1 = l2 + lexc. Angular momentum conservation is often not discussed in texts about BLS, but spin waves

are excitations with quantized angular momentum, and consequently scattering between a spin wave and a

photon rotates the polarization state of the photon.

By measuring the intensity of the scattered light as a function of its shift in frequency, this scattering

process is used spectroscopically to study basic material properties as well as the spectral properties of the

excitations present in the material. The intensity of the measured BLS spectrum can be described with the

following expression:

IBLS(f2) ∝ N(kexc, fexc) · σ(k1, f1) (5.1)

where N is the number of quasiparticles, equivalent to the square of the amplitude of the excitation, and σ
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refers to the scattering cross section, often referred to as the spectral sensitivity. A specific implementation

of this process, micro-focus Brillouin Light Spectroscopy (µ-BLS), uses a focused laser beam that is scanned

along the surface of a thin magnetic film to generate BLS spectra at different positions along the surface,

mapping the amplitude of spin waves in real space [5, 19, 152]. In these experiments, the monochromatic

light is passed through a linear polarizer and focused onto the sample. The backscattered light is passed

through another linear polarizer, rotated 90◦ with respect to the incident polarization, and then transmitted

into a multipass Fabry-Perot interferometer. The interferometer allows for the spectroscopic measurement of

light intensity as a function of the shift in frequency that is due to the inelastic scattering. The interferometer

used in the experiments described here is sensitive to frequency shifts as low as 230MHz. An example BLS

spectrum from spin waves in a 30nm magnetic Yttrium-Iron-Garnet (YIG) film exposed to a 2000 Oe external

magnetic field is shown in Fig. 5.1.(d).

Microfocus-BLS has been extremely valuable to the spin wave research community for decades, allowing

for spatially resolved measurements of spin wave excitations in nanostructures, in contrast to electronic

measurements which often provide information on the entirety of the structure that is electrically excited.

However, there is a major limitation to the technique, due to the momentum mismatch between the incident

free-space light (k1 ∼ tens of µm−1) and the spectrum of spin wave modes, which extends up to thousands

of µm−1 [Fig 5.1.(a-b)]. Over the experimentally relevant frequency range from 7 to 9.5 GHz, the number

of magnons in an archetypical YIG thin film decays by only around 20%, however, the spectral sensitivity,

σ, decays by over 2 orders of magnitude [Fig. 5.1(c)]. Consequently, BLS spectra represent scattering only

from spin waves at the bottom of the spectrum. High wavevector, and correspondingly high frequency, spin

wave modes are completely inaccessible via traditional micro-focus BLS.

Even with the limitation of being sensitive to only the lowest frequency magnons, µ-BLS has been a

valuable tool to studying magnonic systems that are in, or near, thermal equilibrium. However, magnons of

all frequencies interact with each other, and consequently, the high frequency magnons that are inaccessible to

µ-BLS play a critical role in the process of magnon thermalization [153, 154]. Having the ability to optically

detect these high frequency magnons would be beneficial for the study of how magnonic systems evolve in

time and ultimately thermalize. Furthermore, there are technological goals of using magnons as information

carriers in next-generation computing technology. To create fast magnonic circuits, high frequency magnons

must be well understood.

In this work, I demonstrate how sub-diffraction confinement of light by a metallic nano-antenna fabricated

on top of a magnetic film can effectively overcome this limitation. I show with experiments, simulations,

and calculations how the antenna generates large-momentum components of electric field not present in

free-space light, providing information about the high-frequency magnon states that are not accessible to
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Figure 5.1: Spectroscopic limitations of BLS associated with momentum conservation. a In BLS, a photon is
absorbed by the material, a quasiparticle is created or annihilated, and a shifted-frequency photon is emitted.
This process is constrained by energy and momentum conservation of the involved quasiparticles. b Spin-wave
manifold for small wavenumbers, calculated using the analytical spin wave theory [1]. The vertical dashed
line indicates the largest wavevector accessible to BLS at the probing light wavelength λ = 473 nm, due
to momentum conservation. The horizontal lines show the accessible spectral range. c Calculated spectral
sensitivity of diffraction-limited µ-BLS (dashed curve) and the spectral density of magnons in YIG(30) (solid
curve). d Experimental (symbols) and calculated (curve) µ-BLS intensity spectrum. Dashed vertical lines
indicate the bottom of the spin-wave spectrum and the high-frequency BLS sensitivity cut-off, with the latter
determined by the largest accessible wavevector kmax = NA · 4π/λ = 22.5 µm−1, where NA = 0.85 is the
numerical aperture of the lens used in the experiment, and λ = 473 nm is the wavelength of light. All the
calculations and measurements are for a YIG(30) film at an in-plane field H = 2 kOe, and T = 295 K

standard µ-BLS. The proposed approach can be easily integrated into other types of inelastic light scattering

measurements, such as Raman spectroscopy, and other types of excitations, such as phonons or excitons.

5.2 Mathematical formulation of BLS spectrum

To more rigorous describe the BLS scattering process, and show how the use of a nano-antenna can yield

optical access to high frequency spin waves, let us define the spectral intensity of µ-BLS produced by

thermally excited spin-wave modes in a thin magnetic film in terms of the following integral:

IBLS(f) ∝
∫
d2ksw|

∫
d2k1

~E1(~k1)δε̂12(~ksw)~S(~k1 + ~ksw)R(f)|2, (5.2)
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The term ~E1(~k1) from equation 5.2 describes the wavevector dependent incident electric field. For a plane

wave of free-space light, the wavevector is uniquely defined by the frequency of the light. This relationship

is known as the free-space dispersion: ω = c · k, and gives k = 13.3µm−1 for the wavelength of light used in

our BLS experiments (λ = 473nm). A focused beam of light is comprised of a continuous range of in-plane

photon wavevectors, and can be thought of as a superposition of various plane waves at different angles

of incidence meeting together at the focal point of the beam. The more tightly focused the beam is, the

larger its distribution of in-plane wavevectors. However, the maximal wavevector of this distribution is still

limited by the free space dispersion. In order to create photonic states with wavevectors larger than the

that allowed by the free-space dispersion, some form of light-matter interaction must take place. This is

where the nano-antenna becomes relevant. By focusing our incident beam of light onto a metallic nano-

antenna, the incident photons couple with the conduction electrons in the antenna, creating a local electric

field distribution, written in equation 5.2 as ~E1(k1). Colloquially, one can think of the momentum from the

massive electrons being shared with the incident photons. The electric field in the nanoscale vicinity of the

antenna cannot radiate into the far-field, but has momentum components that can, in-principle, be larger

than the free-space limit [41].

The term δε̂12 from equation 5.2 refers to the off-diagonal components of the dielectric tensor. This

tensor describes the electric polarizability of a material: ~P = ε̂ · ~E, where the diagonal elements describe

the effect on the material’s polarization due to electric field and the off-diagonal elements describe the effect

of magnetic fields, which can come from external magnetic fields, the internal magnetic fields in the case of

magnetic materials, or the spin-orbit interaction in the case of non-magnetic materials. The dielectric tensor

is often used to describe elastic light scattering from magnetically active materials (such as the Magneto-

Optical Kerr effect and the Faraday effect [18]), and with the addition of energy and momentum conservation

selection rules, the dielectric tensor can also be used to describe inelastic light scattering (BLS).

The presence of spin waves creates a magnetization oscillating in both time and space, with a dynamic

magnetization: Mx(ksw, fsw) = iMy(ksw, fsw) = M0e
−i(kswx−fswt), where ksw and fsw are the wavevector

and frequency of the spin wave respectively, and the square of the amplitude of the dynamic magnetization

is equivalent to, in the language of quasiparticles, the number of magnons. Ignoring the effects of elliptical

precession on the component of magnetization along the field, Mz(ksw, fsw), and terms nonlinear in the

dynamic magnetization, we can write the oscillating part of the dielectric tensor as:

δεik(ksw, fsw) =


0 0 −igMy(ksw, fsw)

0 0 igMx(ksw, fsw)

igMy(ksw, fsw) −igMx(ksw, fsw) 0

 (5.3)
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where g is a magneto-optical coefficient. The electric field ~E1(k1) is modified by the presence of the spin

waves, creating an oscillating electric dipole with polarization given by [155]:

∆~P (~k2, f1 + fsw) =
∑

~k1=~k2−~ksw

∆ε̂(~ksw, fsw) ~E1(~k1, f1), (5.4)

where summation is performed over the wavevector space in the plane of the magnetic film (xz plane). In

the absence of a metallic nanoantenna, the amplitude of the scattered electromagnetic field with the three

dimensional wavevector ~k2 characterized by the normal component k2,y =
√

2π/λ2 − k2
2,xz is determined by

the dispersion of light, re-radiated into the far-field, is simply given by the expression:
∫ 2π/λ

k2=0
(∆
−→
P (k2)2dk2.

The term ~S(~k) in equation 5.2 accounts for the effect of the nano-antenna on the radiation pattern of the

oscillating electric dipole in the magnetic film, as well as the effects of the detection objective. The relation-

ship between the local field ~Elocal,xy in the magnetic material and the far-field ~Efar−field is determined by the

geometry and the dielectric properties of the antenna. It can be described by a tensor T̂ (~klocal,~kfar−field),

such that ~Efar−field(~kfar−field) =
∑
klocal

T̂ (~klocal,~kfar−field)~P (~klocal). Furthermore, our measurement sys-

tem is only sensitive to one polarization of scattered light, and only detects a finite solid-angle of scattered

light. These effects can be described by a vector function ~A(~k), aligned with the detector polarization, such

that the amplitude of the E-field at the position of the detector is Edetector(~k) = ~A(~k) · ~Efar−field(~k). Here,

we drop the vector notations for the electric field at the location of the detector, because only one direction

of polarization contributes to the detected signal. We can now define the detection sensitivity function ~S(~k)

shown in equation 5.2

~Sj((~klocal) =
∑

~kfar−field,i

~Ai(~kfar−field)T̂ij(~klocal,~kfar−field), (5.5)

we obtain

Edetector ∝
∑
~klocal

~S(klocal) · Plocal(~klocal). (5.6)

Because of the reciprocity and the small imaginary component of the electric field in the studied nanos-

tructure, the sensitivity function ~S(~k) can be well-approximated by the electric field distribution in the

magnetic film, ~E~klocal
, created by a beam focused onto the nano-antenna with polarization orthogonal to

the polarization of the incident beam. The argument is as follows. The local distribution of electric field

produced in the magnetic film by incident light ~E(~klocal) describes an electromagnetic mode of the optical

system, including the light source, the objective lens, and the studied material, which can be alternatively

defined by the distribution of the field of the light source - e.g. an approximately Gaussian diffraction-limited
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focused source in the backplane of the objective. By the reciprocity argument, in a time reversed process, if

a distribution of polarization ~P (~k) is produced in the magnetic film by the incident field distribution ~E1(~k1)

scattered by the spin waves, and this distribution matches ~E∗local(
~k), this polarization will result in emission

that will form the same focused distribution on the detector positioned in the backplane of the lens. On the

other hand, if the distribution ~P (~k) is significantly different from ~E∗local(
~k), then the resulting distribution

in the backplane of the lens will significantly deviate from a spot focused on the detector, resulting in a

significantly decreased detected intensity. Thus, the overlap between the two distributions, characterized by

the overlap integral |
∫
k
d2k ~P (~k) · ~Elocal(~k)|2 determines the intensity of the detected signal. Comparing to

Eq. (5.2), we see that the detection sensitivity function ~S(~k) can be to a good approximation replaced by

~Elocal(~k), the distribution of electric field produced in the magnetic film by the diffraction-limited spot with

polarization orthogonal to that of incident light.

The final term in equation 5.2 is R(f), which is the spectral breadth of the interferometer. An ideal

Fabry-Perot interferometer would have an R(f) = δ(f − fsw), with δ representing the Dirac-Delta function,

but in reality, there is a finite frequency window in which light can enter the interferometer to be detected:

R(f) = e−[f−fsw]2/4∆f2

.

To summarize colloquially, the nano-antenna modifies both the incident electric field, as well as the

radiation pattern of the local field excited in the thin magnetic film. The effect of the antenna is to create

a momentum components of electric field larger than what is possible in free-space light, and allow for

scattering between light and spin waves whose large wavevector make them inaccessible to free-space light.

5.3 Spectral properties of spin waves

The analysis presented later in this text relied on the calculations of the linear spin wave dispersion and

other related quantities, such as spectral density of dynamical states and the spectral density of magnons.

We have calculated the dispersion using the formula [1, 16]:

fsw(k) =
√

(γ(B + 4πMAk2) + γ4πM(1− (1− e−kd/kd))) ·√
γ(B + 4πMAk2) + γ4πM(1− e−kd/kd)sin2φ), (5.7)

where d = 30 nm is the magnetic film thickness, γ = 2.8×106 Hz/Oe is the gyromagnetic ratio, A = 3×10−12

cm2 is the exchange constant for YIG, k is the wavenumber, φ is the angle between the wavevector ~k and

the external field, 4πM = 1705G is the magnetization of the YIG film, and B is the external magnetic field.

The magnon occupation function is given by the Bose-Einstein distribution n(k) = 1/(eh̄2πf(k)/kbT + 1),

65



where f(k) is the spin wave dispersion. The calculations of all quantities related to spectral distributions

were performed by summing over a dense mesh of k-points, with the corresponding quantities calculated

as a function of k, e.g. frequencies according to the dispersion Eq. (5.7). The obtained values were then

binned in the frequency domain, with a small width ∆f of each bin defining the frequency resolution of the

calculation.

5.4 Context of this project: Nanostructure Assisted Optical Tech-

niques

To the best of my knowledge, this project is the first to show how using nanostructures can extend the

spectral range of inelastic light scattering. However, the work is qualitatively similar to a series of other

projects based around the integration of nanostructures into optical measurement techniques. The most

famous of these nanostructure assisted measurement techniques is Surface-Enhanced Raman Spectroscopy

(SERS), where scattering from localized electronic excitations is made orders of magnitude stronger via

plasmonic excitation. [156–160].

Localized surface plasmon excitation occurs when the resonant frequency of the conduction electrons

in a metal coincide with the frequency of incident photons [161]. This resonance condition can be tuned

via the dielectric and geometric properties of the metallic element. Dipolar plasmonic resonance occurs

when incident light is polarized along the axis of a metallic element with width equal to half of the effective

wavelength of the light in the metallic element, which is often less than 500 nm [162]. At resonance, the

energy of the incident light is resonantly absorbed into the conduction electrons in the metal, and large,

localized electric fields are created near the surface of the metallic element.

In Raman experiments, without plasmonic assistance, the light scattering cross section from a single

molecule is far too small to observe experimentally, but when the molecule is placed within a near-field

plasmonic hotspot, the concentrated field lead to Raman signals that are orders of magnitude larger, allowing

for observable Raman signals from single molecules.

However, the application of Brillouin Light Scattering is fundamentally different than that of Raman

scattering. BLS from dispersive excitations (spin waves, phonons, excitons etc.) requires momentum and

energy conservation, while Raman scattering from localized electronic excitations only requires energy con-

servation. In the case of SERS, the strong localized electric fields only act to concentrate the energy from

an incident beam into the small region where an electronic excitation occurs. The broad wavevector distri-

bution of these local fields, while integral to my work increasing the spectral range of BLS, is irrelevant to
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the application of Raman scattering.

Similar to my work discussed here on BLS, plasmonic Au nanoparticle arrays have been shown to increase

the scattering cross section for BLS from resonant acoustic waves excited at the surface of a glass film [163,

164]. However, this work focused on the increased strength of the electric field in the vicinity of the acoustic

waves, not the broad wavevector distribution of the localized fields near the plasmonic nanoparticles. The

large local electric field does increase the BLS signal from the resonant acoustic waves by around a factor of 5,

but because the acoustic waves that are excited are resonant at only a particular frequency and wavevector,

the effect of the broad wavevector distribution of localized electric fields is masked. Interestingly, these papers

seem to be an attempt to apply the principle of SERS to BLS measurements, calling the technique SE-BLS.

Using plasmonic nanoparticles increases the Raman signal by orders of magnitude; however, in these papers,

the BLS signal is only weakly enhanced. The difference can be attributed to the fact that Raman scattering

occurs from localized electronic excitations, whereas BLS occurs from delocalized, dispersive excitations.

The only selection rule for Raman scattering is energy conservation, where both energy and momentum

conservation must be satisfied for BLS. A consequence of this is that in the case of SERS all wavevectors of

the electric field contribute equally to the same observed signal, whereas in the case of BLS, the wavevector

distribution of the electric field determines the scattered light intensity in a more complicated way via

equation 5.2. The results from [163, 164] and my results together seem to suggest that the main effect

of electric field localization on BLS is an enhanced spectral range of light scattering, not the substantial

enhancement in total signal that is seen in the case of SERS.

In addition to Raman scattering and BLS, elastic light scattering has also been enhanced by the use

of plasmonic nanostructures [165, 166]. Plasmonic nanostructures have been used to concentrate light into

other optically active systems such as quantum dots [167], fluorescent molecules [168, 169], dielectric heating

elements [170, 171], solar panels [172], and magneto-optical materials [173–180]

5.5 Characterization of YIG Film

The insulating magnetic film used in my µ-BLS experiments is a 30nm Yttrium Iron Garnet (YIG) film

deposited on a Gadolium Gallium Garnet (GGG) substrate. The film was grown by a combination of

magnetron sputtering and annealing by Mingzhong Wu’s group at Colorado State University [181]. To

characterize the magnetic properties of the resulting film, they performed ferromagnetic resonance (FMR)

measurements, as shown in Fig. 5.2. FMR occurs when microwaves from a cavity or a microstrip antenna

are resonantly absorbed into a magnetic film, generating uniform precession of the spins in the magnet i.e.

a spin wave with wavevector ksw = 0 [1, 16]. The field at which the resonance occurs is a measure of the
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Figure 5.2: The derivative of transmitted power plotted as a function of in-plane magnetic field, measured
at 8 GHz, captured from FMR measurement on the 30nm YIG film used in the µ-BLS experiments.

magnetization of the film: fres = γ/2π
√

((Bres(Bres + µ0M)), where fres is the resonance frequency, Bres

is the external field at which the resonance occurs, γ is the gyromagnetic ratio, µ0 is the permittivity of free

space, and M is the magnetization of the film. The FMR measurement indicated that our YIG film has a

magnetization 4πM = 1705G.

5.6 Ag and Al Deposition and Characterization

The nano-antennae used in the µ-BLS experiments were designed to be plasmonically resonant, with the goal

of maximizing both the local electric field strength and the spatial confinement of the field. The more sharply

the electric field is confined, the broader its distribution in wavevector space. Ag and Au are two standard

plasmonic materials in the optical frequency range, due to their their large real dielectric permeability, εRe,

which characterizes the macroscopic electric dipole strength, and their small imaginary dielectric perme-

ability, εIm, which characterizes dissipation via electron scattering and interband (IB) electronic transitions

[161, 182]. However, Au exhibits an IB transition at λ=450nm, quite close to our experimental wavelengths

(λ=532,473nm). The IB transition leads to strong damping, and removes Au as a candidate for the material

for our antennae. We therefore used Ag and Al as the plasmonic materials for our experimental antennae.

Ag had the continual and unresolved problem of tarnishing over the span of around a week, even with the

use of protective capping layers. This limited the amount of data that we could capture on Ag devices. Al

proved more practical, because of the 2 nm self-limiting oxide layer that develops at the surface, effectively

protecting the sample. Al has been used for some plasmonic applications at UV frequencies, but is not as
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commonly used in the plasmonic community. High quality Al is notoriously difficult to grow, due to the

strong scattering that occurs at grain boundaries [183]. For other materials, including Ag, the best electronic

characteristics are generally attained by creating smooth films with small grains. This can be achieved

via physical deposition at cryogenic temperatures, where the low thermal diffusion of the material during

deposition prevents the formation of the large grains that develop at thermodynamic equilibrium [184, 185].

We evaporate the Ag and Al films at T=-196◦C by placing the substrate in thermal contact with a liquid

nitrogen reservoir.

Because of the strong scattering at grain boundaries for Al, we needed to do extra testing to confirm which

deposition conditions, and corresponding film characteristics, optimized the plasmonic properties. With the

goal of testing the effects of smoothness and grain size, we tested the influence of annealing at 200◦C after

deposition and several deposition conditions. Room temperature evaporation at moderate deposition rates

(∼1-5 Å/s) was our control deposition condition, cryogenic evaporation at fast deposition rates (>10A/s)

allowed us to test small grains and smooth films, and room temperature sputtering at low rates (<0.5 Å/s)

allowed us to test large grains and rough films. We experimentally tested the quality of our films, shown

in Fig. 5.3, by using atomic force microscopy (AFM) to analyze grain size and roughness, as well as optical

surface plasmon characterization via the Krestchmann-Raether (K-R) excitation method, where light focused

at the Al surface through a high NA, oil-immersion aperture allows for matching between the dispersions

of free space light and the SPP mode on the Al/air interface [186]. The reflected image contains a ring of

decreased brightness that results from the absorption of the incident light into the SPP mode. The dip in

reflection is fit with a Gaussian function, whose full width half maximum is is our quantitative measurement

of the quality of the plasmonic resonance, recorded for different deposition conditions in Table 1. Using this

methodology, we determined that cryogenic evaporation and later annealing the film at 200◦C gave us the

highest quality Al.

Deposition Conditions SPP Resonance Width

units: % of diameter of image

Evaporation at∼1-5 Å/s, T=23◦C, Annealed at T=200◦C 0.73±0.14

Evaporation at ∼1-5 Å/s, T=23◦C, Not Annealed 0.93±0.15

Evaporation at >10A/s, T=-196◦C, Annealed at

T=200◦C
0.56±0.10

Evaporation at >10A/s, T=-196◦C, Not Annealed 0.70±0.29

Sputtering at <0.5 Å/s, T=23◦C, Annealed at T=200◦C 0.70±0.15

Sputtering at <0.5 Å/s, T=23◦C, Not Annealed 0.62±0.39
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Figure 5.3: AFM topographical scans of 20nm Al films grown by cryogenic evaporation (a) and room tem-
perature sputtering (b). Optical images showing surface plasmon excitation on Al films grown by cryogenic
evaporation (c) and room temperature sputtering (d). The spot size is approximately a millimeter, and the
dark line corresponds to plasmonic resonance.
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Figure 5.4: Simulated local electric field 6nm under the inner edge of a pair of 30nm thick wires separated by
100nm with varied widths, illuminated by a diffraction limited, focused Gaussian beam. The black squares
correspond to incident beam polarized perpendicular to the long axis of the antenna, while the red circles
correspond to polarization parallel to the long axis. (a) wires made of Al suspended in air, illuminated at
λ=473nm. (b) wires made of Ag suspended in air, illuminated at λ=532nm.(c) wires made of Al in contact
with a 30nm YIG film, illuminated at λ=473nm.(d) wires made of Ag in contact with a 30nm YIG film,
illuminated at λ=532nm.

5.7 Choosing Antenna Widths: Simulations of Antennae in Con-

tact With YIG

To ascertain the dimensions of antennae that correspond to plasmonic resonance, we performed 2D electro-

magnetic simulations of the illuminated antenna’s near-field using Comsol multiphysics. In Fig. 5.4 (a) and

(b), we show simulations of Ag and Al wires, suspended in air. The magnitude of the electric field 6 nm

under the inner edge of the antenna is plotted as a function of the wire width, for incident polarization both

perpendicular and parallel to the wires. These polarization dependent results suggest that antenna width

of 130nm for Ag wires (for incident wavelength λ=532nm) and 140nm (for incident wavelength λ=473nm)
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correspond to the dipolar plasmonic resonance.

However, when the antenna are placed in immediate contact with the YIG film, the damping present

in YIG redshifts the resonance frequency. If the experimental wavelength is fixed, then the wire width

corresponding to resonance at the experimental wavelength will be smaller compared to the wires suspended

in air. The simulations of the wires in direct contact with the YIG film [Fig. 5.4 (c) and (d)] show this

effect, with the resonant wire width decreasing down to 40nm for Ag (for incident wavelengthλ=532nm) and

60nm for Al (for incident wavelength λ=473nm). The antenna designed for the µ-BLS experiments were

triangular pairs of wires separated by 100nm whose width spanned the smallest width we could produce with

our e-beam lithography system, up to around 250nm. By using a pair of wires instead of just one, we were

able to increase the interaction cross-section of the incident laser with the antenna while still maintaining

wire geometries near the plasmonic resonance condition. Both of the Al and the Ag antennae used in

the BLS experiments featured narrow tips whose width was expected to be approximately resonant at the

experimental wavelength chosen. This design allowed us to scan the laser along the length of the wires, and

change the spatial distribution of the incident field, allowing us to study the effect the spatial distribution

of the electric field on the BLS spectrum.

5.8 Effect of antenna geometry on local electric field

To clarify the effects of the nano-antenna on the wavevector distribution of the local electric field, let’s first

consider the effects of a metallic nanoantenna formed by two Al nanowires of width w separated by the

gap of width d fabricated on top of the magnetic film [inset in Fig. 5.5a]. In the simplest approximation,

the biwire antenna partially blocks the diffraction-limited light spot with the half-width σ incident on the

film from above. Consider w � σ, so that only a strip of width d is not optically blocked. The resulting

distribution of the momentum of the E-field is described by the Fraunhofer pattern, which exhibits maxima

at k = (2n+1)π/d, with peak amplitude decreasing exponentially but remaining finite at any integer n [187].

Thus, even simple partial light blocking generates momentum components not present in free-space light.

The effects of the antenna are further illustrated by the calculations performed for w = 100 nm and

200 nm, with d = 100 nm [Fig. 5.5a]. The calculated distribution E(k) for w = 100 nm exhibits a sharp

peak at k = 27 µm−1, and a broader, less pronounced peak above 50µm−1, both outside the the range

accessible to free-space µ-BLS. Meanwhile, the distribution for w = 200 nm exhibits peaks at k = 19 µm−1

and k = 38 µm−1. These dependences are qualitatively similar to the Fraunhofer pattern, but the peak

positions clearly depend on the antenna width w.

While there is a continuous distribution of wavevector components of electric field created by the antenna,
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Figure 5.5: Calculated effects of a metallic nanoantenna on the E-field of a diffraction-limited spot. The
antenna is formed by two Al(30) nanowires of width w, separated by a gap d = 100 nm, on YIG(30) film. The
light wavelength is λ = 473 nm. a Fourier spectra of E-field produced by the diffraction-limited Gaussian
spot [waist radius 0.61 · λ/NA = 339 nm] focused at the center of the antenna, for the labeled values of w.
The distribution for the free-space spot is also shown for comparison. Inset: cross-section schematic of the
considered layout, consisting of two wires of width w separated by a gap d, deposited on top of the magnetic
film. Light is shown incident from above. b Calculated total intensity of E-field vs w, for illumination from
above and from the substrate side. All the calculations were performed based on the COMSOL simulations
of the spatial electric field distribution [15]

we can qualitatively describe the breadth of wavevectors excited by the antenna by fitting the electric field

as a function of in-plane wavevector with the following expression: E(k > 0) = E1e
−k2/σ2

1 +E2e
−k/σ2 , where

the first term describes the focused Gaussian beam, with σ1 = 7µm−1, and the second term describes the

wavevector distribution widened by the nanostructure. In Fig. 5.6, we show one of these fittings, as well as

the polarization dependent wavevector range, σ2, for several positions along the antenna. The polarization

dependence of the wavevector ranges shown in 5.6(b) is due to plasmonic resonance in the antenna. As

described in the section near equation 5.2, the electric field distributions for both incident polarizations

contribute to the BLS spectrum.

The effects of the antenna are not limited to light blocking and wavevector enhancement, because the

interaction between the electric field of light and electrons in the antenna results in a significant spatial

redistribution of the electric field in the vicinity of the antenna. This is illustrated by the dependence of the

total intensity of light incident from above on the antenna width [Fig. 5.5b, dotted curve]. The calculated

intensity exhibits a peak at w = d, due to constructive interference, despite the increasing light blocking

for larger w. For illumination from the substrate side, the intensity monotonically increases with increasing

w, due to the increased reflection from the antenna [Fig. 5.5b, dashed curve]. These results indicate that a

nanoantenna with a judiciously chosen geometry can generate large momentum components of E-field, and

simultaneously enhance this field at the location of the magnetic film. According to Eq. 5.2, this should
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(a) (b)

Figure 5.6: We use Comsol multiphysics to simulate the electric field near the illuminated antenna. (a)
shows the wavevector distribution of the electric field under the antenna at position 4µm, illuminated by
perpendicularly polarized light. (b) shows the characteristic wavevector range for several positions along
the antenna, with red circles (black squares) corresponding to illumination by perpendicularly (parallel)
polarized light.

increase the BLS intensity, and simultaneously provide optical access to spin waves inaccessible to free-space

light.

5.9 Experimental BLS spectra from Al/YIG sample

We have experimentally verified the expected effects of nanoantenna on the µ-BLS spectra, by utilizing an

Al(30) biwire with geometry similar to that discussed above. The antenna was fabricated on the YIG(30)

film deposited on the GGG substrate [15]. The width w of the wires was gradually varied from 90 nm to

285 nm along the antenna [SEM micrograph in Fig. 5.7a, left], allowing us to probe the dependence of BLS

signals on w by scanning the probing spot along the antenna.

Figure 5.7a shows a pseudo-color map of the µ-BLS spectra acquired with the probing spot incident from

the free-space side of the structure. The main feature of these data is the abrupt broadening of the spectra,

once the spot becomes positioned above the antenna, whose edge is indicated by the dashed line. The

intensity decreases with increasing w, as expected due to the partial blocking of the beam by the nanowires.

These trends are reflected by the analysis of the total BLS intensity, which exhibits an overall decrease with

increasing nanowire width as the probing spot is scanned along the antenna [Figure 5.7b]. However, we

note a small increase right near the edge of the antenna, at w = 100 nm, consistent with the constructive

interference effects discussed above.
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Figure 5.7: Measured effects of the nanowire antenna on the µ-BLS spectra of YIG(30) film. The nanoantenna
is formed by two Al(30) wires with width w gradually varied from 90 nm to 285 nm, separated by the gap
d = 120 nm, as shown in the SEM micrographs on the left. a,c Pseudo-color maps of the µ-BLS spectra as
a function of the position of the probing laser spot along the wire, with the beam incident from above (a)
and from the substrate side (c). b,d Corresponding integral BLS intensity as a function of position along
the antenna [bottom scale] and w [top scale]. Insets in a,c, are schematics of the corresponding experimental
layouts. In all measurements, the incident beam polarization and the in-plane field H = 2 kOe were parallel
to the wires
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The intensity enhancement and the spectral broadening become significantly more pronounced for illu-

mination from the substrate side, Fig. 5.7c. In addition to the primary peak observed even without antenna,

a large secondary peak appears at frequencies around 9 GHz as the probing spot crosses the edge of the

antenna. In contrast to illumination from above, the intensity of the primary peak does not decrease with

increasing w. Meanwhile, the intensity of the secondary peak first increases, and then starts to decrease,

while a third peak emerges in the spectrum at higher frequencies. The additional peaks lie outside the spec-

tral range accessible to free-space µ-BLS [see Fig. 5.1d], demonstrating that the nanowire antenna generates

large-momentum components of optical field not present in free-space light.

Figure 5.7c clearly shows that the onset of large additional peaks in the BLS spectrum is not accompanied

by the reduction of the BLS intensity for the illumination from the substrate side. On the contrary, the total

BLS intensity increases by over a factor of 3 compared to the free-space illumination as the nanowire width w

approaches 300 nm, Fig. 5.7d. A pronounced bump in the intensity around w = 150 nm is associated entirely

with the onset of the secondary peak, demonstrating that the large-momentum components of optical field

generated by the antenna are significant.

We now quantitatively analyze the BLS spectra obtained with illumination from the substrate side.

These spectra are characterized by three spectral features, labeled “1”, “2”, and “3” in Fig. 5.8a showing

the spectrum for w = 160 nm. We obtained a good quantitative fitting of these spectra by a sum of three

Gaussian functions, as shown in Fig. 5.8a by a solid curve. The central frequency f1 of the primary peak is

independent of w, while the frequencies of the other peaks are approximately constant or exhibit a modest

increase at small w, and then start decreasing at larger w [Fig. 5.8b].

The primary peak is observed even in the absence of antenna. Its frequency is determined by the long-

wavelength part of the spectrum, which is not significantly affected by the antenna. The frequencies of

the other two peaks are determined by the distribution of spin-wave wavevectors generated by the antenna,

expected to be determined by the geometry of the antenna, as discussed below.

We establish the relationship between the observed spectral features and the momentum components

of E-field generated by the antenna, by analyzing the spectral positions of the peaks relative to the spin-

wave manifold, as shown in [Fig. 5.8c] for w = 160 nm. As expected, the frequency f1 of the first peak

corresponds to the bottom of the manifold. Meanwhile, the central frequency f2 = 8.3 GHz of the second

peak corresponds to wavevectors around ksw ≈ 25 µm−1, and the frequency f3 of the third peak corresponds

to the wavevectors around ksw ≈ 50 µm−1, both outside the range accessible to µBLS with free-space

light. These results unambiguously demonstrate that the antenna enables one to overcome the fundamental

spectroscopic limitations of free-space light scattering.

The efficiency of large momentum generation by the antenna is demonstrated by the analysis of the

76



(a) (b)

(c) (d)
7 8 9 10 11

1

10

100

3

21

B
LS

 In
te

ns
ity

 (
a.

u.
)

f (GHz)
50 100 150 200 250

7

9

11 f
3

f
2

C
en

tr
al

 F
re

qu
e

nc
y 

(G
H

z)
w (nm)

f
1

0 25 50 75

8

10

12

f
3

f (
G

H
z)

f
2

f
1

k (μm-1)
50 100 150 200 250

0

50

100

150

3

1

In
te

gr
al

 In
te

ns
ity

 (
a.

u.
)

w (nm)

2

Figure 5.8: Quantitative analysis of the µ-BLS spectra measured with illumination from the substrate side.
a µ-BLS spectrum for w = 160 nm (black circles), and its fitting with the sum of three Gaussian functions

gi(f) = Ii√
2π∆fi

e−(f−fi)2/2∆f2
i (solid curve). The individual Gaussian peaks obtained from the fitting are

shown with dotted curves. b,d Central frequencies fi (b) and integral intensities Ii (d) of the peaks vs.
w. Where omitted, the error bars are smaller than symbols sizes. The peaks are labeled 1,2, and 3, as
indicated in panel a. The results for the frequency of peak 3 are omitted for w > 200 nm, because of the
large fitting uncertainty. c Spin wave manifold superimposed with the central frequencies of the Gaussian
peaks (horizontal lines), for w = 160 nm. Vertical lines are guides for the eye
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integral intensity of the peaks, Fig. 5.8d. The intensity of the primary peak initially slightly decreases, but

then starts to gradually increase with increasing nanowire width w, as expected from the overall increase of

the incident light intensity due to the reflection from the antenna. In contrast, the intensity of the second

peak rapidly increases, becoming three times larger than the primary peak near w = 160 nm, and then starts

to decrease at larger w.

We note that the large intensity of the second peak is concealed in the spectra of Fig. 5.8c by its

large width, which is over three times larger than the width of the primary peak. The strong nonmonotonic

dependence of the second peak’s intensity on w indicates that constructive interference from different regions

defined by the antenna plays a significant role in the generation of large momentum of E-field.

5.10 Simulated BLS spectra and Spatial Harmonics Generated by

Al Nanoantenna

The mechanisms of the observed efficient large momentum generation by the antenna are elucidated by the

calculations of E-field distribution in the magnetic film. Figure 5.9a shows the calculated distribution of

the local E-field of incident light in the cross-section of the antenna, for w = 120 nm. This distribution is

qualitatively distinct from the simple partial blocking by the antenna. The most prominent features are the

narrow high-intensity spot in the center of the gap, with two side-lobes localized under the wires characterized

by the local polarization opposite to that of the central spot. The phase of E-field reverses again outside the

antenna. Thus, the effects of the wires result in a rapid variation of E-field, which reverses its direction four

times when crossing from one side of the antenna to the opposite side. The periodicity of the fundamental

harmonic of this distribution is approximately 2π/(w+d), defining the dominant large-momentum component

of E-field generated by the antenna.

Figure 5.9b shows the calculated dependence of the µ-BLS spectra on the wire width, obtained using

Eq. (5.2) and the simulated E-field distributions such as that shown in Fig. 5.9a. These results capture the

salient features of the data: A broad secondary peak that appears around 9 GHz, and a smaller third peak

that emerges at larger w. We obtained good fittings of the calculated spectra by the sum of three Gaussian

functions. The frequency of the primary peak is independent of w, in agreement with the experimental

data [Fig. 5.8b]. The frequencies of the secondary peaks are in overall agreement with the data, but their

calculated dependence on w is considerably stronger than observed. While the calculations underestimate

the observed dramatic increase of the second peak’s intensity, the calculated intensity of the primary peak

increases by almost a factor of two when w is increased from 90 nm to 240 nm [Fig. 5.9d], in a remarkable
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Figure 5.9: Calculated E-field distributions and µ-BLS spectra, for illumination from the substrate. a Spatial
distribution of the magnitude of the incident optical E-field in the antenna cross-section, for w = d = 120 nm,
for the polarization along the wires. The boundaries of the antenna and the interfaces of the magnetic film
are indicated by white lines. b Pseudo-color plot of the calculated µ-BLS spectrum as a function of w, for
d = 120 nm. c,d Dependencies on the wire width of the central frequencies (c) and integral intensities (d)
of the peaks obtained by fitting the spectra in panel (b) with a sum of three Gaussians. e Spatial Fourier
spectra of the component of the incident E-field along the wire, for polarization along the wire, vs w. f
Spatial Fourier spectra of the out-of-plane component of the electric field, for polarization perpendicular to
the wires. Dashed curves in (e), (f) show k = 2π/a and 4π/a, as labeled, where a = w + d. The dotted
vertical line in f shows k = π/d
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agreement with the data [Fig. 5.8d].

Analysis of the calculated momentum distribution of E-fields provides insight into the effects of the

antenna geometry on the generation of large-momentum components. Figure 5.9e shows the momentum

distribution of the in-plane component of E-field for polarization parallel to the wires, while Fig. 5.9f shows

the momentum distribution of the normal-to-plane component, for polarization perpendicular to the wires.

The former describes one of the contributions to the incident field term in Eq. (5.2), while the latter -

to the detection sensitivity function. In addition to the primary peak around k = 0, the distribution

Fig. 5.9e features a prominent secondary peak concentrated around k = 2π/(w + d), and a less pronounced

peak around k = 4π/(w + d), as indicated by the dashed curves. These results are consistent with our

qualitative analysis of the spatial distribution in Fig. 5.9a. The distribution in Fig. 5.9f exhibits similar

features around k = 2π/(w + d) and 4π/(w + d). In addition, both distributions clearly exhibit enhanced

amplitude at k = π/d, as shown by the dotted vertical line in Fig. 5.9f. Such enhancement is expected

from the partial light blocking by a single slit of width d. The resulting Fraunhofer pattern of momentum

distribution exhibits maxima around k = (2n + 1)π/d, with integer n [187], consistent with the observed

enhancement. Thus, the secondary spectral peaks observed both in our experiment [see Fig. 5.8] and in

calculations can be identified with the interplay between the two contributions discussed above generating

momentum components k = 2π/(w + d) and k = π/d, which become mutually enhanced close to w = d.

This effect can be alternatively described as a geometric enhancement due to the constructive interference

of contributions from different regions defined by the antenna.

5.11 Results from Ag/YIG Device: Broad BLS Sensitivity

On the same YIG film, we fabricated another similarly shaped antenna, made of Ag instead of Al. The

Ag sample tarnished over the span of a couple of days, limiting the amount of data that we could capture.

However, we were able to capture BLS spectra along the antenna for polarization both parallel to and

perpendicular to the length of the antenna, under the following experimental conditions: light of a different

wavelength than the Al experiment (λ=532nm), with the incident beam focused from below the YIG film,

and an external magnetic field of 1000 Oe. The BLS sensitivity (BLS intensity divided by the calculated

density of magnons) as a function of frequency is shown in Fig. 5.10 for many positions along the length of

the antenna.

The tip of the antenna was expected to be nearly resonant at this experimental wavelength. Furthermore,

it featured many small defects that could act to localize the field laterally. The BLS sensitivity observed at

the tip of this antenna was quite broad, decreasing by only a factor of approximately 4 from the BLS peak
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Figure 5.10: (a) SEM micrograph of Ag dimer antenna on YIG film. (b) BLS sensitivity (Intensity divided
by density of magnons) plotted as a function of frequency for several positions along the antenna, with
incident beam polarized perpendicular to the length of the antenna.(c) same as (b), but with incident beam
polarized parallel along the antenna.

at 4.7 GHz up to the highest measured frequency of 11.6 GHz.

Much broader spectral ranges are achieved with this Ag sample compared to the Al/YIG sample, with

many positions along the antenna exhibiting spectra that decay by less than an order of magnitude across

the measured frequency range. Generally, as the incident beam is moved along the antenna from the tip

towards the wide end, the spectral range decreases and then increases again. The broad spectra observed

at the wide and narrow ends of the antenna are likely the result of two slightly different mechanisms: the

narrow tip of the antenna may exhibit tightly confined electric fields due to plasmonic resonance, while the

wide end of the antenna efficiently blocks the incoming beam due to its larger cross section. As with the

Al/YIG sample, and as seen in equation 5.2, the BLS spectrum for both incident polarizations is nearly

equivalent, highlighting the contributions of the antenna in both the localization of the incident beam and

the re-radiation of the photons into the far-field after scattering with spin waves.

5.12 Results from Devices with Conductive Magnetic Film: Permal-

loy

In contrast to the samples based around the insulating ferromagnetic film, YIG, we also studied plasmonic

antenna structures on films of the conductive magnetic alloy, Permalloy (Py). Permalloy is one of the most

common conductive magnetic alloys used in modern spintronics and nanomagnetism research, due to its

large magnetization and small anisotropy [18]. As compared to the YIG film, the ohmic damping present

in Py could decrease localization of the electric field in the near-field vicinity of the antenna. Furthermore,
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the conductivity of Py would at least partially short the antennae, so to prevent shorting, we separate the

Py from the antenna by a thin insulating barrier of SiO2.

We fabricated a variety of antenna structures on Py films for BLS experiments. Generally, we observed

qualitatively similar results compared to the YIG samples: broad BLS spectra, and for some geometries,

prominent Fourier peaks in the BLS sensitivity. We also see a general independence of the measured BLS

spectra on the polarization of the incident beam, highlighting the contributions of the antenna in both the

localization of the incident beam and the re-radiation of the photons into the far-field after scattering with

spin waves.

5.13 Results from Ag/Py Device: Fourier Peaks and Broad BLS

Sensitivity

This section describes an Ag dimer antenna structure used to facilitate BLS spectroscopy on spin waves

in Py, similar to the YIG devices discussed previously. Instead of the triangular antennae from the YIG

devices, we used straight wires, where the wire width was varied from sample to sample to exhibit the effects

of the spatial harmonics of the near-field and the plasmonic resonance. The 30nm thick Ag wires, fabricated

by a combination of e-beam lithography and cryogenic evaporation, were deposited on top of a thin film

multilayer of Py(5)SiO2(4) deposited via magnetron sputtering. The SiO2 acts as an insulating barrier to

prevent shorting, and the finished structures were capped with a protective film of 7nm of Aluminum Oxide

via evaporation in a partial oxygen pressure of 1.5mT.

To test which wire widths corresponded to plasmonic resonance, we performed optical transmission

spectra on similar test samples. Broad-band white light from an optical fiber is focused onto the antenna

and the transmitted light is passed through a linear polarizer and collected into a spectrometer. The dips

in intensity of the transmitted light polarized perpendicularly to the length of the wires are expected to

correspond with plasmonic absorption. We show in Fig. 5.11 the resulting optical transmission spectra.

The results are not as clear as expected, as dips in transmission are seen for both polarizations of incident

light. However, the dips are deeper and more obvious for the light polarized perpendicular to the wires,

and suggest that wires 100-150nm wide resonantly absorb incident light at the experimental wavelength of

λ=532nm.

We also performed Comsol simulations for wires of this configuration, shown in Fig. 5.12. The magnitude

of the electric field 6 nm under the inner edge of the antenna is plotted as a function of the wire width, with

incident polarization both perpendicular and parallel to the wires, at a fixed incident wavelength λ=532nm.
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Figure 5.11: Transmitted intensity as a function of wavelength from Ag(30) wires on Py(5)SiO2(4) multilayer
with thicknesses in parenthesis, given in nanometers. The widths of the wires are 100nm (a), 140nm (b),
and 170nm (c). The red (black) lines correspond to data taken with incident light polarized perpendicular
to (parallel along) the length of the wires.
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Figure 5.12: Simulated local electric field 6nm under the inner edge of a pair of 30nm thick Ag wires, sepa-
rated by 100nm for varied widths, illuminated by a diffraction limited, focused gaussian beam at wavelength
λ=532nm. The wires are separated from a 5nm thick Py film by 4nm of SiO2. The black squares corre-
spond to incident polarization perpendicular to the length of the wires, while the red circles correspond to
polarization parallel to the wires.

These simulations suggest that the resonant wire width at this experimental wavelength is 80nm, smaller than

the experimental spectra indicate. The discrepancy between the simulated near field and the experimental

far-field transmission is likely due to the enhanced damping that occurs due to the presence of the conductive

and lossy Py film. Damping redshifts the spectral location of maximal near-field, but does not affect the

spectral location of maximal dissipation [161].

For BLS measurements, we fabricated an array of dimer wire pairs of widths ranging from around 100nm

wide to around 200nm wide. The dimer antenna with wire width 100nm, separated by 140nm, was expected

to be nearly resonant. Indeed, similar to the YIG structure shown in the main text, this device shows

prominent Fourier peaks in the BLS spectra at frequencies corresponding to spin waves with wavevectors

: k = π/a and k = 2π/a, where the a is the gap between the wires. The other antennae with different

dimensions generally exhibited BLS spectra with enhanced spectral range, independent of the polarization

of the incident light, consistent with our analysis.

5.14 Results from Al/Py Device: Fourier Peaks and Broad BLS

Sensitivity

We also made similar structures using Al instead of Ag. The simulated local electric field for wires of this

configuration for various wire widths are shown in Fig 5.14, and indicate plasmonic resonance for 100nm

wide wires. The experimental BLS spectra for a device expected to be resonant and non-resonant are shown
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Figure 5.13: BLS sensitivity (intensity divided by density of magnons) plotted as a function of frequency,
with incident wavelength λ=532nm. The black squares are from the Py(5) film with no antennae. The data
captured when the incident beam is focused onto the 100nm wide Ag dimer antennae is shown by the red
circles and blue triangles, corresponding to incident polarization parallel to and perpendicular to the length
of the wires respectively.
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Figure 5.14: (a) Simulated local electric field 6nm under the inner edge of a pair of 30nm thick Al wires,
separated by 100nm for varied widths, illuminated by a diffraction limited, focused gaussian beam at wave-
length λ=532nm. The wires are separated from a 5nm thick Py film by 4nm of SiO2. The black squares
correspond to incident polarization perpendicular to the length of the wires, while the red circles correspond
to polarization parallel to the wires. (b) The simulated magnitude of the electric field plotted as a function
of in-plane wavevector. The black curve corresponds to wires 50nm wide, while the red curve corresponds
to wires 200nm wide.
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(a) (b)

Figure 5.15: BLS sensitivity (intensity divided by density of magnons) plotted as a function of frequency,
with incident wavelength λ=532nm. The black squares in both a) and b) are from the Py(5) film with no
antennae. The data captured when the incident beam is focused onto the Al dimer antennae is shown by
the red circles and blue triangles, corresponding to incident polarization parallel to and perpendicular to the
length of the wires respectively. The antenna width in a) is 100nm, expected to be near plasmonic resonance,
while the antenna width in b) is 215nm, expected to be far from resonance.

in Fig 5.15, exhibiting broad spectral sensitivity. The resonant device shows Fourier peaks in the sensitivity

that are less pronounced as compared to the Ag/Py device. This difference could be due to the weaker

absorption into the Al compared to Ag, resulting in weaker geometric shaping of the incident beam.

5.15 Results from Al/Py/Al Device: Broad BLS Sensitivity

To maximize the effects of plasmonic localization in the Py film, we fabricated and studied a Metal/Insulator/Metal

(MIM) cavity device. This device is similar to the Al/Py device described previously, with a thin Py film,

and an Al nanowire separated by a thin, insulating SiO2 barrier. These samples feature the addition of an

Al layer underneath the Py which acts as an electromagnetic mirror. When plasmons are excited in the

wires above, image charges form in the underlying mirror layer, directing the local electric field out of plane

and further localizing the plasmonic hotspot [188].

We also experimented with the idea of using a wire grating as an antenna, used in conjunction with the

electromagnetic mirror. The grating was designed to act as a metallic photonic cavity (MPC), where the

wavelength at which the incident free space light is diffracted along the grating surface (known sometimes

as the Rayleigh Anomaly) and the wavelength at which the individual wires exhibit plasmonic resonance

coincide. In the limit of a broad, weakly focused beam that exposes many wires in the grating, such a

device was expected to lead to sharp peaks in the wavevector distribution of the resulting electric field at

k = 2nπ//a. In such a structure the BLS sensitivity could be tuned to particular spin wave modes. This
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mode selectivity could be helpful in applications where a specific spin wave mode is being generated, such

as caustics, where thermalization of spin waves in special waveguides leads to single modes that propagate

in well-defined directions [189].

The idea of using geometry to selectively excite particular wavevectors of some dispersive mode is perva-

sive in modern physics and engineering. For instance, inter-digital transducers selectively generate specific

wavevectors of phonons [190], and grating couplers select particular wavevectors of free-space light to couple

to surface plasmons [191–193]. However, to the best of our knowledge this is the first time that a nanos-

tructure has been used to generate particular Fourier harmonics of near-field, high wavevector photons for

inelastic light scattering.

Generally, the Rayleigh Anomaly occurs at incident wavelength very near the periodicity of the grat-

ing, while the spectral position of the dipolar plasmonic resonance is dependent upon the geometry of the

nanowire. When the two modes are spectrally separated, they manifest as a narrow resonance for the

Rayleigh Anomaly and a broad resonance for the dipolar wire plasmon mode. When the two modes are

brought closer together, the modes hybridize, which is spectrally indicated via an asymmetric, Fano reso-

nance [194, 195]. We see this general behavior, both in our experimental spectra and the simulations. The

experimental reflection spectra on wire gratings with periodicity 532nm and various wire widths is shown in

Fig. 5.16. These spectra feature the two modes coming together as the wire width is decreased from 150 nm

to 50 nm.

The mode hybridization is apparent in our simulations [Figure 5.17], by looking at the magnitude of the

local electric field vs the wavelength of the incident beam. When the wires are 100nm wide and the grating

periodicity is set to 532nm, the dipolar resonance is redshifted above the simulated wavelength range, and

the Rayleigh anomaly is bared visible at λ ∼532nm [Fig 5.17(a)]. By decreasing the width to 75nm, the two

begin to approach each other, and Rayleigh anomaly becomes more clear[Fig 5.17(b)]. When the wire width

is set to 50nm, the two modes strongly hybridize, showing two peaks of equal magnitude, approximately

30nm above and below λ=532nm [Fig 5.17(c)]. We interpreted these peaks within the context of mode

anti-crossing as an upper and lower branch of the hybridized MPC mode. In Fig 5.17(d), we show the

results from a simulation of a single wire of width 50nm, showing the dipolar resonance at λ=550nm and no

Rayleigh anomaly.

We performed Fourier transform analysis to the simulated electric field profiles of the grating MIM

structures. Fig 5.18 shows the electric field plotted as a function of wavevector for a grating of 50nm

wire separately periodically by 532nm. Two different illumination conditions are shown: illumination by a

diffraction limited beam, and illumination by a broad beam (beam radius=4µm), while the overall power of

the beam is held approximately constant. The broad beam allows for the excitation of the hybridized grating
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(a) (b)

(c) (d)

Figure 5.16: Reflected intensity plotted as a function of wavelength from Al/Py/Al wire gratings with light
polarized parallel along (black) and perpendicular to (red) the wires. The wire width is varied from: (a)
50nm, (b) 75nm, (c) 100nm, and (d) 150nm. (a) and (b) features a Fano type, asymmetric resonance at
around 520nm, indicative of a hybridized near-field photonic mode. As the wires are made larger, the two
modes separate, shown in (c) and (d).
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Figure 5.17: Simulated local electric field for All wire gratings of periodicity 532nm, illuminated by a broad
beam, plotted as a function of the wavelength of the incident beam. Directly under the grating is a 4nm
SiO2 insulating layer, a 5nm Py layer, and a 50nm Al electromagnetic mirror layer. Simulations for wires of
width: (a) 100nm (b) 75nm (c) 50nm. (d) features a single wire (no grating) of width 50nm.
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Figure 5.18: Simulated magnitude of electric field plotted as a function of in-plane wavevector for a grating
of 50nm wide, 30nm thick Al wires separated periodically by 532nm. Directly underneath the wires are a
4nm SiO2 insulating layer, a 5nm Py magnetic layer, and a 50nm Al electromagnetic mirror layer. The black
curve depicts the results from illumination with a beam focused on a single wire, while the red curve depicts
the result with the beam widened to expose 9 wires in the grating.
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Figure 5.19: Simulated local electric field for a 30nm thick Al wire for varied widths, illuminated by a
diffraction limited, focused gaussian beam at wavelength λ=532nm. Directly underneath the wire is a 4nm
SiO2 insulating layer, a 5nm Py layer, and a 50nm Al electromagnetic mirror layer. The black squares
correspond to incident polarization perpendicular to the length of the wires, while the red circles correspond
to polarization parallel to the wires.

mode, where sharp Fourier peaks are present at k=n*2π/a, where a is the periodicity of the grating. The

grating when illuminated by a beam focused onto a single wire exhibits weaker Fourier peaks, but a larger

overall magnitude of the electric field. Since as a group, our primary goal was to extend the spectral range

of BLS, the magnitude of the electric field was considered most important, and I was unable to convince our

collaborators that the novelty of the MPC grating structure was worth modifying their BLS equipment to

accommodate a broadly focused beam, so we measured the BLS spectra of these devices using a focused beam.

Future studies could use similar MPCs to promote scattering from spin waves with with specific wavevectors

. These Fourier peaks would only be relevant for scattering from spin waves travelling perpendicular to

the length of the wires (the direction of broken symmetry). If an MPC was used to facilitate BLS in a 2D

magnetic film, the spectra would contain contributions from spin waves of many different wavevectors and

propagation directions. However, if a magnetic nanowire was placed underneath the MPC, perpendicular

to the length of the wires, then spin wave confinement would quantize the modes along the lengths of the

wires, and BLS experiments would be sensitive to specific wavevectors of spin waves, defined by the Fourier

harmonics of the grating.

To fabricate the device for BLS measurements, we use magnetron sputtering to deposit the following

multilayer (thicknesses in nm): Al(50)Py(5)SiO2(4), and use e-beam lithography and cryogenic evaporation

to deposit onto the multilayer a 30nm thick Al nanowire. The dimensions of the device were chosen based

on experimental testing and simulations in Comsol multiphysics. Figure 5.19(a) shows the magnitude of

the electric field 6 nm under the inner edge of the 30nm thick Al wire is plotted as a function of the wire

width, for incident polarization both perpendicular and parallel to the wires. The simulated local electric
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Figure 5.20: BLS sensitivity (intensity divided by density of magnons) plotted as a function of frequency, for
a Py(5) film (black squares) and an Al wire, illuminated by a focused beam polarized parrallel (red circles)
and perpendicular (blue triangles) to the length of the wire. (a) features a 50nm wide wire, expected to be
near the dipolar plasmonic resonance. (b) features a grating with 200nm wide wires, expected to be far from
the dipolar plasmonic resonance.

field is significantly larger than the other plasmonic devices studied in this work, and shows a strong dipolar

resonance at wire width 50nm, and a small quadrupolar resonance at 175nm. Accordingly, we fabricated a

grating of wires 50nm wide, separated by 532nm, expected to be near dipolar plasmonic resonance, and a

similar grating with wires 200nm wide, expected to be far from the strong dipolar resonance. The simulated

wavevector distribution of the near-field from both devices illuminated by a diffraction limited focused beam

is shown in Fig 5.19(b). The experimental BLS spectra obtained from two devices with wires 50nm and

200nm wide respectively are shown in Fig. 5.20. The BLS spectra obtained from the device with the 200nm

wide wire, expected to be far from the strong dipolar resonance, was not significantly different than that

seen on the free Py film with no wires. However, the BLS spectra of the device with the 50nm wide wire

was considerably broader. In particular, the spectral range was enhanced by a factor of 3 as compared to

the free Py film, with a weak dependence on polarization.
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Chapter 6

Unidirectional Magnetoresistance

6.1 Background and Mechanisms of Unidirectional Magnetoresis-

tance

In this chapter, I will discuss experimental studies that I performed into the contributions of different mecha-

nisms responsible for a newly discovered magneto-electronic effect known as Unidirectional Magnetoresistance

(UMR) [196, 197]. This topic is valuable pedagogically for students interested in modern nanomagnetism

research, because of the various physical phenomena that come together to create the effect. If one under-

stands the UMR effect, then one understands most of the physics that underpins nanomagnetic research.

Furthermore, although the work was never tidied up to a publication quality, in my opinion continuing these

experiments is a relatively low hanging fruit that a new student could pick up and potentially turn into

publishable results. For now, in no particular order, let us describe the various physical phenomena that

make up the UMR effect.

Giant Magnetoresistance (GMR) was described extensively in a previous section; however, we can revisit

it briefly here. GMR is observed as a spin polarization dependent resistance in magnetic materials. It occurs

due to the different electronic density of states for majority and minority spin electrons, which results in

spin-dependent scattering rates for electrons in bulk crystals, as well as at the interfaces between different

crystals [76].

Anisotropic Magnetoresistance (AMR) is observed as the dependence of the resistance of a magnetic

material on the angle between the current and the magnetization. It is a consequence of the spin-orbit

interaction (SOI) allowing scattering between different specific electronic states. The exact mechanisms are

different in different materials [18]. For most common magnetic materials, this SOI enabled scattering is
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more probable when current is aligned with the magnetization of the material leading to a resistivity that

depends on the angle α between the electron spin and its velocity as:

ρ(α) = ρ⊥ + ∆ρ cos2(α) (6.1)

where ρ⊥ is the resistivity for current perpendicular to the magnetization [18].

The spin Hall effect (SHE) is also a critical component to the UMR effect. The SHE, explained elsewhere

in this thesis, is also a consequence of SOI. When electrical current is driven through a material with SOI,

majority and minority spin electrons develop opposing velocities transverse to the current. The result is a

net flow of electron spin (spin current), in the directions transverse to the direction of current. There are

various specific mechanisms that contribute to this effect: some that are mediated via electron scattering

(extrinsic), and others that occur in the absence of electon scatering (intrinsic), either in bulk crystals or

at their interfaces [32]. To make things more confusing for new students, the spin Hall effect has different

names in different contexts. When it occurs in magnetic materials, it is known as the Anomalous Hall effect

(AHE) [18], and when the current is generated by a thermal gradient instead of a voltage it is known as the

spin-dependent Seebeck effect [117, 198]. The reverse of these processes can occur when spin currents pass

through materials with strong SOI, generating electrical currents. In this reverse case, the effect is known

as the Inverse spin Hall effect (ISHE).

The spin Hall effect leads to an accumulation of electrons of specific polarizations at the material interfaces

transverse to the direction of current [82]. This spin accumulation can be dissipated either by spin-relaxation

(see the chapter ‘Spin Relaxation in Pt’), or if the source of SHE is interfaced with another material, the

interfacial spin accumulation will leak into the adjacent material, which can be described as a spin current.

If this material is magnetically ordered, the injected spin current can either excite magnetization dynamics

(spin waves) or flip the magnetization orientation. This process is known as spin transfer, and will be

discussed in more detail in a later chapter. With this, we have now introduced all of the topics necessary to

explain the UMR effect.

Unidirectional Magnetoresistance is a magneto-electronic effect that has been studied primarily in nanoscale

bilayers of nonmagnetic metals that feature a large SOI and ferromagnets (NM/FM), though it has also been

seen in FM/semiconductor and FM/topological insulator bilayers [199–202]. It is observed as a small change

in the AMR of the bilayer when the magnetization of the FM layer is reversed from along the direction of DC

electrical current to opposite the direction of current: RJ‖M 6= RJ‖−M . Figure 6.1 shows perhaps the most

straight forward way to observe the effect, the resistance of the bilayer (a 2µm x 1µm Py(5nm)/Pt(3nm)

bar) as a function of the angle between the saturating magnetic field and the current. The difference between
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Figure 6.1: Resistance vs angle between the saturation magnetization and current in a 2µm x 1µm
Py(5nm)/Pt(3nm) bar. The difference between the resistance at Θ = 90◦ and Θ = 270◦ is the UMR.

the resistance at Θ = 90◦ and Θ = 270◦ is the UMR: UMR=R(Θ = 90◦)-R(Θ = 270◦).

As seen in equation 6.1, the AMR effect is symmetric with respect to magnetization reversal, so the change

in resistance was attributed to effects related to the spin Hall effect occuring in the nonmagnetic metal layer.

This small effect (generally less than 20% of the AMR value) wasn’t noticed for decades, even though these

NM/FM bilayer devices are ubiquitous in nanomagnetism research. There are currently several proposed

mechanisms that can contribute to this observed effect, and one mechanism that is sometimes mistakenly

referred to as UMR, due to the prevalence of the many, similar acronyms that have been described in this

chapter.

The first UMR mechanism that I will discuss has been called by several names, but I will refer to it

here as the ‘electronic mechanism’. When DC electrical current is driven through the bilayer, the SHE in

the Pt layer generates a spin accumulation at both sides of the interface between the Pt and Py. This spin

accumulation changes the net polarization of the conduction electrons passing through the Py layer. This

may be a bit confusing to people without expertise in magnetism, so to clarify, conduction in ferromagnets

is generally not carried only by electrons with spins aligned to the net magnetization. In fact, both majority

and minority spin carriers often contribute to electrical current. The spin accumulation from the SHE

changes the ratio of majority to minority carriers, the spin polarization. Because of the GMR effect, the

resistivity of the Py layer is a function of the spin polarization of the conduction electrons. Since the SHE

changes the polarization of the electrons passing through the Py layer, it also changes the resistivity of the

Py. Scattering at interfaces is also spin-dependent, and corresponding, there are both bulk and interfacial
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contributions to this ‘electronic’ UMR. The ‘electronic’ UMR mechanism, stemming from the SHE in Pt, is

linear in current to lowest order.

The second UMR mechanism is related to the excitation of spin waves in the Py film, and thus I will refer

to it as the ’spin wave’ mechanism of UMR. When DC current is driven through the Py/Pt bilayer, the SHE

drives spin current into the Py film, either exciting or suppressing spin waves depending on the direction

of the current. The spins in the magnetic film precess around the equilibrium magnetization axis. The

excitation (suppression) of spin waves increases (decreases) this angle of precession. Because spin waves are

quantized excitations of angular momentum, this can equivalently be thought of as an increase or decrease

in the number of magnons, the term for the quantized spin wave quasiparticle. Each magnon generated

decreases the projection of the magnetization along the equilibrium axis (Mz) by µBV , where µB is the bohr

magneton and V is the volume of the magnetic element. This allows us to write a relationship between the

number of magnons and the angle of precession:

MV cos θ = MV −NµB (6.2)

N = MV (1− cos θ)/µB = 2MV/µB sin2(θ/2) (6.3)

Due to anistropic magnetoresistance (AMR), the instantaneous angle between the electron spin and its

velocity affects the scattering rate, as seen in equation 6.1. Therefore, the spin current from the SHE and

the corresponding excitation of magnons directly affects the resistance measured experimentally. This ‘spin

wave’ UMR mechanism scales linearly with the current that drives the SHE, just like the ‘electronic’ UMR

mechanism.

Another mechanism is sometimes incorrectly described as UMR, but is officially known as spin Hall mag-

netoresistance (SMR). When spin waves are generated by the spin current driven into the FM, conservation

of angular momentum requires spins in the NM to flip. This ‘backflow’ of spin current, back into the NM

generates an electrical current via the inverse spin Hall effect (ISHE), opposite to the direction of the original

driving electrical current. This effect is observed as a resistance that is linear in current, but is symmetric

with respect to magnetization reversal: RJ‖M 6= RJ‖−M , different from UMR [196].

If you understood all of the acronyms and various magneto-electronic effects described above, then you

are well on your way to understand the fundamentals of modern nanomagnetism. In the following section, I

will describe the experiments that I performed to distinguish the ‘electronic’ and ‘spin wave’ contributions

to UMR.
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Figure 6.2: (a) UMR plotted from T=15K to T=295K for external fields ranging from 1000-6000 Oe. (b)
Critical current as a function of external field, taken from several different samples, at T=15K and T=245K.

6.2 Current dependence of UMR

First, to show simply that the presence of spin waves generated by the spin Hall effect is responsible for at

least some component of the observed UMR effect, I’ve performed measurements of the UMR on a 2µm x

1µm Py(5nm)Pt(3nm) bilayer as a function of the DC electrical current. The measurement was performed

by measuring the resistance with the external magnetic field applied along and opposite to the direction of

current, with UMR defined as the difference between the two: UMR=R(H)-R(-H). As shown in Figure 6.2(a),

this measurement showed a linear increase in UMR with increasing current, up to a critical current above

which the UMR increases dramatically. This critical current is a signature of spin waves generated by spin

injection, and is a consequence of the generation of spin waves fully compensating the decay of spin waves

due to damping. This topic is explained in detail in my thesis chapter on ‘Coherent spin waves generated by

spin current in the nonlinear regime’. Above this threshold current, increasing current leads to a nonlinearly

increasing population of magnons. The fact that this is reflected in the measured UMR is evidence that the

UMR effect is dependent on the population of magnons. In figure 6.2(b), the critical current is plotted as a

function of the magnitude of the external field for several samples at T=245K and T=15K. As the external

field is increased, the population of magnons decreases, resulting in a larger critical current at which damping

is fully compensated.

6.3 Effect of Suppressed Magnon Population on UMR

The ‘spin wave’ contribution to UMR can be distinguished from the ‘electronic’ contribution by studying

how the UMR effect changes when the measured samples are modified to significantly change the amplitude
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of spin waves or equivalently the population of magnons. This can be done by either modifying the UMR

devices themselves, or by modifying the environmental conditions in which the devices are measured.

To explain, let’s first consider what happens when the strength of the external magnetic field, or the

temperature are varied. In the absence of currents, spin or electrical, the magnons present in the magnetic

system are excited by the thermal energy kBT . The energy of each magnon is approximately the exchange

energy between neighboring spins and the dipolar energy of the spins in the presence of the local magnetic

field [1, 16]. By increasing (decreasing) the temperature of the device there is more (less) energy present

to be converted into magnons, increasing (decreasing) the number of magnons. Alternatively, by increasing

(decreasing) the strength of the magnetic field, the energy per magnon is increased (decreased), resulting

in a fewer number of magnons present at a given temperature. This behavior allows us to study the

UMR signal as the magnon population is continuously varied via temperature and external magnetic field

strength. Specifically, the ‘spin wave’ mechanism of UMR would have a strong dependence on magnetic field

strength, while the ‘electronic’ mechanism would not. Interestingly, while the spin wave mechanism would

be ‘frozen out’ at low temperatures, the electronic mechanism will generally be larger at low temperatures

due to the temperature dependence of the asymmetry of scattering rates between majority and minority

electrons [85, 87, 88]. Thus, if the UMR effect disappears at low temperatures, then it can be inferred that

the spin wave mechanism dominantly determines the measured UMR.

Now let’s consider how one can modify the UMR devices to change the population of magnons. In these

experiments I use two methods to achieve this. The first is by modifying the geometry of the electrical

current that drives the SHE responsible for the generation and suppression of spin waves. In Fig. 6.3(a),

I show a diagram of the Au electrodes placed on top of the UMR bilayer, facilitating an electrical voltage

between a region of the UMR bilayer defined by the gap between the electrodes. For this electrode geometry,

the electrical current, and resulting spin current, occurs primarily in the region under the gap between the

electrodes. This results in spin waves being generated and suppressed in a small region underneath the gap

between the electrodes. These spin waves, once generated, are propagate throughout the magnetic film, into

regions far away from the electrode gap. Since the UMR measured in this geometry probes only the region

between the measurement electrodes, the increased ‘radiation damping’ that occurs as the gap length is

decreased, decreases the density of magnons present in the probed area. With this in mind, I manufactured

2µm x 1µm Py(5nm)Pt(3nm) bilayers with varying gap length between the electrodes. At an external

magnetic field of H=1000 Oe, the UMR was measured and normalized by the standard electrical resistance

of the device to compensate for path length difference between samples. Since the UMR is primarily linear in

current: UMR(I) = a · I, the UMR was measured as a function of current and the slope of this dependence

was recorded to quantify the UMR while decreasing the influence of measurement noise. This normalized
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Figure 6.3: (a) schematic depicting the UMR samples: Py(5)Pt(3) bilayers underneath Au electrodes sepa-
rated by varying gap length. (b) The normalized UMR plotted as a function of temperature for samples of
varying gap length.

value of UMR: UMR/(R∗I) is plotted in figure 6.3(b) as a function of temperature from T=15K to T=295K,

for gap lengths of 2µm, 250nm, and 100nm. This figure shows the normalized UMR decreasing as the gap

length is decreased. The effect is larger at high temperatures, consistent with the temperature dependence

of magnon population. However, to bring this result to the level necessary for publication, more work would

need to be done. The field dependence of the normalized UMR of these samples should be characterized.

The density of magnons as a function of gap length should also be calculated or potentially modelled using

micromagnetic simulations.

The second way that I’ve modified the population of magnons is by doping the magnetic material with

an impurity with strong spin-orbit interaction (SOI). In this implementation, the number of magnons is

reduced not by radiative damping, but by magnetic damping, where the energy and angular momentum of

the magnons are lost to the lattice, or directly into the dopants, via SOI. The first of these experiments

were performed with PyPt alloys, but large concentrations of Pt were required to significantly increase the

magnetic damping, drastically affecting various magnetic properties of the alloy. Alternatively, it has been

shown that light doping (1-5%) of Py with rare earth metals can increase the magnetic damping by over

2 orders of magnitude, with only marginal effects on the other magnetic properties of the alloy [203–205].

For Tb, these effects stem from the large SOI, as well as the orientation of the Tb spins anti-parallel to the

Py moments. In Fig. 6.4, I show the ferromagnetic resonance (FMR) spectra of a Py(20) film (a) compared

to the FMR spectra of a Py98Tb2(20) film (b). This spectra represents the microwave power at a given

frequency transmitted through the film plotted as a function of the external field strength, where the large

dip in transmitted power corresponds to the absorption of microwave energy into the lowest energy spin

wave modes. The frequency dependence of the linewidth of these curves is related to the magnetic damping

in the film: ∆H = ∆H0 + 2α · f/γ, where ∆H is the linewidth, ∆H0 is the intercept at zero frequency
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Figure 6.4: (a) Representative FMR spectra of a Py(20) film: transmitted microwave power vs external
field, at a driving frequency of 5.6GHz. (b) FMR spectra of a Py98Tb2 film, at a driving frequency of 13
GHz. The frequency of magnetic resonance is related to the external field via the Kittle formula [16]. The
FMR dip for this film was so broad that the measurements needed to be performed at a higher frequencies
compared to (a) in order to resolve the dip in transmission.

due to inhomogeneous broadening, α is the damping constant, and γ = 28.025GHz/T is the gyromagnetic

ratio [16, 18]. This relationship gives a damping constant α = 0.0078 for the Py film and a damping constant

of approximately α = 0.5 for the Py98Tb2 film, though the unusual shape of the Py98Tb2 spectra makes the

analysis less exact.

With this materials science work done, I was able to proceed with UMR measurements of 2µm x 1µm

bilayers of Py98Tb2(5nm)Pt(3nm). In Fig. 6.5, I show the UMR of the Py98Tb2 device compared to the

pure Py device, measured at 5mA and H=1000 Oe, for T=15-295K. The PyTb device, expected to have a

significantly reduced population of magnons, exhibited a UMR approximately 4 times smaller than the pure

Py device. These results suggest that the spin wave mechanism of UMR is dominant over the electronic

mechanisms, but in order for the work to be publishable, more work would have to be done to characterize

the temperature dependent magnon density for the Py and PyTb films, as well as the expected temperature

dependence of the electronic UMR mechanism.
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Figure 6.5: UMR as a function of temperature for a Py(20) film compared to a similar device that is doped
with 2% Tb.
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Chapter 7

Coherent Spin Waves Generated by

Spin Current in the Nonlinear Regime

7.1 Background on ’auto-oscillation’ spin wave modes

In the course of my PhD, I was also involved in two publications that are a part of an active general area of

research: the design of nanostructures that efficiently excite and/or guide propagating spin waves (also known

as magnons) [206–211]. The long-term technical goal for these studies is the creation of efficient sources of

coherent spin waves and waveguides that allow for their propagation over long distances. These devices are

hoped to be used in next generation computing technologies [212–216], and more recently have been used

as physical models for neural networks [217–219]. Currently, these devices allow for the transmission of spin

waves over relatively short length scales, generally a few µm. A large portion of the research in the field

is based around understanding the spectral characteristics and mechanisms of spin wave generation, the

nonlinear interactions between magnons, and increasing the length scale over which the spin waves can be

coherently transmitted [31, 220]. I will not review the field as a whole, but an interested reader can look at

the above citations to learn more.

The two projects in which I was involved were focused on a common nanomagnetic system: the spin

Hall/FM bilayer, where current driven through the spin Hall material drives spin current into the FM

layer, exciting spin waves. In these projects we studied the generation of magnons by spin currents in the

nonlinear regime: i.e. at currents larger than the threshold current above which the excitation of spin waves

fully compensates the decay of spin waves due to damping, as shown in figure 7.1. In this high current,

’auto-oscillation’, regime, the amplitude of the excited spin wave modes increases dramatically higher as a

101



Figure 7.1: Schematic depicting the motion of a spin in a nanomagnetic film in contact with a source
of spin current. The spin precesses around the equilibrium magnetization direction, often described as M̂z.
Interactions with systems that can take energy and angular momentum out of the spin waves cause damping,
a torque that acts on the magnetization to decreasing the amplitude of the spin wave (equivalently decreasing
the number of magnons) over time. Spin current driven into the nanomagnetic system excites magnons (or
equivalently increases the amplitude of the spin waves). This can be described as an ’anti-damping’ torque
that is directly opposite to the damping torque. When the spin current reaches a large enough value for the
anti-damping torque to completely compensate the damping torque, the nonlinear regime of ’auto-oscillation’
is reached, where large populations of coherent magnons are generated. Schematic generated from [17]

function of current compared to the low current regime [17, 32, 221–224]. Colloquially, this means that you

’get more bang for your buck’, exciting more spin waves per unit current than in the low current regime.

Furthermore, the magnon modes generated in this high current regime are coherent, i.e. in phase with each

other.

The difficulty in working in this nonlinear regime is that the physics of how spin waves interact, propagate,

and evolve in this regime is not well understood. As the amplitude of spin waves excited increases (i.e.

the number of magnons excited increases), the interactions between magnons increase as well, and these

self-interactions increasingly dominate the spatial propagation and time evolution of the excited spin wave

modes [39, 40, 225, 226].

At low currents, the spin waves that are excited by spin currents are expected to be well-described by

linear spin wave theory. These spin wave modes exhibit frequency-wavevector relationships that are well

known and can be written in terms of the external magnetic field strength, magnetic properties of the film,

and its geometry [1, 16]. Above the threshold current, or critical current, the spectral properties of the

magnon populations starts to deviate significantly from what is described by linear spin wave theory.

A common device that allows for efficient generation of spin waves in the nonlinear regime is the spin

Hall nano-oscillator (SHNO) [206–208], where two electrodes are placed on top of a bilayer of a spin Hall

material and a magnetic film, as shown schematically in figure 7.2. Generally, Pt is used as the source of
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Figure 7.2: Schematic depicting spin Hall nano-oscillator (SHNO), a common nanomagnetic device, generally
featuring two electrodes in close proximity to each other, directly in contact with a spin Hall material (e.g.
Pt), interfaced with a magnetic material (e.g. Py). The device is capable of generating large populations of
coherent magnons, generally confined near the region between the two electrodes.

spin current, and Py is used as the magnetic material. The electrodes are very close (less than 250nm),

and come to a point, leading to very large current densities, and correspondingly very large spin current

densities generated in the Pt layer, in the vicinity of the gap between the electrodes. This large spin current

density allows for the generation of spin waves in the Py film in the nonlinear regime, where the amplitude

of spin waves dramatically increases as the driving current is increased. However, the primary spin wave

mode that is excited in this geometry is what is known as a spin wave ’bullet’ or ’soliton’ mode. Although

the amplitude of the mode can be driven to be quite large, it cannot propagate.

The existence of this ’bullet’ mode was predicted in [227] in 2005, due to the similarities between the

nonlinear Schrodinger equation and the equation that describes the time evolution of the spin wave amplitude

when accounting for nonlinear interactions between magnons. The nonlinear Schrodinger equation describes

slowly evolving quasi-monochromatic wave packets that interact nonlinearly in a dispersive media [228].

One of the solutions to this equation is what is known as a ’soliton’ or ’bullet’ mode, characterized by an

imaginary wavevector (i.e. evanescently decaying away from the region of excitation).

While this bullet mode is interesting on its own, the fact that it cannot propagate makes it incompatible

with the technical goal of launching coherent, long range spin waves. In this following, I describe work in

which I was involved characterizing spin waves excited in this nonlinear regime. One of the projects is more

fundamental, characterizing the time evolution and spectral properties of these spin wave modes [40]. The

other project is a technical achievement, showing a device that simultaneously excites spin waves in the

nonlinear regime, and launches them into a spin waveguide allowing them to propagate [39].
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Figure 7.3: (a) Schematic of nano-gap spin Hall nano-oscillator (SHNO). The gap between the electrodes is
250nm by 1.8µm. The Py(5)Pt(4) bilayer is directly underneath the electrodes. (b-c) The BLS intensity vs
frequency for DC currents under (b) and over (c) the critical current threshold. Under the critical current,
only the linear FMR mode is excited. As the critical current is approached, the amplitude of the FMR mode
is increased. Above the critical current, two spectrally distinct modes are excited.

7.2 Controllable excitation of quasi-linear and bullet modes in a

spin-Hall nano-oscillator

As described in the previous section, the SHNO is a well-known device used to excited spin waves in the

nonlinear, ’auto-oscillation’, regime [figure 7.2]. The large spin current density in the region near the gap

between the electrodes efficiently excites a spin wave ’bullet’ mode localized to the region near the gap.

In the limit of low DC current densities, the spin waves that are excited by spin current can propagate

over microscopic distances and are well described by the standard, ’linear’, spin wave theories [1], but are

generally of much lower amplitude than the bullet mode. In this project, we use the standard and effective

magneto-optical technique µ-BLS to characterize a device in which the geometry of the electrodes creates

a spin current density in between these two regimes, with a spatial profile that allows for the generation of

both the bullet mode and the linear, propagating spin wave modes. These measurements allow us to describe

the spectral properties of these modes, their behavior as a function of the driving DC current, and their time

evolution.

A schematic of this device is shown in Figure 7.3(a), where the electrodes on top of the Py(5nm)Pt(4nm)
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Figure 7.4: (a) The DC current dependence of the peak intensity of the two modes excited above the critical
current threshold. (b) The DC current dependence of the central frequency of the two spin wave modes.The
high frequency ’quasi-linear’ mode continuously evolves from the linear FMR mode as the current is increased.
The low frequency ’bullet’ mode abruptly appears at currents above the critical current.

film are trapezoidal in shape, with the inner edges being 1.8µm long, separated by a gap of 250nm. In

µ-BLS, the reflected intensity of the probing laser spot characterizes the magnon population (equivalently

the spin wave amplitude) as a function of the spin wave frequency. For more information on this optical

technique, visit the chapter on BLS from optically inaccesible spin waves. The BLS spectra shown in

figure 7.3(b) and (c) show respectively the spectral distribution of spin wave generated below and above

the critical current threshold. Below the critical current threshold, the large peak in intensity corresponds

with ferromagnetic resonance (FMR), representing the lowest energy, k=0 mode from the linear spin wave

dispersion, i.e. uniform precession of the magnetic moments in the Py film. Above the critical current, in the

nonlinear regime, two spectrally distinct modes are observed, one clearly below the FMR frequency, and one

near the FMR frequency. This low-frequency mode is the spin wave bullet mode, while the higher frequency

mode is referred to as the ’quasi-linear’ mode, due to its spectral proximity to the FMR frequency.

The characteristics of these modes is elucidated further by looking at the spectral properties of the two

modes as a function of the driving DC current, shown in figure 7.4(a). As the DC current is increased near

the threshold current, the amplitude of the quasi-linear mode gradually increases, whereas the bullet mode

rapidly appears and increases in amplitude above the threshold current. Figure 7.4(b) shows the current

dependence of the central frequencies of these two peaks. From this plot it is clear to see that as the current

is increased the ’linear’ FMR mode shifts to lower frequencies, becoming the ’quasi-linear’ mode. This may

seem like a pedantic difference, but the difference in terminology points to the fact that the FMR frequency

is robustly and simply determined by the well-known linear spin wave theory, whereas the injection of spin

current above the critical current threshold significantly modifies the spin wave dispersion. In figure 7.4(b),
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Figure 7.5: (a) BLS spectra measured at IDC=34mA, at different time delays with respect to the start of
the driving current pulse, as labeled. (b) Time evolution of the two nonlinear modes, at IDC=34mA. Curves
show the exponential fits for the leading edge of the time dependence of dynamic magnetization. (c) Current
dependence of the delay time ∆t. The curve is a guide to the eye. The data were obtained at H=500 Oe.

it is also clear that the bullet mode is spectrally separate from the linear and quasi-linear modes.

The qualitative differences between the two modes are further elucidated by the time-domain evolution

of the current induced dynamics. Figure 7.5(a) shows the BLS spectra corresponding to different delay

times t relative to the start of the pulse of the driving current I = 34 mA. At t = 25 ns, only the high

frequency, quasi-linear mode is present in the spectrum. The low frequency bullet mode emerges at longer

delays, suggesting that the mechanism responsible for the formation of this mode is substantially different.

This is further illustrated by Fig. 7.5(b), which shows the time dependences of the intensities of the two

modes on the log-linear scale. The intensities of both modes increase with time exponentially, at a similar

rate. However, the HF mode emerges from the linear spin wave fluctuation background starting at t = 0,

immediately after the onset of the current pulse, while the LF mode starts to emerge with a significant delay

∆t of about 27 ns. The observation that the LF mode requires a certain time for its formation indicates that

the nonlinear self-localization is facilitated by the initial increase in the dynamical amplitude of the quasi-

linear mode. Figure 7.5(c) shows the current dependence of the time ∆t required for the bullet formation.

As the driving current IDC is increased from 33mA to 36mA, the value of ∆t monotonically decreases from
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100 ns to about 10 ns.

7.3 Nanomagnetic device capable of nonlinear generation and prop-

agation of coherent spin wave modes

In this section, we show a similar FM/NM bilayer device in which the spin Hall effect generates the nonlinear,

coherent ’auto-oscillation’ modes described above, with the additional ability to launch them into a waveguide

in which they can propagate. These capabilities are a result of several physical effects related to the carefully

chosen geometry of the device. The device consists of a 5µm long, 180nm wide, Pt(4nm)Py(15nm) wire.

Near the center of this wire, there is a region 200nm long in which the Py layer has been ion-milled down to a

thickness of only 5nm, as shown schematically and with SEM micrographs in figure 7.6. It is the interaction

between the coherent spin waves generated in this ’nano-notch’ region and the extended magnetic wire that

allow for the simultaneous generation and propagation of the coherent ’auto-oscillation’ spin wave modes.

First, let’s discuss the relevant spin wave physics in the ’nano-notch’ region. The thinner magnetic

layer in this region of the device exhibits two primary effects. One is that for this thinner geometry, more

magnons can be generated for a given magnitude of spin current. Essentially, by decreasing the thickness

of the magnetic element, but keeping the thickness of the spin Hall material the same, the total number of

spins in the magnetic layer is decreased, but the spin accumulation from the spin Hall effect is kept constant.

This leads to a larger effect from the spin current, and allows for considerably lower critical currents than

what was seen in the devices described in the previous section.

The second effect is that as the magnetic film is made smaller, the characteristic frequencies of the

spin wave modes in the film are pushed higher [1]. In the previous section, we saw that the nonlinear ’auto-

oscillation’ modes appear at frequencies near and below the lowest frequencies present in the linear spin wave

spectrum [40], as seen in figure 7.4. Spin waves from the linear spin wave spectrum at these low frequencies

are characterized by small wavevectors and group velocities, meaning that they do not travel very far before

dissipating. Once excited, the nonlinear modes can couple to the modes from the linear spectrum, following

energy and momentum conservation. However, any spin waves from the linear spin wave spectrum that are

excited via coupling to the nonlinear modes will not propagate far, because of their low wavevectors and

group velocities.

This limitation is overcome by using the ’nano-notch’ geometry. Generally, as magnetic films are made

thinner, the characteristic frequencies of the spin wave modes in the films are pushed higher. In this device,

the nonlinear modes excited in the nano-notch have a relatively high frequency, near 10 GHz, as seen in
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Figure 7.6: Schematic depicting the experiment. The sample is a 180nm wide, 5µm long Pt(4nm)Py(15nm)
wire. There is a 200nm long region in the center of the wire where the Py layer is ion-milled down to a
thickness of 5nm.
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Figure 7.7: Spectral characteristics of the ’auto-oscillation’ modes excited in the nano-notch region of the
magnetic nanowire. Representative BLS spectrum of auto-oscillations measured at I= 3.8 mA with the
probing spot positioned on the nanonotch. Symbols: experimental data, lines: Lorentzian fits of the spectral
peaks. Insets schematically show the transverse profiles of the dynamic magnetization corresponding to the
low-frequency (LF) and the high-frequency (HF) mode. b) Normalized color-coded map of the BLS intensity
in the frequency–current coordinates. c) Current dependences of the peak intensity for the LF and the
HF mode. Symbols: experimental data; lines: guides for the eye. The measurements were performed at
H0 = 2000 Oe.

figure 7.7. Let’s call it f0. The spin waves with frequency f0 from the linear spectrum in the wire are

characterized by larger wavevectors and group velocities, compared to the lowest frequency modes. Once

the nonlinear, coherent spin wave modes are excited in the nano-notch, they can couple to the modes from

the linear spectrum in the wire with frequencies near f0. Compared to the devices described in the previous

section, these indirectly excited linear spin wave modes will travel farther due to the larger wavevector and

group velocity of the spin waves.

So to recap, large amplitudes of moderately high frequency, coherent spin waves are generated in the

nano-notch region. These spin waves couple to the linear spin wave spectrum in the wire, allowing for the

propagation of the coherent spin waves along the wire. There is one final physical effect that enhances the

propagation of these spin waves. The spin current driven into the wire, while not strong enough to induce

auto-oscillations, does partially compensate the magnetic damping [figure 7.1]. This allows the coherent spin
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Figure 7.8: Coherent spin wave emission by the nanonotch oscillator. a,b) Color-coded spatial maps of the
BLS intensity measured at the frequency of the LF and the HF mode, as labeled. The maps were recorded
at I= 4.0 mA and H0 = 2000. Dashed lines on the maps show the outlines of the waveguide and of the
nanonotch. c) Same as (b), measured with reversed directions of the static magnetic field and of the driving
current. d) Symbols: dependence of the BLS intensity for LF and HF modes, as labeled, on the propagation
coordinate. Note the logarithmic intensity scale. Solid curve: Gaussian fit of the data for the LF mode;
dashed line: exponential fit of the data for the HF mode at x < −0.5 µm.

waves to propagate farther along the wire before dissipating.

In figure 7.8, the spatial profiles of the spin wave amplitudes are shown, indicating that the low fre-

quency ’bullet’ mode is localized near the nano-notch region, while the higher frequency ’quasi-linear’ mode

propagates along the wire. As expected from linear spin wave theory, the propagation direction of this

mode can be reversed by reversing the direction of the external field. The interested reader can read about

’Damon-Eshbach’ modes in [1] for derivations and details about this effect.

However, even with all of these fancy geometric tricks to enable and enhance the propagation of the

coherent spin waves, the propagation length is still quite small, as seen in figure 7.8(d). These data clearly

demonstrate that the spin waves emitted by the HF mode exponentially decay away from the nanonotch. By

fitting the data with the exponential function, we find the decay length L = 1.5µm, at which the amplitude

of the wave decreases by a factor of three. By comparing the intensities of the waves emitted to the left and

to the right, we also determine that the decay length is the same for the two directions, but the intensities

differ by about a factor of three. This finite, albeit small propagation length for coherent, high amplitude

spin waves, excited at low currents is a notable technical achievement. It points to the difficulties that must

be overcome before coherent spin waves can become a major component of computing technologies, as well

as the open research opportunities present around the generation and propagation of coherent spin waves.
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Chapter 8

Conclusion

In this thesis, I’ve outlined 6 research directions in which I was involved during my PhD research in Dr.

Urazhdin’s lab. The work was driven by experiments, mostly electronic and optical, but were supplemented

with simulations and some theory. My PhD had a broad focus, compared to many other physics PhDs, so

it can be beneficial to break down the general directions of research that my projects can be broken down

into, the key results of my PhD, and how they fit into their respective research communities.

Each of my projects involved some combination of three topics: magnetism, electron dynamics, and optical

metamaterials, allowing our group to study several different aspects of electromagnetism. We studied how

electrons could be manipulated at different voltages and under different external conditions (temperature,

external magnetic field etc.) to interact with magnetic materials. With the optical metamaterials, we

studied how the properties of light can be modified by materials with carefully chosen material properties

and geometries to change how the light interacts with magnetic materials.

Specifically, one of the big questions that our group was interested in answering was, “What is the

relationship between magnetism and spin-orbit effects?” This was especially central to my work on spin

relaxation in Pt. Projects like this one are important to the nanomagnetism research community, because

it is often difficult to distinguish, both conceptually and experimentally, the effects of different types of

magnetic moments and fields. For instance, the spin Hall effect is thought to have some contribution from

the orbital angular momentum of electrons, and some contribution from their spins, but experimentally

one is usually only sensitive to the net flow of angular momentum. Furthermore, the spin Hall effect is

attributed to spin-orbit interaction in bulk materials, which cannot be described as the effects of an effective

magnetic field, but often contains contributions from the actual magnetic fields present at interfaces due

to the spin-orbit interaction. Consequently, much of the nanomagnetism community holds pretty simplified
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understandings of the relevant magnetic effects, without always understanding key underlying details.

My work on Pt [36] was a small puzzle piece helping to clarify the influence of magnetic fields and

spin-orbit interaction on electron spins. I saw experimental results that could not be explained my modern

theories and proposed a new spin-orbit mechanism by which electron spins can depolarize. One of the key

results in that project was that this spin relaxation mechanism seemed to be suppressed by the presence

of the exchange field when Pt is directly interfaced with a magnetic material. In this way, we saw a direct

competition between the effects of magnetism and spin-orbit interaction on the dynamics of the spins in the

studied circuit. To drive home this analogy, we approximated the newly discovered spin-orbit effect relaxation

mechanism as a magnetic field and showed that the behavior of the electron spins were qualitatively different

in the limits of strong or weak local magnetic fields. However, as we continued to think about this project,

it became clear that analogy is only a cartoon, and its limitations actually show a key difference between

magnetism and some spin-orbit effects. This has to do with symmetry. Spins precess around magnetic fields,

because there is a well defined vector nature to the field: in some way the spatial symmetry around the spin

is broken. Some spin-orbit effects are a direct consequence of broken spatial symmetries (Dzyaloshinskii-

Moriya interaction, Rashba fields, Dresselhaus effect, etc.) and therefore lead to spin-orbit fields with well

defined vector natures. However, the spin-orbit effect that we discussed was a band-structure effect, and

while it directly influenced the state of the electron spin, it was not associated with a particular broken

spatial symmetry. Consequently there is no vector field about which the spins can precess. The spin-orbit

interaction in this case acted to mix up spin-up and spin-down bands, leading to depolarized spin states. As

nanomagnetism research continues to grow, it will be important for the community to carefully understand

the differences between the spin and orbital degrees of freedom of electrons.

I was involved in varying degrees with the other projects discussed in my PhD, but as a contributing

author, do not wish to take too much credit for making major contributions to the respective research

communities. However, the major results for those projects can be still be stated here. In “Spin-Transfer

due to quantum magnetization fluctuations” [37], we showed that the process of spin transfer, while often

approximated as a semi-classical effect, has some aspects that are strictly quantum and do not have classical

analogies. Specifically, we showed that electrons scattering with magnetic systems generate magnons by both

spontaneous and stimulated emission, like the process underlying lasing, and that this process is relevant

at temperatures much higher than most people in the magnetism research community expected. In “Anti-

reflection coating design for metallic terahertz meta-materials” [38] we showed that the drastic difference in

wavelengths between the THz ‘pump’ and optical ‘probe’ beams in many THz experiments can be exploited to

significantly enhance the capabilities of the experimental technique. By implementing an optical quarter-wave

interference coating, we drastically increased the signal to noise ratio of the experiment without influencing
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the THz physics that the experiment was probing. In the papers related to nonlinear spin wave modes [39, 40],

we studied how to generate and control spin waves in the high current density, nonlinear regime, where

interactions between magnons have strong effects on the dynamics of the spin wave modes. These projects

helped the research community understand how these modes are formed, the time scales over which they

evolve, and their spectral properties. By creating a special magnetoelectronic circuit, one of the key aspects

of these spin wave modes that limits their application was overcome. Generally, these nonlinear modes

are localized due to the bosonic attraction between magnons, meaning that they cannot be launched down

waveguides. The circuit studied in the paper overcomes this limitation by locally generating the nonlinear

spin wave mode and launching it down a waveguide with a carefully chosen geometry. In this waveguide,

the spin wave spectrum matches up with the frequency of the nonlinear mode. This allows the nonlinear

mode to be excited locally, then couple to the linear spin wave spectrum in the waveguide that is allowed to

propagate. If spin waves are to be used in next generation information transfer technologies, the ability to

create large amplitude propagating spin waves will be key.

Finally, I was the primary author on “Brillouin light spectroscopy from optically inaccessible spin waves”

(submitted to Physical Review Letters). The original goal of this work was technical and applied, “increase

the intensity and spectral resolution of BLS”. BLS suffers from both a low signal to noise ratio and a

low spectral range. We attempted to overcome this limitation by using a nanoscale conductive antenna,

to localize the energy of the incident light, and broaden the wavevector distribution of the local field.

While working on this project, we were able to clarify physics about light scattering at nanoscale that had

not been previously understood. This is interesting, because in many way light scattering seems like old

news. There are whole textbooks discussing the subject. However, many of these textbooks were written

before modern nanolithography techniques were invented, and consequently, the way that they discuss the

subject usually contains the underlying assumption that the spatial profile of the incident beam is mostly

uniform. However, in our project, we use a nanoscale conductive antenna specifically to modulate the

spatial profile of the incident beam. This is further complicated by the fact that light rotates its polarization

upon scattering with spin waves. The antenna that localizes the incident field also acts to re-radiate the

photons after scattering, however, the properties of the antenna are strongly polarization dependent. These

ingredients combined together to create a unique light scattering problem that hadn’t explicitly been clarified

in textbooks. Ultimately, we were able to account for these effects by an equation for the spectra of spin

waves scattered by light facilitated by the nano-antenna. This expression is similar to what is found in

Landau-Lifshitz “Electrodynamics of Continuous Media”, but is written in a way that carefully accounts for

the spatial modulation of the incident field and the polarization-dependent field localization and re-radiation.

This expression was not known to the community of researchers that perform and study Brillouin light
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spectroscopy. Of note, there is a key detail in the expression that can be taken advantage of in future

implementations of BLS: the local electric field before and after scattering are both equally important to the

light scattering process. The antenna that we used was designed to be plasmonically resonant. However, most

applications of plasmonically resonant antennas don’t involve a process that rotates the polarization of light,

so the antenna was only designed to be resonant for a single polarization of incident field. Our expression for

the BLS cross-section shows that an antenna that is resonant for both the polarization of incident and the

rotated polarization of the re-radiated light would be dramatically more effective. Our work clearly delineates

new knowledge that can be utilized for various applications that involve light scattering and/or plasmonic

resonances. Plasmonically resonant nanoparticles would, in theory, be the next step of nanostructure assisted

light scattering, as their symmetry allows them to both resonantly localize and radiate the light involved

in scattering. This could be a major step for spectroscopy in general. We showed some preliminary results

along this direction, and they were quite promising, showing no discernible decrease in the light scattering

cross section over the entire frequency range at which we measured. By clarifying these important details

of nano-optics, we have shown how spatially modulating incident light with metamaterials can dramtically

change the light-matter interactions, and paved the way for future researchers to implement similar nano-

antenna and nanoparticles to dramatically alter the light-matter interaction in ways that could be useful for

a variety of applications.

I’m happy with how my PhD turned out. I’ve learned quite a lot, and have made specific significant

contributions to modern fields of physics. Thanks to everyone who was involved in each step along the way!
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