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Abstract

Enhancing Document Understanding through
the Incorporation of Structural Inference

By Liyan Xu

Towards resolving a variety of Natural Language Processing (NLP) tasks, pretrained
language models (PLMs) have been incredibly successful by simply modeling language
sequences, backed by their powerful sequence encoding capabilities. However, for doc-
ument understanding tasks involving multi-sentence or multi-paragraph inputs, the
model still needs to overcome the inherent challenge of processing scattered informa-
tion across the entire document context, such as resolving pronouns or recognizing
relations among multiple sentences.

To address the motivation of effectively understanding document context beyond
sequence modeling, this dissertation presents an in-depth study on the incorporation
of structural inference, utilizing intrinsic structures of languages and documents. Four
research works are outlined in Chapters 3-6 that experiment with various structural
inference approaches for improving performance on document-oriented tasks. Par-
ticularly, Chapter 3 proposes to integrate syntactic dependency structures into the
document encoding process, capturing inter-sentence dependencies through designed
graph encoding in self-attention, which is shown effective for the task of machine
reading comprehension, especially under the multilingual setting. Chapter 4 investi-
gates different methods to perform inference on the discourse structure that concerns
coreference relations, allowing for higher-order decision making, thus higher qual-
ity predictions, in coreference resolution. Chapter 5 presents a novel formulation of
structural inference to facilitate joint information extraction. It incorporates a knowl-
edge specific structure that comprises entity relations, fusing multi-facet information
of document entities in terms of both coreference and relations, boosting towards
entity-centric information information. Lastly, Chapter 6 continues on the same task
as chapter 5, and explores the potential of the sequence-to-sequence generation as an
approach that performs implicit inference on linearized entity structures without spe-
cific decoder design, which is motivated by its unified encoder-decoder architecture
and inherent abilities to perform higher-order inference.

The results of the experiments presented in the dissertation demonstrate that
incorporating designed structural inference upon certain intrinsic structures of lan-
guages or documents can effectively enhance document understanding, showing im-
proved performance on various benchmarks for document-oriented tasks. This dis-
sertation highlights that modeling dependencies among different parts of the context
can lead to more accurate and robust encoding and decoding process, where auxiliary
information can be provided through modeling these structures, complementing the
sequence modeling of PLMs. Overall, the dissertation makes insightful contributions
to the field of natural language processing by investigating the potentials and bene-
fits of leveraging different structures for advancing the state-of-the-art in document
understanding.
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Chapter 1

Introduction

1.1 NLP in Document Understanding

In recent years, Natural Language Processing (NLP) has made significant strides in

addressing a wide range of document-related applications. In this dissertation, a

broader concept of “document” is used that refers to any multi-sentence or multi-

paragraph input, such as news articles, conversations or discussions, in lieu of other

tasks operating on a single sentence (e.g. sentence parsing). These documents of vast

varieties represent rich sources of information that require sophisticated processing

and analysis, highlighting the need for advanced NLP techniques to move towards

the goal of artificial intelligence for automatic text processing.

Given a document as input, one could ask the machine to perform different types

of downstream tasks of interest. For example, given the following paragraph:

“Dwight Tillery is an American politician of the Democratic Party who is active

in local politics of Cincinnati, Ohio. ... He also holds a law degree from the

University of Michigan Law School. Tillery served as mayor of Cincinnati from

1991 to 1993.”,

one could be interested in which person is being mentioned and what information can
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be extrapolated regarding this personal entity. Ideally, we would like the machine

to recognize Dwight Tillery as the main entity covered within this text snippet, and

to also identify other important facts such as what role and location he serves, and

where he obtained his law degree from. Such questions examplify a classic task in

NLP as called Information Extraction (IE), and one could also ask other questions of

different types, e.g. classify the paragraph into certain categories, or summarize the

long paragraph in a few sentences.

Nevertheless, the ultimate objective in driving machine intelligence on documents

is to achieve semantic understanding of their content, as we refer as “document un-

derstanding”, which is the foundation for any specific downstream tasks. Recent

advancements in deep learning techniques have facilitated tremendous progress in

this direction, empowering strong document encoding and task decoding capabilities.

Especially, the developments on document encoding is mostly coupled by the sequence

modeling from pretrained language models (PLMs) such as BERT [14], bringing en-

hancement to both the efficacy and simplicity of NLP approaches.

However, it could be argued that sequence modeling is not the sole solution:

leveraging certain intrinsic structures of the document beyond its sequence form could

bring additional benefits and insights. Throughout this dissertation, I will show that

when we combine both - utilizing certain structural inference in addition to sequence

modeling, could induce further improvement for certain document-oriented tasks.

While leveraging structural inference is the central theme of this study, it does

not encompass the entirety of my doctoral research. In Section 1.2, three distinct

challenges encountered in document understanding are outlined, and each of these

facets has been investigated in my prior research endeavors. Nonetheless, the present

dissertation will primarily delve into the first aspect - incorporating the optimization

of structural inference, which can play a critical role in context encoding and task de-

coding, and is fundamental to achieve a more profound understanding of documents.
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1.2 Challenges and Motivations

In this section, three unique challenges are delineated that are pertinent to document

understanding, which detail the motivation behind the presented approaches to ad-

dress each aspect. The first aspect, being the main theme of this dissertation, will be

described and discussed in further details throughout this dissertation.

1.2.1 Scattered Information

In the document input, information is scattered across sentences and paragraphs, and

it is often needed to capture the relationships between different parts of the document,

and reason across sentences to gain a complete view of information. For instance, in

the example from Section 1.1, in order to obtain the fact that Dwight Tillery received

his law degree from University of Michigan, the system needs to understand that the

pronoun “He” refers to the personal entity of Dwight Tillery, where the reasoning

spans across two nonadjacent sentences.

Dwight Tillery is an American politician of ...

...

He also holds a law degree from the University of Michigan Law School.

...

Above example shows how the information extraction could benefit from incorpo-

rating coreference, a type of discourse structure across sentences. Without realizing

the coreference structure from these two parts, the system would only perceive scat-

tered and partial facts, while losing the inner logical connection that the document

is trying to express.

Depending on the downstream tasks, the reasoning could utilize different language

structures, either syntactic structure, discourse structure, or knowledge-specific struc-

ture (e.g. relation structure), such that these additional structural information could
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further guide the document encoding and task decoding, rather than completely re-

plying on the sequence modeling. A background introduction of different structures

explored in this dissertation is covered in Chapter 2.2.

In essence, our underlying motivation and intuition is that, a document is more

than a mere concatenation of sentences; rather, it embodies intrinsic structures. In

light of this, research presented in this dissertation (Chapter 3-6) targets on how to

utilize certain structures for document-input tasks, with the aim of augmenting the

document understanding process.

1.2.2 Limited Supervisions

Another challenge in document understanding pertains to the limitations of avail-

able supervisions. Unlike sentence-level tasks that are relatively easy to annotate,

document-level tasks often require specialized task knowledge and complex labeling

procedures, as they usually require inference conditioned on the entire context, which

limits the availability of labeled data. Furthermore, large-scale annotating is often

not feasible due to time, budget, and personnel constraints. The scarcity of anno-

tated supervisions is further exacerbated in low-resource languages. Consequently,

developing effective solutions for document-level tasks under these constraints is also

a critical aspect in document understanding research.

During my doctoral research, two settings under the challenge of limited supervi-

sions are specifically addressed.

Cross-Lingual Transfer First, I target on improving zero-shot cross-lingual trans-

fer on different tasks, especially for low-resource languages. The motivation is based

on the observations that: 1) the zero-shot performance on low-resource languages

is not on par with that on English that has relatively ample supervisions available

for various tasks [11, 76]; 2) few annotated supervisions exist for those low-resource



5

languages, hindering the improvement by direct training.

To overcome this challenge, my work [73] proposes an iterative self-learning frame-

work for various multilingual tasks that adopts a multilingual PLM as the backbone,

while it iteratively grows the training set by adding predictions of low-resource lan-

guages as silver labels. An explicit uncertainty estimation phase is incorporated in

this framework to select high-confidence predictions more accurately, as higher qual-

ity of silver labels should lead to higher self-learning efficacy, thus better cross-lingual

transfer performance.

Weak Supervisions As noted above, large-scale annotating process could be un-

feasible for certain tasks due to time and budget constraints. An example within

this realm is information extraction on web corpus, as their expressions and prop-

erties of interest are always evolving. My work [75] specifically addresses the task

of product attribute extraction on e-commerce corpus, where new types of products

and attributes are constantly emerging in the real world, thereby making it untenable

to have high-coverage human annotations that accurately capture the ever-changing

attribute values and types.

To tackle the challenge of limited resources of supervisions, the proposed model

is aimed to work under light supervision, by introducing only a relatively small seed

attribute set in training. Since the seed set only provides sole semantic signals re-

garding seed attributes, the majority of the corpus lack proper supervision, as most

of them are absent from the seed set. The model leverages additional signals by fully

exploiting document context through self-supervised and unsupervised regularization,

achieving discovery of new attribute values and types beyond the seed set.
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1.2.3 Domain Adaptation

The last challenge addressed for document understanding is domain adaptation. The

motivation is straightforward: since different forms of documents exist, it is desir-

able for the model to keep as much capability on a new domain of interest. Typ-

ically, the training resources often comprise articles, including news/magazine arti-

cles and Wikipedia articles, either news/magazine articles or Wikipedia articles, e.g.

OntoNotes corpus [49], SQuAD corpus [53]. For document-input tasks, it is impera-

tive to examine the performance when switching to a new domain, such as dialogues

or medical domain. In my doctoral research, two settings of domain adaptation are

investigated.

Dialogue Domain I study the adaptation of coreference resolution task trained

mostly on articles to multi-party dialogues. First, dialogue-unique characteristics such

as speaker interaction encoding are addressed by my work [70] that achieves state-

of-the-art performance on four dialogue-domain test set. Second, online coreference

resolution is specifically proposed by my work [71] for chatbot applications, where

the system is expected to extract entities from the latest utterance turn-by-turn, and

identifies their coreferent entities from the dialogue history.

Medical Domain Similar to dialogues, medical documents possess their own traits

distinct from those of general domain articles. Especially, clinical notes from doctors

or other healthcare professionals are frequently long and noisy without sufficient an-

notations. My work [72] overcomes this issue by employing reinforcement learning

to trim out noisy paragraphs that are irrelevant to the task objective. Additionally,

another work [39] demonstrates the effectiveness of domain adaptation by pretraining

models on large-scale in-domain corpus through the self-supervised language model

objective.
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1.3 This Dissertation

The remainder of this dissertation focuses on the aspect of the first challenge, where

various structural inference is introduced to strengthen the document understanding

facing scattered information across context.

Chapter 2 introduces the technical foundations, in regards to the strong encoding

capabilities of sequence modeling by pretrained language models, as well as introduc-

ing various language and document structures that are employed in this dissertation.

Chapter 3 presents the work of incorporating inference on syntactic structures

in document reading comprehension [74]. Specifically, the structure comprises cross-

linguistically consistent syntactic features from Universal Dependencies (UD) [47],

such that any document can be represented as a syntactic dependency graph in a uni-

fied format regardless of languages, in additional to the original language sequence.

This work then proposes to encode the graph structure in self-attention, particu-

larly addressing both inner-sentence and inter-sentence graph structures via encoding

one-hop and multi-hop dependencies explicitly. Evaluation is conducted on multiple

datasets in different languages, showing that although the original raw document text

of each language can exhibit its own unique linguistic traits, the transformation to

syntactic structures can serve as the anchors across multiple languages, and the model

benefits from a closer gap of cross-lingual structural representation.

Chapter 4 presents the work of leveraging discourse structures in coreference res-

olution [69]. Coreference resolution is an important step towards the context under-

standing, as shown by the example in Section 1.1. This work identifies the issue of

error-prone local decisions existed in previous work, and proposes to alleviate this

problem by performing higher-order inference that utilizes the discourse structure.

In particular, the structure considers the coreference itself (a discourse relation that

arises when two mentions refer to the same entity) between any two entity mentions in

the document. It first creates the discourse structure from the input document, where
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each node is an entity mention. It then focuses on different methods of higher-order

inference, performing structural inference to obtain a less error-prone coreference res-

olution prediction.

Chapter 5 introduces novel inference on knowledge-specific structures in joint in-

formation extraction. Concretely, the structure concerns the (predefined) relations

between any two entity mentions in the document. This work performs structural

inference upon this graph, bridging multi-facet information of entities, including coref-

erence resolution and relation extraction, which is shown to improve the performance

on two document-level joint extraction datasets.

Chapter 6 continues on the topic of Chapter 5, but with a different paradigm

for resolving the document-level joint information extraction problem. Unlike the ap-

proach in the previous chapter, which performs explicit structural inference, this work

investigates sequence generation as an alternative method that implicitly considers

entity structural interaction through a designed generation schema. By modeling the

task as a sequence-to-sequence generation problem, this approach could potentially

exploit complex dependencies between entity mentions, without relying on predefined

decoding inference on graph structures.

Finally, chapter 7 concludes this dissertation, summarizes the research presented

throughout the preceding chapters, and reiterates the importance to exploit intrinsic

language structures in document understanding.
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Chapter 2

Technical Foundations

Prior to the emergence of deep learning techniques in natural language processing

(NLP), traditional language structures such as syntactic parsing trees, which were

defined in the field of computational linguistics and related disciplines, were commonly

utilized as fundamental features for modeling languages in downstream NLP tasks. In

recent years, however, there has been a significant shift in academic focus from these

traditional structures towards higher-level NLP tasks that are more closely aligned

with real-world applications. This shift can be largely attributed to advances in

deep learning, particularly pretrained language models (PLMs), which offer powerful

encoding capabilities based on sequence modeling. Thus, they reduce the complexity

to approach most NLP tasks, as modeling based on those traditional structures is no

longer necessary.

In this chapter, the technical background of PLMs is first introduced in Section 2.1,

highlighting their essential role in achieving language understanding in modern NLP

approaches. However, it is important to note that sequence modeling may not always

provide the optimal solution. In Section 2.2, several important structures of languages

and documents are then introduced, which are later demonstrated in this dissertation

on how they could be leveraged to provide complementary information beyond the
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sole sequence modeling.

2.1 Sequence Modeling

Pretrained language models focus on modeling the given text sequence, which is the

original form of natural languages. By encoding the sequence of lexical words or

tokens into embedding space, PLMs can directly represent the context semantics

without the need of extra features.

Transformers Most pretrained language models, as of 2023, adopt the Transform-

ers architecture [60] or its variant, which is a stack of multiple Transformers layers.

Each layer features the self-attention mechanism of multiple attention heads, followed

by a fully connected feed-forward network.

Given a sequence of length n, and its input hidden states in embedding space

x1:n := (x1, . . . , xn), self-attention first transforms each hidden state into query, key,

and value representation. Each position i then attends on every position j = 1, . . . , n,

acquiring a self-attention score αij. At each attention head, the attention distribution

is computed by the softmax of scaled dot-product over the query and key represen-

tation:

eij = (xiWQ)(xjWK)
T (2.1)

αij =
exp(eij/

√
dk)∑n

k=1 exp(eik/
√
dk)

(2.2)

WQ,WK ∈ Rdx×dk are query and key parameters of each attention head, and dx/dk

is the dimension of the input/key hidden state. The output of self-attention z1:n :=
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(z1, . . . , zn) is obtained by the weighted sum over the value representation:

zi =
n∑

j=1

αij(xjWV ) (2.3)

where WV ∈ Rdx×dv is the value parameter, with dv being the hidden size of values.

z1:n then goes through the feedforward neural network, yielding a new sequence

of hidden states x′
1:n := (x′

1, . . . , x
′
n), as the output of one entire Transformers layer,

which can be fed to another Transformers layer, repeatedly. Each layer can be viewed

as a basic building block in PLMs.

Pretrained Language Models The first well-known PLMs that revolutionized

NLP is BERT [14], which consists of 12 or 24 Transformers layers, depending on the

model size. PLMs acquire their powerful sequence encoding capabilities through pre-

training on large-scale corpus using self-supervised language model objectives. Specif-

ically, BERT adopts the masked language model (MLM) objective, which enables it

to encode bidirectional context. For generative models such as GPT [4], the causal

language model (CLM) is used to encode unidirectional context. Certain PLMs also

adopt other objectives, such as ELECTRA [10].

The primary strength of PLMs is their ability to provide contextualized embedding

representations. As a result, the hidden states generated by these models encode the

semantics of the entire context, making them ideal general encoders for a wide range

of NLP tasks. This strong encoding capability is a crucial property that underpins

the success of PLMs in many NLP applications.

PLMs can be categorized into three types, according to their usage paradigms.

• Encoder only: e.g BERT, which aims to obtain good embedding representation

of the sequence, mainly for various classification-based tasks.

• Decoder only: e.g. GPT, which is common for language modeling and other



12

generative tasks.

• Encoder-Decoder: e.g. BART [32] and T5 [52], which supports generative tasks

while strengthening the context understanding.

In this dissertation, all the experimental settings involve models of PLMs to encode

the document context, especially the encoder model BERT. In Chapter 6, encoder-

decoder models are also employed.

2.2 Structures within Documents

In this section, two linguistic-related structures are introduced, which can be used

to represent context features prior to embedding-based representation. The relation

structure, as a form of knowledge-specific structure, is briefly introduced in the end.

Syntactic Structure Syntactic structures refer to the hierarchical organization

of words in a sentence based on their grammatical functions. In traditional NLP

approaches, syntactic structures, such as Part-of-Speech (POS) tags and dependency

relations, have been widely used as fundamental features for developing models in

various downstream tasks. These structures can provide valuable insights into the

underlying syntactic relationships between words in a sentence and can help models

better understand the context of the text. An example of the syntactic dependency

structure is shown in Figure 2.1, which is utilized in Chapter 3 for document-level

context understanding.

Discourse Structure Discourse structures refer to the larger organization of sen-

tences and paragraphs in a document. They describe how individual sentences or

utterances relate to each other in terms of meaning and function. In this dissertation,
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Figure 2.1: Example of the syntactic dependency structure. Source: https://

upload.wikimedia.org/wikipedia/commons/c/c3/Syntactic_functions_1.png

the coreference, a discourse relation concerning mentions in different places of the

document referring to the same entity, is considered in Chapter 4-6, to encode a more

complete view of document context understanding.

Relation Structure In Chapter 5, a particular structure of the document is utilized

- relation structure, which consists of relation instances in triples, and is common

seen in knowledge base (KB)-related tasks [3]. Unlike structures that aim to preserve

linguistic meaning, the relation structure is designed to represent specific knowledge

of interest. As such, it is not intended to capture the nuances of language but rather

to serve as a tool for representing structured knowledge conveyed in the document

context. It provides a natural way to represent the relationships between entities

given the context, and has been employed heavily in tasks such as entity linking and

entity disambiguation.

https://upload.wikimedia.org/wikipedia/commons/c/c3/Syntactic_functions_1.png
https://upload.wikimedia.org/wikipedia/commons/c/c3/Syntactic_functions_1.png
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Chapter 3

Syntactic Structures for Reading

Comprehension

3.1 Introduction

In this chapter, I demonstrate that syntactic structures, despite their diminishing

importance in deep learning era, can still present a meaningful impact to document

understanding through designed structural inference, especially in a multilingual con-

text.

As syntactic structures were once instrumental in language representation prior to

the advent of word embedding, they have since been eclipsed by the impressive perfor-

mance of pretrained language models. My research indicates that, while embedding

representation from language models is powerful, incorporating syntactic structures

of document input can serve as an anchor point to align diverse languages and pro-

vide additional guidance in document encoding. Experiments in this research work

suggest that the proposed inference on syntactic structures is able to gain substan-

tial improvement on certain languages, up to 11.2 Exact-Match for machine reading

comprehension.
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3.1.1 Universal Dependencies (UD)

Universal Dependencies (UD) is a unified framework for providing cross-linguistically

consistent part-of-speech (POS) tags, morphological features, and syntactic depen-

dencies across over 90 languages [47]. With over 100 treebanks now available thanks

to extensive annotation efforts, several toolkits have been developed, such as Stanza

[51] and UDPipe [58], which can provide state-of-the-art performance on obtaining

universal syntactic features for multiple languages. The incorporation of UD features

has significant potential for cross-lingual applications.

3.1.2 Motivations

In this study, I focus on incorporating UD features, specifically, syntactic dependency

structures on a document-level, in an important document understanding task: ma-

chine reading comprehension (MRC). Especially, I adopt the multilingual setting of

zero-shot cross-lingual transfer, leveraging the potential of UD to align multiple lan-

guages syntactically. The motivation is that while each language may possess unique

linguistic traits in its raw text, cross-linguistically consistent syntax can serve as the

anchor point to a more unified format. For instance, Figure 3.1 depicts parallel sen-

tences in English and Japanese that differ significantly in sentence structure. By

providing additional clues from universal syntactic dependencies, my model aims to

reduce the gap in cross-lingual representation, benefiting from the explicit alignment

provided by the dependency graph structure.

Past research has demonstrated the effectiveness of syntactically informed models

in machine translation [6, 87] and other intra-sentence tasks such as Semantic Role

Labeling (SRL) [59, 27]. Although the utilization of additional syntactic clues has

become less common with the emergence of pretrained language models like BERT

[14], which implicitly encode linguistic notions of syntax [19], the potential value of
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He bought a house in 2016 彼は2016に家を購⼊しました

bought

し, まし, たHe house

a

2016

in

購⼊

彼

は

家

を

2016

に

Figure 3.1: Syntactic dependency representation of parallel sentences in English and
Japanese. The aligned verbs and nouns of the same meaning are marked by the same
color. Two languages have quite different sentence structure, while the main compo-
nents (verbs and nouns) have the same graph structure under syntactic dependencies,
reducing the cross-lingual gap on the representation.

incorporating syntactic features for multilingual document understanding remains an

open question. This work seeks to address this question by explicitly addressing inter-

sentence relations during the inference on a cross-linguistically consistent syntactic

graph, extending beyond the direct intra-sentence syntactic relations explored by

previous monolingual MRC models such as SG-Net [88].

3.1.3 Problem Formulation

To model this particular research problem, my proposed approach builds upon multi-

lingual pretrained language models as a backbone, featuring direct zero-shot transfer

where the entire model is trained only on the source language and evaluated on test

sets in multiple target languages directly. This approach aims to be an augmentation

and can be further combined with other cross-lingual transfer techniques that involve

training with target languages, such as adding translations to target languages during

training [21, 31, 12, 82].

To address the challenge of utilizing syntactic structures in this document un-

derstanding task, Inter-Sentence Dependency Graph (ISDG) is firstly introduced in

Section 3.2.2. ISDG is a document-level graph structure that connects the syntactic

dependencies of each sentence. An ISDG encoder is then proposed that stacks upon a
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pretrained language model, adapting self-attention [60] to encode the ISDG structure

and relations. The encoder comprises two components: a ”local” component that

models the one-hop relations directly among graph nodes, and a ”global” component

that focuses on multi-hop relations by explicitly modeling the syntactic dependen-

cies across sentences. In particular, to circumvent the giant graph matrix for a long

document, ”soft” paths are defined that approximate full paths between every node

pair based on the unique characteristics of the ISDG, and inject these paths as new

representations of keys and queries in self-attention.

My approach is evaluated on three multilingual MRC datasets (XQuAD [1], MLQA

[33], TyDiQA-GoldP [7]) using three different pretrained language models, testing the

generalizability of the approach across 14 test sets in 8 languages that are supported

by UD. Empirical results demonstrate that my proposed structural inference improves

zero-shot performance on all test sets in terms of either F1 or Exact-Match (EM),

with the on-average performance on all three datasets being boosted by up to 3.8

F1 and 5.2 EM. My approach also achieved up to 5.2 F1/11.2 EM improvement on

certain languages. These results validate our motivation that the zero-shot perfor-

mance can benefit from cross-linguistically consistent syntactic structures for most of

the experimented languages. My analysis shows that the proposed attention on the

global inter-sentence syntactic dependencies plays an important role.

3.2 Approach

This section begins by a brief overview of the multilingual pretrained language model,

which serves as the backbone as well as baseline in our experiments. It then introduces

UD features and details how to encode syntactic structures using both local and global

encoding components in the proposed ISDG encoder.
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3.2.1 Multilingual Pretrained Models

Multilingual pretrained language models typically employ the Transformer architec-

ture [60] for sequence encoding. In my approach, I utilize its direct zero-shot perfor-

mance on target language sequences (documents in target languages) as the baseline.

Following the previous work on the span-extraction MRC task, the same input

format is used where the question and context are packed in a single sequence. The

same decoding scheme is also used in all our experiments, where two linear layers

are stacked on the encoder to predict the start and end positions of the answer span

respectively. The log-likelihoods of the gold start and end positions is, ie are being

optimized during training:

ps/e(i) = softmax
(
W

s/e
L xi + b

s/e
L

)
(3.1)

L = − log ps(is)− log pe(ie) (3.2)

ps/e(i) is the likelihood of token i being the start/end position, W
s/e
L and b

s/e
L are

the parameters for the linear layers, and L is the loss function. The final selected

prediction is the span with the highest sum of start and end likelihood.

3.2.2 Syntactic Features

Universal POS A learnable embedding layer is used for the 17 POS types defined

by UD. For each subtoken, its POS embedding is concatenated along with its hidden

state from the last layer of the pretrained models, serving as the new input hidden

state for the following graph encoder.

Universal Syntactic Dependencies UD provides the syntactic dependency fea-

tures for each word in a sentence, including its head word and the dependency relation

to the head word. Each sentence contains one unique root word with no head word.
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In this work, only the main relation types from UD are used, without considering

subtypes. The syntactic dependency features are consumed by the proposed model

as described below.

3.2.3 Inter-Sentence Dependency Graph (ISDG)

As MRC is a document-level task, the input typically includes multiple sentences for

the context and question. While previous research has primarily focused on encoding

raw syntactic dependencies within each sentence directly, I propose to further consider

global syntactic structure across sentences to strengthen the document encoding. To

achieve this, Inter-Sentence Dependency Graph (ISDG) is constructed, utilizing the

dependency trees of each sentence to construct the global syntactic structure. An

example of ISDG is shown in Figure 3.2.

To construct ISDG, the original dependency tree of each sentence is firstly ob-

tained; the reserve relation from each head word to its child words is added. The

tree is then adapted to the subtoken level by splitting each word into nodes of its

corresponding subtokens, where each subtoken node shares the same relations as the

word. Among all subtokens from the same word, they are fully connected by a spe-

cial relation subtoken, and also self-connect each node by a special relation self. For

special subtokens such as [CLS] and [SEP], only the self-connections are assigned.

For the rest of this paper, “nodes” refer to graph nodes on the subtoken level.

Next, all independent dependency trees are connected to construct the final ISDG

structure. All root nodes within context sentences are fully connected with a special

relation cross-sentence; another special relation cross-type is used to fully connect

all root nodes between question and context sentences, distinguishing the dual input

types. This enables each node in the ISDG to reach any other node through a one-

hop or multi-hop dependency path, building the global syntactic relations. The design

objective of ISDG is to keep all raw syntactic features as well as adding the visibility
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of the cross-sentence input structure.
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Figure 3.2: A simplified example of the ISDG is shown. Nodes are connected by
syntactic dependency relations; reverse relations are prepended by “R-”. Special
types of cross-sentence and cross-type connect root nodes of the dependency trees,
marked by the blue color. For simplicity, the self-connection on each node is omitted,
as well as the subtoken relations among subtokens of “em”, “##bed”, “##ding”.

3.2.4 ISDG Encoder: Local Encoding

For each input, the proposed ISDG encoder is dedicated to encode its ISDG obtained

above, and it consists of two components: the local encoding component that fo-

cuses on the local one-hop relations directly (Section 3.2.4), and the global encoding

component that further accounts for the global multi-hop syntactic relations across

sentences (Section 3.2.5).

The local encoding component adapts the idea of relative position encoding that

has been explored by several recent work [57, 13, 5]. Denote the hidden state of



21

yesterday

studied

John

word

em ##bed ##ding .

feels

He good .

it

about

feel

does John good

about

What ?

nsubj

R-o
bj

R-nsubj

obj

R
-o

b
j ob

j

objR-obj
obl

R-obl
punct

R-punct

cm
p

d

cm
pd

cm
pd

R
-c

m
p

d

R
-cm

pd R-
cm

pd

nsubjR-nsu
bj R-punct

punct

R
-xcom

pxc
om

p
ob

l

R
-obl

ca
se

R
-case

obj

R-o
bj

nsub
j

R
-n

su
bjau

x
R-a

ux xcomp
R-xcomp

punct

R-punct

R-case

case

cross-type
cross-ty

pe

cross-sentence

Context Sentence 1: 
John studied word embedding yesterday. 

Context Sentence 2: 
He feels good about it.

Question Sentence: 
What does John feel good about?

[CLS] QUESTION [SEP] CONTEXT [SEP]
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Figure 3.3: An overview of the model architecture is shown. The proposed ISDG
encoder is stacked upon the pretrained language model, and encodes the local one-
hop and global multi-hop dependency relations in the obtained multi-sentence graph
structure.
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each input node at sequence position i as xi, which is the concatenation of its POS

embedding and its hidden state from the pretrained model. The hidden state of the

relation type from node i to node j is denoted as rij, which is obtained from a separate

learnable embedding layer. The structure of one-hop relations are injected into the

self-attention as follows:

eLij =
(
(xi + rij)WQ

)(
(xj + rji)WK

)T
(3.3)

= (xiWQW
T
Kxj)︸ ︷︷ ︸

(a)

+(xiWQW
T
Krji)︸ ︷︷ ︸

(b)

+ (rijWQW
T
Kxj)︸ ︷︷ ︸

(c)

+(rijWQW
T
Krji)︸ ︷︷ ︸

(d)

eLij is the raw attention score that takes into account the local one-hop relation type

from node i to j in ISDG; WQ and WK are the query and key parameters. In

particular, Eq (3.3) can be decomposed and interpreted by four parts. The term (a)

is the same as the original self-attention; the term (b) and (c) represent the relation

bias conditioned on the source/target node; the term (d) is the prior bias on the

relation types.

However, the vanilla injection in Eq (3.3) cannot fit for ISDG directly, and two

adaptations are made to address the following issues.

First, let dx and dr be the hidden size of nodes and relations; Eq (3.3) requires

equal hidden sizes dx = dr. For each input sequence, the embedding matrices of nodes

and relations have sizes ndx and n2dr respectively. Therefore, it would be impractical

to keep dx = dr for the document-level task where n can be quite large. The first

adaptation sets dr to be much smaller than dx and uses another set of key and query

parameters for the relations. The relation matrix is also shared across attention heads

to reduce the memory usage.

Second, since ISDG is not a complete graph, a none type is set for any rij with
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no relations. However, this would introduce a non-trivial inductive bias in Eq (3.3),

as none type can be prevalent in the graph matrix. Thus, attention masking M

is applied on the attention scores by the none type specified in Eq (3.4) and (3.5),

similar to Yao et al. [79], Zhang et al. [88], enforcing the inductive bias to be 0 among

nodes that are not directly connected.

Lastly, the relations are injected into the value representation of self-attention as

in Eq (3.6). The final normalized attention score αL and output zL are computed as:

Mij =


1 rij ̸= none

0 otherwise

(3.4)

αL
ij =

exp(Mij · eLij/
√
dx)∑n

k=1 exp(Mik · eLik/
√
dx)

(3.5)

zLi =
n∑

j=1

αL
ij(xjWV + rijWRV ) (3.6)

WV ∈ Rdx×dx andWRV ∈ Rdr×dx are the query parameters for the nodes and relations.

Note that multiple layers of the local encoding component can be stacked together to

implicitly model the higher-order dependencies, however in practice, stacking multiple

layers are constrained by the GPU memory, and quickly becomes impractical under

the huge document-level graph matrix.

3.2.5 ISDG Encoder: Global Encoding

Next, the following global encoding component is proposed and integrated into the

ISDG encoder, for the fact that each pair of nodes in ISDG always has a dependency

path of relations, and making use of this multi-hop relations should further provide

stronger sequence encoding. Previous work has addressed multi-hop relations by

directly encoding the shortest path between two nodes for sentence-level tasks [91, 5].

However, this is not practical for the MRC task, as the sequence length n can be
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much larger for the document-level input. Let lp be the maximum path length, dp be

the hidden size for each path step. The size of the path matrix is n2lpdp that includes

each pair of nodes, which can easily consume all GPU memory.

To address the above challenge, my proposed global encoding component utilizes

an approximated path between any two nodes, rather than the full path, referred as

the “soft” path, which has a much lower space complexity than the full path matrix,

making it possible for the model to encode the multi-hop relations give the long input

sequence.

The rationale behind “soft” paths is the observation that the paths of many node

pairs are heavily overlapped: for any cross-sentence node pairs, each of the node

always goes through its root node. Denote p†(i) as the outgoing path of hidden states

from node i to its root node ir:

p†(i) = (xi, rik1 , xk1 , rk1k2 , . . . , rkiir , xir)

with k1, . . . , ki being the intermediate nodes in the path. Similarly, denote p‡(i) as

the incoming path from root node ir to node i, which has the reverse order of p†(i).

The “soft” path τij is then defined from node i to j as:

τij = (xi, . . . , xir, xjr, . . . , xj)

= p†(i)⊕ p‡(j) (3.7)

xir and xjr are the root nodes for i and j, ⊕ denotes the concatenation. τij largely

captures the true shortest paths of cross-sentence node pairs and only loses one in-

termediate relation rirjr between the two root nodes; for within-sentence pairs, τij

can become non-shortest path, but still provides auxiliary information over the direct

one-hop relations in the local encoding component. An illustration of the “soft” paths

are shown in Figure 3.4.
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A

B C

D E F

G

IH

J K L

E C A G H K
R1 R2 R3 R4 R5

p†(E) p‡(K)≈

p†(E) ⊕ p‡(K)

True Path

“Soft” Path:

LSTM

Self-Attention:   Query     Key  

Figure 3.4: Illustration of the “soft” path. Two dependency trees are depicted with
root nodes A and G. True paths of all node pairs are heavily overlapped, as each node
needs to go through its root node. The “soft” path from node E to K is shown, which
is the concatenation of the outgoing path of node E: p†(E), and the incoming path
of node K: p‡(K), as an approximation of the true path.

As a result of the “soft” path trade-off, the approximated path of global multi-hop

relations can now be fit into self-attention. The outgoing and incoming “soft” paths

are encoded by long short-term memory (LSTM), of which hidden states are denoted

by
−→
hi,t and

←−
hi,t at the step t for the node i:

−→
hi,t ← LSTM(s†i,t,

−−−→
hi,t−1; θ

†) (3.8)

←−
hi,t ← LSTM(s‡i,t,

←−−−
hi,t−1; θ

‡) (3.9)

where s†i,t and s‡i,t are the tth hidden states in the “soft” path p†(i) and p‡(i); θ
† and

θ‡ are the parameters for LSTMs.

Two distinct representation for each node i, denoted by −→gi and ←−gi , can then be

obtained, which are the last LSTM hidden states of the outgoing path p†(i) and

incoming path p‡(i) respectively. The outgoing path representation −→gi of node i is

made as the query, and the incoming path representation←−gj of node j is made as the
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key, resembling the “soft” path τij to be injected into the self-attention:

eGij = (−→giWG
Q )(←−gjWG

K )T (3.10)

αG
ij =

exp(eGij/
√
dx)∑n

k=1 exp(e
G
ik/
√
dx)

(3.11)

zGi =
n∑

j=1

αG
ij

(
(−→gi +←−gj )WG

V

)
(3.12)

zi = zLi ⊕ zGi (3.13)

WG
Q ,WG

K ,WG
V ∈ Rdx×dx are the query, key, value parameters for the global encod-

ing component. The final output of the ISDG encoder zi is the concatenation of

the output from both local and global encoding components. To further strengthen

inter-sentence interaction, additional layers of vanilla self-attention can optionally be

stacked upon the ISDG encoder that takes the output sequence z1:n as input.

3.3 Evaluation and Analysis

Models are evaluated on three multilingual MRC benchmarks suggested by XTREME:

XQuAD [1], MLQA [33], TyDiQA-GoldP [7]. For XQuAD and MLQA, models are

trained on English SQuAD v1.1 [53] and evaluated directly on the test sets of each

dataset in multiple target languages. For TyDiQA-GoldP, models are trained on its

English training set and evaluated directly on its test sets. The evaluation scripts

provided by XTREME are used, keeping the evaluation protocols identical. Standard

metrics of F1 and Exact-Match (EM) are used.

As Stanza is used to obtain UD features, the experiments include languages that

are supported by UD and have similar prediction performance as the source language

English, to ensure consistent quality of the UD features across languages. Specifi-

cally, the dependency parsing performance per language are compared according to
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en de el es hi ru avg

mBERT* 83.5 / 72.2 70.6 / 54.0 62.6 / 44.9 75.5 / 56.9 59.2 / 46.0 71.3 / 53.3 70.5 / 54.6
mBERT 83.8 / 73.0 71.7 / 55.8 63.6 / 45.8 76.4 / 59.0 58.2 / 44.0 71.5 / 55.1 70.9 / 55.5
+ ISDG 84.1 / 73.1 74.1 / 57.6 64.4 / 48.2 76.1 / 57.8 59.3 / 46.0 72.2 / 55.3 71.7 / 56.3

XLM-R* 86.5 / 75.7 80.4 / 63.4 79.8 / 61.7 82.0 / 63.9 76.7 / 59.7 80.1 / 64.3 80.9 / 64.8
XLM-R 87.4 / 76.3 80.8 / 63.9 80.6 / 63.4 82.2 / 63.0 76.4 / 60.0 80.9 / 65.1 81.4 / 65.3
+ ISDG 88.6 / 77.9 82.1 / 66.1 81.9 / 64.3 83.4 / 65.9 76.9 / 60.9 81.3 / 64.5 82.4 / 66.6

mT5* 88.4 / 77.3 80.0 / 62.9 77.5 / 57.6 81.8 / 64.2 73.4 / 56.6 74.7 / 56.9 79.3 / 62.6
mT5 87.8 / 76.8 80.9 / 63.9 79.3 / 60.9 82.4 / 64.0 75.7 / 58.7 78.6 / 62.2 80.8 / 64.4
+ ISDG 88.7 / 78.2 82.5 / 65.4 80.5 / 61.3 82.1 / 63.2 76.9 / 60.3 80.5 / 64.2 81.9 / 65.4

Table 3.1: XQuAD results (F1/EM) for each language. * denotes the results from
original papers. Bold numbers are the best results per pretrained language model;
underlined numbers are the best results across all models (same for Table 3.2 & 3.3).

en de es hi avg

mBERT* 80.2 / 67.0 59.0 / 43.8 67.4 / 49.2 50.2 / 35.3 64.2 / 48.8
mBERT 80.8 / 67.8 61.0 / 46.4 67.3 / 49.2 49.3 / 33.6 64.6 / 49.3
+ ISDG 80.7 / 67.9 62.3 / 48.1 67.1 / 49.4 50.3 / 35.1 65.1 / 50.2

XLM-R* 83.5 / 70.6 70.1 / 54.9 74.1 / 56.6 70.6 / 53.1 74.6 / 58.8
XLM-R 84.5 / 71.5 71.1 / 56.1 74.2 / 56.4 71.4 / 53.6 75.3 / 59.4
+ ISDG 84.9 / 71.9 71.2 / 56.2 74.4 / 56.2 71.8 / 54.0 75.6 / 59.6

mT5* 84.9 / 70.7 68.9 / 51.8 73.5 / 54.1 66.9 / 47.7 73.6 / 56.1
mT5 84.5 / 71.7 69.0 / 53.9 73.8 / 56.2 69.2 / 51.8 74.1 / 58.4
+ ISDG 84.9 / 71.9 69.6 / 54.4 74.7 / 56.7 70.4 / 52.2 74.9 / 58.8

Table 3.2: MLQA results (F1/EM) for each language.

en fi ko ru avg

mBERT* 75.3 / 63.6 59.7 / 45.3 58.8 / 50.0 60.0 / 38.8 63.5 / 49.4
mBERT 74.3 / 61.8 60.3 / 44.0 57.3 / 46.7 62.5 / 42.3 63.6 / 48.7
+ ISDG 74.4 / 63.2 61.1 / 43.5 52.5 / 44.2 61.3 / 43.7 62.3 / 48.7

XLM-R* 73.6 / 61.3 74.2 / 58.2 59.4 / 47.8 69.5 / 46.8 69.2 / 53.5
+ ISDG 76.2 / 64.5 75.3 / 59.4 64.0 / 52.5 70.7 / 51.2 71.6 / 56.9

mT5* 71.6 / 58.9 64.6 / 48.8 47.6 / 37.3 58.9 / 36.8 60.7 / 45.5
mT5 73.3 / 60.9 71.5 / 54.5 60.8 / 51.1 68.1 / 44.8 68.4 / 52.8
+ ISDG 76.3 / 64.5 73.1 / 55.1 66.0 / 56.5 73.3 / 56.0 72.2 / 58.0

Table 3.3: TyDiQA-GoldP results (F1/EM) for each language.

Labeled Attachment Score (LAS, the main evaluation metric for dependency parsing)

provided by Stanza1, and any languages that currently have LAS score above 80 are

included. The resulting evaluation includes a total of 8 languages and 14 test sets in

1https://stanfordnlp.github.io/stanza/performance.html

https://stanfordnlp.github.io/stanza/performance.html
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the experiments. More languages and higher feature quality in the near future can

be expected with the ongoing development of the UD project.

Evaluation results The evaluation results for XQuAD are shown in Table 3.1, and

Table 3.2 & 3.3 show the results for MLQA and TyDiQA-GoldP respectively. In par-

ticular, mBERT*, XLM-R* and mT5* denote the results reported from the original

papers of XTREME and mT5; all other results are obtained from re-implemented

baselines and proposed models. Three different multilingual pretrained language

models are experimented on all three datasets, and “+ISDG” shows the results of

adding the ISDG encoder on the corresponding pretrained model.

The entire evaluation consists of 14 test sets in 8 languages. The best result

for every test set, denoted by the underlined score of each column, is achieved by

the ISDG encoder in terms of either F1 or EM. The ISDG encoder also establishes

the best on-average performance on all three datasets using either one of the three

multilingual pretrained models, except for mBERT on TyDiQA-GoldP. Specifically,

the best on-average results of both XQuAD and MLQA are achieved by the ISDG

encoder with XLM-R, while the encoder with mT5 shows the best results for TyDiQA-

GoldP, improving upon its corresponding baseline by 3.8 F1 / 5.2 EM on average.

Notably, on certain test sets, the improvement can be substantial, such as a 5.2 F1 /

11.2 EM improvement using mT5 on the TyDiQA-GoldP test set in Russian (ru).

The language-specific results suggest that although UD is designed to provide

consistent features across languages, different languages do not equally benefit from

the syntactic features, possibly due to intrinsic linguistic differences and differences

in feature quality obtained from Stanza. Nonetheless, most languages do show a

consistent performance boost. Specifically, English (en), German (de), Greek (el),

Hindi (hi), Russian (ru), and Finnish (fi) consistently benefit from UD features across

different datasets using any of the pretrained models (with improvement up to 5.2
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F1). Spanish (es) benefits overall but may be dataset-specific and does not outperform

the baseline on XQuAD using mBERT or mT5. Korean (ko) exhibits a significant

improvement on TyDiQA-GoldP using XLM-R or mT5 (up to 5.2 F1 / 5.4 EM), but

the performance drops when using mBERT, likely due to the incompatibility between

the wordpiece tokenizer of mBERT and Stanza tokenization on the segmentation of

text in Korean.

An ablation study is conducted to evaluate the impact of local and global graph

encoding in the ISDG encoder. The evaluation includes languages that consistently

benefit from UD features on XQuAD so to provide more explicit insights. The results

of the study are presented in Table 3.4, which reports the F1 score differences for

three settings: using only POS features (which skips graph encoding altogether and

is similar to the baselines, but with UD tokenization and POS features), adding the

local encoding component (+ L), and adding both local and global components (+

L&G).

en de el hi ru

mBERT + POS 83.9 71.8 63.8 58.3 71.7
+ L +0.1 +1.2 +0.3 +0.5 +0.3
+ L&G +0.2 +2.3 +0.6 +0.9 +0.5

XLM-R + POS 87.6 81.3 81.1 76.5 81.1
+ L +0.6 +0.5 +0.4 +0.2 +0.2
+ L&G +1.0 +0.8 +0.8 +0.4 +0.2

mT5 + POS 87.9 81.0 79.4 75.8 78.8
+ L +0.5 +0.8 +0.7 +0.6 +0.8
+ L&G +0.8 +1.5 +1.1 +1.1 +1.7

Table 3.4: Ablation study of the ISDG encoder. Results (F1) are shown on XQuAD,
collected from five runs on average. The improvement from the local and global
components is largely consistent across the experimented languages.

The ablation study shows that the improvement from both components of the

ISDG encoder is consistent across the evaluated languages. On average, the global

encoding component contributes around 40% of the improvement, demonstrating the
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effectiveness of encoding the approximated “soft” paths to address global multi-hop

syntactic relations across sentences. Furthermore, even using only POS features can

still provide around 0.1 - 0.2 F1 improvement over the corresponding baseline, in-

dicating that the UD tokenization and POS features also contribute to the final

performance, albeit to a lesser extent.

3.4 Discussion

The utilization of syntactic structures has been of great importance in NLP tradition-

ally , especially in language representation, prior to the emergence of word embedding.

However, the importance of syntactic structures has diminished since the advent of

pretrained language models. Despite this, my research shows that the incorporation

of syntactic structures, with the designed structural inference on Inter-Sentence De-

pendency Graph (ISDG), can provide useful auxiliary information for multilingual

MRC tasks, and lead to substantial performance improvements for certain languages.

Experiments demonstrate that the ISDG encoder, with both local and global en-

coding components, outperforms the baseline multilingual pretrained language mod-

els on three benchmarks, XQuAD, MLQA, and TyDiQA-GoldP, and establishes the

best on-average performance. Additionally, the results show that the global encoding

component is the most impactful component, indicating that the global multi-hop

syntactic relations across sentences play an important role in document understand-

ing. Furthermore, the improvement is consistent across the experimented languages,

with most languages showing positive impact from the UD features. However, dif-

ferent languages do not benefit equally from the syntactic features, possibly due to

intrinsic linguistic differences and different feature quality across languages.

In summary, my work provides evidence for the continued importance of syntactic

structures, particularly in the multilingual setting. By explicitly modeling the global
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syntactic relations in a document-level graph, the proposed ISDG encoder enhances

the document understanding capabilities of the machine reading comprehension task.

I anticipate that my findings will inspire further research on incorporating syntac-

tic structures into language models and developing more effective graph encoding

techniques.
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Chapter 4

Discourse Structures for

Coreference Resolution

4.1 Introduction

This chapter investigates the incorporation of discourse structure in coreference res-

olution, a challenging task in NLP central to achieving full document understanding,

as shown by the example in Chapter 1. Coreference resolution involves the semantic

interpretation of entity mentions in a text, with the goal of grouping together those

that refer to the same entity, particularly in the case of pronoun mentions which are

more ambiguous than proper nouns. To achieve this, this work [69] focuses on per-

forming different structural inference techniques that allow for higher-order decision

making, as opposed to relying solely on local pairwise mention scoring. Empirical

findings indicate that certain techniques from previous works do not lead to signif-

icant improvements using their designed discourse structures, while the clustering

merging technique proposed in this research achieves state-of-the-art performance in

2020.
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Discourse Structure

1

§ Jason studies at Emory University located in Atlanta.

§ He enjoys driving in this beautiful city.

Jason

He Emory University

Atlanta
beautiful city

Figure 4.1: Illustration of the coreference resolution task: the system is expected to
interpret the semantic meaning of entity mentions, and groups mentions of the same
entity together.

4.1.1 Background and Motivations

Despite recent advancements in coreference resolution due to the use of contextualized

embedding encoders such as ELMo and BERT, this task has remained challenging

because of its demand on document-level understanding. As shown in Figure 4.2, the

state-of-the-art model in 2020 shows a considerable improvement of 12.4% over the

model introduced 2.5 years earlier, with representation learning playing a major role

in this improvement [65, 66, 8, 9, 29, 30, 16, 26, 23, 25].

While previous models have typically relied on pairwise mention scoring for infer-

ence, with final decisions based on local pairwise decisions rather than global opti-

mization, some have explored the use of higher-order inference for global optimization

of coreference links. However, the gains reported from higher-order inference have

been marginal, suggesting the need for further investigation into the methodology

and impact of higher-order inference upon discourse structures in modern coreference

resolution models, and pointing the way to future research directions.

4.1.2 Problem Formulation

In Section 4.2, the end-to-end coreference resolution system based on local pairwise

decisions proposed by Lee et al. [29] is firstly introduced, which has served as the
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W-16 C-16 L-17 L-18 F-19 K-19 J-19 J-20

Base ELMo
BERT Higher-Order

Table 1

Base ELMo BERT Higher-Order
Wiseman et al. (2016) 63.39 0.82

Clark and Manning (2016) 64.76 0 0 0.53

Lee et al. (2017) 67.2 0 0 0

Lee et al. (2018) 69.4 3.2 0 0.4
Fei et al. (2019) 70.5 3.3 0 0
Kantor and Globerson (2019) 73.1 0 3.25 0.24
Joshi et al. (2019) 73 0 3.9 0
Joshi et al. (2020) 73 0 6.6 0

67.2

73.0 73.8

76.6 76.9

79.6

65.29
64.21

1

Figure 4.2: Performance of the recent state-of-the-art models on the CoNLL 2012
shared task. W-16: Wiseman et al. [66], C-16: Clark and Manning [9], L-17: Lee
et al. [29], L-18: Lee et al. [30], F-19: Fei et al. [16], K-19: Kantor and Globerson
[26], J-19: Joshi et al. [23], J-20: Joshi et al. [25].

foundation for many subsequent coreference resolution models [30, 26, 16, 23]. In

Section 4.3, the use of Higher-Order Inference (HOI) based on discourse structure

is investigated, a long-standing research goal that seeks to improve performance by

conditioning the final clustering process on more than just local pairwise decisions.

Four HOI approaches, as a form of structural inference, are implemented and experi-

mented on top of the end-to-end model, two of which are original methods developed

in this work. Emperical results indicate that certain HOI methods can indeed im-

prove performance, although the gains are relatively small; while others are not able

to bring improvement.

To enable a thorough comparison of different approaches, the end-to-end coref-

erence system is implemented in PyTorch and experimented with two Transformer

encoders, BERT and SpanBERT, to assess the effectiveness of different HOI methods

when used in conjunction with these high-performing encoders. My study represents

the first comprehensive analysis of multiple HOI approaches that leverage discourse

structure side-by-side for the coreference resolution task.
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4.2 Approach: Local Inference

The end-to-end coreference resolution system proposed by [29] serves as the backbone

and baseline, as it is responsible for both extracting mentions and identifying entity

clusters from a document input. The system operates by first performing a span

enumeration stage, where candidate spans are enumerated and scored by the same

model that performs entity resolution, enabling an end-to-end solution for corefer-

ence resolution. This approach represents a departure from previous state-of-the-art

models [65, 66], which relied on a pipeline-like system that first extracted mentions

using a separate model before resolving entities based on the mentions.

Since its introduction, the end-to-end system has been adapted in various follow-

up works either directly [26] or as part of the design module [16]. Later, Joshi et al.

[23] further improved the system by incorporating Transformers-based pretrained

language models as encoders, such as BERT [14], which replace the LSTM-based

encoder [20]. This approach has been shown to provide a significant performance

boost, an the resulting Transformers-based end-to-end model is described in this

section, as it serves as the foundation for this research into higher-order inference.

Span Enumeration Given an input document with T tokens, the model first enu-

merates all possible spans, and scores every span for being a likely mention, denoted

by the mention score sm. The model then greedily prunes spans by selecting top λT

spans (ranked by sm) as mention candidates that may appear in the final coreference

clusters, discarding the rest of spans, with λ ∈ (0, 1] being a hyperparameter. Let

X = (x1, . . . , xλT ) be the list of all mention candidates in the document after the

pruning, ordered by their appearance in the document.

Mention-Ranking For each mention candidate xi ∈ X , the model follows the

mention-ranking (or mention-linking) strategy, by selecting a single coreferent an-



36

tecedent from all its preceding mention candidates Yi = (ϵ, x1, . . . , xi−1), with ϵ being

a “dummy” antecedent that may be selected when xi is not anaphoric (no antecedents

should be selected).

The antecedent selection is performed by the pairwise scoring process accordingly,

between the current mention candidate xi and each of its preceding candidate y ∈ Yi.

The final pairwise score s(xi, y) consists of three scores: how likely each candidate

being a mention, measured by the two mention scores sm; and how likely they refer

to the same entity, measured by the coreference score sc. The final score s(xi, y) can

be denoted as follows:

s(xi, y) = sm(xi) + sm(y) + sc(xi, y, ϕ(xi, y)) (4.1)

sm(xi) = wmFFNNm(gxi
)

sc(xi, y) = wcFFNNc(gxi
, gy, ϕ(xi, y))

Both sm and sc are scalars computed by learnable FeedForward Neural Network

(FFNN), and gxi
/gy is the embedding representation of the corresponding span. ϕ(xi, y)

represents additional meta features, such as the speaker and genre information.

Span Representation Following [29], the span representation gxi
for xi consists of

the attended token representation of this span, where the token representation comes

from the Transformers-based pretrained language model (PLM), and the attention is

computed by another FeedForward network:

gαxi
=

ENDi∑
k=STARTi

αk · hk (4.2)

αk = Softmaxk
(
wαFFNNα(ht)

)
(4.3)

hk = PLM(tk | t1, ..., tT ) (4.4)
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t1, ..., tT is the input token sequence, and hk is the kth token embedding from the

Transformers encoder. Additionally, the start and end token representation are also

concatenated together, and the final span representation is described as:

gxi
= hSTARTi

⊕ hENDi
⊕ gαxi

, (4.5)

where ⊕ denotes the concatenation.

Optimization For training, the marginal log-likelihood of all gold antecedents Ŷi ⊆

Yi for each xi ∈ X is optimized, denoted by the coreference loss Lc:

P (y) =
es(xi,y)∑

y′∈Yi
es(xi,y′)

(4.6)

Lc = − log
∏
xi∈X

∑
ŷ∈Ŷi

P (ŷ) (4.7)

Lc is constructed in a way such that for each span xi, the model essentially learns a

coreference distribution over its antecedents Yi.

Inference For inference, the selected coreferent antecedent for each span xi is the

one preceding candidate with the most pairwise score, denoted by argmaxy′∈Yi
s(xi, y

′).

The “dummy” antecedent could be selected if the span has no coreferent antecedents.

The final entity clusters can be obtained by sequentially linking the selected an-

tecedents together, illustrated by Figure 4.3. Mentions in the same cluster should

ideally refer to the same entity.

4.3 Approach: Higher-Order Inference (HOI)

Although the end-to-end system has proven to be effective, one limitation of the

mention-ranking approach is that the final clustering process is based solely on local
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Discourse Structure

2

m1 m2 m3 m4 m5

Entity: Jason

Entity: Atlanta

m1 m2

m4

m3 m5

Jason He Atlanta My friend This city

Figure 4.3: The inference process of mention-ranking: each node represents a span in
the document, and is linked to the best coreferent antecedent based on the pairwise
score from Eq (4.1). The final entity clusters are thus constructed by transitivity.

pairwise links. Specifically, a span is added to a cluster if there exists a link between

that span and another span in the cluster, without considering the entire cluster’s

features. This approach may be suboptimal since coreference resolution is a clustering

problem that naturally benefits from integrating more global features into the final

clustering process.

Previous work has discussed the need for global features, and one example that

illustrates this need is the pronoun problem described in Wiseman et al. [66]. In a

simplified example in Figure 4.4, if there is a link between ”he” and ”you” and another

link between ”you” and ”they,” the mention-ranking system would form a cluster

[”he”, ”you”, ”they”]. However, this clustering would be incorrect because ”he” is

a singular pronoun and ”they” is a plural pronoun, even though the independent

link between ”you” and ”they” could seem plausible since ”you” could be either

singular or plural in terms of grammar. In such cases, adding higher-order inference

that considers more global features could potentially improve performance and avoid

these types of errors.

4.3.1 HOI via Span Refinement

Two HOI methods presented by recent coreference work are based on span refine-

ment that aggregates non-local features to enrich the span representation with more
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Discourse Structure

3

m1 m2 m3 m4 m5

Erroneous 
Entity

m3 m5

He You They

He You
They

Figure 4.4: Error-prone local decisions of mention ranking.

“global” information. The updated span representation g′x can be derived as Eq (4.8),

where g′x is the interpolation between the current span representation gx and a refined

representation ax, controlled by the fx which is a learned gating factor. g′x is then

used to perform another round of antecedent scoring in replacement of gx.

g′x = fx ◦ gx + (1− fx) ◦ ax (4.8)

fx = σ(Wf [gx ⊕ ax]) (4.9)

σ denotes the sigmoid function, ◦ is the element-wise multiplication, and Wf is the

learnable gate parameter. The following two methods share the same updating pro-

cess for g′x, but with different ways to obtain the refined span representation ax, by

regarding local decisions among spans as specific discourse structures.

Discourse Structure

4L. Xu and J. D. Choi, “Revealing the Myth of Higher-Order Inference in Coreference Resolution,” EMNLP 2020

Jason

Emory 
University

AtlantaHe

beautiful
city

§ Jason studies at Emory University located in Atlanta.

§ He enjoys driving in this beautiful city.

Figure 4.5: Higher-order inference utilizes specific discourse structures constructed
from local pairwise decisions between spans. Different methods employ their own
structure and inference.
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Attended Antecedent (AA) takes the antecedent information to enrich g′x [30].

The refined span ax is the attended antecedent representation over the current an-

tecedent distribution P (y) obtained from Eq (4.6), where Y(x) are the antecedents

of x:

ax =
∑

y∈Y(x)

P (y) · gy (4.10)

For AA, the discourse structure taken is the antecedent pairwise coreference score

of each span, resembling a diagonal score matrix for a document.

Entity Equalization (EE) takes the clustering relaxation as in Eq (4.11) to model

the entity distribution [26]; Q(x ∈ Ey′) is the probability of the span x referring to

an entity Ey′ in which the span y′ is the first mention.

Q(x ∈ Ey′) =

∑x−1
k=y′ P (y = k) ·Q(k ∈ Ey′) y′ < x

P (y = ϵ) y′ = x

0 y′ > x

(4.11)

The refined span ax is the attended entity representation, where e
(x)
y is the entity

representation to which the span y belongs till the span x:

e(t)x =
t∑

y=1

Q(y ∈ Ex) · gy (4.12)

ax =
x∑

y=1

Q(x ∈ Ey) · e(x)y (4.13)

EE takes the discourse structure as clusters built upon the diagonal score matrix

in AA, which is one step closer towards the final clustering objective, albeit the cluster
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representation is in a relaxed form.

Span Clustering (SC) is a HOI method proposed in this work that also fits the

span refinement paradigm. It constructs the actual clusters and obtains the “true”

predicted entities by mention-ranking using P (y) instead of modeling the “soft” entity

clusters through the relaxation as in EE. This way, although the clustering process

is not differentiable, the obtaining of true entities with the same empirical inference

time as EE has made SC desirable.

The entity representation ei for an entity cluster Ci is given by the attended spans

in this cluster, and attention is :

ei =
∑
k∈Ci

αi,k · gk (4.14)

αi,k = Softmaxk∈Ci

(
wscFFNNsc(gk)

)
(4.15)

The entity clusters Ci are constructed in the same way as in the final cluster

prediction. The refined span ax is then equal to the representation of entity ei to

which it belongs.

SC regards the final entity clusters as the discourse structure directly; unlike EE,

the clusters in SC are not in relaxed form, but rather represent the true clustering

prediction.

4.3.2 HOI via Maintaining Clusters

Cluster Merging (CM) is another HOI method proposed in this work that performs

sequential antecedent ranking combining both antecedent and entity information to

gradually build up the entity clusters, distinguished from the previous span refinement

methods that simply have another round of scoring.

Algorithm 1 describes the scoring process for CM. gi is the ith span, Y(i) is the
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indices of gi’s antecedents, and Ci is the cluster that gi belongs to. The final score

sx(y) now consists of both the pairwise score fa as Eq (4.1) between two spans, and

a new cluster score fc that checks the compatibility of a span and a cluster. To avoid

overlapping between fa and fc, fc is set as 0 if the cluster is the initial cluster (L6).

Thus, fc becomes another source of consultation such that when fc > 0, the span gx

is regarded likely to match with the cluster Cy, and vice versa. fc is computed by

FFNN similar to fa, and ϕ(Cy) is the meta-feature such as the cluster size.

Algorithm 1 Antecedent Ranking for CM

1: procedure ranking(g1, · · · , gN)
2: Ci=1,··· ,N ← gi
3: R← ranking order(g1, · · · , gN)
4: for x = R1 · · ·RN do
5: for y ∈ Y(x) do ▷ Parallelized
6: fc(gx, Cy)← 0 if Cy = gy
7: sx(y)← fa(gx, gy) + fc(gx, Cy, ϕ(Cy))

8: y′ ← argmaxy∈Y(x)sx(y)
9: if y′ ̸= ϵ then
10: merge Cx and Cy′

11: return s1, · · · , sN

The CM approach can be configured in two simple ways. The first option is the

sequential left-to-right ranking order, while the second option is the easy-first order

(L3). In the easy-first order, the sequence is determined based on each span’s maxi-

mum antecedent score, allowing the system to build the most confident clusters first

[44, 9]. Additionally, there is the choice between element-wise mean or max-reduction

for the spans in the two merging clusters (L10).

CM takes the discourse structure as partial clusters, which are maintained and

incremented during the inference process, unlike the previous three span refinement

methods that build the discourse structure at once.
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4.4 Evaluation and Analysis

All models are evaluated on CoNLL 2012 English shared task [50], the standard

benchmark for coreference resolution. Six models are developed as follows:

• BERT: BERT [14] as the encoder

• SpanBERT: SpanBERT [25] as the encoder

• +AA: SpanBERT with attended antecedent

• +EE: SpanBERT with entity equalization

• +SC: SpanBERT with span clustering

• +CM: SpanBERT with cluster merging

MUC B3 CEAFϕ4

P R F1 P R F1 P R F1 Avg. F1

L-17 78.4 73.4 75.8 68.6 61.8 65.0 62.7 59.0 60.8 67.2
L-18 81.4 79.5 80.4 72.2 69.5 70.8 68.2 67.1 67.6 73.0
F-19 85.4 77.9 81.4 77.9 66.4 71.7 70.6 66.3 68.4 73.8
K-19 82.6 84.1 83.4 73.3 76.2 74.7 72.4 71.1 71.8 76.6
J-19 84.7 82.4 83.5 76.5 74.0 75.3 74.1 69.8 71.9 76.9
J-20 85.8 84.8 85.3 78.3 77.9 78.1 76.4 74.2 75.3 79.6

BERT 85.0 82.5 83.8 77.3 74.0 75.6 74.9 70.7 72.8 77.4
SpanBERT 85.7 85.3 85.5 78.6 78.6 78.6 76.8 74.8 75.8 79.9
+ AA 86.1 84.8 85.4 79.3 77.3 78.3 76.0 74.7 75.4 79.7
+ EE 85.7 84.5 85.1 78.5 77.4 77.9 76.7 73.4 75.0 79.4
+ SC 85.5 85.2 85.4 78.4 78.5 78.4 76.5 74.1 75.2 79.7
+ CM 85.9 85.5 85.7 79.0 78.9 79.0 76.7 75.2 75.9 80.2

Table 4.1: Results on the test set of CoNLL 2012 English shared task. The aver-
aged F1 of MUC, B3, CEAFϕ4 is the main evaluation metric. Note that BERT and
SpanBERT completely rely on only local decisions without any HOI. Particularly, +AA
is equivalent to Joshi et al. [25]. See Figure 4.2 for acronyms of the previous works.

Table 4.1 presents a comparison of HOI models to previous state-of-the-art sys-

tems. The results show that SpanBERT outperforms BERT, with an average im-

provement of 2.4%. CM model brings improvement over SpanBERT, achieving the best
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Avg-F1 score of 80.2. Both the encoder and the CM HOI mothod are able to con-

tribute positively to the final performance. To understand each model better, a more

thorough analysis is performed as follows.

4.4.1 HOI Impact

Three HOI methods based on span refinement, AA, EE, and SC, show negative impact

upon local decisions. It is suspected that error propagation from antecedent-ranking

may downgrade the quality of refinement. On the other hand, CM shows improvement,

suggesting that maintaining entity clusters can be superior to span refinement, though

at a cost of more inference time from the sequential ranking process.

Direct Impact To evaluate the direct impact of HOI, the trained models of each

HOI method is evaluated on the test set while turning off HOI, making them com-

patible with SpanBERT. This analysis shows that the average performance drop with

respect to Avg-F1 after turning off HOI is less than 0.2 for all methods, implying that

none of the HOI methods have a significant direct impact on the final performance

of the model using SpanBERT.

Link Changes Furthermore, the change of coreferent links with respect to correct-

ness are examined. Specifically, Table 4.2 shows the four types of link changes before

and after HOI. The results demonstrate that the benefits from HOI are diminished

because the effects are two-sided: there are roughly equal amounts of links (about 1%)

becoming correct or incorrect after HOI, thereby diminishing the positive effects from

HOI. Therefore, none of the HOI methods lead to significant improvement overall.

Despite the improvement being relatively marginal, the utilization of discourse

structures, especially the cluster merging method, still shows performance gain. I

suggest this direction for future research to further leverage the power of structural
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inference for coreference resolution.

W2C C2W C2C W2W

+ AA 240.8 (1.3) 241.2 (1.3) 16262.2 2168.4
+ EE 244.1 (1.3) 245.3 (1.3) 16183.3 2136.3
+ SC 248.2 (1.3) 262.0 (1.4) 16184.4 2146.0
+ CM 226.4 (1.2) 235.0 (1.2) 16446.0 2180.0

Table 4.2: Averaged statistics on the test set prediction of four HOI approaches. W2C
represents the number of mentions that are linked to a Wrong antecedent before HOI
and are linked to a Correct antecedent after HOI; vice versa for C2W. C2C/W2W is
the number of mentions that are both linked to Correct/Wrong antecedents before
and after HOI. Parentheses indicate the percentage of corresponding numbers per
row.

It is important to note that the impact of HOI extends beyond global decisions.

During training, HOI serves as a form of regularization that indirectly affects local

decisions, as HOI and local ranking are mutually dependent. This indirect influence

of HOI makes it challenging to accurately assess its true impact, which could be

investigated further in future research.

Personal Pronouns In addition, I want to emphasize the impact of HOI on the

personal pronoun issue discussed in Section 4.3.

Direct Inference Table 4.3 presents the numbers of links where one pronoun in-

correctly selects another pronoun with a different plurality as its antecedent (SP/PS).

The findings show that adopting HOI has a slightly greater impact than switching to a

more advanced encoder. AA reinforces the pronoun representation to bias towards sin-

gularity, resulting in lower SP error and higher PS error, while the difference between

BERT and SpanBERT is negligible on SP/PS.

The general types of coreferent errors involving two pronouns are also examined,

namely False Link (FL) and Wrong Link (WL). FL falsely links a non-anaphoric
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SP PS FL WL BC

BERT 2.3 6.5 213.8 186.3 48.8 (3.5)
SpanBERT 2.8 6.6 218.3 168.0 43.8 (2.7)

+ AA 1.8 8.8 214.2 159.4 44.8 (2.4)
+ EE 1.8 5.5 210.0 165.3 44.0 (2.5)
+ SC 3.8 7.2 223.6 170.0 45.4 (3.0)
+ CM 3.0 6.6 208.0 162.2 43.8 (2.6)

Table 4.3: Averaged statistics on the test set prediction of different approaches. SP is
the number of coreferent links from Singular to Plural personal pronouns; vice versa
for PS. FL (False Link) and WL (Wrong Link) is the number of conreferent link errors
that involve two personal pronouns. BC is the number of clusters that contain both
singular and plural pronouns, and the parentheses indicate the numbers of BC that
contain ambiguous pronouns such as “you”.

pronoun to another pronoun as antecedent, while WL links an anaphoric pronoun to

another incorrect pronoun as antecedent. Table 4.3 indicates that EE and CM reduce

FL errors by over 4%, suggesting that the aggregation of non-local features leads to

more conservative linking decisions. However, adopting an advanced encoder has a

greater impact on WL errors, with SpanBERT reducing these errors by almost 10%

compared to BERT, implying that representation learning is still more critical for

semantic matching in current research stage.

Indirect Inference Table 4.3 shows the number of erroneous clusters in predictions

that contain both singular and plural pronouns. Surprisingly, few of these clusters

include ambiguous pronouns such as ”you” in either approach, further moderating

the long-standing motivation for HOI. Additionally, changing the representation from

BERT to SpanBERT has a significantly greater impact, reducing the number of erro-

neous clusters by 10%. In contrast, the four HOI methods do not bring a significant

difference.



47

4.5 Discussion

In this study, I introduce the incorporation of discourse structure in coreference reso-

lution, and focus on leveraging different structural inference upon it to make higher-

order decisions, rather than relying solely on local pairwise mention scoring. Through

empirical evaluation, I found that certain techniques from previous works were not

able to bring meaningful improvements using the designed discourse structure, while

the clustering merging technique that I proposed was able to achieve state-of-the-art

performance in 2020.

This work highlights the importance of utilizing discourse structure in coreference

resolution. Previous research has shown that coreference resolution is a challenging

task that requires document-level understanding, and this study suggests that incor-

porating discourse structure can be meaningful to improve the performance of coref-

erence resolution systems. Moreover, this study indicates that higher-order inference,

which considers more global features in the final clustering process, can potentially

benefit the personal pronoun issue in coreference resolution and avoid errors caused

by local pairwise decisions.

These findings also shed light on the impact of advanced encoders and HOI meth-

ods in coreference resolution. It is observed that SpanBERT, a Transformer-based

pretrained language model, outperformed BERT, and that none of the HOI methods

showed significant improvements over SpanBERT. However, the clustering merging

technique could bring marginal improvements, suggesting that maintaining entity

clusters can be superior to span refinement.

Furthermore, this study demonstrates that the indirect influence of HOI is chal-

lenging to assess, as it serves as a form of regularization that affects both global and

local decisions. This observation highlights the importance of evaluating the true

impact of HOI in future research.

In summary, my study contributes to the ongoing effort to improve coreference
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resolution systems and highlights the importance of incorporating discourse structure

and higher-order inference techniques in this task. My findings suggest that future re-

search in this area should focus on exploring more effective ways to leverage discourse

structure and investigate the true impact of HOI in coreference resolution.
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Chapter 5

Relation Structures for

Information Extraction

5.1 Introduction

Chapter 3 and 4 discuss the structural inference on two linguistic-related structures:

syntactic and discourse structure, and demonstrate how they could contribute posi-

tively to different document understanding tasks. In this chapter, I expand the scope

of utilized structures from linguistic-related structures to a knowledge-specific struc-

ture, referred as relation structure, which concerns the expressed relations from a

predefined relation set between two entities in a document. The relation structure

is commonly employed in various knowledge bases. This research work aims to fuse

multi-facet information of document entities, including their coreference and rela-

tion information, through inference on constructed relation graphs. Especially, this

work targets on document-level joint information extraction, and proposes a novel

formulation of structural inference that bridges multi-task learning in this problem.

Experimental results suggest that the inference on the relation structure is effec-

tive towards the motivation, and achieves the state-of-the-art performance on two
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datasets.

5.1.1 Entity-Centric Relation Extraction

Recently, document-level relation extraction has become an area of growing interest,

particularly since the introduction of large-scale datasets such as DocRED [80]. This

task requires inter-sentence reasoning over global entities and involves classifying

relation instances at the entity-level. Each entity of this task is an entity cluster

of coreferent mentions across the document. In contrast to sentence-level relation

extraction, document-level extraction considers entity-to-entity interactions in the

entire context of document, which is referred as entity-centric information extraction

(entity-centric IE).

Relation Structure

1L. Xu and J. Choi, “Modeling Task Interactions in Document-Level Joint Entity and Relation Extraction,”
NAACL 2022

§ [Xu and Choi, NAACL’22]

§ Document-level joint extraction:

§ Mention extraction

§ Entity resolution

§ Entity relation

United States

BidenAmericaUS

President Biden
He

president_of

Entity A Entity B

White House

Entity C
locate_at

Figure 5.1: Example of the document-level information extraction task.

Recent research in entity-centric studies has made significant advancements in

global reasoning while considering the entities as given [41, 90, 67, 54]. However, the

more practical end-to-end setting that involves jointly extracting global entities and

relations has received less attention. This setting imposes an additional burden on

the model as it must resolve mentions, coreference, and relations simultaneously.

In this study [68], I address this end-to-end setting by targeting the extraction

of all gold triples (eh, et, r) from a given document. A triple instance is evaluated as

correct only if both the head/tail entity clusters (eh/et) as well as the relation r are
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correct. In this setting, the model must handle three tasks at once: mention recog-

nition, entity resolution, and entity-level relation extraction, which requires strong

document understanding from the modeling.

5.1.2 Background and Motivations

To address this multi-task learning problem, recent span-extraction-based models

have employed two popular methods. One is to share the encoder, and therefore

the mention representation, in multi-task learning while decoding separately in a

pipeline manner [37, 55]. The other is to use graph propagation to enrich mention

representation with task-specific decisions, such as in DyGIE [38].

However, these task interactions only occur at the representation level and still

employ pipeline-like decoding, with no explicit interactions that directly influence the

decisions of different tasks, which yield independent decisions of each decoder without

fusing information of different tasks. Furthermore, recent research [63, 69, 83] has

shown that under strong encoders like BERT [23], the benefits of graph propagation

are diminished as they can model long-range dependencies effectively.

In this work, I aim to further improve performance by focusing on task interac-

tions and proposing the formulation of explicit interactions that utilize unique task

characteristics. This approach mitigates negative effects such as error propagation

from pipeline decoding and leverages the potentials of relation structures to enhance

performance, fusing multi-facet information of different tasks together.

5.1.3 Problem Formulation

To address the aforementioned motivation, a second source of coreference scores is

incorporated based on the predicted relation structures from the model, in addition

to the regular scoring on mention pairs for coreference resolution that is independent

of relation extraction. My formulation exploits the observation that for a pair of
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mentions (mx,my) referring to the same entity, their relation scores sr should be

similar when paired with any other mentions mk, such that sr(mx,mk) ≈ sr(my,mk),

whereas for non-coreferent pairs, their relation scores towards other mentions tend to

be divergent.

To implement this, the relation scores sr for each mention are formulated as a local

graph, and the model learns a distance metric as the secondary coreference score that

checks the compatibility of local graphs of a mention pair. This added term acts as

a bridge between coreference and relations, providing explicit task interactions that

circumvent independent decoding of each task, and achieves multi-facet information

fusing.

Experiments are conducted in five multi-task settings, ranging from the pipeline

approach to three different interaction methods. These experiments assess the im-

pact of task interactions for document-level joint information extraction, providing a

comprehensive evaluation of the proposed approach leveraging relation structures.

5.2 Approach

5.2.1 Independent Decoding

This subsection introduces models of different settings that decode each task inde-

pendently.

For coreference resolution (COREF), the Transformers-based end-to-end architec-

ture [23] is adopted as described in Section 4.2 that resolves both mention extraction

and coreference, with two slight modifications.

First, the pairwise mention scoring is simplified, by only keeping the lightweight

bilinear scoring and discarding the slow antecedent scoring, as no noticeable degra-

dation is observed in preliminary experiments, likely due to the fact that COREF in

current IE datasets is easier (e.g. pronouns are not considered in DocRED). Second,
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the prediction of singleton entities (entity with only one mention) is supported by

optimizing mention scores, described as below.

Singleton Recognition The original mention-ranking system does not support the

extraction of singleton entities, due to the fact that each cluster needs at least a pair

of linked spans (see Section 4.2). However, singletons can be desirable under many

usage scenarios, which is the case for entity-centric IE.

Several previous work has addressed the singleton problem from different perspec-

tives [81, 84]. My model is built upon the end-to-end system described in Section 4.2,

and further recognizes singletons based on the simple strategy as follows: I make use

of the mention score sm in the final linking process, and create a singleton cluster

for any candidates with sm > 0 that have not yet found any antecedents, which now

poses an additional requirement on the mention score, such that only valid mentions

should have sm > 0.

Let Ψ+ ⊆ X be the set of gold mention candidates, and Ψ− = X \ Ψ+ be the

set of other mention candidates. The mention score is optimized with the binary

cross-entropy loss Lm and joinly train with the coreference loss Lc from Eq (4.7):

Lm =−
∑

xi∈Ψ+

log σ(sm(xi))

−
∑

xj∈Ψ−

log(1− σ(sm(xj))) (5.1)

L = Lc + αm · Lm (5.2)

σ is the sigmoid function, and αm is a hyperparameter. L is the final loss composed

of two tasks. In practice, negative sampling is also performed on Ψ− dynamically, so

that Ψ+ and Ψ− are of similar sizes (|Ψ+| ≈ |Ψ−|), to alleviate the negative effects

from the skewed class distribution.

In the new selection process, the selected non-dummy antecedent y is still regarded
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the new gym 

1.1

He

1.8

Mike

1.3

that building

-0.1

food truck

0.6

workout place

-0.3

slightly

-2.9

Figure 5.2: Example of the new antecedent selection process that support singletons.
Each arrow indicates the selected antecedent (the dummy antecedent is excluded), and
the mention score sm is shown below each mention. Mentions of the same predicted
clusters are marked in the same color. Although no antecedent is selected for “food
truck”, it will still be assigned as a singleton cluster because of sm = 0.6 > 0. “that
building” and “workout place” are still assigned to the corresponding cluster even
though their sm < 0, to allow some slacks on the mention score prediction. “slightly”
will not be assigned to any clusters.

as valid by y = argmaxy′∈Yi
s(xi, y

′), even though the mention score of either candidate

can be negative (sm(xi) < 0 or sm(y) < 0). This is to allow certain slacks on the

mention score prediction which could help with the mention recall. Figure 5.2 shows

three different cases of the predicted clusters by the SR model.

For relation extraction (RE), the recent model ATLOP [90] is adopted that takes

a document and its entities as input, and produces relation triples on the entity-level,

by learning adaptive thresholds for relation scores. One minor modification is made

that the localized context pooling is not utilized, as the task interactions are aimed

to be encoder-agnostic without using BERT-specific features. For both models, the

concatenated embedding of mention boundary is used as mention representation.

Pipeline The first setting is the pipeline approach that trains COREF and RE

models separately, and decodes in the naive pipeline manner, where the extracted

entities (entity clusters) are first obtained by the COREF model, and then fed to the

RE model that produces the final relation triples (Figure 5.3).

Joint The second setting features the common joint paradigm adopted in most

related work [38, 83, 15] that shares the same encoder and mention representation
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Modeling Task Interactions in Document-Level 
Joint Entity and Relation Extraction

BACKGROUND
Task: document-level joint entity and relation extraction
• Extract relation triples (𝑒!, 𝑟, 𝑒") from an input document
• 𝑟 is one of the pre-defined relation types
• 𝑒!/𝑒" is the head/tail entity, where each entity is a collection of

coreferent mentions across the document
• Most related work on document-level extraction focuses on the global

reasoning among entity mentions, and assumes the entities are given.
Joint extraction has not drawnmuch attention.

OVERVIEW

• Target the joint extraction consisting of three tasks: mention extraction
(ME), coreference resolution (COREF), relation extraction (RE).

• Focus on the task-interaction in the joint learning process, and propose
models that achieve both implicit and explicit task interactions for the
joint extraction.

• Implement and compare five model settings in total, featuring different
task-interaction including pipeline (no interactions), shared encoders,
and further implicit/explicit interactions.

① Baseline Setting: Pipeline
Task interaction: none
Our first model is the naïve pipeline approach, where two modules are
trained separately without any task interactions.
• COREF module: employ a near state-of-the-art model for end-to-end

coreference resolution, with a Transformers-based encoder and span-
based decoder (Joshi et al., 2019), producing entities from the document
(clusters of mentions).

• RE module: employ a near state-of-the-art model for document-level
relation extraction (Zhou et al., 2021) with light modification. The encoder
is also Transformers-based.

Liyan Xu, Jinho D. Choi
{liyan.xu, jinho.choi}@emory.edu

APPROACH

COREF
encoder

COREF
decoder

RE
encoder

RE
decoder

Entities

Relations

② Baseline Setting: Joint
Task interaction: shared encoder
Our second model features the common strategy for joint training in the
multi-task paradigm, where different task modules share the same encoder
while still keeping independent decoders, and losses of different tasks are
interpolated in the training.

Entities

shared
encoder

COREF
decoder

RE
decoder

Entities

Relations

Entities

③ Setting: Joint-M
Task interaction: shared encoder
We present another joint model that features Mention-level decoding, which
serves as the backbone of latter task interactions.
Unlike the naïve RE module that takes entities as input and builds entity
representation for relation classification, Joint-M directly takes mention
candidates as input and classifies relations on mention-level, which reinforces
the encoding contextualization.

④ Setting: Joint-M + GP
Task interaction: shared encoder + graph propagation
Graph propagation (GP) has been shown effective by previous work such as
DYGIE++ (Wadden et al., 2019). We propose an adapted version of GP that fits
our task context, which regards each relation decisions as its own subgraph:
mention candidates as nodes and relation logits as weight edges. GAT-style
propagation is then applied on each heterogeneous relation subgraph, and
subgraphs will be aggregated to form the final node embedding.
GP interaction is implicit, as it updates the mention embedding based on

RE decisions which could potentially benefits COREF. However, the decoding
of COREF and RE are still independent, and there is no guarantee that
propagated embeddings will help the decision making of other modules.

encoder Joint-M
decoder

Mentions

Relations

EntitiesPropagation

⑤ Setting: Joint-M + GC
Task interaction: shared encoder + graph compatibility
Graph Compatibility (GC) is an explicit interaction we propose that bridges
COREF and RE decisions directly. It still makes use of the relation graphs:
• The local graphs of two mention nodes should be similar if they are from

the same entity cluster, since they are forced by Joint-M to express the exact
same relations to all other mentions.

• Vice versa, if two mentions do not refer to the same entity, their relations to
other mentions are likely to be distant.
Therefore, GC checks the “compatibility” (distance) of two local graphs as a

second source of how likely two mentions are coreferent.
GC interaction is explicit, as the RE decisions have a direct impact on

COREF, and also serve as regularization in the training. Two modules could
benefit from each other, as their scores are linked together.
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Mentions

Relations
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RESULTS Experiments are conducted onDocRED andDWIE.
End-to-end evaluation of entity-level relation triples is adopted:
• A predicted relation triple is regarded as correct only when both head

and tail entities are correct as well as the relation is correct.
Results (table on the left):
• Joint outperforms Pipeline by ~0.5-1.5 F1.
• Joint-M outperforms Joint by ~0.5-1.5 F1.
• +GP and +GC can both bring improvement over Joint-M, with +GC

achieving the best performance on both datasets.
Further analysis shows that the improvement of +GC mainly comes from
the regularization effects (COREF→RE) during training, and the direct
effect during inference (RE→COREF) is rather trivial.

EXPERIMENTS

DocRED DWIE

ME COREF RE ME COREF RE

Pipeline 92.56 84.09 38.29 96.09 92.80 57.76

Joint 93.34 84.79 38.94 96.16 92.87 59.32

Joint-M 93.33 84.83 39.65 96.47 92.91 61.01

+GP 93.38 84.85 40.12 96.37 93.05 61.95

+GC 93.35 84.96 40.62 96.57 93.47 62.85

Figure 5.3: Pipeline setting: no task interactions.

for all tasks, while keeping independent decoders for COREF and RE that are jointly

trained in a multi-task manner (adding two losses). This and later settings employ

“shared representation” as the first type of task interactions (Figure 5.4).

Modeling Task Interactions in Document-Level 
Joint Entity and Relation Extraction

BACKGROUND
Task: document-level joint entity and relation extraction
• Extract relation triples (𝑒!, 𝑟, 𝑒") from an input document
• 𝑟 is one of the pre-defined relation types
• 𝑒!/𝑒" is the head/tail entity, where each entity is a collection of

coreferent mentions across the document
• Most related work on document-level extraction focuses on the global

reasoning among entity mentions, and assumes the entities are given.
Joint extraction has not drawnmuch attention.

OVERVIEW

• Target the joint extraction consisting of three tasks: mention extraction
(ME), coreference resolution (COREF), relation extraction (RE).

• Focus on the task-interaction in the joint learning process, and propose
models that achieve both implicit and explicit task interactions for the
joint extraction.

• Implement and compare five model settings in total, featuring different
task-interaction including pipeline (no interactions), shared encoders,
and further implicit/explicit interactions.

① Baseline Setting: Pipeline
Task interaction: none
Our first model is the naïve pipeline approach, where two modules are
trained separately without any task interactions.
• COREF module: employ a near state-of-the-art model for end-to-end

coreference resolution, with a Transformers-based encoder and span-
based decoder (Joshi et al., 2019), producing entities from the document
(clusters of mentions).

• RE module: employ a near state-of-the-art model for document-level
relation extraction (Zhou et al., 2021) with light modification. The encoder
is also Transformers-based.

Liyan Xu, Jinho D. Choi
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② Baseline Setting: Joint
Task interaction: shared encoder
Our second model features the common strategy for joint training in the
multi-task paradigm, where different task modules share the same encoder
while still keeping independent decoders, and losses of different tasks are
interpolated in the training.
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③ Setting: Joint-M
Task interaction: shared encoder
We present another joint model that features Mention-level decoding, which
serves as the backbone of latter task interactions.
Unlike the naïve RE module that takes entities as input and builds entity
representation for relation classification, Joint-M directly takes mention
candidates as input and classifies relations on mention-level, which reinforces
the encoding contextualization.

④ Setting: Joint-M + GP
Task interaction: shared encoder + graph propagation
Graph propagation (GP) has been shown effective by previous work such as
DYGIE++ (Wadden et al., 2019). We propose an adapted version of GP that fits
our task context, which regards each relation decisions as its own subgraph:
mention candidates as nodes and relation logits as weight edges. GAT-style
propagation is then applied on each heterogeneous relation subgraph, and
subgraphs will be aggregated to form the final node embedding.
GP interaction is implicit, as it updates the mention embedding based on

RE decisions which could potentially benefits COREF. However, the decoding
of COREF and RE are still independent, and there is no guarantee that
propagated embeddings will help the decision making of other modules.

encoder Joint-M
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⑤ Setting: Joint-M + GC
Task interaction: shared encoder + graph compatibility
Graph Compatibility (GC) is an explicit interaction we propose that bridges
COREF and RE decisions directly. It still makes use of the relation graphs:
• The local graphs of two mention nodes should be similar if they are from

the same entity cluster, since they are forced by Joint-M to express the exact
same relations to all other mentions.

• Vice versa, if two mentions do not refer to the same entity, their relations to
other mentions are likely to be distant.
Therefore, GC checks the “compatibility” (distance) of two local graphs as a

second source of how likely two mentions are coreferent.
GC interaction is explicit, as the RE decisions have a direct impact on

COREF, and also serve as regularization in the training. Two modules could
benefit from each other, as their scores are linked together.
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RESULTS Experiments are conducted onDocRED andDWIE.
End-to-end evaluation of entity-level relation triples is adopted:
• A predicted relation triple is regarded as correct only when both head

and tail entities are correct as well as the relation is correct.
Results (table on the left):
• Joint outperforms Pipeline by ~0.5-1.5 F1.
• Joint-M outperforms Joint by ~0.5-1.5 F1.
• +GP and +GC can both bring improvement over Joint-M, with +GC

achieving the best performance on both datasets.
Further analysis shows that the improvement of +GC mainly comes from
the regularization effects (COREF→RE) during training, and the direct
effect during inference (RE→COREF) is rather trivial.

EXPERIMENTS

DocRED DWIE

ME COREF RE ME COREF RE

Pipeline 92.56 84.09 38.29 96.09 92.80 57.76

Joint 93.34 84.79 38.94 96.16 92.87 59.32

Joint-M 93.33 84.83 39.65 96.47 92.91 61.01

+GP 93.38 84.85 40.12 96.37 93.05 61.95

+GC 93.35 84.96 40.62 96.57 93.47 62.85

Figure 5.4: Joint setting: shared encoder.

5.2.2 Shallow Task Interactions

Joint-M As the COREF model operates on the mention-level but ATLOP scores

between entities directly, another joint model is proposed that unifies all scoring on

the mention-level, allowing more straightforward inter-task interference later.

Same as the baseline, the COREF module in Joint-M still generates a set of men-

tion candidates (m1, ..,mn) and their pairwise coreference scores sc(mx,my) indexed

by x, y ∈ [1, n]. Different from ATLOP that obtains entity representation first and

performs relation scoring among entities, the RE module in Joint-M simply obtains

mention-level pairwise relation scores sr through a lightweight biaffine scoring, di-
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rectly on the same set of mention candidates. More formally:

sc(mx,my) = gxW
cgTy + sm(gx) + sm(gy)

sri(mh,mt) = ghW
rigTt + shi(gh) + sti(gt)

g denotes the embedding of the corresponding mention; W c/W ri are learned pa-

rameters for COREF scoring and RE scoring of the ith relation type. sm/shi/sti are

additional prior scores predicted by separate feed-forward networks on how likely the

mention span is a gold mention (sm) or a head/tail mention for the ith relation type

(shi/sti).

Though the original relation labels are on the entity-level, the labels are transferred

to the mention-level by letting any mention pair (mh,mt) express the same relations

as their belonging entities (eh, et), with mh ∈ eh and mt ∈ et. By doing so, the model

is forced to learn more inter-sentence reasoning implicitly in the encoding stage to

aggregate different local context of mentions belonging to the same entity.

Similar mention-level decoding is also adopted in previous work [83, 15]. In partic-

ular, Eberts and Ulges [15] applies multi-instance learning on mentions; nevertheless,

their approach regards mention-level labels as latent variables and still needs to formu-

late the entity representation, while Joint-M offers a simpler paradigm that discards

entities in the model completely, and yields similar performance as multi-instance

learning in preliminary experiments.

Joint-M is trained similar to Joint and still employs the same task interaction as

“shared representation”. For inference, the entity-level relation labels are obtained

by simply averaging the mention-level relation scores from the cartesian product of

the predicted entity clusters, denoted as below:

sri(eh, et) = MEAN{sri(mh,mt)}, ∀(mh,mt) ∈ eh × et (5.3)
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+GP In this setting, Graph Propagation is applied upon Joint-M, which has the

similar formulation as DyGIE++ [63]. Distinguished from the original DyGIE++

that only extracts intra-sentence relations, it is adapted for document-level graph

propagation as follows.

After the RE scoring in Joint-M, each mention candidate is regarded as a graph

node and their relation scores as weighted graph edges. Instead of propagating on one

graph as DyGIE++, each relation type inherently forms its own directed subgraph

that only consists of edges of a specific type. In +GP, subgraph propagation is

performed respectively, then the final node representation is obtained by aggregating

nodes from each subgraph.

More formally, let R be the set of relation types. |R| heterogeneous relation

subgraphs can thus be constructed after the RE scoring. Graph Attention Network

(GAT)-like propagation [61] is then applied on each subgraph:

αri
ht =

exp
(
ReLU

(
sri(mh,mt)

))∑
k∈Nh

exp
(
ReLU

(
sri(mh,mk)

)) (5.4)

grih = tanh(
∑
t∈Nh

αri
ht · gtW

ri) (5.5)

ĝt = gt +
∑
ri∈R

grih /|R| (5.6)

ĝt is the new tail embedding after the propagation that will replace gt; Nh is the

set of neighboring nodes of mh, which in this case are all the mention candidates. W ri

is the learned matrix for type-specific node transformation. The new head embedding

ĝh will also be obtained accordingly.

With the new node embedding that fuses the RE decisions, +GP performs the

COREF scoring as in Joint-M but using the updated mention representation, accom-

plishing implicit task interactions. No further propagation is performed on COREF

graphs as it is shown little effects by previous work [63, 69].
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Figure 5.5: Proposed approach with different task interactions. Each node represents
an extracted mention in the document.

5.2.3 Fuse Multi-Task Decoding

Although the previous +GP model achieves shallow task interaction through prop-

agation on mention representation, each task decoding is still independent. In this

subsection, the proposed +GC is described that conducts structural inference on re-

lation graphs to achieve deeper task interactions and fuses multi-facet information of

entity mentions in the document.

+GC As above interactions are all implicit, I propose to leverage task character-

istics between COREF and RE to design explicit task interactions, dubbed Graph

Compatibility as a new setting upon Joint-M. Specifically, each node after RE scoring

can be regarded as a local graph that connects to all other nodes with weighted edges

(relation scores). If two mention nodes are from the same entity cluster, their local

graphs should be similar, since they are forced by Joint-M to have the exact same

relations to other nodes; vice versa, if two nodes do not refer to the same entity, their

relations (weighted edges) to other mentions are likely to be distant from each other.
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Therefore, +GC model learns a distance metric to check the “compatibility” of local

relation graphs, as an additional clue of how likely two mentions are coreferent.

An illustration of this process that converts coreference into graph distances on

relation structures is shown in Figure 5.6.

More formally, this second source of coreference scores ŝc can be denoted as:

drix,y =
∑

k∈Nx,y

|sri(mx,mk)− sri(my,mk)| (5.7)

ŝc(mx,my) =
∑
ri∈R

βri · drix,y (5.8)

s̃c(mx,my) = sc(mx,my)− λŝc(mx,my)

drix,y is the raw L1 distance between the two local graphs by all neighboring edges

of the ri relation type. ŝc is the final distance/compatibility of two local graphs,

weighted by the learned parameter βri that determines the importance of each ri;

higher ŝc indicates more diverging graphs. The final coreference score s̃c interpolates

the original sc and the new distance ŝc, with λ being a hyperparameter.

Overall, +GC enables explicit multi-task fusing through task interactions that

bridge COREF and RE together: RE can affect COREF directly, while COREF

also pushes similar RE scores for coreferent pairs during back-propagation. The final

distance ŝc is optimized by a contrastive loss as in Eq (5.9) that is commonly used in

Siamese Network [28]. For simplicity, denote D = ŝc(mx,my), Y = 1 when (mx,my)

is from the same entity, and Y = 0 elsewise. m is the margin as a hyperparameter.

L̂ is added as the third loss in Joint-M’s training.

L̂ = Y ·D2 + (1− Y ) ·max(0,m−D)2 (5.9)
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2L. Xu and J. Choi, “Modeling Task Interactions in Document-Level Joint Entity and Relation Extraction,”
NAACL 2022
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Figure 5.6: Illustration of fusing coreference and relation through the relation graph
(the +GC formulation). If two mentions refer to the same entity, their local relation
structures should be similar; vice versa, these two relation structures tend to have
larger graph distance.

5.3 Evaluation and Analysis

Five proposed settings are evaluated on two datasets: DocRED [80], which comprises

Wikipedia documents, and DWIE [83], which comprises news articles. The evaluation

protocol and metrics are consistent with previous work on the end-to-end joint setting

[15, 62], and are identical for both datasets. For DocRED, the provided split is used to

submit test set predictions to its official Codalab competition. For DWIE, I randomly

hold out 10% of the training set for model tuning and use the entire training set for

the final evaluation to ensure consistency with previous work.

The baseline implementation is adapted from the PyTorch COREF model by [69]

and the ATLOP RE model by [90]. The proposed Joint-M, +GP, and +GC models

are implemented in PyTorch. For all experiments, SpanBERT-Base [24] is used as

the encoder, which performs slightly better than BERT according to the findings.

Evaluation results Table 5.1 reports the evaluation results on both datasets with

three metrics for mention extraction (ME), coreference resolution (COREF), and

relation extraction (RE), with RE being the main point of interest for the end-to-end

evaluation. The table also shows the performance of three previous works that employ
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DocRED DWIE

ME COREF RE RE Ign ME COREF RE

LSTM Verlinden et al. [62] - 83.6* 25.7* - - 91.5* 52.1*

BERT Zaporojets et al. [83] - - - - - 91.1 50.4
Eberts and Ulges [15] 92.99* 82.79* 40.38* - - - -

Pipeline 92.56 84.09 38.29 35.88 96.09 92.80 57.76
Joint 93.34 84.79 38.94 36.64 96.16 92.87 59.32
Joint-M 93.33 84.83 39.65 37.17 96.47 92.91 61.01
+GP 93.38 84.85 40.12 38.09 96.37 93.05 61.95
+GC 93.35 84.96 40.62 38.28 96.57 93.47 62.85

Table 5.1: Evaluation results on the test set of DocRED and DWIE. Three metrics
are included: (1) Mention Extraction (ME) in mention-level F1 score (2) Coreference
Resolution (COREF) in averaged F1 score of MUC, B3, and CEAFϕ4 (3) Relation
Extraction (RE) in entity-level F1 score. DocRED also provides a F1 score (RE Ign)
that excludes shared relational facts between training and evaluation. Three related
work with the same end-to-end objective are shown, and they all employ certain
mention-level decoding similar to our Joint-M. Note that Verlinden et al. [62] also
utilizes external knowledge; Eberts and Ulges [15] is not directly comparable as their
reported numbers are on a self-split development set instead of the official test set.

the same end-to-end evaluation approach. Note that [15] is not directly comparable as

they do not use the official test set. All previous works adopt ”shared representation”

as a basic task interaction, with [83] also utilizing DyGIE-like graph propagation as

an additional interaction, similar to the +GP setting.

My approach yields improvements in COREF of 1.4/2.0 F1 on DocRED/DWIE,

respectively, compared to previous works. Furthermore, it achieves the best perfor-

mance on RE for both datasets, with up to 10.8 F1 improvement for DWIE.

Comparing within the five multi-task settings, the Pipeline model has no inter-

actions and performs the worst. By simply sharing the encoder, Joint consistently

outperforms Pipeline on both datasets. Joint-M improves over Joint by 0.7 F1 on

both datasets, indicating that forcing mention-level decoding while retaining the same

relation labels as entities can be an effective strategy. Adding either +GP or +GC

on top of Joint-M leads to further improvements in RE of up to 1.0/1.8 F1 on the

two datasets, bringing the total RE improvement over Pipeline to 2.3/5.1 F1. No-
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tably, +GC consistently outperforms +GP on both datasets, demonstrating that

task-specific design for explicit interactions and multi-facet information fusing is more

effective than general but implicit interactions.

Table 5.1 also indicates that although +GC achieves the best performance in

both COREF and RE, the improvement in COREF is not as significant. As the ef-

fect of +GC goes both ways, with RE directly affecting COREF during inference and

COREF regularizing RE during training, additional analysis is performed to demon-

strate that regularization plays a more significant role in improving RE performance.

COREF RE

P R F P R F

+0.2 +0.9 +0.6 +2.0 +0.6 +1.7

Table 5.2: Deltas of performance on the test set of DWIE applying +GC upon Joint-
M. COREF and RE are evaluated separately (RE are given gold entities at evalua-
tion). P/R/F is the precision/recall/F1 score.

Based on the dataset statistics, a majority of entities in both DocRED and DWIE

are singletons. This characteristic creates an inductive bias in COREF towards

non-linking decisions, leaving less room for improvement in COREF performance

using graph distance ŝc. To further understand the impact of +GC, the performance

changes of individual COREF and RE modules are examine on the DWIE test set,

as shown in Table 5.2.

It is observed that +GC improves the RE module alone by 2% precision and an

overall 1.7 F1 score, indicating that the regularization power from the graph distance

is effective. However, the improvement in COREF is less significant, with an overall

0.6 F1 score, suggesting that although the graph distance brings two-way interactions

between COREF and RE, RE benefits more while the direct contribution to COREF

is trivial. Further analysis could focus on studying task interactions in-depth through

this explicit interaction setting.



63

+GC improves the RE module alone by 2% precision and by an overall 1.7 F1

score, indicating that the regularization power from the graph distance is effective.

By contrast, COREF improves much less by an overall 0.6 F1 score, suggesting that

although the graph distance brings two-way interactions between COREF and RE,

RE actually benefits more while the direct contribution to COREF is more trivial.

More analysis can be a follow-up research that studies task interactions in-depth

through this explicit interaction setting.

5.4 Discussion

This research work continues on the topic to improve document understanding tasks

through structural inference upon relation structures. While previous work has fo-

cused on more linguistic-related structures, such as syntactic and discourse structures,

this work underscores the importance of leveraging knowledge-specific structures -

concretely, relation structures, for the document understanding task of joint informa-

tion extraction. Further research in this area has the potential to unlock new avenues

for improving the performance of models in more related tasks.

As a recap, the proposed structural inference leverages a constructed relation

graph to fuse multi-facet information of document entities, including their coreference

and relation information. One of the key contributions of this work is the formulation

of explicit task interactions that utilize unique task characteristics to mitigate nega-

tive effects such as error propagation from pipeline decoding. It is showed that this

approach brings significant improvements over previous work that employs shallow

decoding interactions such as shared representation or graph propagation.

This work also presents the implication for future research in document under-

standing, such that through task-specific inference design, structural information that

incorporates multi-facet task perspectives could be further leveraged towards more
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related task setting in the multi-task learning manner, such as event extraction. I do

hope more future research could delve into the promising paradigm of this work.
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Chapter 6

Implicit Structural Inference

through Sequence Generation

6.1 Introduction

This chapter continues on the same document understanding task objective as Chap-

ter 5: joint entity-centric information extraction, but focus on a different method-

ology that is intrinsically capable of multi-task learning and global inference: auto-

regressive sequence generation, where the output of each step is conditioned on the

entire sequence generated thus far. In contrast to Chapter 5 that necessitated multi-

ple decoders for different tasks, generation-based approach employs a unified encoder-

decoder framework without requiring task-specific architecture design, fitting multiple

tasks into a single generation process. Each decision in the generation process can be

viewed as a higher-order inference step on the input and previous decisions together.

The chapter begins with a discussion of prior works that explored different joint

extraction paradigms, including early works on generation-based approaches for var-

ious IE tasks. My approach is subsequently introduced that models entity-centric

sequence generation with a schema designed to enable implicit inference on the entity
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structure throughout the autoregressive generation process, which has not been well

explored in previous research.

6.1.1 Background: Joint Extraction Paradigms

The task of joint information extraction requires a model to address multiple tasks

simultaneously. For example, end-to-end relation extraction involves both mention

extraction and relation classification. Previous research has extensively studied joint

extraction paradigms, which can be categorized into two directions.

The first direction is to employ multiple task decoders in the model and to perform

multi-task learning. Within this direction, different perspectives can be addressed to

improve the multi-task learning process. Many previous work has focused on entity

dependencies and interactions under multiple tasks [17, 34]; label dependencies are

also explored by [45, 46]. Apart from entity interactions, Yan et al. [78] investigates

the two-way interactions between tasks within the encoder to obtain better feature

representation. Xu and Choi [68] specifically models the interactions between de-

coders directly, as in Chapter 5. Nevertheless, multiple decoders for each task need

to be in place and some level of “interaction” is focused.

The second direction is to use one module for decoding multiple tasks. Within

this direction, Zheng et al. [89] proposes a novel tagging scheme to jointly decode

entity and relation extraction. Miwa and Sasaki [40], Wang et al. [64], Shang et al.

[56] adopt two-dimensional tagging (a.k.a table filling) that can further handle over-

lapping entities. Recently, generation-based approaches have attracted attention, and

Zeng et al. [86, 85], Nayak and Ng [43] have investigated lexical generation or copy-

based generation on sentence-level extraction tasks, where the structured output is

linearized to a sequence for generation based on designed templates. Lu et al. [36]

further incorporates instructions as part of the input that achieves dynamic templates

and enables zero-shot extraction. For document-level extraction tasks, previous work
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takes the same way as sentence-level tasks: Paolini et al. [48] uses augmented natu-

ral language as target output for coreference resolution, Huguet Cabot and Navigli

[22], Giorgi et al. [18] design output templates that can fit multiple relation triple

instances in the documents. However, these approaches merely regard a document as

a long sentence, without utilizing its intrinsic structures.

In this research work, sequence generation is the focus, combined with implicit

inference on the designed entity structure in the generation process. Section 6.1.2 de-

scribes the main motivation of this research, aiming to contribute to the development

of joint information extraction models, by exploring the potentials and effectiveness

of sequence generation.

6.1.2 Sequence Generation

Auto-regressive sequence generation has been successfully applied in various natural

language processing tasks, such as language modeling, machine translation, and text

summarization. In these tasks, the model generates a sequence of tokens or words,

one at a time, based on the previously generated tokens and the input context.

Autoregressive 
Generation

<s> A B C D E

A B C D E <e>

Figure 6.1: Autoregressive generation: the inference of each step is conditioned on
the entire previously generated sequence.
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One of the advantages behind using auto-regressive sequence generation for joint

entity-centric information extraction is that it provides a natural framework for multi-

task learning. Unlike other joint extraction paradigms discussed in Section 6.1.1,

such as multi-task learning with shared representations or pipeline-based approaches,

where different tasks are separately modeled and combined in a later stage, generation-

based approaches can handle multiple tasks in a unified way through designed schema,

and does not require task-specific architectures, making it more flexible and easier to

implement compared to other joint extraction paradigms.

Another advantage is based on the property that each generation step conditions

on the entire previously generated sequence, featuring higher-order inference based on

previous decisions. In the context of joint information extraction, the input context

consists of a sentence or a multi-sentence document, and the output sequence consists

of entities and their corresponding attributes and relations. In previous related work

introduced in Section 6.1.1, the model typically generates each entity mention and its

attributes and relations in a designed sequential order, conditioned on the previously

generated entities and their attributes and relations, as well as the input text.

For document-level extraction, the second advantage is especially appealing, as it

enables implicit inference on a entity structure of the document, through the schema

design, which is introduced in Section 6.1.3. It allows the model to incorporate global

information about the entity structure throughout the generation process, rather than

making local decisions for each entity in isolation. This is particularly useful for tasks

such as document-level information extraction, where the entities and their relations

could form a complex structure based on the entire document context.

Overall, auto-regressive sequence generation provides a powerful and flexible frame-

work for joint entity-centric information extraction, and can handle multiple tasks in

a unified way while allowing for global inference on the entity structure.
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6.1.3 Problem Formulation

Although generation-based approaches have been proven effective for primarily sentence-

level information extraction by previous work, however, two significant challenges still

remain for document-level information extraction.

Firstly, document-level extraction differs from sentence-level extraction in an im-

portant aspect: the extracted output can have an entity-level structure, as mentions

referring to the same entity should participate in the same roles or relations. There-

fore, it is imperative to model the interactions in an entity-centric way, distinguished

from the mention-level interactions in sentence-level extraction. For example, the

popular document-level relation extraction dataset DocRED [80] requires the model

to resolve relations between a pair of entities, rather than a pair of mentions.

However, none of the previous generation-based models in document-level extrac-

tion have explicitly formulated the entity-centric interactions throughout the gen-

eration process, as they all regard coreference resolution as a special mention-level

relation that gets resolved along with other relations.

Secondly, as the document input can be much longer than a sentence, the ex-

tracted output can also have a long sequence, which can lead to instability and error

propagation in generation.

In this research, instead of generation words or tokens, I adopt a pointer-based

mechanism, generating a concise sequence that avoids longer output. Specifically, at

each step, the model infers a pointer instead of a token, referring to either an input

position, or a special position of a label vocabulary. Thus, only two steps are needed

to indicate an entity mention (start and end positions), regardless of its length in

the input context. In addition, to leverage the entity structure for the entity-centric

task objective, a schema is designed to resolve document entities first, then to resolve

entity-level interactions (relations), based on the generated entity structures.
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6.2 Approach

The proposed generation-based approach can be broken down into three distinct parts:

output schema, pointer-based inference, and training strategy. Each of these parts is

described in detail in the following three subsections, respectively.

6.2.1 Generation Schema

Schema: entities The generation schema first resolves global entities in the doc-

ument, modeling the entity-structure directly. Therefore, the model effectively per-

forms an end-to-end entity resolution before reasoning any entity-level interactions

such as entity relations. Instead of regarding coreference as a special mention-level

relation as in previous works [22, 18], I adopt a simple strategy that models the entity

structure directly and is also straightforward to view, visually as follows:

m11 m12 ... m1N1 1○︸ ︷︷ ︸
1st entity

m21 m22 ... m2N2 2○︸ ︷︷ ︸
2nd entity

... 3○︸︷︷︸
3rd entity

... (6.1)

mij represents the jth mention of ith entity, andNi is the total number of mentions

in ith entity cluster. i○ is a special symbol, serving as a separator to mark the

end of an entity cluster, as well as the identifier for the ith entity. This strategy

is more efficient to represent coreferent entities of a document in terms of length,

compared to generating coreference as mention-level relations [22, 18], as each mention

only appears once in the schema, rather than multiple times as in previous works.

Additionally, it is also interpretable that directly presents the entity structures of the

document.

This schema is also flexible and efficient to incorporate entity types (e.g. person,

location, etc.), by simply adding a special symbol l(i) as the type of ith entity to the
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end of its entity sequence, illustrated as follows:

m11 m12 ... m1N1 l
(1) 1○︸ ︷︷ ︸

1st entity

m21 m22 ... m2N2 l
(2) 2○︸ ︷︷ ︸

2nd entity

... l(3) 3○︸ ︷︷ ︸
3rd entity

... (6.2)

Schema: entity interactions After resolving all document entities in the output

sequence, the schema then starts to resolve the entity interactions. In this work, only

the entity relations are focused, but more interactions such as events could also be

integrated in future work.

To model the entity interactions, the model continues the generation with the fol-

lowing schema, where the inference of each step is now conditioned on the previously

generated entity structure:

m11 m12 ... 1○ m21 m22 ... 2○ ...︸ ︷︷ ︸
entity structure

≀ 1○ 2○ r
(1,2)
1 , r

(1,2)
2 , ... ≀ 3○ 5○ r

(3,5)
1 ...︸ ︷︷ ︸

entity interactions

(6.3)

≀ is a special symbol indicating the start of an interaction, followed by a pair of

entities i○ j○, and their expressed relations r(i,j). Note that:

1. The special symbol i○ is the identifier of the ith entity from the entity structure.

It is used to represent the entity in the interaction sequence, such that specific

mentions do not need to appear again in the schema, which is efficient for

document-level extraction where the number of mentions can be quite large.

2. Each interaction expresses the relations between a pair of entities, where the

number of relations can be one to many. Each step is conditioned on the gener-

ated entity sequence and previous interactions, implicitly performing structural

inference that leverages the entity structure.

3. If a pair of entities do not express any relations, they are excluded from the

schema, and should not appear in the interaction sequence.
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Schema 6.3 can be used to model the full entity-centric extraction, or only the

entities, effectively as the end-to-end coreference resolution.

6.2.2 Pointer-based Inference

Given the introduced schema, a pointer-based inference is used for the generation

process, to efficiently represent which mentions are being referred to by the schema.

It is inspired by previous work from Yan et al. [77], where the pointer-based generation

to is proven effective for various tasks of Named Entity Recognition (NER).

Concretely, the logit space at each generation step is pointers, or positions, cover-

ing the input context and a special symbol vocabulary. The logit space can be denoted

as [S⊕I], where S = { 1○, 2○, ...}∪{l1, l2, ...}∪{r1, r2, ...}∪{≀} is the vocabulary of all

Special symbols including entity identifiers, types and relations, and I = {t0, t1, ...}

represents the exact tokens of Input context. If there are NS special symbols and

NI input tokens, then the output logit space constitutes NS + NI pointers. At each

generation step, the model predicts a distribution on this logit space, and each index

of this space represents either a specific special symbol, or a specific input position.

To represent a mention, the model only needs two steps to generate its start token

position and end token position from the input I. Therefore, the sequence directly

generated by the model can be illustrated as:

s11e11 s12e12 ... 1○ s21e21 ... 2○ ...︸ ︷︷ ︸
entity structure

≀ 1○ 2○ r
(1,2)
1 , r

(1,2)
2 , ... ≀ ...︸ ︷︷ ︸

entity interactions

(6.4)

sij/eij represents the logit space index for the start/end position of the mention

mij. Other special symbols such as 1○ and r
(1,2)
1 are also the corresponding indices of

the logit space.
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6.2.3 Decoder

In this research, BART [32] is used as the encoder-decoder framework. LetH ∈ RNI×d

be the hidden states of input sequence of length NI from the last layer of encoder, d

being the hidden state dimension. At each generation step t, denote the previously

generated pointer output as Yt−1 = (y1, ..., yt−1); the hidden state of this step from

the decoder ht is conditioned on the input and previous output:

ht = Decoder(H;Yt−1) (6.5)

With ht, the model predicts a distribution over the pointer-based logit space, and

picks an index, representing either a special symbol or an input position, based on

the logit space probability distribution. Let G ∈ RNS×d be the learnable embeddings

of NS special symbols. The distribution over the pointer-based logit space is then:

Ĥ = MLP(H) (6.6)

P (yt) = softmax
(
(G · ht)⊕ (Ĥ · ht)

)
(6.7)

A learnable MLP (multi layer perceptron) is employed to transform raw input

hidden states H for decoding inference, and ⊕ denotes the concatenation, so that the

distribution is of dimension size NS +NI .

Note that although the decoder generates a pointer at each step, when obtaining

ht in Eq (6.5), the decoder takes the previous output Yt−1 and converts to their

corresponding embeddings of the special symbols or input tokens.

During inference, the standard beam-search is adopted, and constrained decoding

is applied to generate sequences of valid format, according to the schema.
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6.2.4 Training Strategy

During training, the teaching-forcing method is applied, and the model is optimized

by the standard cross-entropy loss:

L = −
T∑
t=1

logP (ŷt|H, Yt−1) (6.8)

T is the gold output length, and ŷt is the gold index position at step t, which points

to either a special symbol or an input position.

Although the model is able to learn through the naive training strategy, under the

context of this task and schema, two particular issues stand out. Further strategies

to accommodate these issues are proposed as below.

Inductive bias In Schema 6.3, entities in the interaction sequence are referred by

the ordinal special symbols 1○, 2○, etc. This could pose an inductive bias that certain

ordinal symbols are biased against certain relations, especially when the train data is

not sufficient. For example, if gold training label sequences contain many instances

of 1○ 4○ r′, then during inference, the model could predict towards the relation r′ for

any entities at the position 1 and 4, regardless what semantic meaning these entities

actually express.

To alleviate this issue, in the training, the ordinal symbols are not fixed for each

entity; rather, for a small probability, these special symbols are dynamically shuffled,

as long as the same symbol is used for a entity in an training sequence. For instance,

the ordinal symbols 1○ and 2○ are now shuffled with 7○ and 5○.

m11 m12 ... 7○ m21 m22 ... 5○ ...︸ ︷︷ ︸
entity structure

≀ 7○ 3○ r
(7,3)
1 , r

(7,3)
2 , ... ≀ ...︸ ︷︷ ︸

entity interactions

(6.9)

The strategy of dynamic shuffling effectively eliminates the inductive bias of ordi-



75

nal symbols, and is shown to bring significant improvement according to the ablation

study.

False tolerance Since teaching-forcing is used for training, there is a gap between

training and inference, as the model has not been trained to handle inference with

potentially erroneous sequences. Previous work UIE [36] employs noisy token injection

that learns to correct wrong predictions during generation. Injection is performed to

the interaction sequence based on negative sampling: if a pair of entities do not have

any relations, per a small probability, an interaction with “NA” relation is injected

into the gold sequence, forcing the model to recognize entity pairs without relations,

which promotes false tolerance during inference, when a pair of entities are generated

but no relations are actually expressed. When the “NA” relation is generated during

inference, this particular interaction is simply discarded.

6.3 Evaluation and Analysis

The described sequence generation approach is evaluated on three datasets:

• CoNLL 2012 shared task [49], to specifically evaluate the capability to identify

document entities. This is the same evaluation dataset used in Chapter 4.

• DocRED [80] and DWIE [83], to further evaluate the end-to-end modeling of

joint relation extraction upon the entity structure. These are the two datasets

adopted in Chapter 5.

For all experimental settings, the same BART-Large [32] is employed as the

encoder-decoder backbone. A beam size of 2 is used for all inference.

Evaluation results Table 6.1 shows the results on CoNLL 2012 shared task for

coreference resolution, comparing with the non-generation counterpart - two mod-
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els from Chapter 4. In Table 6.2, evaluation results on the two relation extraction

datasets are presented, which are compared against the non-generation counterpart

introduced in Chapter 5, keeping the same evaluation protocol.

MUC B3 CEAFϕ4

P R F1 P R F1 P R F1 Avg. F1

BERT 85.0 82.5 83.8 77.3 74.0 75.6 74.9 70.7 72.8 77.4
SpanBERT 85.7 85.3 85.5 78.6 78.6 78.6 76.8 74.8 75.8 79.9

Gen 81.3 84.0 82.6 72.1 76.4 74.2 71.8 72.8 72.3 76.4

Table 6.1: Results on the test set of CoNLL 2012 English shared task. The averaged
F1 of MUC, B3, CEAFϕ4 is the main evaluation metric. BERT and SpanBERT are
two settings from the span-based model in Chapter 4; Gen is the sequence generation
model described in this chapter.

DocRED DWIE

ME COREF RE RE Ign ME COREF RE

Pipeline 92.56 84.09 38.29 35.88 96.09 92.80 57.76
Joint-M 93.33 84.83 39.65 37.17 96.47 92.91 61.01

Gen 93.98 85.44 37.08 34.72 96.13 92.58 56.30

Table 6.2: Evaluation results on the test set of DocRED and DWIE. Three metrics
are included: (1) Mention Extraction (ME) in mention-level F1 score (2) Coreference
Resolution (COREF) in averaged F1 score of MUC, B3, and CEAFϕ4 (3) Relation
Extraction (RE) in entity-level F1 score. DocRED also provides a F1 score (RE Ign)
that excludes shared relational facts between training and evaluation. Gen is the
sequence generation approach in this chapter, while Pipeline and Joint-M are the
two approaches presented in Chapter 5.

For coreference resolution, the results are divergent on different datasets. Table 6.2

shows that for DocRED, the sequence generation model Gen attains the best perfor-

mance on COREF; for DWIE, Gen also shows trivial degradation (0.3 F1) than the

non-generation counterpart. For CoNLL-2012, the gap indeed becomes larger, being

1% lower than BERT and 3.5% lower than SpanBERT. This outcome can be attributed

to the dataset characteristics: CoNLL-2012 requires a higher level of reasoning, as it
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involves annotated entities that comprise not only proper nouns, but also pronouns

and numerous long noun phrases. On the other hand, DocRED and DWIE primar-

ily comprise proper nouns, thus making the task more manageable. Nevertheless,

it is still encouraging that without complex decoder design and feature engineering,

the sequence generation is able to effectively resolve document entities with almost

no degradation on easier datasets, and without significant declining on the harder

dataset.

With respect to end-to-end relation extraction, current sequence generation mod-

els exhibit larger room for improvement, with Gen yielding an F1 score that is 2.6%

lower than its non-generation counterpart for DocRED and 4.7% for DWIE. Espe-

cially, since Gen displays comparable performance in entity recognition (COREF) to

previous models, it can be concluded that the current sequence generation technique

needs stronger inference on the entity interactions, conditioned on the extracted entity

structure.

Interaction Reasoning To better understand the performance of implicit infer-

ence on the linearized entity structure, the entity interactions are bifurcated from the

end-to-end evaluation: during sequence generation model inference, the gold sequence

of entity structures is fed to the decoder, such that the model performs inference of

entity interactions using always the correct document entities. The evaluation results

are compared with a state-of-the-art relation extraction model from 2021 that takes

gold entities as input: ATLOP [90], which employs RoBERTa-Large [35] as the encoder

and is not generation-based.

Table 6.3 illustrates the performance outcomes on the dev set of DocRED and

DWIE. By using the gold sequence of entity structure, Gen (GOLD) achieves 52.73

on DocRED and 70.60 F1 on DWIE. Compared with ATLOP (GOLD), there is indeed
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DocRED DWIE

RE RE Ign RE

Gen (E2E) 37.08 34.72 56.30

Gen (GOLD) 52.73 50.22 70.60
ATLOP (GOLD) 62.03 60.21 82.87

Table 6.3: Evaluation on the entity interactions (relation extraction) by regarding en-
tities as given, using Gen (GOLD) and the non-generation counterpart ATLOP (GOLD).
For comparison, Gen (E2E) denotes the end-to-end results from Table 6.2.

a large performance gap of 9.3 F1 for DocRED and 12 F1 for DWIE. It shows that

the reasoning ability on entity interactions falls behind on entity resolution, due

to the requisite for entity interactions to refer to each entity via a unique ordinal

symbol. Accordingly, the subsequent research efforts could concentrate on enhancing

the performance of entity interactions.

Context Length As error propagation could happen during the sequence genera-

tion process, especially for long documents with many entities, the performance by

different context length is explicitly examined, as shown in Figure 6.2 and Figure 6.3.

<100 100-200 200-300 300-400 400-500 500-600
F1 by Gen 82.22 82.91 79.95 82.6 82.98 83.55
F1 by SpanBERT 88.44 85.46 83.5 84.23 84.64 82.95
# Documents 36 51 45 30 27 30
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Figure 6.2: Entity resolution performance on the dev set of CoNLL 2012 shared
task by different context length, for the approach of both Gen and SpanBERT. The
distribution of context length is also shown.
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<160 160-200 200-240 240-280 280-320 >320
F1 by Gen 48.44 39.31 42.22 34.1 27.04 24.42
F1 by Joint-M 51.44 44.22 46.1 36.69 37.21 31.48
# Documents 107 314 251 135 83 108
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Figure 6.3: End-to-end relation extraction performance on the dev set of DocRED by
different context length, for the approach of both Gen and Joint-M. The distribution
of context length is also shown.

The assessment of entity resolution on CoNLL-2012 is presented in Figure 6.2,

wherein Gen and SpanBERT sustain acceptable performance until the input context

exceeds 600 subtokens, after which their performance declines rapidly. Meanwhile,

Gen exhibits a greater performance gap compared to SpanBERT as the input context

becomes lengthier.

Figure 6.3 illustrates the evaluation outcomes for end-to-end relation extraction on

DocRED. A similar trend emerges, as both Gen and Joint-M demonstrate significant

performance deterioration when the input context exceeds 240 subtokens.

The above observations for both datasets indicate that neither the conventional

model nor the current sequence generation approach can handle long context while

maintaining high performance. This emphasizes the need for a future research di-

rection that seeks to mitigate error propagation when the document context gets

long.

Ablation Study Further analysis is conducted to examine the effectiveness of pro-

posed training strategies to handle inductive bias and false tolerance explicitly. Ta-
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ble 6.4 shows the evaluation results with two additional settings, where both strategies

are shown effective. Notably, the handling of false tolerance contributes 0.9 F1 to Do-

cRED.

DocRED DWIE

RE RE Ign RE

Gen 37.08 34.72 56.30
-IB 36.91 34.56 55.43
-FT 36.18 33.80 55.34

Table 6.4: Ablation study on the training strategies described in Section 6.2. -IB

denotes the setting without handling the Inductive Bias issue; -FT denotes the setting
without handling False Tolerance.

6.4 Discussion

This chapter conducts an exploratory study by using sequence generation for the

task of entity-centric relation extraction, with the motivation of a unified architec-

ture design with intrinsic higher-order inference on the entity structure. Though the

current approach needs further research work to serve as a viable alternative to those

traditional span-based models, it has already demonstrates promising results on en-

tity resolution, exhibiting superior or comparable performance on simpler datasets

like DocRED. These results underscore the efficacy of the proposed pointer-based

inference and the designed schema.

Two research directions can be further conducted based on the presented analysis.

First, the current generation shows a large performance gap in reasoning entity inter-

actions. As the schema uses special ordinal symbols to refer to the entities, this issue

could be potentially addressed by designing pretraining on a larger-scale corpus to

enhance the model’s capacity to learn this referral mechanism. Second, although false
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tolerance is handled in the current approach, additional methods could be employed

to mitigate the effects of error propagation, particularly when handling long context

inputs.
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Chapter 7

Conclusion

This dissertation presents four distinct research works that center around the overar-

ching theme of performing various structural inference to enhance document under-

standing. This concluding chapter serves to provide a summary of the contributions

made by the preceding chapters, and to reiterate the key objective - exploring the

potentials of incorporating structures that could offer complementary information to

sequence modeling. Additionally, a brief discussion regarding potential avenues for

future work is provided in the end.

7.1 Research Contributions

In this dissertation, I have presented the utilization of different language or document

structures for document understanding, and demonstrated how these structure can

be formulated to improve the performance for various NLP tasks, through designed

structural inference outlined in Chapter 3-6. Ultimately, they are leveraged to ful-

fill the main motivation described in Chapter 1, which is to overcome the inherent

scattered information issue in the document encoding and task decoding process.

By incorporating certain structures, either syntactic, discourse, or other knowledge-

specific structures, they can be shown to augment the sequence modeling capabil-
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ity of pretrained language models, leading to improved performance on a range of

document-oriented tasks.

Overall, this dissertation makes insightful contributions to the research community

on the incorporation of various structures under the development of deep learning in

NLP. Experimental results by my proposed structural inference demonstrate that it

can effectively enhance document understanding tasks, and benefit from modeling

dependencies among different parts of the context.

7.2 Future Work

Task-specific Structures As there are more task-specific structures that could be

utilized in more document understanding tasks, it would be interesting to investigate

the potentials of structures that are not covered in this dissertation, such as event and

temporal structures, and other discourse relations, which are all important aspects

in general document understanding. These structures could initiate new insights into

the relationships between different parts of a document, and potentially improve the

performance, and bring improvement to certain downstream tasks.

General Structures Rather than task-specific structures, adopting a general task-

agnostic structure to represent the document semantics is especially appealing. On

the sentence-level, Abstract Meaning Representation (AMR) [2], a semantic repre-

sentation framework proposed to capture the underlying meaning of a sentence in a

structured and unambiguous way, has been largely utilized since its proposal. Re-

cently, document-level AMR [42] has gained attraction as well. A future research that

investigates how much these general semantic representation can assist the document

understanding on a wide range of NLP tasks can also be particularly interesting.
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