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Abstract

Unraveling the Mechanisms of Bacterial Transcription through A Multi-tiered Lens

By Jin Qian

Bacterial transcription, a fundamental process essential for cellular function and
regulation, presents a complex interplay of mechanisms operating at various hierar-
chical levels. The significance of this field lies in its broad implications ranging from
understanding basic cellular processes to developing targeted therapeutic interven-
tions. This dissertation provides a comprehensive analysis of bacterial transcription
dynamics from the base-pair level to the interactions within crowded cellular envi-
ronments. Employing single-molecule biophysics and molecular biology techniques, I
developed a model elucidating transcription kinetics at the base-pair level, informed
by the thermal dynamics of transcription bubbles and nascent RNA structures. This
model not only predicts transcriptional dynamics with high precision but also sheds
light on the effects of transcriptional tension and regulatory proteins on transcription
pauses. Further, the study explores the interaction of RNA polymerase with DNA-
bound roadblocks, revealing mechanisms of navigational flexibility under genomic
constraints. The mechanisms highlight two distinct mechanisms - passive waiting for
obstacle dissociation, and active backtracking, recovery, and forceful passage. Addi-
tionally, the study reveals the mechanism of a non-canonical, post-termination fate of
RNA polymerase, termed as transcriptional recycling. Lastly, the research extends to
understanding DNA behavior in crowded cellular milieus, thereby providing insights
into chromatin dynamics in vivo. The findings from this research enhance our under-
standing of transcription processes at a molecular level and provide valuable insights
in the realms of genetic regulation.
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Chapter 1

Introduction

In my doctoral research at Emory University under the mentorship of Drs. Laura

Finzi and David Dunlap, I delve into the complexities of bacterial transcription. This

field is not only fundamental to our understanding of molecular biology but also cru-

cial for developing therapeutic applications. My dissertation presents a hierarchical

exploration of transcriptional mechanisms, examining the interactions of RNA poly-

merase (RNAP) at levels ranging from individual base pairs to the broader cellular

context.

First aspect in this work is a model that characterizes transcription kinetics at the

base-pair level, crucial for deciphering the intricacies of gene expression. At this junc-

ture, the sequence of the DNA template, the structure of the transcribing RNAP, the

nascent RNA transcript, and the transcription factors (TFs) influencing RNAP-DNA

interaction assume paramount importance. As documented in refs [1, 2], RNAP, an

efficient motor enzyme, translocates along the DNA template, producing a transcript

that mirrors the DNA sequence. This process occurs at a rate of 10-20 bp/second

and is punctuated by pauses of varying durations [3, 4]. These pauses can be short,

typically under a second and known as elemental pauses, believed to be precursors

to longer pauses. The longer pauses, which can extend to tens of seconds, fall into
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either class I (hairpin-stabilized) and class II (backtracked) categories. These pauses

are not only structurally characterized but also mechanistically explored, with their

regulation attributed to the DNA sequence, the nascent transcript’s structure, and

the availability of TFs [5]. Despite early efforts for a physical model that explains and

predicts transcriptional pauses induced by DNA sequences, previous models have had

limited success in predicting pausing types, durations, and the influence of external

tension or TFs [6, 7, 8, 9, 10]. To address these gaps, I have developed a model based

on contemporary biochemical understanding of transcription pausing mechanisms, op-

timizing it with high-resolution transcription data [11]. This thermodynamic model

not only elucidates the roles of external tension and TFs but also accurately simulates

observed pause sites and durations. Additionally, it predicts transcription dynamics

on unfamiliar DNA sequences and is adaptable to include initiation and termination

stages.

Progressing to the nucleo-protein interaction level, I investigate the regulatory

roles of DNA-binding proteins in transcription [12, 13, 14]. The affinity of these pro-

teins for specific or non-specific DNA sequences can vary significantly, influenced by

physiological conditions [15]. Utilizing multiplexed magnetic tweezers [16, 17], my re-

search examines RNAP’s passage through genomic roadblocks of differing strengths.

The findings indicate that RNAP can switch between passive and active, reciprocat-

ing pathways to surmount these roadblocks. Passively, RNAP waits for spontaneous

dissociation of roadblocks, while actively, it engages in backtracking-recovery cycles

to forcibly clear the roadblock from its path. The efficiency of these pathways can be

influenced by tension and TFs, highlighting crucial aspects for enhancing gene expres-

sion efficiency and offering strategies to inhibit bacterial transcription in pathogenic

organisms.

A significant discovery relates to the recycling behavior of post-termination RNAP.

This behavior suggests a previously unrecognized regulatory mechanism with poten-



3

tial implications for gene expression patterns [18, 19, 20]. The recycling of RNAP

post-termination, especially under external tension and influenced by TFs and RNAP

mutants, reveals tight regulation of transcription patterns. This has implications for

modifying bacterial gene expression, with potential impacts on antibiotic resistance

and pathogen control.

Lastly, my research extends to the behavior of DNA in crowded cellular environ-

ments. The focus here shifts to understanding the physical properties of the DNA

polymer, particularly how phase separation and environmental constraints affect DNA

behavior, thereby providing insights into chromatin dynamics in vivo [21, 22, 23].

Experimental observations of DNA transitioning from a chain to a globular state un-

der macromolecular crowding have led to a phenomenological model explaining DNA

polymer dynamics in such environments. This model accounts for the critical crowder

fraction and the effects of tension, making it essential for understanding how macro-

molecular crowding influences chromatin formation and gene expression within the

nucleoid. This aspect of the research provides a deeper understanding of the complex

interplay between DNA and its cellular environment, enhancing our comprehension

of cellular processes.
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Chapter 2

Basis of Bacterial Transcription

Bacterial transcription, a process where DNA’s genetic information is transcribed into

RNA molecules by RNAP [24], initiates with RNAP binding to specific DNA regions

called promoters. These promoters have sequences signaling the start of transcription.

The RNAP then unwinds the DNA double helix, exposing the template strand in

what is known as the initiation stage. It synthesizes a complementary RNA molecule,

adhering to base-pairing rules and utilizing nucleoside triphosphates ATP, GTP, CTP,

and UTP (all four kinds together are termed as NTPs). As the process continues,

RNAP elongates the RNA molecule by adding nucleotides while moving along the

DNA template. This elongation stage sees the RNA strand gradually detaching from

the DNA template, which allows the DNA double helix to reform. The process

culminates when RNAP encounters a termination sequence, detaching from the DNA

and releasing the complete RNA molecule [25, 26].

This section delves into the finer points of bacterial transcription, with a particular

focus on the nuances present during the elongation stages. Here, we explore the

contemporary understanding of the transcription machinery’s structural configuration

and the paused states that regulate the dynamics of RNAP elongation.
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2.1 Ternary Elongation Complex (TEC) Configu-

ration

RNAPs, as molecular motors, consume chemical energy to synthesize RNA by incor-

porating nucleotide triphosphates. This activity follows the initial stages of promoter

recognition, double-strand opening, and the polymerization of an approximately 8–12

nucleotide long transcript. The elongation phase involves a ternary elongation com-

plex (TEC), distinguished by a DNA bubble separating the upstream and downstream

DNA duplexes, an 8–9 nucleotide DNA/RNA hybrid, and an emerging nascent RNA

chain. Recent advancements in x-ray crystallography and cryo-electron microscopy

have further elucidated the TEC’s structural features. These include the trigger loop

(TL) and the bridge helix (BH), implicated in translocation and the proofreading of

the RNA’s 3’ end, as well as the lid and flap domains, which interact with the RNA

and upstream DNA (Figure 2.1A & B) [27, 28, 29, 30, 31]. Single-molecule assays have

further contributed to our understanding of transcript elongation [3, 32, 33, 34, 35].

Among the various models, the Brownian ratchet mechanism, which postulates that

TEC’s forward motion is stochastically generated by thermal fluctuation and then

stabilized by molecular pawls, has gained prominence (Figure 2.1C). This model is

favored due to its 1-nucleotide translocation step and its compatibility with observed

force-velocity relationships in transcription under different NTP conditions [4, 7, 36].

However, this model may oversimplify the real transcription mechanism, includ-

ing potentially overlooking an allosteric nucleotide binding site within the elongation

complex, as suggested by Foster et al. [37]. Yin and Steitz’s work, based on RNAP’s

crystal structures with NTP substrates, suggests that RNAP translocation may not

be solely driven by NTP-binding affinity. They postulated that RNAPs, coordinated

by specific residues with pyrophosphate, remain in the pre-translocation position until

pyrophosphate’s release promotes the O helix rotation, leading to RNAP’s transloca-



6

tion to the post-translocation position [38]. Contradicting most models’ mechanistic

assumptions about transcriptional pauses, their findings suggest that pyrophosphate

release, not NTP presence, determines the translocation register. Aligning with this,

a dual-ratchet model has been proposed, where a helix acts as a reciprocating pawl,

pushing RNAP forward relative to the nucleic acid scaffold, and the incoming NTP

substrate prevents backward slippage of RNAP [39].

Figure 2.1: (A) Crystal structure of the Thermus thermophilus RNAP elongation complex with the
bound NTP substrate (PDB: 205J). (B) Cartoon of an elongation complex. An elongation complex
covers 30–35 base pairs (bp) of DNA, including ∼14 bp of the DNA downstream of the active site,
10–11-bp of the transcription bubble, and nascent RNA which binds the template strand to form an
8–9-bp RNA–DNA hybrid. The RNAP primary channel accommodates the downstream dsDNA; the
secondary channel serves as the site for NTP entry and RNA extrusion when RNAP backtracking
occurs; the nascent RNA emerges through the exit channel near the flap after the RNA/DNA hybrid
strand separates at the lid. The structure is stabilized by the interaction of specific RNAP domains,
such as the bridge helix (BH) and trigger loop (TL) that comprise the active center, the lid and flap
that interact with nascent RNA. (C) A nucleotide addition cycle involves a Brownian ratchet at
the active center. RNAP shifts between the pre- and post-translocated registers until an incoming
NTP (green) occupies the active site (gray). There, NTP reacts to form a phosphodiester linkage
to 3’ -OH group of the growing RNA chain and release inorganic pyrophosphate (PPi). During the
process, the TL folds into trigger helices (TH) and positions an NTP for catalysis.
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2.2 Transcriptional Pausing

TECs are highly processive, capable of synthesizing extensive nascent transcripts.

However, the regulation of transcriptional elongation is critical, particularly in re-

sponding to abnormal events such as nucleotide misincorporation or encountering

transcriptional roadblocks, coordinating with co-transcriptional events like transla-

tion and splicing, and ensuring biologically meaningful transcription termination at

the correct positions. Regulation is achieved largely through pauses that interrupt

forward translocation.

During elongation, RNAP at each nucleotide coding position may follow different

kinetic pathways. Misincorporation can compromise forward translocation, leading

to correction pathways involving backsliding and removal of the incorrect nucleotide.

Alternatively, transcription may continue past the misincorporated base, albeit slowly,

resulting in a mutated RNA. Additionally, transcript termination and release from

the transcription complex are other potential outcomes. Various pausing mechanisms

guide these divergent paths.

The roles of transcriptional pauses, while still under investigation, have been linked

to various human pathologies in the Pol II system. In prokaryotic systems, transcrip-

tional pauses, which vary greatly in duration from brief elemental pauses lasting

mere milliseconds to extended pauses of several minutes, have been thoroughly stud-

ied [5, 40, 41, 42, 43, 44, 45]. Artsimovitch and Landick suggested that long pause

states commence with the formation of an elemental paused state, which can be sta-

bilized and converted into either a backtracked or hairpin-stabilized state [5]. These

mechanistically diverse pauses are thought to serve different roles in transcription:

backtracked pauses control gene expression at promoter-proximal sites and correct

misincorporated bases, while hairpin-stabilized pauses guide the folding of leader

RNA structures. Recent advances in single-molecule experimentation and cryo-EM

structures have refined our understanding of factors influencing paused state entry
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and escape [28, 35, 46, 47].

Transcriptional pausing is largely probabilistic; most pausing sites are not en-

tirely efficient, making it challenging to fully assess the roles of different paused states

in transcriptional regulation and the mechanisms integrating various transcriptional

pauses to produce pause-interspersed transcription. Nonetheless, several studies have

illuminated the dynamics of transcript elongation, leading to a key question in this dis-

sertation: unraveling the dynamics of transitions between these probabilistic paused

states.

2.2.1 The Elementally Paused Elongation Complex (ePEC)

In the Brownian-ratchet model, the ePEC originates from the RNA–DNA scaffold’s

thermodynamics, allowing toggling between pre- and post-translocated states un-

til NTP binding favors the post-translocated state (Figure 2.1C). This explanation,

intuitively acceptable and first proposed by Yager & von Hippel and Guajardo &

Sousa, underpins Bai et al.’s quantitative sequence-dependent transcription model

that predicted pre-translocated pauses with lifetimes akin to those observed in ePECs

[6, 10, 48, 49, 50]. Consensus elements for brief pauses include a GC-rich segment

upstream of the RNA-DNA hybrid and a pyrimidine at the pause site followed by

a G (G-10Y-1G+1). In the Brownian-ratchet model, G/C at positions –10 and +1

are less favorable for forward translocation than the less stable A/T [3, 44, 51]. Al-

though elemental pausing also depends on the DNA–RNA hybrid and downstream

DNA duplex sequences, contributions from sequences in the transcriptional bubble’s

fork-junctions broadly align with the Brownian-ratchet model’s predictions regarding

the ePEC [44, 52, 53].

However, experimental evidence points to various origins for the ePEC beyond

those predicted by the Brownian ratchet model. Cryo-EM structures of the ePEC

have shown a post-translocated RNA with pre-translocated DNA forming a tilted
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RNA/DNA hybrid, accompanied by rearrangements in the RNAP trigger loop (Fig-

ure 2.2(2)). This half-translocated state, potentially an off-pathway state linked to

elementally paused states, might exhibit extended dwell times [53, 54]. Other pro-

posed conformational arrangements that might inhibit RNAP forward translocation

include a frayed 3’ end of the nascent RNA at the active site (Figure 2.2(1)) and

sequence-dependent nucleic acid and RNAP interactions (Figure 2.2(4)), challenging

the Brownian ratchet model’s explanation for ePEC formation [55, 56, 57].

Figure 2.2: States proposed to explain elongational pauses include: (1) fraying of the DNA-RNA
hybrid at the active site detected by crosslinking, although structural data are not consistent with
this; (2) incomplete template DNA strand translocation, with a pre-translocated DNA strand and a
post-translocated RNA strand, that precludes NTP addition; (3) RNAP backtracking upstream and
extruding the 3’ end of nascent RNA into/through the catalytic site; (4) RNAP recognizing pause
signals encoded in DNA/RNA hybrid and/or downstream DNA sequences (purple); (5) a hairpin
structure forming in nascent RNA that interacts with the RNAP exit channel and flap domain to
cause a global conformational change that disrupts elongation. States 1, 2 and 4 are proposed as
elemental pauses. State 3 represents the backtracked paused complex, and state 5 represents the
hairpin-stabilized paused complex.

2.2.2 Backtracked, Paused Elongation Complex (bPEC)

Backtracking, RNAP’s reverse motion, can induce pausing by extending the 3’ end of

a nascent transcript into or through the catalytic site, as seen in Figure 2.2(3). This

can lead to the formation of a backtracked, paused elongation complex (bPEC). The

potential resolution of this state involves an endonucleolytic cleavage event, either

intrinsically or via accessory factors such as GreA and GreB for Escherichia coli (E.

coli) or SII/TFIIS for Pol II. This process can rescue a bPEC from its stalled state

[58, 59, 60]. E. coli ’s backtracking is notably present at operon polarity suppressor

(ops) sites, leading to promoter-proximal pausing, and a similar mechanism is thought
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to be at play in eukaryotic Pol II, where high G/C content followed by A/T-rich

sequences near DNA promoters induce unstable RNA–DNA hybridization, prompting

polymerase backtracking [5, 61, 62]. Shaevitz et al., employing optical tweezers assays,

observed that backtracking events associated with pauses in RNAP, lasting from

20 seconds to over 30 minutes, occurred not only at consensus sequences but also

throughout various DNA template locations [40].

The formation of bPECs is sensitive to external forces, and the path leading to

these complexes is relatively well understood. Assisting or opposing loads either

inhibit or facilitate bPEC formation, indicating that bPECs are energetically stable

states created by RNAP’s reverse translocation [63]. Saba et al. suggested that an

ePEC could rapidly equilibrate among the pre-translocated, half-translocated, and

one-base-pair backtracked states, given the minimal energy barrier associated with a

single base pair [53]. High-resolution optical trapping assays also show the ease of

forming a one-base-pair bPEC [50, 64]. Extended backtracking is less common but

characterized by longer dwell times, suggesting larger activation barriers for deeper

bPEC formation. Evidence also points to a possible conformational change associated

with backtracking, pushing the bPEC into a state resistant to rescue by external loads

and RNA cleavage events [65, 66, 67].

Recovery from backtracking is considered to occur either via 1D diffusion or cleav-

age of the RNA blocking the catalytic site. Optical trapping assays on RNAP II

indicate that the distribution of backtracked pauses of under 10 seconds follows a

t3/2 power law. This suggests that backtracked RNAP II diffuses in a 1D unbiased

random walk with one-nucleotide steps in the absence of RNA cleavage events [63].

Lisica et al. reported that the recovery mechanism choice is determined by a kinetic

competition between the random walk and the RNA cleavage event. Shallow ener-

getic traps, like one-base-pair bPECs, tend to recover through 1D diffusion, while

deeper traps are more likely to recover via RNA cleavage [68]. Supporting this, re-
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cent work using high-throughput magnetic tweezers showed that PECs backtracked

by more than 4-bp predominantly recover through intrinsic cleavage in the absence

of cleavage factors [67].

2.2.3 Hairpin-Stabilized Paused Elongation Complex (hsPEC)

A significant class of long-lived pausing signals is encoded within RNA secondary

structures, as illustrated in Figures 2.2(5). Nascent RNA structures, such as pseudo-

knots or hairpins, can interact with RNAP’s flap domain near the exit channel and

impede nucleotide addition in the active site, located ∼ 65 Å away. Supported by

cryo-EM reconstructions, an allosteric model posits that upon hairpin-flap interaction,

RNAP undergoes a global conformational rearrangement. This stabilizes a swivel

module and prevents trigger loop folding, disrupting the active nucleotide addition

cycle [30, 54]. Transcriptional factor NusA is believed to enhance hairpin-mediated

pausing by creating a positively charged cavity in the RNAP exit channel, facili-

tating RNA secondary structure formation and stabilizing RNA–RNAP interactions

[30]. It’s worth noting that an RNA hairpin can also disrupt the RNA–DNA hybrid

during intrinsic transcriptional termination, possibly inducing similar conformational

rearrangements in polymerases during both hairpin-stabilized pausing and intrinsic

termination [5, 69, 70, 71].

While the mechanisms underlying the hsPEC are not fully elucidated, experimen-

tal data have revealed many of its features. Recent studies have separately shown that

the RNAP flap domain, trigger loop, and RNA hairpin are indispensable for hsPEC

formation, aligning with the mechanism suggested by the cryoEM hsPEC structure

[64, 72, 73, 74]. A four-nucleotide gap between the hairpin and the RNA–DNA hybrid

is optimal for hsPEC formation, and reducing this spacer to 2 nt significantly dimin-

ishes pausing. The stability and size of the hairpin affect hsPEC formation, with a

stable stem favoring formation while the size of the end-loop being less crucial [31, 74].
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Overall dimensions matter, with longer stems reducing hsPEC formation. Intrigu-

ingly, an artificial hairpin formed by hybridizing an oligonucleotide to the nascent

transcript cannot replicate the nascent RNA hairpin’s effect [75].

2.3 Previous Attempts at Modeling Pause-Interspersed

Transcription

Substantial progress has been made in recent years in elucidating the mechanism

of transcription elongation. Pioneered by Yager & von Hippel, a static sequence-

dependent thermodynamic analysis of TEC stability in E. coli RNAP suggested that

a more complete description of transcription would require kinetic analysis [10, 76].

Subsequent models have described each NTP incorporation cycle as a multi-step or

even multi-branch reaction [48, 77, 78]. Bai et al. further characterized the NTP-

dependent kinetic rates and proposed a model with a branched paused state to include

the long-lived bPEC [6, 7].

Despite these early models shedding much light on the general transcription mech-

anism, a significant gap remains between theoretical modeling and the experimentally

observed, probabilistic occurrence of transcriptional pauses. Firstly, a theoretical ba-

sis for sequence-dependent kinetics of transcription remains obscure. Secondly, while

these models predict certain types of experimentally detected pauses (ePEC and

bPEC), they fail to account for others (hsPEC). Thirdly, these early models demon-

strate some predictive power on sequence-dependent pause locations but fall short in

predicting observed pause durations. Lastly, these models do not consider external

tension or transcription factors, which are known to significantly influence transcrip-

tional pauses.
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Chapter 3

A Model of the Kinetics of

Pause-Interspersed Transcription

In this section, we propose a model grounded in our current biochemical under-

standing of transcription pausing mechanisms. This model has been optimized with

high-resolution transcription data and provides a thermodynamic explanation for the

influence of external tension and transcription factors. It accurately simulates ob-

served pause sites and durations and is adept at predicting transcription dynamics

on unfamiliar DNA sequences.

3.1 Model Description

3.1.1 TEC Configuration And State Transition

The model describes a TEC by its transcription position (m) and state (n). The

position along the DNA template (m) represents the length of the RNA transcript.

The TEC can exist in active (n=0) or backtracked (n<0) translocation states, or in

a distinct hairpin-stabilized state (hsp). Figure 3.1a illustrates the interconnections

among these states. An active TEC at position m (m,0) can either move forward to
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the next active state (m+1,0), transition into a backtracked state (m, -1), or enter a

hairpin-stabilized state (m, hsp).

The TEC’s energy is estimated as the sum of the free energies from several con-

tributions: the transcription bubble, DNA-nascent RNA hybrid, nascent RNA, and

the RNAP-DNA interaction [6, 9, 10], as given by Equation (3.1).

GTEC = Gbubble +Ghybrid

+GRNA +GRNAP binding.
(3.1)

(m,0)
Active

(m+1,0)
Active

(m,hsp)
Hairpin-
Stabilized

(m,-1)
Backtracked

(m+1,hsp)
Hairpin-
Stabilized

(m+1,-1)
Backtracked

… …

…

a

𝒌𝒇𝒐𝒓𝒘𝒂𝒓𝒅

𝒌𝒉𝒔𝒑

𝒌𝒃𝒕,𝟎→−𝟏 𝒌𝒃𝒕𝒓,−𝟏→𝟎

𝒌𝒉𝒔𝒑𝒓

(m,-2)
Backtracked

(m,-2)
Backtracked

𝒌𝒃𝒕,−𝟏→−𝟐 𝒌𝒃𝒕𝒓,−𝟐→−𝟏

𝐤𝐟𝐨𝐫𝐰𝐚𝐫𝐝

b

Figure 3.1: State transitions in the model and the statistical approach to the transcription bubble
configuration (a) A diagram of transcriptional states considered in the model shows their inter-
connections. (b) An illustration of the statistical approach to characterize transcription bubble
configurations including the forward translocation step. Dashed arrows indicate fast equilibrium
and solid arrows indicate the allowed state transitions.

To detail the configuration of a transcription bubble and the energy profile of a

TEC, we employ a statistical mechanics-based approach, founded by Tadigotla [9]. A

transcription complex (m, n) exists in rapid equilibrium among various microstates,

each defined by parameter (b), depending on the number of unpaired DNA bases

upstream (u) and downstream (d) of the DNA-RNA hybrid inside the RNAP enzyme,

the length of the hybrid (h), and the number of single-stranded RNA bases protected
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by RNAP (r) (Figure 3.1b).

The model assumes that equilibrium among microstates is quickly reached, much

faster than the time required for state transitions. Thus, for each transcription com-

plex (m, n), the probability of a particular microstate b follows the Boltzmann dis-

tribution as described in Equations (3.2) to (3.4). Figure 3.1b shows how the model

statistically treats the forward translocation step. All state transitions in the model

are determined based on Equation (3.4).

Pb
m = Z−1

m exp

(
−Gm,b

TEC

kBT

)
(3.2)

Zm =
∑
b

exp

(
−Gm,b

TEC

kBT

)
(3.3)

km→m+1 =
∑

bP
b
mk

b
m→m+1 (3.4)

3.1.2 Forward Translocation

We model the forward (active) translocation of RNAP using the Michaelis-Menten

(M-M) equation (Equation (3.5)). The forward translocation involves three steps: a

fast equilibrium between position m and position m+1, recruitment of NTP at the

active site, and catalysis followed by the release of pyrophosphate (Figure 3.2a). Pa-

rameters kmax andKd of Equation (3.5) are fitted to experimental data to identify slow

translocation sites that precede long-lived pauses. These slow translocation events

are interpreted as pre-translocated, elemental pauses on the translocation pathway.

kforward =
kmax [NTP]

Kd (1 +Ki) + [NTP]
, (3.5)
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Figure 3.2: Model construction. (a) An illustration of RNAP forward translocation using the
Michaelis-Menten equation. (b) The free energy landscape for the backtracking pathways. Note
that the first backtracking step has a different energy barrier than the deeper backtracking steps.
(c) The proposed kinetic mechanism for the hairpin-stabilized pause.

3.1.3 Backtracking

In our model, backtracking is represented following the framework of the Arrhenius

Equation (3.6),

kbt = k1 exp (−△G/kBT ) (3.6)

previously set with an activation barrier ranging from 40−50kBT per step of backward

translocation, as identified in earlier studies [6]. However, this estimate appears

excessively high when considering that the free energy involved in base pairing within

a transcription bubble generally does not exceed −20kBT [9].

To more realistically model this process, we adopt the Arrhenius approach but

with a nuanced treatment of the initial backtracking step as distinct from the subse-

quent steps. This distinction stems from the understanding that the initial phase of

backtracking involves the 3’ end of the nascent transcript impeding the active site,

subsequently encroaching into RNAP’s secondary channel [79]. This initial interaction

sets the stage for further backtracking steps, each of which further consolidates the
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RNA’s presence within the secondary channel. Figure 3.2b illustrates our modified

approach, highlighting these distinct phases of the backtracking process.

We assume the energy barrier for an active TEC to enter the backtracked state

to be:

∆G0→−1 = ∆Gbt −G0 (3.7)

where ∆Gbt is a fixed activation energy specific for entering a backtracked state. We

can assume that ∆Gbt will be limited to the energy available from complete collapse

of the bubble, which is estimated to be in the range −20 ∼ −10kBT. ∆G0 is the

energy of a TEC at an active site. The rate constant to enter the backtracked state

from the active state (0) would be

k0,bt = k1 exp (−∆G0→−1/kBT) (3.8)

where k1 is the prefactor of backtracking.

For any further backward translocation of RNAP, the energy barrier should relate

to the energy difference between two adjacent translocation states and the backtracked

distance. Thus, for n > 0,

∆G−n→−n−1 = ∆Gbt increment + 0.5(G−n −G−n−1) (3.9)

and

k−n,bt = k1 exp(−∆G−n→−n−1/kBT) (3.10)

where ∆Gbt increment represents the backtracking energy barrier due to increase in the

length of the transcript inserted into the secondary channel.
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Our model contemplates two distinct pathways for recovering from a backtracked

state, denoted as kbtr. These are the diffusive pathway and the cleavage pathway.

The diffusive pathway is facilitated by RNAP diffusion, adhering to the principles of

the Arrhenius equation, which takes into account the energy barriers as previously

delineated.

k−n−1,btr = k1 exp(−∆G−n−1→−n/kBT) (3.11)

and

k−1,btr = k1 exp (−∆G−1→0/kBT) (3.12)

Conversely, the cleavage pathway involves a mechanistic process wherein the

nascent RNA, which has intruded into the secondary channel of RNAP during back-

tracking, is cleaved. This cleavage serves to reposition the 3’ end of the nascent RNA

into the RNAP’s active site. Notably, this particular process is presumed to be inde-

pendent of the RNA sequence. Consequently, in our model, it is treated as a process

occurring at a uniform, constant rate.

In our model, we have chosen not to include hypertranslocation, a state defined

as the forward translocation of RNAP without simultaneous RNA elongation at the

active site. This decision is underpinned by two key considerations. Firstly, hyper-

translocation is not universally recognized as a regular occurrence during transcrip-

tion. As pointed out by Larson et al. [80], its presence in transcriptional processes is

not consistently observed, leading to uncertainties about its general relevance. Ad-

ditionally, in force spectroscopy assays, hypertranslocation events cannot be reliably

distinguished from backtracking, which further complicates its inclusion in the model.

Secondly, from an energetic standpoint, hypertranslocation does not present an ad-

vantage. In this process, the extent of base-pairing is decreased in comparison to the
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active state, making it an energetically less favorable event.

3.1.4 Hairpin-stabilized Pausing

In our approach to modeling hairpin-stabilized pausing, we adopt an allosteric per-

spective. This view posits that the pause is initiated when an RNA hairpin interacts

with a short α helix located at the tip of the RNAP flap domain, which oversees the

RNA exit channel. This interaction is crucial in triggering the pause, as elucidated

in studies by Toulokhonov et al. and Chauvier et al. [31, 74]. Our model conceptual-

izes this process as a swiftly reaching equilibrium between two structural states: one

where the hairpin is absent and another where the hairpin is strategically positioned

near the RNAP flap domain, influencing its functionality. This equilibrium, which

shifts rapidly in comparison to the rate at which chemical bonds stabilize the inactive

state, is followed by a rate-limiting catalytic step, as depicted in Figure 3.2c. The

speed of reaching this equilibrium is considered rapid compared to the formation of

chemical bonds that stabilize the inactive state.

We use Equation 3.13 and 3.14 to model the entry rate to the hairpin-stabilized

pause,

khsp = kon/(1 +Ki,h) (3.13)

Ki,h = exp

(
Glowest −Gharipin included

kBT

)
, (3.14)

where kon is the catalytic rate of interaction between the RNA hairpin loop and the

RNAP flap interaction, and Ki,h is the fraction of hairpin formation. Equation (3.14)

gives the expression forKi,h, which represents the equilibrium among all possible RNA

secondary structures. The secondary structure of RNA transcript rapidly transitions

among many microstates, and the simulation of transitions among these microstates
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is computationally expensive. We bypass this difficulty by simplifying the equilibrium

to a two-state system of the lowest energy state and the hairpin-included state.

In scenarios where RNase A is absent, the model assumes that the lowest energy

state of the RNA allows for a free folding of up to 100 nucleotides outside the exit

channel. To identify a state that includes a hairpin, the model first searches for

potential hairpin structures near the exit channel, starting from the 3’ end of the

RNA and covering up to 30 nucleotides. Following this, the model allows for the

free folding of up to 100 remaining ribonucleotides of the transcript. This approach

helps in estimating the equilibrium between the lowest energy state and the hairpin-

included state, which in turn aids in calculating the fraction of hairpin formation, as

illustrated in Figure 3.3.

On the other hand, the presence of RNase A alters this dynamic considerably.

With RNase A in the mix, the length of the RNA that can freely fold is reduced

to just 15 nucleotides. This constraint can either eliminate existing pause-stabilizing

hairpins or lead to the formation of new ones.

Figure 3.3: Comparison of the lowest energy conformation with one including a proximal (3’) hair-
pin. Hairpin formation is unfavorable at this position without RNase because the hairpin-included
structure is a less stable than the lowest-energy formation, denoted by Ki (Left and Middle pan-
els). In the presence of RNase, the length of freely folded RNA is limited to 15 nt. The formation
of hairpin is favored because the shortened RNA length ruled out other competing conformations
(Right panels).

A chemical bond between the hairpin loop and the RNAP flap is required to

stabilize the hairpin-flap interaction. The catalytic rate relates to the length of stem
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and loop, and the fraction of G and C in the loop as shown below,

kon = k2 exp

(
−Dstem ∗∆Gstem +Dloop ∗∆Gloop + FGC ∗∆GGC

kT

)
(3.15)

where k2 is the prefactor, Dstem and Dloop are the deviation from optimal lengths of

stem (3 – 8 bases) and loop (4–20 bases), respectively, FGC is the fraction of G and C

nucleotides within the loop, and ∆Gstem, ∆Gloop, and ∆GGC are the energy changes

due to Dstem, Dloop, and FGC .

The exit rate from a hairpin-stabilized paused state (khspr) must be much slower

than the entry rate, and is determined by the rate of RNAP hairpin denaturation.

For simplicity, the rate is taken to be a constant.

3.1.5 The Effect of Tension and Transcriptional Factors

In our model, the roles of external tension and transcription factors (TFs) are given

significant attention, recognizing their critical influence on transcriptional outcomes.

Both tension and TFs are known to modify the energy profile of the transcription

complex and interact directly with the transcription machinery, as highlighted in

research by Herbert et al. and Toulokhonov et al. [3, 31]. Our model incorporates

these factors into the thermodynamics of the TEC, specifically in the pathways of

forward translocation and backtracking.

The approach we adopted posits that both the equilibrium constant in the forward

translocation step, represented as Ki, and the energy barrier for the backtracking

step, denoted as ∆Gn→n−1, are influenced by the work generated by tension. This

concept aligns with the effects of mechanical forces on molecular systems as described

by Tinoco et al. [81]. Furthermore, the model takes into account the impact of

GreB factors, which are known to affect the dynamics of transcription, as shown in

Equations 3.16 and 3.17,
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K∗
i = exp(

Gpost −Gpre − F ∗ Lforward

kBT
), (3.16)

and

∆G∗
n→n−1 = ∆Gn→n−1 +∆GGreB + F ∗ Lbt, (3.17)

where Gpre and Gpost are the energy of TEC in pre- and post-translocation state,

respectively, Lforward and Lbt are the effective lengths over which external tension

acts in the forward translocation step and in the backtracking step, respectively, and

∆GGreB is the energy barrier change due to GreB factor.

The hairpin-stabilized pause was assumed to be unaffected by any applied tension,

since such pauses do not involve the translocation of RNAP. However, as discussed

earlier, the presence of RNase A can restrict the length of freely folded RNA tran-

scripts, impacting the formation and stability of hairpin structures within the RNA.

3.1.6 Model Training

To validate and refine our model, we utilized experimental data that encompassed a

range of applied tensions, from -7pN to 25pN, and also considered the presence or

absence of GreB factors and RNase A. This diverse dataset allowed us to quantita-

tively assess and integrate the impacts of tension and transcription factors into the

model. By fitting the model against these varied experimental conditions, we were

able to gauge and incorporate the nuanced effects these external elements have on

the transcription process.

It is crucial to recognize that transcription is a process characterized by the in-

volvement of only a very limited number of reactants. This particular aspect renders

traditional approaches, such as the chemical law of mass action which assumes large
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numbers of molecules, less effective for accurately determining reaction rates in tran-

scription. To address this, our model incorporates two stochastic methods: (i) the

continuous-time Markov chain and (ii) stochastic simulation.

The continuous-time Markov chain method is particularly advantageous as it al-

lows for an analytical resolution of the expected time that the transcription complex

spends in each state at a given position along the DNA. This approach is adept at

handling the probabilistic nature of state transitions in transcription, which is critical

given the small number of molecules involved.

On the other hand, stochastic simulation offers insights into the development of

individual pausing events. This method is essential for understanding the randomness

and variability inherent in transcription at the molecular level. By simulating indi-

vidual events, we can observe and analyze the nuances of how pauses in transcription

are initiated and resolved.

The model is encapsulated in a MATLAB class object, which can generate a pre-

dicted residence time histogram with the input of a template sequence and a guess

of unknown parameters. This feature allows the model to be ‘trained’ using data

derived from real-time, single-molecule experimental setups. We employed time se-

ries data from high-resolution optical tweezers transcription experiments conducted

by Gabizon et al. [64]. These experiments were notable for their use of the 8XHis

DNA template, which incorporates the T7A1 promoter followed by eight consecutive

repeats of a 239 bp sequence. This sequence notably includes the his-leader pause

site along with four other sequence-dependent pause sites, as detailed in the study

by Herbert et al. [3]. A significant advantage of this approach is its high temporal

resolution, which is adequate to identify pausing events that exceed 100 ms. Consid-

ering the transcription rates, which range from 10-20 bp/s, this resolution is effective

enough to discern pauses with an accuracy of one base pair, a remarkable feat achieved

using optical tweezers. Alignment of the traces under different forces and with dif-
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ferent transcription factors generates the residence time histograms (Figure 3.4) as

described previously.

3.2 Comparison of the Model with Experimental

Data

The analysis of experimental data, under varying conditions with different accessory

factors, has clarified the mechanisms behind transcriptional pauses. For example,

pauses at position ‘a’ are likely pre-translocation, showing little change with GreB or

RNase A addition. In contrast, pauses at ‘b’ respond to these factors, suggesting a

mix of backtracking and hairpin-stabilization, as also indicated by backward RNAP

translocation [64]. The ‘P1’, ‘d’, and ‘his’ pauses, identified as hairpin-stabilized,

nearly vanish with RNase A, while the ‘P2’ pause emerges only in its presence, high-

lighting a unique mechanism. This data, summarized in Table 3.1, demonstrates how

pauses differ in their formation and response to molecular factors.

Table 3.1: Summary of experimental pause positions, durations and mechansims for 10pN under
different transcriptional factor conditions.

Pause Position of Peak (bp) Averaged Duration (s) Associated state(s)
WT +GreB +RNase

‘a’ 9 0.66 0.58 0.64 Pre-translocated
‘b’ 34 0.94 1.27 0.59 Backtracked + Hairpin-stabilized
‘c’ 66 0.42 0.41 0.38 Unknown
‘d’ 94 0.74 0.96 0.33 Hairpin-stabilized
‘his ’ 161 0.68 0.95 0.25 Hairpin-stabilized
‘P1’ 16 0.41 0.40 0.25 Hairpin-stabilized
‘P2’ 44 0.16 0.17 0.34 Hairpin-stabilized (with RNase)

We fine-tuned the model parameters, as shown in Table 3.2, to align our model’s

output with actual experimental data. This optimization process enabled us to gen-

erate a dwell time histogram closely mirroring the experimental observations (see

Figure 3.4a and b). The model successfully replicated the positions and durations of

the transcriptional pauses identified in the experiments, with the notable exception
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Figure 3.4: Model fitting and prediction. (a) Stacked histogram produced by the model for the
condition of 10 pN in presence of RNase. The residence time due to different pausing mechanisms
is represented by different colors. The experimental result is shown by the black line. Goodness
of fitting is 0.948 for the major pause sites except for ‘c’ and 0.884 for the overall histogram; (b)
Stacked histogram produced by the model for the condition of 10 pN in absence of RNase. Goodness
of fitting is 0.959 for the major pause sites except for ‘c’ and 0.904 for the overall histogram; (c)
Predicted histogram by the model on an unfamiliar sequence. Goodness of fitting is 0.871 for the
overall histogram. (d) Examples of traces generated by Monte Carlo simulation. The simulated
traces show similar pauses at sites ‘a’, ‘b’, ‘d’ and ’his’ and generate comparable transcription rates
to experimental data. (e) Distributions of backtrack depth observed experimentally and predicted
by the model. (f) Distributions of backtrack duration observed in the experiments and predicted by
the model.
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Table 3.2: Values (95% confidence interval from 100 bootstrapped values) of the optimized param-
eters under 10 pN assisting force and WT conditions.

Parameters and descriptions Symbol and Value Note
Rate of NTP catalysis kmax = [85(9), 77(5), 82(9), 41(3)]s−1

Forward Equilibrium constant Kd = [34(3), 96(9), 15(2), 26(4)]µM Fitted (kmax and Kd values
are in order of AUCG)

Effective length for
forward translocation

Lforward = 0.56(0.07)bp

Prefactor of back-
tracking

k1 = 1000s−1 Fixed

Energy barrier height
of first base-pair back-
tracking

Gbt = 9.8(0.8)kBT

Backtracked
pause

Energy barrier height
of deeper backtracking

Gbt incre = 1.8(0.1)kBT Fitted with fixed kmax and
Kd

Effective length for
backtracking

Lbt = 0.06(0.01)bp

Energy change due to
unlikely stem length

∆Gstem = Inf Fixed values

Energy change due to
unlikely loop size

∆Gloop = Inf

Hairpin-
stabilized
pause

Energy change due to
GC fraction

∆GGC = 8.8(1.1)kBT Fitted with fixed kmax and
Kd and backtrack related
parameters

Hairpin-flap interac-
tion rate

kon = 807(71)s−1

Hairpin denaturation
rate

khspr = 3.4(0.3)s−1

Allowed RNA-DNA
hybrid length

h = 7 ∼ 9bp

TEC
structure

Allowed upstream
spacer length

u = 1 ∼ 3bp Fixed range

Allowed downstream
spacer length

d = 1 ∼ 3bp

Allowed number of
single-stranded RNA
protected by RNAP

r = 1 ∼ 3bp

of pause ‘c’. In the following section, we delve into potential explanations for the

model’s inability to accurately capture the characteristics of pause ‘c’.

The model not only replicates pause positions and durations but also accurately

predicts their mechanisms, as indicated by experimental findings (Figure 3.5a). Ac-

cording to these findings, GreB increases the dwell time at pause ‘b’, a phenomenon

the model mimics by altering the backtracking energy barrier [64]. The introduction of

RNase A, on the other hand, shortens dwell times at ‘P1’, ‘d’, and ‘his’ sites, extends

them at ‘P2’, and does not significantly affect other pauses. Our model accounts for

these variations by adapting to shorter RNA lengths, which impacts hairpin stability.
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This adjustment results in slower or destabilized hairpin formation at ‘P1’, ‘d’, and

‘his’, while enhancing it at ‘P2’ (Figure 3.3).

The effect of tension is modeled by defining two distinct effective lengths, Lforward

for forward translocation and Lbt for backtracking. As shown in Figure 3.5b and

Table 3.2, the effective length for forward translocation is less than one base, while

for backtracking, it’s under 0.1 base. These values are consistent with prior research

findings [8, 55]. This differentiation suggests that external tension, particularly when

opposing transcription, prolongs pauses by reducing transcription rates and encourag-

ing entry into backtracked pausing. Moreover, it reinforces the notion that long-lived

pauses, such as backtracked pauses, often succeed shorter-lived pauses.

The model’s ability to accurately forecast significant pauses in the transcription

of an unfamiliar 200 base sequence highlights its strong predictive capacity. This par-

ticular sequence, located ahead of the repetitive region of the 8XHis template, was

not part of the data set used for parameter optimization. Despite this, as depicted in

Figure 3.4c, the model effectively identifies the primary pauses occurring near bases

15, 45, 140, and 180. These predictions align closely with experimental findings which

are achieved through the alignment of transcription records and the analysis of dwell

time histograms. This capability of the model to reliably predict transcriptional be-

havior in sequences not previously encountered underscores its robustness and utility

in understanding transcription dynamics.

To further test the validity of the model, we employed Monte Carlo simulations

to produce an extensive set of transcription traces. These simulated traces allowed us

to delve into the dynamics of backtracking, offering a detailed comparative analysis

with experimental traces. Specifically, we focused on the backtracking characteristics

at pause site ‘b’, examining both the depth of backtracking and the duration of

these pauses, as illustrated in Figure 3.4d-f. The agreement between simulated and

experimental results lends further support to the model.
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a

b

Figure 3.5: Averaged dwell times from experiments (blue) and model (red) at pause sites. (a) With
various transcriptional factor conditions under 10pN assisting tension and (b) WT condition under
different tensions. Error bars are the 25th and 75th percentile of 100 bootstrapped values.
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3.3 Strengths and limitations of the model

In our model, short pre-translocated pauses, also known as ubiquitous or elemental

pauses, are characterized as moments of slowed forward translocation, aligning with

the Michaelis-Menten Brownian-ratchet model (Equation 3.5). These are considered

on-pathway pauses. Contrarily, some studies categorize short pauses as off-pathway

events, diverging from the active translocation path. However, our model finds a

strong correlation at elemental pause ‘a’ and accurately predicts slower translocation

rates at other prolonged pause sites when the parameters Kd and kmax are optimized

in Equation 3.5. This observation leads us to treat an on-pathway elemental pause

state as a viable representation for these short-lived pauses. Despite this, our model,

like others, cannot conclusively determine whether elemental pauses are inherently

on- or off-pathway. This is primarily due to the challenge in distinguishing between

genuinely slow translocation and actual pausing events. It’s worth noting that our

model demonstrates a higher degree of concordance between experimental data and

longer-lived pause sites, compared to short-lived pause sites, as shown in Figure 3.4.

This suggests that while the model is effective in capturing the dynamics of longer

pauses, the nature and categorization of shorter pauses remain areas for further ex-

ploration and refinement.

There’s a noticeable discrepancy between the values of Kd and kmax reported in

previous studies [7] and those derived from the experimental data we examined. This

variation could stem from the methodologies used in earlier models, which perhaps

did not precisely localize pauses during transcription. Alternatively, it might sug-

gest that the on-pathway state, as we have modeled it, does not entirely capture

the nuances of elemental pauses. However, the strong fit and predictive accuracy of

our model imply that an on-pathway system, based on the Michaelis-Menten equa-

tion, has sufficient complexity to effectively represent elemental pauses. Given the

possibility that off-pathway events could involve intricate rearrangements within the
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RNAP active site, our approach to model fitting addresses the challenge of depicting

off-pathway elemental pauses [28]. Notably, using our adjusted parameter values –

but not those previously reported – the M-M equation predicts a translocation rate

of 3.4 bp/sec at a consensus elemental pause site, as identified through NET-seq [44].

This agreement lends additional support to our method of fitting Kd and kmax for

accurately identifying pause sites.

Our model effectively identifies and elucidates the mechanisms underlying tran-

scriptional pausing. Consistent with previous theoretical analyses, such as the one

by Artsimovitch et al. [5], our results reinforce the concept that long-lived pauses

often evolve from shorter, more common pauses. For instance, at pause site ‘b’, the

model indicates a preference for backtracking rather than forward translocation due

to a lower rate of the latter. It predicts similar backtracking rates at both the 35 bp

site (pause ‘b’) and the 190 bp site, but the quick forward translocation at the 190 bp

site reduces the likelihood of backtracking. Utilizing the well-established Michaelis-

Menten framework, we determined that the rate of forward translocation along the

DNA template can vary significantly, ranging from under 3 nt/s to as high as 70 nt/s.

This variability implies that the transcription complex, when transcribing slowly, is

more likely to enter a prolonged pause at a certain site, even if the energy barrier for

backtracking at this site is greater than at another site with a higher transcription

rate. This aspect of our model highlights the dynamic interplay between translocation

speed and pause development.

Our model estimates that the effective length impacted by tension during forward

translocation is approximately half of a base pair, while for the backtracking pathway,

it’s much smaller, less than 0.1 base. This finding suggests that the forces typically

exerted during transcription have a minimal effect on the backtracking rate. When

RNAP backtracks, it moves backwards along the DNA, disturbing the RNA-DNA

hybrid near the active site. We theorize that this backtracking rate is largely governed
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by the process of unwinding the most recently formed base pair. Therefore, external

forces seem to have a limited role in altering the backtracking process, as opposed

to their more significant impact on shifting the equilibrium constant in the forward

translocation pathway.

The occurrence of a hairpin-stabilized pause is contingent upon an interaction be-

tween a transcript hairpin and the RNAP flap domain. While previous models have

simulated nascent transcript folding using a lowest-energy approach [8, 9, 82], this

method may not accurately pinpoint hairpin locations. This is because RNA folding

happens concurrently with transcription and might not always achieve the lowest-

energy state. Moreover, simulating co-transcriptional RNA folding is computation-

ally intensive. To address these challenges, we have developed a novel method that

evaluates the stability difference between a structure with a hairpin and the lowest-

energy structure. This approach helps estimate the likelihood of hairpin formation

more effectively. For instance, while hairpins at positions 101 and 178 are stable, they

are less likely to interact with RNAP compared to the less stable hairpins at positions

94 and 161, corresponding to pauses at sites ‘d’ and ‘his’, respectively (Figure 3.6).

Additionally, our method efficiently captures the dynamics of pause ‘P2’, which be-

comes significantly elongated in the presence of RNase, as shown in Figure 3.3. This

new approach thus offers a more accurate representation of hairpin formation during

transcription, enhancing the model’s predictive power.

It’s important to acknowledge that the current model might not account for all

possible paused states. Notably, it doesn’t adequately explain pauses at site ‘c’ and

other less prominent sites. The pause at ‘c’, for example, shows little response to the

addition of GreB or RNase, indicating a pausing mechanism different from backtrack-

ing or hairpin-stabilization, which our model currently emphasizes. Recent research

by Janissen et al. [67] identified three interlinked paused states in transcription: an

elemental pause, a backtracked pause, and a backtrack-stabilized pause. Our model
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Figure 3.6: Comparison of energy and Ki,h at different positions. Hairpin formation is unfavorable
at position 101 and 178, although the hairpin structures at these positions are fairly stable. While
at position 94 and 161, the hairpin structures can readily form and induce the hairpin-stabilized
pauses.

currently does not include the backtrack-stabilized state. This exclusion is partly

because the data used, derived from a 239 bp DNA sequence with tandem repeats,

does not exhibit the extremely long pauses (around 100 seconds or more) typically

associated with backtrack-stabilized states, as characterized by Janissen et al.

Our thermodynamically focused approach to modeling the transcription complex

has proven adept at replicating transcription kinetics. The model’s incorporation

of both Class I and Class II pauses enhances our understanding of both the active

and branched pathways in transcription, allowing for the prediction of these pause

classes which play key roles in transcription regulation. By adapting specific kinetic

parameters to match experimental conditions, the model not only aligns statistically

with experimental outcomes but also provides detailed insights into the impacts of

DNA sequences, external tension, and transcription factors.
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There is, however, room for further enhancement. Advancements in our biochemi-

cal knowledge of transcriptional pauses, alongside improvements in experimental data

quality and refinements in the model itself, could significantly boost its predictive ca-

pabilities. For instance, the model’s ability to predict pauses at site ‘c’ could be greatly

improved if the specific mechanism of this pause is identified and incorporated into

the model. Additionally, the availability of extended high-resolution transcription

data, offering a broader range of sequence variations, would facilitate more effective

optimization of the model, leading to more accurate predictions. Such developments

would make the model an even more powerful tool for understanding the complex

processes governing transcription.
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Chapter 4

Single-molecule Insights into

Transcriptional Trafficking and

Regulation of Gene Expression

Building upon our exploration of transcription kinetics at the base-pair level in pre-

vious chapters, which primarily involved interactions between RNAP and DNA, it’s

essential to consider the impact of higher-level factors on gene expression. These

elements encompass the DNA’s topology, interactions between RNAP and other pro-

teins, environmental stimuli, and the cell’s overall physiological state. Such high-level

factors exert their influence through a variety of pathways. For instance, research con-

ducted in our lab has shown how DNA topology can play a critical role in transcrip-

tion regulation [83, 84]. In particular, we found that transcription can be suppressed

within DNA regions stabilized by supercoiling. This suppression is due to the physical

constraints imposed by the DNA’s structural form, which can affect the accessibil-

ity and movement of transcriptional machinery. Additionally, the action of repressor

proteins provides another layer of gene expression control [85]. These proteins can

specifically block RNAP from binding to certain promoters, thus inhibiting the tran-
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scription of targeted gene sequences. This mechanism is crucial in the cell’s ability

to selectively express genes in response to various needs and conditions. Moreover,

extracellular signals like insulin or adrenaline are known to trigger changes in gene

expression, particularly concerning genes involved in metabolic processes and stress

responses [86, 87]. Such signals often initiate cascading effects that lead to alterations

in transcriptional activity, highlighting the interconnected nature of cellular signaling

and gene expression. These multi-tiered regulatory mechanisms collectively ensure

efficient and appropriate gene expression and protein synthesis. They exemplify the

complexity of transcriptional control, extending far beyond the interactions at the

DNA-RNAP level to include a broader range of biological and environmental factors.

Understanding this intricate interplay is crucial for a comprehensive grasp of gene

expression regulation.

In this chapter, we delve into the complexities of transcriptional regulation facili-

tated by protein trafficking within cells. As the transcription machinery navigates the

genome, it encounters various molecular “roadblocks” that can significantly influence

both the efficiency and fidelity of transcription. These challenges encompass a diverse

range of molecular interactions and structural impediments:

• DNA Damage: Factors like UV radiation, chemicals, or replication errors can

damage DNA. Encounters with damaged DNA by RNA polymerase during tran-

scription may result in transcriptional errors or stalling.

• DNA-Binding Proteins: A variety of proteins that bind to DNA can obstruct

RNAP’s progression along the DNA strand. These proteins serve different func-

tions but share the potential to physically impede transcription.

• Chromatin Structure: In eukaryotes, DNA is wrapped into chromatin, a com-

plex of DNA and proteins. The degree of chromatin condensation influences

gene accessibility; for instance, tightly packed heterochromatin is typically less
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transcriptionally active.

• Regulatory Proteins: These include transcription factors that can either fa-

cilitate or inhibit transcription. They play a crucial role in determining the

spatiotemporal dynamics of gene expression.

• R-loops Formation: These structures occur when a newly synthesized RNA

strand hybridizes with its DNA template, forming a three-stranded configura-

tion. R-loops can interfere with transcription and contribute to genomic insta-

bility.

• Supercoiling of DNA: Transcription induces changes in DNA topology, leading

to either overwinding or underwinding in regions adjacent to the RNA poly-

merase. This supercoiling can have significant effects on the transcription pro-

cess.

Cells have mechanisms to deal with these challenges, such as DNA repair path-

ways, chromatin remodeling, helicases and topoisomerases that resolve R-loops and

DNA supercoiling. Among these mechanisms, some are well studied while others

remains insufficently explored. Here, we dedicate to the regulation caused by DNA-

binding proteins, which includes a wide range of roadblock proteins such as DNA-

binding transcription factors, replication/transcription proteins, nuclease, repair pro-

teins, chromatin remodelers, etc.

4.1 DNA-binding proteins organize DNA and mod-

ulate transcription

The nucleoid in bacterial cells, a densely packed structure of DNA, RNA, and proteins,

exhibits remarkable efficiency in condensing the bacterial genome. Genomic sizes in
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bacteria range widely, from as small as 0.1 Mbp in certain symbionts to as much as

14 Mbp in some myxobacteria [88, 89]. Despite this variability, the genomic material

is effectively condensed to occupy just about 15-25% of the cell’s volume [90, 91],

a stark contrast to its potential uncondensed volume, which could exceed the cell’s

volume by a thousandfold. The compact nucleoid is nestled within a cytoplasm rich

in proteins and RNA [92].

A diverse array of DNA-binding proteins plays a crucial role in shaping the struc-

ture of the bacterial nucleoid. These proteins, which include HU, IHF, Fis, H-NS,

StpA, Dps, Lrp, CRP, MukBEF, and MatP, bind to the genome with varying speci-

ficity and are involved in functions like DNA bending, wrapping, and bridging [93].

Their interactions with DNA can vary from simple binding to more intricate actions

like looping DNA or stabilizing complex structures such as plectonemes [94, 95, 96].

The full spectrum of these proteins’ roles in DNA organization and gene expression

regulation is still being explored.

These proteins exert regulatory influence in several ways. A fundamental method

is by occluding promoters, thereby preventing RNAP from initiating transcription

[97]. For instance, in E. coli and similar bacteria, chromatin proteins like H-NS

may effectively compete with RNAP for binding at the e10 element of promoters,

especially in the absence of activators, due to the similarity between the consensus e10

sequence and these proteins’ binding motifs [97]. Chromatin proteins can also inhibit

transcription factor binding to maintain gene silencing. Fis and H-NS, particularly

well-studied in this regard, are known to occlude RNAP binding and regulate genes

crucial for virulence and stress response [98, 99, 100, 101, 102] .

DNA-binding proteins can significantly influence transcription by modifying DNA

topology, with their effects manifesting in the regulation of transcription initiation,

elongation, and termination. This influence is due to the supercoiling generated

by transcription, both positive (+) and negative (-) ahead of and behind TECs,
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respectively. Chromatin proteins can either alleviate or intensify these supercoils,

consequently assisting or hindering transcription. For instance, Fis [103, 104] and

HU [105, 106, 107] proteins are known to facilitate transcription by impacting su-

percoiling, whereas H-NS [108, 109] can induce transcriptional pauses by bridging

topological domains.

During transcription through chromatin, RNAP inevitably encounters DNA-binding

proteins. Although such encounters are frequent, only a select few proteins linger on

DNA long enough to substantially impede transcript elongation. Notable examples in-

clude catalytically inactive CRISPR Cas9 [110], E. coli lac repressor (LacI) [111, 112],

E. coli GalR [113], B. subtilis CodY [114], and B. subtilis CcpA [115, 116]. Biochem-

ical studies using these roadblocking proteins have delineated the prerequisites for

effective transcriptional obstruction and several bypass mechanisms. RNAP can nav-

igate past a roadblock by several means, including transcribing around the protein

(as seen with eukaryotic nucleosomes [117]), actively displacing the roadblocking pro-

tein, or advancing forward when the protein temporarily detaches from DNA. The

efficiency of these mechanisms can be influenced by a range of factors (illustrated in

Figure 4.1), such as:

1. The concentration and binding dynamics of the roadblocking protein: Higher

concentrations and slower dissociation rates of the roadblocking protein can

increase the likelihood of transcriptional interference.

2. The number of RNAPs simultaneously transcribing a gene: Multiple RNAPs

can cooperatively translocate along the DNA, potentially overcoming road-

blocks more effectively.

3. The stability of backtracked or arrested RNAP at the roadblock: The more

stable the halted RNAP, the harder it is for transcription to proceed.

4. The presence of ribosomes on the nascent RNA: Ribosomes can prevent RNAP
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backtracking and facilitate elongation.

5. The action of proteins that alleviate topological stress: These proteins can

reduce supercoiling-related transcription challenges.

6. The presence of transcription rescue proteins like Mfd or Gre factors: Such

proteins can help RNAP bypass or overcome roadblocks.

Figure 4.1: Mechanisms to overcome chromatin roadblocks (Adapted from [93]). Strong protein
roadblocks (blue rounded rectangle) can induce RNAP pausing, leading to backtracking (center; red
“T” barrier). At least five mechanisms exist to help RNAP escape backtracking and transcribe past
the roadblock (black arrows): roadblock protein dissociation, high EC density at the roadblock,
transcription–translation coupling, Gre factors, and Mfd. A higher DNA-binding protein off-rate
will decrease the roadblock strength (black box). Trailing ECs can help the leading EC transcribe
through a DNA-binding protein (yellow box). During coupling, ribosomes inhibit EC backtracking
(green box). Gre factors stimulate cleavage of the backtracked RNA to restore an active EC (purple
box). Mfd translocates on DNA and binds RNAP. Mfd can either help ECs through a roadblock
by preventing backtracking or, if the roadblock is strong, can dissociate RNAP from DNA (i.e.,
terminate transcription; red boxes).
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4.2 Single-molecule Techniques to Study in vitro

Transcription

Transcription processes can be studied using a variety of techniques, each offering

distinct insights into different aspects of the mechanism. Tethered particle motion

(TPM) is one such technique, where the movement of a bead attached to DNA is

related to the DNA’s contour length. TPM is particularly useful for observing loop

formation, breakdown, and transcription under conditions of minimal tension, as seen

in Figure 4.2A. This method has been a valuable tool in various transcription studies

[118, 119, 120, 121, 122, 123, 124]. Atomic Force Microscopy (AFM), shown in Figure

4.2B, offers nanometer resolution and is adept at providing detailed static snapshots

of transcription-related structures [125, 126]. However, its capability for dynamic

observation is limited. Magnetic Tweezers (MTs), depicted in Figures 4.2C-E, can

apply a wide range of forces from sub-picoNewtons to about a hundred picoNewtons.

MTs are unique in their ability to conduct simultaneous measurements of multiple

molecules, although they offer lower temporal and spatial resolution compared to

optical tweezers [127, 128, 129, 130, 131]. Optical Tweezers (OTs), illustrated in Fig-

ures 4.2F-H, are highly suitable for dynamic studies due to their high temporal (over

1000Hz) and spatial (less than 1nm) resolution. The limitation of OTs lies in their

restriction to single-molecule manipulation [132, 133, 134]. Other methods include

nanofluidic confinement, which is beneficial for investigating DNA and transcription

complexes in confined spaces [135], and in vivo single-molecule imaging, allowing the

observation of transcription within living cells [136, 137]. The choice of technique de-

pends on several factors. TPM, for instance, is tension-free, while AFM and OTs can

apply significant force. The decision is also influenced by whether high-resolution dy-

namic data is sought (as with OTs) or if the study requires observing many molecules

at once, albeit with lower resolution (as with MTs). Each method presents its own
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advantages and constraints, which should be considered in relation to the study’s

specific goals.

Figure 4.2: Single molecule techniques used to study transcription, transcription through roadblocks,
or against torsion. The tethered particle motion technique (a), atomic force microscopy (b), magnetic
tweezers (c), magnetic tweezers with nanorod (d), magnetic torque tweezers (e), single and dual trap
optical tweezers (f), optical tweezers and rotating pipette (g), angular optical trap (h), total internal
fluorescence and FISH (i)

Previous single-molecule studies in our group, utilizing AFM and biochemical

techniques, have revealed that the formation of a loop mediated by the lac repressor

can block transcription elongation more effectively than the repressor binding at a

single site [112]. These experiments were conducted without torsional constraints on

the DNA. More recently, it has been shown that elongation across a few hundred base
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pairs takes longer when the DNA is looped. This delay may be alleviated by positive

supercoiling generated during transcription, which likely aids in displacing the lac

repressor to exit the loop [83]. The influence of supercoiling on the binding affinity

of nucleoid-associated proteins (NAPs) and other transcription factors has also been

documented [138, 139].

Pertinent questions about RNAP traversing roadblocks include whether RNAP

actively dislodges these obstacles or simply capitalizes on their spontaneous dissocia-

tion [140, 141, 142]. There’s also curiosity about whether the activity of RNAP and

the binding affinity of roadblocks are influenced by tension in the DNA template.

Definitive answers are lacking, but several studies have started to delineate the ‘rules

of the road’ for traffic on DNA. For instance, in eukaryotes, diffusion of DNA loops

around nucleosomes has been observed to facilitate repositioning of the histone oc-

tamer roadblock [143]. However, such a mechanism is unlikely for site-specific repres-

sors as discussed by Vörös et al. [112]. The widely accepted Brownian-ratchet model

of transcript elongation posits that single base pair sliding movements interconvert

the elongation complex between pre- and post-translocated states. Therefore, condi-

tions favoring NTP binding might increase the pressure of RNAP on DNA-binding

roadblocks, potentially dislodging them [144]. Research has shown that increasing

the binding affinity of a roadblock (decreasing the off-rate) creates a more formidable

obstacle than simply increasing the concentration of roadblocks (increasing the on-

rate), hinting that roadblock transit likely involves their dissociation [111]. More-

over, a burst of transcription from a strong promoter can enhance transit through

a roadblock, suggesting cooperation among transcription elongation complexes and

supporting the active dislodgement mechanism [142, 144, 145]. However, these find-

ings don’t entirely rule out the possibility of spontaneous dissociation of roadblocks

and subsequent reactivation of stalled RNAP complexes by trailing RNAPs.

In summary, while initial investigations have shed light on how RNAPs navigate
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various roadblocks in some contexts, a universal understanding of the kinetics and

dynamics of these interactions remains out of reach. A key question is how these di-

verse mechanisms seamlessly collaborate to ensure precise transcription through vari-

ous roadblock proteins. The following chapter aims to delve deeper into this question,

using single-molecule magnetic tweezers assays to uncover the complex interplay of

these interactions and their overall impact on transcription fidelity.
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Chapter 5

Magnetic Tweezers Experiments

Revealed A Hybrid Mechanism for

RNAP Transiting through

Roadblocks

In our quest to unveil the fundamental principles that guide RNAP movement through

transcriptional roadblocks, we employed magnetic tweezers to observe the progression

of E. coli elongation complexes (ECs) on DNA templates in the presence of specific

roadblock proteins. These proteins included the lac repressor (LacI), bound at its

operator sites with varying affinities, and a mutant variant of the EcoRI endonucle-

ase, EcoRI Q111, which binds to DNA but lacks cutting activity. Our experiments

were designed to apply forces up to 5 picoNewtons, either opposing or aiding RNAP

translocation, and were conducted with and without the presence of GreA, the pri-

mary factor involved in resolving backtracking in E. coli.

Magnetic tweezers, particularly in their multiplexed form, proved to be an ex-

cellent tool for capturing a substantial number of instances where RNAP navigates
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past these roadblocks. This large dataset allowed us to analyze and understand the

dynamics of such a probabilistic process in detail. In this chapter, we will begin by

detailing the experimental setup used for these observations. Following this, we will

summarize the key findings from these experiments. To conclude, we will introduce a

model that effectively explains the observed results, shedding light on how RNAP in-

teracts with and overcomes transcriptional roadblocks. This model not only elucidates

the specifics of our experiments but also contributes to the broader understanding of

transcriptional regulation in the presence of DNA-binding proteins.

5.1 Magnetic Tweezers Assays

Figure 5.1 illustrates the standard setup for magnetic tweezers, an essential tool in the

study of molecular interactions at the single-molecule level. Central to this setup is

a magnet positioned strategically above a flow cell, which is mounted on an inverted

microscope. The magnetic field, critical to the operation of magnetic tweezers, is

typically generated using a pair of permanent magnets. However, alternative configu-

rations employing electromagnets [146, 147, 148] or utilizing the near-field effect from

a single permanent magnet [149] are also prevalent in various experimental designs.

In this system, a paramagnetic bead placed within the magnetic field becomes

magnetized, experiencing a force that is directly proportional to the gradient of the

applied magnetic field. By adjusting the position and strength of the magnets, forces

ranging from sub-picoNewton to over 100 picoNewtons can be applied with precision

to paramagnetic beads, typically ranging in diameter from 1 to 3 micrometers [150,

151]. The design allows for the magnets to be placed conveniently outside the flow

chamber, facilitating ease of control and adjustment.

A distinctive feature of the magnetic tweezers setup is the large characteristic

length scale over which the magnetic field gradient changes, usually about 1 millime-
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ter. This means that the force exerted on the bead remains approximately constant

over the distance it moves, making magnetic tweezers an effective infinite bandwidth

force clamp. This design eliminates the need for the complex active force feedback

mechanisms required in optical tweezers [152], simplifying the experimental setup.

While this feature of magnetic tweezers may not be pivotal in studies focused ex-

clusively on the dynamics of RNAP navigating through transcriptional roadblocks,

this unique advantage of MTs has enabled the observation and study of transcription

recycling, a process that had previously gone unnoticed, in Chapter 6.

b ca

Figure 5.1: Illustration of Magnetic Tweezers (Adapted from [153]). (a) Schematic of basic imple-
mentation of magnetic tweezers. A molecule is tethered between the surface of a flow cell and a
paramagnetic bead. The magnetic field generated by a pair of magnets induces a magnetic moment
m0 in the paramagnetic bead. The bead experiences a force proportional to the gradient of the field.
The molecule can be coiled by rotating the external magnet. (b) Both the magnetic-force-based
manipulation and the camera-based detection used in magnetic tweezers are compatible with multi-
plexed measurements. (c) A random distribution of DNA-bead tethers leads to poor occupation of
the field of view space. More than 10 productive DNA-bead tethers can be found in a 100 x 100 µm
field of view (criterion chosen here: nearest neighbor spacing >10 µm). Abbreviations: N, magnetic
north pole; S, magnetic south pole.

5.1.1 GreA and forces opposing or assisting RNAP translo-

cation change pausing at roadblocks

In our study, we quantified pauses encountered by RNAP during transcription elon-

gation at specific protein roadblocks using carefully designed DNA templates. These

templates were labeled with digoxigenin and featured a T7A1 promoter, a binding

site for either the LacI protein at different operators - Os (Kd = 10 pM), O1 (Kd =
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0.05 nM), or O2 (Kd = 0.1 nM), or the mutant EcoRI endonuclease, EcoR1 Q111 (Kd

= 5 pM) [154, 155, 156]. Each template also included a λT1 terminator, as illustrated

in Figure 5.2A.

To conduct these measurements, we used biotin-labeled RNAP holoenzyme at-

tached to streptavidin-coated magnetic beads. These complexes were introduced into

flow chambers containing the tethered DNA templates, and transcription elongation

was monitored using a magnetic tweezer microscope setup, depicted in Figure 5.2B.

In this setup, whether the force opposed or assisted transcription depended on

which end of the DNA template was labeled with digoxigenin and anchored to the

glass surface of the flow chamber. The magnitude of the external force applied to the

RNAP was determined by the distance between the permanent magnets positioned

above the flow cell. By adjusting this separation, we could effectively control the force

exerted on the RNAP, allowing us to analyze its behavior under different mechanical

conditions.

BA C

Single 
dig label

Single 
dig label

Figure 5.2: Features of the real-time experiments. (A) DNA templates for opposing and assisting
force experiments have identical transcribed sequences. The numbers indicate distances in base
pairs. (B) A schematic illustration shows force opposing (left) or assisting (right) transcription. (C)
Representative records of transcription template length as a function of time under opposing (red)
and assisting (blue) force conditions show pauses at LacI roadblock sites (bracketed by black dashed
lines).

When we examined transcription elongation in the presence of LacI, we observed

a distinct pattern: ECs tended to pause near the LacI operator sites, indicative of

the LacI protein binding there. These ECs eventually managed to transit past this
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roadblock, as shown in Figure 5.2C. Notably, the pauses associated with the LacI

roadblock were significantly longer than more random, ubiquitous pauses encountered

during transcription. We pinpointed these roadblock-specific pauses as occurring

within ±20 nanometers (about 60 base pairs) of the LacI binding site.

A small subset of the transcription traces, less than 10%, did not display any

pauses associated with the roadblock. This observation likely reflects instances where

the roadblock proteins did not fully bind to the DNA tethers. For our analysis, we

distinguished these roadblock-associated pauses from shorter, more ubiquitous pauses

by setting a threshold: pauses shorter than 20 seconds were categorized as ubiquitous

and were thus not included in our roadblock-focused analysis.

To ensure the validity of our observations, we conducted control experiments in

the presence of heparin. Heparin is known to bind free proteins in solution; hence, its

presence would sequester any unbound or dissociated roadblock proteins. This step

was crucial to confirm that re-binding of the roadblock proteins to the DNA did not

influence the observed pause durations (Figure 5.3).

For templates featuring O1 or O2 sites, we observed that nearly all ECs were

able to successfully navigate past these roadblocks within an hour. The distribution

of pause times in these scenarios typically followed an exponential pattern under all

tested conditions, as shown in Figure 5.4A and C. An exception was noted for LacI-O2

under assisting force conditions, which will be discussed subsequently. Intriguingly,

we found that the duration of pauses was influenced by the direction of the applied

force (either assisting or opposing transcription) but was not significantly affected by

the magnitude of that force, as depicted in Figure 5.4B and D.

As anticipated, the LacI-O1 roadblocks, possessing intermediate affinity, resulted

in longer pause durations compared to the lower-affinity LacI-O2 roadblocks. On

templates that included the high-affinity, artificially created symmetric binding site

Os, we noted that a fraction of ECs were indefinitely paused at the roadblock (Figure
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Figure 5.3: Experiments with heparin suggest roadblock rebinding negligibly affects pause times.
(A) Experiments with heparin were performed to determine whether roadblock proteins might disso-
ciate but rapidly re-associate at DNA binding sites to extend pauses. (Left) In Workflow 1 (positive
control), heparin at a concentration of 10 µg/mL was introduced with LacI to diminish roadblock
formation before adding NTPs to initiate transcription. (Right) In Workflow 2, after incubation to
produce LacI roadblocks on stalled EC-DNA templates, the same concentration of heparin was intro-
duced with NTPs to sequester LacI dissociating during transcription. (B) Shorter pauses measured
following workflow 1 (middle column) versus no heparin (left column) indicate that heparin dimin-
ished the formation of LacI-DNA roadblocks. Using the same heparin concentration to sequester
LacI dissociating during transcription did not significantly shorten pauses at roadblocks formed via
workflow 2. This indicates that re-association of LacI at roadblock sites did not influence pause
measurements.

5.5A). This observation led us to analyze both the lifetimes of these pauses (Figure

5.5B) and the percentage of RNAPs that successfully transited past the LacI-Os

roadblock (Figure 5.5C). Similar to the findings with LacI-O1/O2 roadblocks, the

pause durations and the rates of successful transit at LacI-Os roadblocks varied with

the direction of the applied force. However, again, the actual force magnitude had

minimal impact.

The phenomenon of backtracking during transcription, particularly when ECs en-

counter roadblocks, is a well-documented occurrence [142, 157]. Backtracking involves

the reverse movement of ECs, potentially leading to pauses in transcription. The ap-

plication of force that assists EC translocation may prevent backtracking or facilitate
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Figure 5.4: Pauses at LacI-O1 and LacI-O2 roadblocks under conditions of opposing (red) or assisting
(blue) force and with (triangles) or without (circles) GreA. (A) The complementary cumulative
distribution function (fraction of pauses longer than a given time, CCDF) and (B) characteristic
times of pauses at LacI-O1 roadblocks shows that the longest pauses were associated with opposing
force without GreA, followed by shorter pauses with no force, and even shorter pauses with assisting
force or opposing force with GreA. (C) The CCDF and (D) characteristic times of pauses at LacI-O2
roadblocks shows that the longest pauses were associated with opposing force without GreA followed
by shorter pauses with assisting force or opposing force with GreA. In (A) and (C), N represents the
number of tethered templates that exhibited a transcription event examined under different force
and GreA conditions. Data in (B) and (D) represent the exponentially fitted characteristic times
± the 90% confidence intervals

recovery from backtracked states, while an opposing force could have the opposite

effect, promoting backtracking or impeding recovery.

To investigate the role of backtracking in transcriptional pausing at roadblocks,

we introduced GreA, a factor known for its role in rescuing backtracked ECs. GreA

achieves this by catalyzing the cleavage of the nascent RNA’s 3’ end, which can ob-

struct the active site of the RNA polymerase [5]. Our results indicated that GreA

did not affect pausing when the force was assisting transcription (Figure 5.4B & D,
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5.5B). This outcome suggests that under these conditions, backtracking, and conse-

quently the need for GreA’s intervention, was minimal. Conversely, under conditions

of opposing force, GreA appeared to expedite the passage through roadblocks by en-

hancing recovery from backtracked states (Figure 5.4B & D, 5.5B). This finding aligns

with previous research indicating that GreA promotes successful navigation through

LacI roadblocks [158].

Notably, we observed that even a modest assisting force of 0.2pN significantly re-

duced backtracking in roadblocked ECs. This effect contrasts with sequence-induced

backtracking, where such gentle forces have less impact [55]. Our observations are in

harmony with the established understanding that the energy barriers to backtracking

are relatively low, as has been previously suggested for other polymerases like Rpo41

and PolII [159].

5.1.2 GreA and tension reveal two paths through roadblocks

The impact of force direction and the addition of GreA on transcription pauses varied

notably depending on the lac repressor binding sites (Os, O1, or O2) involved. With

DNA templates containing either O1 or O2, an opposing force extended the duration

of pauses compared to when the force assisted transcription. However, when GreA

was introduced, it brought the pause durations back down to levels comparable to

those observed under assisting-force conditions (Figure 5.4B & D). These findings

corroborate the widely held view that backtracking, in the absence of Gre factor-

mediated recovery, impedes effective RNA synthesis.

In contrast, on templates containing the Os site, opposing force, surprisingly,

reduced pause times below those seen under assisting force. This reduction was even

more pronounced with the addition of GreA (Figure 5.5B). This observation suggests

an intriguing phenomenon where rapid cycles of backtracking and recovery—a sort of

reciprocating motion—might enable RNAP to force its way through roadblocks that
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Figure 5.5: Pause times and fractions of passage at LacI-Os roadblocks under conditions of opposing
(red) or assisting (blue) force and with (triangles) or without (circles) GreA. (A) The CCDF and (B)
characteristic times of all recorded pauses at LacI-Os roadblocks show that the longest pauses were
associated with assisting force with and without GreA, followed by shorter pauses with opposing force
without GreA, and even shorter pauses with opposing force plus GreA. Note that all distributions
except that for opposing force plus GreA include a significant fraction of indefinitely paused ECs.
(C) Passage through LacI-Os roadblocks was more frequent under opposing than assisting force and
was enhanced by the addition of GreA. The number of transcription events in each condition are
listed above each bar. (D) The CCDF and (E) characteristic times of all except indefinite pauses
at LacI-Os roadblocks show that the longest pauses were associated with opposing force without
GreA, followed by shorter pauses with assisting force without GreA, and even shorter pauses with
opposing force plus GreA. In (A) and (D), N represents the number of tethered templates that
exhibited a transcription event examined under different force and GreA conditions. Data in (B)
and (E) represent the exponentially fitted characteristic times ± the 90% confidence intervals.

dissociate slowly. The presence of GreA appears to hasten these repetitive encounters

between RNAP and the roadblock, which could be particularly crucial if interactions

with RNAP delayed the dissociation of the roadblock protein.

To further investigate our hypothesis regarding the interaction dynamics between

RNAP and transcriptional roadblocks, we conducted transcription assays using an-

other strong roadblock: the mutant EcoRI Q111 endonuclease. This variant binds

DNA with high affinity but does not cleave its recognition site, 5’-GAATTC. Under

50 mM potassium ion ([K+]) buffer conditions, EcoRI Q111 effectively obstructed

nearly all transcription ECs, irrespective of the force direction. Intriguingly, when
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GreA was introduced, the passage rate through this roadblock increased to 20% but

only under conditions of opposing force (Figure 5.6A, 50 mM [K+]).

The timing of events was also noteworthy. The addition of GreA to a roadblocked

EC was frequently followed shortly by successful passage through the roadblock (Fig-

ure 5.6B). This observation suggests that the combination of opposing force and GreA

action significantly enhances the likelihood of successful transit through these long-

lived roadblocks. This result provides additional evidence supporting the idea that

backtracking and subsequent recovery facilitated by GreA, especially under oppos-

ing force conditions, are crucial mechanisms by which RNAP can navigate through

persistent roadblocks during transcription.

When we elevated the salt concentration to 150 mM potassium ions ([K+]), the

affinity of EcoRI Q111 protein for its DNA recognition site diminished. This change

allowed a substantial proportion of ECs to successfully navigate past these roadblocks,

as evidenced in Figure 5.6A for the 150 mM [K+] condition [160]. Consequently, we

evaluated both the distribution of pause durations induced by the roadblock and the

percentage of ECs that managed to pass through.

In all tested conditions, with the exception of those involving opposing force and

GreA, we observed that approximately 30-60% of ECs were able to disengage from

the EcoRI Q111 roadblocks in the high salt environment (Figure 5.6C, the long tails

in the CCDF not reaching 0). This substantial fraction of indefinite blockages pro-

duced elongated tails in the distribution of pause durations, yet the average pause

duration under assisting force was approximately 80 seconds. This duration is shorter

than the pauses observed at LacI-O1 sites and comparable to those at LacI-O2 sites

(Figure 5.6D). Given that the processivity of bacterial ECs and the stability of DNA

tethers remain largely unaffected by high monovalent salt concentrations [161], it is

plausible that the high salt concentration prompted dissociation of ECs stalled at

roadblocks. This phenomenon might have obscured the observation of more transit
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Figure 5.6: Pause times and the fraction of transit through EcoRI Q111 roadblocks under conditions
of opposing (red) or assisting (blue) force and with (triangles) or without (circles) GreA. (A) Transit
through EcoRI Q111 roadblocks was rare in 50 mM [K+] but increased dramatically in 150 mM
[K+] especially upon the addition of GreA. (B) Without GreA most ECs in 50 mM [K+] buffer
paused indefinitely at EcoRI roadblocks (blue), but adding GreA (red, ∼1100 s) rescued paused
ECs that resumed transcription (red, ∼1300 s)). (C) The CCDFs and (D) characteristic times of
all recorded pauses at EcoRI Q111 roadblocks show that the longest pauses were associated with
assisting force with and without GreA or opposing force without GreA, and shorter pauses with
opposing force plus GreA. Note that all distributions except that for opposing force plus GreA
include a significant fraction of indefinitely paused ECs. (E) The CCDFs and (F) characteristic
times of pauses including only ECs that eventually pass through EcoRI Q111 roadblocks in 150 mM
[K+] are shown. In (C) and (E), N represents the number of tethered templates that exhibited
a transcription event examined under different force and GreA conditions. Data in (D) and (F)
represent the exponentially fitted characteristic times ± the 90% confidence intervals.

events. Intriguingly, the introduction of GreA reduced the duration of pauses under

opposing force to levels even lower than those observed under assisting force (Figure

5.6D). Furthermore, applying opposing force increased the fraction of ECs that suc-

cessfully transited past EcoRI Q111 roadblocks, an effect further amplified by adding

GreA (Figure 5.6A, 150 mM [K+]). The measured pause durations align with the

estimated dissociation constant of EcoRI Q111 under high salt conditions, Kd = 0.12

nM, assuming a linear relationship between ln(Ka) and ln([M+]) [162].

The study revealed distinct responses of ECs to changes in force direction and

the addition of GreA when navigating through LacI-O2/O1 roadblocks as opposed
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to LacI-Os/EcoRI Q111 roadblocks. With LacI-O2/O1, an assisting force, whether

or not combined with GreA, established a baseline pause duration before transit

through the roadblock. In contrast, the addition of GreA was necessary to achieve this

baseline under opposing force. Differently, for LacI-Os and EcoRI Q111 roadblocks,

an opposing force expedited passage more effectively than an assisting force, especially

when GreA was present.

To investigate whether these differing responses were associated with the strength

of the roadblocks, subsets of data for LacI-Os and EcoRI Q111, excluding the indef-

initely stalled ECs, were examined. This approach effectively focused on a subset of

ECs encountering shorter-lived, lower affinity roadblocks. For these selected LacI-Os

roadblocks, an opposing force induced longer pauses compared to the baseline set

by an assisting force. Notably, the introduction of GreA significantly shortened the

duration of pauses under opposing force, bringing them below the baseline level es-

tablished by assisting force (Figure 5.5D & E). Similarly, for short-lived EcoRI Q111

roadblocks, GreA reduced the duration of pauses under opposing force to levels com-

parable with those observed under assisting force (Figure 5.6E & F). This pattern

mirrors the behavior seen with LacI-O1 and LacI-O2 roadblocks. These observa-

tions underscored the role of the roadblock’s lifetime in determining the efficiency

of transcriptional transit under varying force conditions. The results indicate that

the strength or longevity of a roadblock can influence the transit efficiency under

opposing forces, as compared to the baseline established under assisting forces.

The insensitivity of pauses at roadblocks under assisting force to the addition of

GreA suggests that assisting force prevents backtracking, leading ECs to adopt a

passive, transcriptionally active state. This state allows ECs to progress as soon as

the roadblock dissociates. This passive pathway is effective for transit through LacI-

O1 and LacI-O2 roadblocks, but results in a substantial number of ECs becoming

indefinitely stalled at stronger roadblocks such as LacI-Os and EcoRI Q111 (Figure
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5.5A & C, 5.6A & C).

Conversely, the presence of GreA significantly enhances transit through roadblocks

when force opposes transcription. This enhancement aligns with an active, reciprocat-

ing pathway involving EC backtracking and subsequent recovery facilitated by GreA.

Intriguingly, this active pathway seems to expedite transit through stronger LacI-Os

and EcoRI Q111 roadblocks (Figure 5.5B & C, 5.6C & D), while it decelerates transit

through the weaker LacI-O1 and O2 roadblocks (Figure 5.4B & D). The variation in

the reduction of pause times by GreA across different roadblocks suggests that the

active pathway may encompass multiple cycles of backtracking and recovery. This

cycle potentially allows ECs to eventually overcome the roadblock through repeated

interactions.

5.2 A hybrid transit model recapitulates the ef-

fects of force and GreA in the MT assays

A hybrid model including the reciprocating/active and passive pathways is consistent

with the data. Figure 5.7A depicts the progression through roadblocks via different

states along these pathways. The passive pathway progresses through states 1○ → 2○

→ 4○ → 6○, and the active pathway through 1○ → ( 2○ → 3○ → 2○)n → 5○ → 6○ with

n cycles of backtracking and recovery. The model includes three kinetic parameters k1,

k2 and k3, which represent the backtrack rate, backtrack recovery rate, and roadblock

dissociation rate, respectively. Parameter P1 represents the probability of dislodging

the roadblock at each encounter. Therefore, the transit rate of the passive pathway

is simply kpassive = k3, and rate of active pathway is kactive = k1/(1 + k1/k2).

Elongation complexes navigating transcriptional roadblocks appear to undergo

multiple backtracking and recovery cycles before effectively dislodging these obstruc-

tions. Interestingly, roadblocks might also spontaneously dissociate during these cy-
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Figure 5.7: Model and simulation results. (A) A proposed model of EC transit through a roadblock
includes six states: State 1: Transcription prior to the encounter with roadblock; 2: An EC encoun-
ters the roadblock; 3: At a roadblock an EC backtracks with a backtracking rate k1 and recovery
rate k2; 4: A roadblock dissociates from DNA spontaneously with a dissociation rate k3; 5: An
actively transcribing EC, including a recently backtracked EC, has a probability P1 of dislodging
the roadblock; 6: An EC transits through the roadblock either by actively dislodging the roadblock
or after spontaneous dissociation of the roadblock. (B) - (E) Simulations (red) produced pause
time distributions very similar to those observed (blue) in LacI-O1, LacI-O2, LacI-Os and EcoRI
Q111 experiments under different conditions. OF and AF represent opposing force and assisting
force, respectively. P values (> 0.05 in all conditions) from two-sided two sample t-test are shown
in figures.
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cles. Given the stochastic movement of ECs across various states, Monte Carlo sim-

ulation is an apt choice for modeling the distributions of pause times under diverse

conditions (Algorithm 1). Since Algorithm 1 can simulate a pause time distribution

from a set of arbitrary values of parameters, we can search for an optimized set of

values that minimize the difference between the simulated and experimental pause

time distributions. This simulation approach successfully replicates the observed in-

fluences of both opposing and assisting forces, as well as the impact of adding GreA

(Figure 5.7B-E).

Algorithm 1 Simulate RNAP pause time tc at a roadblock. States 1○ – 6○ are
explained in Figure 5.7A

Require: RNAP state: 1○; Roadblock state: on; tmax = 5000s; dt = 1s; tc = 0s
1: while RNAP state not 6○ and tc < tmax do
2: if Roadblock state is on then
3: set Roadblock state to off with probability 1− exp(−k3 ∗ dt)
4: end if
5: if RNAP state is 1○ then
6: set RNAP state to 5○
7: else if RNAP state is 2○ then
8: if Roadblock state is on then
9: set RNAP state to 3○ with probability 1− exp(−k1 ∗ dt)
10: else
11: set RNAP state to 6○
12: end if
13: else if RNAP state is 3○ then
14: set RNAP state to 5○ with probability 1− exp(−k2 ∗ dt)
15: else if RNAP state is 5○ then
16: if Roadblock state is on then
17: set RNAP state to 6○ with proability P1, otherwise set state to 2○
18: else
19: set RNAP state to 6○
20: end if
21: end if
22: update current time – tc = tc + dt
23: end while

Our model adeptly predicts changes in transcription pause times and EC tran-

sit frequencies in response to GreA and varying forces. This relies on balancing the
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Figure 5.8: Simulations show the effects of forces and GreA in different regimes. Rate constants used
were as follows: k1 = 0.01s−1, k2 = 0.005s−1, k3 = 0.03s−1, P1 = 0.2 (passive transit); k1 = 0.01s−1,
k2 = 0.005s−1, k3 = 0.005s−1, P1 = 0.2 (hybrid of passive and reciprocating/active transit); k1 =
0.01s−1, k2 = 0.005s−1, k3 = 0.001s−1, P1 = 0.2 (reciprocating/active transit). The model produced
CCDF showing: (A) τ(OF,GreA-) > τ(OF,GreA+) ∼ τ(AF,GreA-) ∼ τ(OF,GreA+) (kactive ≪ kpassive,
passive transit); (B) τ(OF,GreA-) > τ(AF,GreA-) ∼ τ(AF,GreA+) > τ(OF,GreA+) (kactive ∼ kpassive, hybrid
of passive and reciprocating/active transit) and (C) τ(AF,GreA-) ∼ τ(AF,GreA+) > τ(OF,GreA-) >
τ(OF,GreA+) (kactive ≫ kpassive, reciprocating/active transit).

dynamics between RNAP backtracking-recovery cycles (kactive) and the natural disso-

ciation rate of roadblocks (kpassive). The simulation uncovers three distinct behavioral

regimes:

• In the ‘passive route regime’ (kactive ≪ kpassive), ECs embroiled in a backtracking-
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recovery cycle due to opposing forces may not complete a cycle before the road-

block spontaneously dissociates. The model here predicts relatively short pauses

for both assisting/Gre- and assisting/Gre+, and longer pauses for opposing/Gre-

conditions. This mirrors findings from experiments using LacI-O2, LacI-O1,

and EcoRI Q111 roadblocks at high salt concentrations (Figures 5.4B & D,

5.6F, 5.8A). Notably, in this regime, a double exponential fit better represents

the distribution of pauses for opposing/Gre- conditions, suggesting two distinct

stochastic processes at play, as evidenced by the longer tail in the pause distri-

bution for LacI-O2 roadblocks under opposing/Gre- conditions (Figure 5.4D).

• In the ‘hybrid route regime’ (kactive ∼ kpassive), opposing force could prolong or

reduce dwell times depending on whether RNAP is in a backtracked state at the

moment of roadblock dissociation. This regime’s simulated pause distribution

(Figure 5.8B) aligns with observations for high-salt EcoRI Q111 roadblocks

and a sub-population of low-affinity LacI-Os roadblocks, where opposing/Gre-

conditions resulted in longer pauses compared to assisting force conditions, and

opposing/Gre+ led to shorter pauses (Figures 5.5E, 5.6D). Here, active and

passive pathways proceed at comparable rates, with all distributions fitting

well to a single exponential curve.

• In the ‘active route regime’ (kactive ≫ kpassive), the passive pathway is less ef-

ficient, and the active/backtracking-recovery pathway proves more effective.

Here, opposing forces favor backtracking-recovery cycles, leading to shorter

pauses and higher EC transit rates, particularly when enhanced by GreA. The

simulated outcomes (Figure 5.8C) correspond with experimental data for LacI-

Os and low-salt EcoRI roadblocks, where opposing force yielded shorter pauses

and higher transit frequencies than assisting force, and GreA further decreased

pause times and increased transit rates (Figure 5.5B & C, 5.6A).
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Table 5.1 concisely captures the kinetic parameters derived from fitting our model

to the experimental data. These parameters reflect the relationship between roadblock

affinity and the efficiency of transcriptional transit. Specifically, we observe that the

passive rates of transit align with the affinities of the respective roadblocks, with

kpassive(high salt EcoRI) and kpassive(O2) being higher than kpassive(O1), which in turn

is higher than kpassive(Os).

Moreover, the model suggests that transit through high-salt EcoRI Q111 and LacI-

Os roadblocks (excluding instances of indefinite stalls) follows what we term a ‘hybrid

route’. This implies that, for these particular roadblocks, the active backtracking-

recovery cycling rate (kactive) is roughly equivalent to the passive roadblock dissoci-

ation rate (kpassive). In contrast, transit through LacI-O1 and LacI-O2 roadblocks

appears to predominantly follow a passive route, with a significantly lower kactive

compared to kpassive.

This divergence in transit dynamics between EcoRI and LacI roadblocks raises

intriguing questions about the underlying mechanisms. We hypothesize that vari-

ations in the DNA sequences upstream of the EcoRI and LacI binding sites could

be a contributing factor. For instance, using the thernodynamic model described

in Chapter 3, the energy profiles calculated for the EC are less stable upstream of

the EcoRI roadblock, potentially facilitating faster backtracking and recovery cycles.

Additionally, the interaction between RNAP and the LacI repressor (as suggested

by the co-partitioning behavior between LacI and RNAP) might slow the rate of

backtracking and recovery at LacI roadblocks.

The experimental findings, coupled with our model, indicate that the typical dura-

tion of a backtracking-recovery cycle for LacI roadblocks is approximately 260 seconds,

and around 160 seconds for EcoRI Q111 roadblocks in high salt conditions, as detailed

in Table 5.1. These durations exceed those generally associated with sequence-induced

backtracked pauses, as described by Toulme et al. and Neuman et al. [55, 158]. Inter-
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Table 5.1: Kinetic parameters generated by fitting our model to the experimental pause time dis-
tributions. (∗ k3 values postulated from pause time CCDFs, rather than model fitting, due to the
large fraction of indefinite stalls in the experimental data set.)

kpassive k1 k2 P1
kactive

(s−1) (s−1) (s−1) (s−1)

LacI-O2 0.0119 0.0087 0.0070 0.2549 0.0038

LacI-O1 0.0094 0.0087 0.0070 0.2549 0.0038

LacI-Os
0.0034 0.0087 0.0070 0.2549 0.0038

(Indefinite stalls excluded)

EcoRI(150mM[KGlu])
0.0331 0.0103 0.0158 0.1267 0.0062

(Indefinite stalls excluded)

LacI-Os 0.001∗ 0.0087 0.0070 0.2549 0.0038

EcoRI(150mM[KGlu]) 0.01∗ 0.0103 0.0158 0.1267 0.0062

estingly, similar prolonged pauses are a common observation in diverse experimental

contexts and are categorized as stabilized-backtracked pauses [64, 163]. These en-

during, force-independent pauses lend credibility to the idea that roadblock-induced

backtracking might encompass a force-independent, rate-determining intermediate

state.

Given that the backtracking recovery rate, denoted as k2, is expected to be depen-

dent on the concentration of GreA, our model anticipates that the efficiency of RNAP

transit is influenced by GreA levels, particularly in scenarios involving reciprocating

motion. To further substantiate our model, we sought to determine the values of k2 as

a function of GreA concentration. We adopted a Michaelis-Menten approach, posit-

ing a relationship between the rate of GreA-facilitated cleavage and the concentration

of GreA. Subsequently, simulations were executed to produce distributions of pause

times across a range of GreA concentrations. The results from these simulations,

reflecting the pause time’s dependency on GreA concentration, were in harmony with

the characteristic pause lifetimes observed experimentally under varying GreA con-
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centrations. This congruence between simulated and experimental data reinforces the

validity of our proposed model, as illustrated in Figure 5.9.

A B

Figure 5.9: Experiments with different GreA concentrations show effects on pause times similar
to those of simulations. (A) Assuming a Michaelis-Menten relationship, the rate of GreA-induced
cleavage of nascent RNA in backtracked RNAP complexes is shown in blue. The rate is estimated
using parameters Km = 8 µM (a reasonable guess according to the empirical results [164]) and
vmax = 0.1s−1. The overall backtrack recovery rate k2 (black curve) is evaluated as the sum of
the intrinsic cleavage rate (from fitting backtrack recovery rate from experimental data in [GreA]
= 0 condition, see Table 5.1) and the GreA-facilitated cleavage rate. (B) Simulation was executed
by iterating Algorithm 1 in the main text to generate pause time distributions at various GreA
concentrations, using the estimated k2 values in panel (A) and fitted k1, k3 and P1 values in Table
5.1. The range of GreA concentration was taken as 0 – 25 µM with 0.1 µM increment, and Algorithm
1 was repeated 10,000 times at each GreA concentration. The red curve shows the characteristic
lifetime of simulated pause time distributions as a function of GreA concentration. Exponential fits
± 90% confidence interval of pause times collected in experiments at 0, 2, 10, and 20 µM GreA
concentrations (black) agree with the simulation results.

5.3 Significance and Limitations of the Hybrid Tran-

sit Model

Our experimental data and model advocate for a dual-pathway model in RNAP navi-

gation through transcriptional roadblocks. This model posits that RNAP can employ

two distinct mechanisms: a passive mode, where ECs pause and proceed once road-

blocks dissociate, and a reciprocating mode involving cycles of backtracking and re-

covery to overcome the roadblocks. The choice of pathway hinges on the roadblock’s

duration, influencing the EC’s transit strategy. In instances of encountering LacI-
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O1 and LacI-O2 roadblocks, ECs predominantly utilized the passive route, whereas

the reciprocating pathway actively facilitated passage through the more persistent

LacI-Os and EcoRI Q111 roadblocks by abbreviating the pause durations.

Surprisingly, ECs exhibited an acute sensitivity to mechanical forces, with even

marginal forces like 0.2 pN significantly impacting their transit, a phenomenon echoed

in physiological conditions due to genome architecture [165, 166]. Conversely, EC

transit through roadblocks showed an unexpected insensitivity to force magnitudes

ranging from 0.2 pN to 5 pN. This finding contrasts with earlier studies where

greater opposing forces extended backtracked pauses [46, 56]. Our hypothesis is that

roadblock-associated backtracking includes a force-sensitive intermediate state, suc-

ceeded by a force-resistant rate-limiting phase. This speculation aligns with previous

findings in chapter 3 suggesting that external forces primarily influence the backtrack-

ing by altering the forward transcription rate from backtracked positions, while the

bidirectional fluctuations of backtracked ECs remain largely unresponsive to external

forces [11, 55].

Backtracking, traditionally viewed as an impediment to transcription, emerges as

a facilitative mechanism in our study, expediting the displacement of DNA-bound pro-

teins that dissociate slowly. The active reciprocating pathway, characterized by cycles

of backtracking and recovery, is shown to enhance efficient passage through enduring

roadblocks, crucial in preventing RNAP from stalling and becoming vulnerable to

exonucleolytic activity [167]. This understanding also clarifies the distinct responses

of RNAP and helicase RecBCD when confronting the EcoRI roadblock [168]. While

helicases utilize the full energy of ATP hydrolysis for movement, RNAP, limited to

generating chemo-mechanical force only during NTP incorporation [11], depends on

Brownian-ratchet translocation and consequently exerts less force on nucleoprotein

obstacles, necessitating repeated backtracking-recovery cycles to destabilize and even-

tually remove high-affinity roadblocks.
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An intriguing aspect of our findings is the implications for internal RNAP dy-

namics. Stable protein-DNA contacts, not only from extrinsic proteins in RNAP’s

path but also from intrinsic contacts like those between promoter DNA elements and

the initiation σ factor, pose similar challenges to RNAP. These contacts lead to the

synthesis and release of short abortive RNAs or the formation of arrested complexes

[169]. Gre factors, known to facilitate promoter escape [170], suggest that cycles of

backtracking and RNA cleavage are necessary to disrupt σ-DNA interactions. Like-

wise, transcription elongation factors like RfaH, which promote backtracking and

rely on Gre factors for escape from recruitment sites [171], indicate that backtracking

and re-extension cycles are essential for continuous RNA synthesis whenever strong

DNA-protein interactions obstruct RNA chain extension.

This study, while illuminating, acknowledges certain limitations and avenues for

future research. The focus here excluded torsional aspects of transcription, even

though reciprocal movement along a few base pairs in torsionally anchored templates

might generate sufficient torsion to stall RNA polymerase [83, 172]. Additionally, our

analysis revealed that backtracking and recovery cycles upstream of EcoRI roadblocks

are faster than those upstream of lac binding sites, suggesting potential exploration

of sequences with broader energy profile ranges.

In conclusion, our study uncovers a hybrid mechanism by which elongation com-

plexes traverse protein roadblocks. ECs may either passively await roadblock disso-

ciation or actively combat them, and backtracking plays a pivotal role in modulat-

ing pause durations at roadblocks based on their persistence and interactions with

ECs. The influence of tension and the transcript cleavage factor GreA highlights that

structural (roadblock affinity) and dynamic (applied tension) elements can shape the

efficiency of these pathways and the route taken by ECs in overcoming roadblocks.

The nuanced interplay of various in vivo elongation factors might finely tune these

pathways, rendering distinct and deterministic biological responses.
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Chapter 6

Transcription Recycling – An

Overlooked Regulatory Mechanism

A transcription cycle consists of distinct phases: RNAP recognizes a promoter, ini-

tiates transcription, elongates the transcript, and ultimately terminates the process.

Traditionally, it’s believed that RNAP disengages from the DNA template upon reach-

ing a terminator, diffusing away predominantly in three dimensions [173, 174]. How-

ever, recent observations indicate alternative RNAP behaviors post-termination. No-

tably, RNAP may linger on the DNA, engaging in one-dimensional diffusion back to a

promoter, potentially reinitiating transcription [175, 176]. This suggests that RNAP

could repetitively transcribe the same DNA sequence, efficiently amassing transcripts

without recruiting additional RNAP molecules, thus minimizing transcriptional con-

flicts.

Though this non-canonical termination pathway has been reported [18, 19, 20,

176], its biological significance and precise mechanism remain uncertain. Factors like

external force could influence RNAP’s sliding behavior, with potential impediments

from DNA-bound proteins. The role of the sigma factor (σ) in this repetitive tran-

scription is also not fully understood. While σ is crucial for initiating transcription
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[177], there is evidence it may stay associated with RNAP during secondary transcrip-

tion events [178]. Furthermore, the specific RNAP domains necessary for initiating

transcription in the opposite direction after completing a primary elongation round

are yet to be identified [18].

Our previous MTs study on roadblocked transcription revealed that a significant

proportion of RNAPs displaying this atypical termination. Through extensive MT

experiments, we examined the influence of various factors — external force, roadblock

proteins, and different terminators — on repetitive transcription. These experiments

suggested that external force could direct RNAP’s diffusion, biasing its search for a

secondary promoter. The results indicated a likely necessity for the σ factor in the

relatively rapid initiation of repetitive transcription from promoters. Additionally, our

findings showed that while RNAP could re-initiate transcription from promoters in

either orientation relative to the previous elongation direction, deleting the α subunits’

C-terminal domains, known for DNA interactions, markedly reduced the ability to

change transcription direction.

6.1 Force directs RNA polymerase diffusion and

repetitive transcription

To investigate the mechanisms of repetitive transcription by RNAP, we utilized MTs

to exert mechanical forces on single transcription complexes along DNA templates.

These templates, containing either one or two promoters, a high-affinity lac repressor

binding site (Lac O1), and a terminator, allowed for simultaneous observation of

multiple DNA molecules. The experimental setup (Figure 6.1a) facilitated control

over both the direction and magnitude of the force exerted on RNAP, with forces

ranging from -5 pN (opposing transcription) to +5 pN (aiding transcription).

Our observations revealed that upon encountering a terminator, RNAPs under
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opposing forces frequently slid back towards the promoter. In several instances, these

RNAPs would then re-initiate transcription (Figure 6.1b, cycles 1 & 2). Notably,

single RNAP molecules were observed to repeatedly transcribe the same sequence,

with some doing so up to seven times. Typically, these repetitive cycles concluded

with RNAP sliding back to the promoter, pausing briefly, and then either detaching

directly from the promoter or sliding off the DNA template’s end (Figure 6.1b, cycle

3). Our assay could not distinguish between these two pathways of RNAP release, as

in either case, the bead detached from the DNA swiftly exited the focal plane.

Repetitive transcription presents an intriguing deviation from the classic RNAP

dissociation post-termination model, showing distinctive behaviors under mechani-

cal force. Observations indicate that over 20% of RNAP molecules slid backward

from single λT1 or T500 terminators when subjected to opposing mechanical force.

Remarkably, placing two consecutive terminators (as shown in Figure 6.1c) nearly

doubled this probability to about 50%, suggesting that the efficiency of termination

affects the RNAP’s transition from a transcribing to a sliding state. While sliding

generally started at terminators, it occasionally began beyond the terminator (Fig-

ure 6.1b, Cycle 3), hinting at gradual conformational changes during elongation that

facilitate sliding, in line with the notion of a two-stage post-elongation complex [179].

The sensitivity of repetitive transcription to the force direction, but not its mag-

nitude, is striking. Up to 25% of post-termination complexes quickly slid backward

to a previously used promoter under opposing forces (Figure 6.1d), with about 10%

re-initiating transcription (Table 6.1, Single promoter records). Even under minimal

forces like 0.2 pN, post-termination complexes predominantly followed the force di-

rection. This behavior was confirmed with a reversed DNA construct (Figure 6.1d,

right): post-termination complexes seldom slid backward against the force after tran-

scription with assisting force. This force responsiveness implies that post-termination

complexes traverse the DNA template rather than diffusing in space or hopping
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Figure 6.1: Force-directed sliding leads to repetitive transcription. (a) A diagram of the experi-
mental setup for transcription against opposing force. (b) A representative recording of multiple
rounds of transcription under opposing force includes a temporary roadblock-associated pause dur-
ing transcription (shaded region 1), pauses at the terminator (shaded regions 2), RNAP temporarily
roadblocked during backward sliding (shaded region 3), and pauses at the promoter prior to re-
initiation (shaded regions 4). The inset shows data points corresponding to RNAP sliding back
from the terminator in cycle 1. (c) On templates with a dual terminator sequence, the percentage of
RNAP that slid backward was twice that on templates with single terminators. The total number
of events are listed above each bar. (d) Opposing force (negative values) significantly raised the
probability that the post-terminator complex slid toward the promoter from which the previous
cycle of transcription initiated. The total number of events are listed above each bar. (e) RNAP
sliding rates increased rapidly as opposing (-) or assisting (+) force increased from 0 to 0.7 pN but
plateaued thereafter. Red crosses indicate outliers.

between DNA segments. Transcription rates were consistent with existing studies

[66, 180, 181], and the rate distributions for successive cycles on a single template

closely matched but varied from those on another template, suggesting the same

RNAP enzyme repeatedly transcribed in each case.

Unidirectional RNAP sliding, likely influenced by force-directed one-dimensional

diffusion, occurred swiftly, needing less than 3 seconds even under low force like 0.2
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pN. Although the applied force did not alter the sliding probability, higher forces in-

creased the sliding speed, estimated at 200 bp/sec at the weakest forces and plateau-

ing at higher forces (Figure 6.1e). This speed limit might be associated with the

entropic force required for the DNA template to uncoil into the sliding RNAP, esti-

mated around 0.7-1.9 pN for DNA entering a small pore [182], matching the observed

inflection point in our sliding velocity data.

6.2 Secondary transcription from a roadblock site

The introduction of LacI protein in our experiments provided clear evidence of its

function as a transcriptional roadblock. During transcription, RNAP frequently

paused at the O1 binding site in the presence of LacI, underscoring its roadblock-

ing effect (Figure 6.2a, Cycle 1). Interestingly, LacI also impeded post-termination

sliding of RNAP, resulting in a pause followed by continued sliding towards the pro-

moter (Figure 6.2a, gray-shaded region of Cycle 2, Figure 6.2g) or re-initiation of

transcription directly from the roadblock site (Figure 6.2a, gray-shaded region of Cy-

cle 1, Figure 6.2g). Notably, the dwell times of these roadblock-induced pauses were

unaffected by the force magnitude (Figure 6.2b), lending further support to the no-

tion that force-driven post-termination complexes travel along the DNA, temporarily

halting at roadblocks until they dissociate from the DNA. This observation reinforces

the idea that LacI, as a DNA-bound protein, can significantly alter RNAP dynamics

both during and after transcription termination.

Upon encountering a roadblock, most post-termination complexes in our study

proceeded past it to reach the promoter. Approximately 4% of these complexes then

initiated another cycle of transcription, regardless of the presence of LacI protein

(Figure 6.2c). Interestingly, the presence of LacI influenced the behavior of these

post-termination complexes: around 2.4% recommenced transcription right at the
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Figure 6.2: DNA-binding protein roadblocks, LacI and NusG affected post-termination sliding and repetitive tran-
scription. (a) In this representative recording, the shaded regions indicate pauses at the roadblock during post-
termination sliding followed by re-initiation 1○ or continued sliding past the roadblock to the promoter (recapture)
2○. (b) Dwell times at the lac repressor binding site prior to re-initiation (dotted lines) were longer and produced
a much broader distribution than dwell times preceding continued sliding events (dashed lines). Remarkably, the
magnitude of force had a negligible effect on these distributions. (c) The presence of LacI has a negligible effect on the
probability of promoter pause and subsequent re-initiation. (d) Adding LacI to the buffer increased the probability of
roadblocking and re-initiation at the roadblock. (e) Although NusG diminished the probability of sliding to promoters,
it did not change the ratio of re-initiation, ∼0.1 (yellow/red). (f) The presence of NusG has a negligible effect on the
probability of roadblocking at the lac repressor site or subsequent re-initiation. (g) Heat maps indicate probabilities
associated with locations at which post-termination complexes started and stopped sliding under opposing force in
buffer without (upper) or with (lower) LacI. Sliding primarily began at the terminator (∼-0.4 µm) and ended at
promoter (∼0 µm) (green box), unless LacI was present to block sliding and induce terminator-to-LacI binding site
(red box) and LacI binding site-to-promoter (blue box) sliding events. (h) A minor population of RNAPs, less than
10%, exhibited multiple cycles of transcription. (i) sub-saturating level of NTPs (100 µM and 20 µM) reduced average
end-to-end transcription rate, but not pause-free rate, of both initial and re-initiating transcriptions, compared to
saturating NTP level (1000 µM). N: number of events; ∗: p<0.1; NS: p>0.1.
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LacI roadblock, a notable contrast to the significantly lower 0.6% observed without

LacI (Figure 6.2d). These findings were further substantiated by the observation that

post-termination complexes that restarted transcription at the roadblock site exhib-

ited considerably longer dwell times compared to those that merely paused before

continuing to slide (Figure 6.2b).

These results indicate that, given enough time at a roadblock, post-termination

complexes are capable of forming open complexes and resuming transcription. This

demonstrates the dual impact of protein roadblocks like LacI on DNA templates. Not

only can they impede elongation complexes, causing delays in transcription and po-

tentially leading to 3’-truncations of transcripts, but they also influence the behavior

of sliding post-termination complexes. These complexes can result in the production

of 5’-truncated transcripts, underscoring the complex interplay between transcrip-

tional machinery and DNA-bound proteins and highlighting the diverse outcomes

that can arise from such interactions [11].

6.3 Sigma factor promoted sliding and secondary

promoter recognition

Promoter recognition by RNAP and its transition to an open complex fundamen-

tally involve σ factors. In a scenario devoid of free σ70 in the buffer, secondary

initiation from the promoter would necessitate that the σ factor remains bound to

RNAP through the entirety of primary transcription and subsequent sliding of the

post-termination complex to the promoter. To investigate this hypothesis, we in-

troduced NusG, a transcription elongation factor known to compete with σ70 for

RNAP binding [183]. Our observations revealed that NusG reduced the frequency

of repetitive transcription from the promoter (Figure 6.2e), aligning with expecta-

tions from a competitive interaction leading to the release of σ70 from elongation
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and post-termination complexes. Notably, NusG seemed to diminish the likelihood

of post-termination complexes sliding along the DNA template, though a similar pro-

portion of sliding complexes proceeded to re-initiate transcription upon reaching the

promoter. This aligns with other studies suggesting that σ70 often remains associated

with post-termination complexes on DNA [19, 178], and contrasts with findings from

optical tweezers experiments which reported only brief, force-sensitive dwell times

at certain terminators [80] without any evidence of sliding or secondary transcrip-

tion. Our experiments also showed that the probability of re-initiation dramatically

dropped after one round of transcription (Figure 6.2h), with a dissociation constant

of 3.8±0.8 × 10−3 [178] suggesting that few RNAPs retained σ70 through multiple

lengthy transcription cycles.

The presence of NusG had little effect on re-initiation at the roadblock (Fig-

ure 6.2f), although post-termination complexes tended to pause longer at roadblocks

than at promoters before re-initiating transcription (Figure 6.2b). This indicates that

regardless of the presence of an associated sigma factor, sliding post-termination com-

plexes can slowly form transcription bubbles suitable for elongation at non-promoter

sequences.

To confirm that the observed secondary cycles of RNAP translocation indeed in-

volved transcription, we analyzed the translocation rates of RNAP in relation to NTP

concentration (Figure 6.2i). Under saturating NTP conditions, initial transcription

was slower than subsequent cycles due to pauses at LacI roadblocks. Yet, the pause-

free translocation rates remained consistent across both cycles, whether translocation

originated from promoters or roadblocks. When LacI was absent and NTP levels were

sub-saturating, the pause-free rates remained unaffected, but the overall translocation

rate for both initial and secondary cycles dropped, characterized by more frequent

and extended pauses. This pattern is indicative of transcription, with the pause-free

translocation rates and sensitivity to NTP concentration validating the transcriptional
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nature of both primary and secondary cycles. The similarity in translocation rates

from promoters and roadblocks under saturating NTP conditions, and the decrease

in re-initiation probability at lower NTP concentrations, suggest that re-initiation

involves a canonical initiation stage followed by transcript synthesis, mirroring the

mechanics of the initial transcription cycle.

6.4 Force biased re-initiation between converging

or diverging promoters

The application of mechanical force played a pivotal role in directing the movement

of post-termination RNAP complexes and consequently influenced the location of

transcription re-initiation. In our experiments, we observed that post-termination

complexes slid back and re-initiated transcription multiple times at promoters ori-

ented against the direction of the applied force. However, when the promoter was

aligned with the force, post-termination complexes were directed away from it, as

depicted in Figure 6.3a-d.

Specifically, in DNA templates designed with convergent promoters, the promoter

aligned with the applied force was engaged by RNAP only if it was located in the

initial round of transcription (Figure 6.3a&c). Contrastingly, in templates featuring

divergent promoters, the promoter in alignment with the force was utilized either

during the initial transcription round or in the final cycle of recycling (Figure 6.3b&d).

These findings indicate that even minimal forces impacting the sliding of post-

termination complexes could significantly influence the selection of transcription ini-

tiation sites from nearby, yet oppositely oriented, promoters in a biological context.

This suggests a nuanced interplay between mechanical forces and transcriptional reg-

ulation within the cellular environment, where slight directional biases could have

considerable implications for gene expression.
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Figure 6.3: Repetitive transcription on templates with two adjacent promoters. (a) In a recording for a template
with converging promoters, after one transcription event from P1 under assisting force, RNAP slid to P2 and completed
three cycles of transcription opposing force before finally dissociating from the promoter. (b) In a recording for a
template with diverging promoters, transcription from P1, opposing the direction of force, repeated four times before
RNAP slid past P1 to re-initiate once from P2 assisted by force. (c) A time-based catalog of the transcription events
involving promoter P2 observed along the templates with converging promoters shows the beginning and end of each
transcription event with different rounds depicted in different colors. Transcription from P1, the promoter oriented
in the direction of force, never repeated. (d) A time-based catalog of the transcription events involving promoter
P2 for templates with diverging promoters shows repetitive events from promoter P1, oriented against the force but
only single primary or final repetitive events from P2 oriented with the force. (e) In figures prepared with Chimera
version 1.2, α-CTDs are shown to interact with promoter DNA in a closed rrnB promoter complex [184] (left). An
enlarged view of the α-CTD shows contacts with the UP element (right). (f) Deletion of α-CTD diminished the
probability that RNAP turned around to re-initiate in the direction opposite to the primary transcription event (anti-
sense re-initiation) on templates with converging or diverging promoters. (g) A summary of ∆α-CTD shows RNAP
transcription events on templates with convergent or (h) divergent promoters. Compared to wild-type RNAP in panel
(c) and (d), the deletion of α-CTD reduced the ability of RNAP to turn around and re-initiate from a secondary
promoter oriented in the the direction opposite to the preceding transcription event.
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The behavior of sliding post-termination RNAP complexes, as reported in earlier

studies, showed an intriguing ability to recognize and interact with promoters regard-

less of their orientation [20]. Our recent experiments, involving templates with either

convergent or divergent pairs of promoters, demonstrated that RNAP complexes dis-

played similar dwell times before re-initiating transcription in either direction.

In scenarios where secondary transcription was initiated from a promoter ori-

ented in the opposite direction to the preceding transcription, the post-termination

RNAP complex, likely having lost part or all of its transcription bubble [185], needed

to rapidly slide in the direction of the applied force. This motion continued until

the RNAP recognized a promoter, whereupon it switched polarity to use what was

previously the non-template DNA strand to form a new open bubble. This switch

necessitates the temporary loss of nonspecific DNA contacts made by the core RNAP

and the sigma factor. A critical question arises: how does the enzyme maintain its

association with DNA while executing this U-turn?

The C-terminal domains of the α subunits (α-CTD) could mediate the polarity

switch. The α-CTDs are connected to the α N-terminal domains (NTDs) via long

flexible linkers; the NTDs interact with the β (α1) and β’ (α2) subunits, serving

as a scaffold for core enzyme assembly [186]. The α-CTDs make direct contacts to

AT-rich sequences (UP elements) upstream of the core promoter (Figure 6.3e) [184],

and are required for the exceptional strength of rRNA promoters, but are dispensable

for initiation at many promoters [187]. A “consensus” UP element is composed of

T- and A-tracks centered at the -50 and -40 promoter positions [187]. T-tracks are

also key signature motifs of intrinsic terminators, which may also contain a matching

A-track upstream of a hairpin [69]. Thus, the α-CTDs may maintain contacts with

their preferred DNA elements in the course of polarity switch, anchoring RNAP on

the DNA despite the loss of other protein-DNA contacts.

To test this hypothesis, we employed an RNAP variant lacking the α-CTD and
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observed its behavior on transcription from divergent or convergent secondary pro-

moters. Remarkably, this mutant RNAP seldom switched direction to re-initiate

transcription at promoters oriented opposite to the direction of the preceding tran-

scription event (Figure 6.3f-h). However, the absence of the α-CTD did not impede

the RNAP’s ability to re-initiate transcription from a promoter aligned with the

direction of the preceding transcription event (Table 6.1, convergent and divergent

promoter records summary). These findings highlight the pivotal role of α-CTDs in

facilitating the complex mechanics of RNAP polarity switching during transcription.

6.5 Summary of Transcriptional Recycling Mech-

anism

In this study, we demonstrate an alternative to canonical RNAP termination. The

ability of RNAP to slide along DNA and re-initiate transcription without fully disso-

ciating can efficiently accumulate transcripts and reduce the need to recruit RNAPs,

especially in conditions where rapid and repeated transcription from a single promoter

is advantageous, or where protein synthesis needs to be tightly regulated. The influ-

ence of external forces on post-termination behavior of RNAP, and the interplay be-

tween RNAP and transcription factors like sigma, could have significant implications

in cellular environments where mechanical forces are present. For example, molecular

crowding, and phase separation or intracellular tethering [188], could produce forces

that influence RNAP behavior, therefore affecting gene expression patterns. Addi-

tionally, this study offers insights into how cells might exploit mechanical forces to

regulate transcription dynamically, potentially influencing cellular responses to en-

vironmental changes or stress. Notably, we demonstrated that roadblock proteins

aligned with uni-directional tension can be a source of incomplete, cryptic transcripts

from non-promoter sites, which play important role in cell aging [189].
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Single Promoter Records
Conditions Summary

Terminator
Force

LacI NusG
Post-termination Promoter Operator Total

(pN) sliding re-initiation re-initiation number
λt1 5 − − 5(1.1%) 0 0 470
λt1 2 − − 16(1.5%) 3(0.3%) 1(0.1%) 1099
λt1 0.7 − − 4(0.7%) 1(0.2%) 0 613
λt1 0.2 − − 10(1.9%) 1(0.2%) 0 515
λt1 -0.2 − − 104(21.8%) 11(2.3%)) 2(0.4%) 477
λt1 -0.7 − − 131(20.2%) 18(2.8%) 6(0.9%) 648
λt1 -2 − − 242(21.9%) 39(3.5%) 4(0.4%) 1105
λt1 -5 − − 128(25.7%) 22(4.4%) 4(0.8%) 499
λt1 -2 + − 224(23.4%) 29(3%) 23(2.4%) 959
λt1 -2 + + 93(17.0%) 0 10(1.8%) 548
t500 -2 − − 60(21.1%) 10(3.5%) 2(0.7%) 284

λt1+trpA1 -2 − − 330(49.1%) 40(6.0%) 6(0.9%) 672
λt1+trpA1 -2 − + 137(16.8%) 12(1.5%) 4(0.5%) 817

Convergent Promoter Records
Conditions Summary

Terminator
Force LacI&

NusG
RNAP

Post-termination Sense Anti-sense Total
(pN) sliding re-initiation re-initiation number

λt1+trpA1 -2 − WT 303(57.4%) 113(21.4%) 28(5.3%) 528
λt1+trpA1 -2 − ∆α-CTD 245(57.4%) 78(18.3%) 4(0.9%) 427

Divergent Promoter Records
Conditions Summary

Terminator
Force LacI&

NusG
RNAP

Post-termination Sense Anti-sense Total
(pN) sliding re-initiation re-initiation number

λt1+trpA1 -2 − WT 246(44.7%) 91(16.5%) 40(7.3%) 550
λt1+trpA1 -2 − ∆α-CTD 212(47.9%) 68(15.3%) 4(0.9%) 443

Table 6.1: Summary of records using single promoter, convergent promoter, and divergent promoter
templates. Each record was analyzed based on the post-termination fate of RNAP. Records that
exhibited post-termination sliding and subsequent re-initiation of transcription were included in both
the post-termination sliding and re-initiation categories.

These experiments shed light on a mechanism of repetitive transcription that

may contribute significantly to gene regulation. A four-step mechanism from the

completion of elongation of an RNA transcript to the start of a second round of

transcription consists of (1) RNAP remaining associated with the DNA template

after elongation, (2) RNAP sliding or diffusing along the DNA, (3) RNAP stopping
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Figure 6.4: The post-termination fate of RNAP includes secondary transcription. After termination,
RNAP (blue) may release mRNA (green) and dissociate from the DNA, or slide along the template. If
blocked by a protein roadblock (yellow), RNAP may re-open a transcription bubble at the roadblock
site and exhibit roadblock-induced recycling, a process independent of the presence of σ factor (cyan).
Upon recognition of a distant promoter with the help of σ factor, wild-type RNAP may re-initiate
transcription at promoters oriented in either direction.

at obstacles or promoters, and (4) RNAP re-initiating transcription at these sites.

In step (1), the RNAP-DNA complex likely undergoes some conformational change

that allows the RNAP to slide freely along DNA. This may resemble a final stage

of transcription termination in which the DNA strands of the transcription bubble

re-hybridize [185]. In step (2), RNAP either diffuse along the DNA as previously

reported [18, 20], or slide rapidly in one direction driven by as little as sub-piconewton

levels of force. In step (3), RNAP (i) recognized promoters in either orientation or

only aligned in the direction of the previous elongation if the α-CTDs are missing

or (ii) become blocked by DNA-bound proteins. In step (4), RNAP can form open

complexes and initiate transcription at promoters with a characteristic delay of about

a minute, or even at a non-promoter site if roadblocked for 5-fold longer. The presence

of DNA-bound proteins, σ factors and tension would significantly bias the products

of the secondary transcription, as illustrated in Figure 6.4.

Subtle force opposing or assisting RNAP translocation and DNA-bound proteins

(roadblocks) along the template could greatly affect the efficiency and output of repet-

itive transcription. Even a tiny amount of force greatly reduces the time required to
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slide to a re-initiation site. Moreover, force restricts sliding to a single direction along

a DNA sequence. Opposing force increases the frequency of repetitive transcription of

a single promoter by an individual RNAP and necessarily diminishes gene expression

from other promoters further downstream. Assisting force prohibits repetitive tran-

scription and drives a sliding post-termination complex to a downstream promoter.

Thus the direction of force acting on RNAP might modulate the expression of one

or more genes. Indeed, it biases transcription between convergent promoters with-

out transcriptional interference between RNAPs initiating from opposing promoters

[190, 191]. The collision model would not predict similar levels of interference between

divergent genes. In contrast, force-directed RNAP diffusion produces preferential ex-

pression of one transcript independently of the arrangement of promoters or additional

regulatory factors [192]. Even factors like RapA, which was recently shown to accel-

erate dissociation of post-termination complexes [179] and would therefore diminish

post-elongation sliding, would not weaken preferential, force-driven expression.

In absence of free σ factor in solution, less than 10% of post-termination com-

plexes exhibited repetitive transcription at a promoter site, which is likely the portion

of post-termination complexes retaining σ factor [178]. Adding NusG reduced that

ratio to ∼2% suggesting that retention of σ factor enhanced sliding and repetitive

transcription. In the absence of force, high affinity roadblocks would limit the se-

quences accessible to diffusing RNAPs and increase dwell times. However, a sliding

RNAP driven by force against a high affinity roadblock might pause long enough

to start transcription with or without σ factor. This mechanism may differ from

canonical transcription initiation in which the σ factor assists promoter recognition

and DNA strand separation. How a core RNAP enzyme might form an open bubble

remains to be investigated.

Indeed, these experiments indicate that post-termination sliding occurs without

a transcription bubble. First, if a sliding complex were to include a transcription
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bubble, free NTPs in the buffer would have access to the catalytic site in which they

could base pair with the template and limit threading of the template through the

enzyme to the rate of nucleotide addition. However, sliding rates far exceeded mea-

sured in vitro transcription rates even under the lowest external mechanical forces,

and a transcription bubble travelling at these speeds would consume a prodigious

amount of chemical energy to unzip double-stranded DNA. Second, sliding of a tran-

scription bubble cannot explain our findings that (a) sigma factor, which helps form

the transcription bubble, is crucial for promoter re-initiation, and (b) re-initiation

from a non-promoter site requires 5-fold longer dwell time (very likely for opening

a transcription bubble). Third, RNAPs re-initiated with the same delay at forward

and reverse promoters, indicating RNAPs formed transcription bubbles to re-initiate

in either direction.

It is curious that post-termination sliding has not been previously reported in force

spectroscopy assays of transcription [40, 80, 66, 181, 193] in which post-termination

complexes mostly dissociated from the template. One might hypothesize that in

these experiments, RNAP slid too fast to seize the promoter and ran off the end of

the template. However, the current experiments show that post-termination com-

plexes often pause for several seconds at the terminator before sliding at as much as

500 bp/sec driven by forces as high as 5 pN. At this sliding rate they also readily

seize promoters and re-initiate transcription. This finding contradicts the previous

assumption that 3 pN of tension could make sliding too fast and transient to be de-

tected [18]. Alternatively, higher forces employed in much of the previous work might

disrupt weak interactions between a sliding RNAP and the DNA backbone, although

optically resolved sliding was not observed in transcription interference assays with-

out force either [194]. Most previous measurements utilized optical trapping with a

feedback mechanism to maintain constant force. This may be suitable to monitor

slower processive steps of molecular motors (transcribing RNAPs), but high band-
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width feedback may be critical for faster, continuous, non-processive events (sliding

RNAPs) [195].

It remains unclear if other RNA polymerases exhibit post-termination sliding.

There is no experimental evidence of such sliding by eukaryotic polymerases. However,

eukaryotic cells evolved a specialized polymerase (Pol I) with a higher loading rate to

amplify rRNA production [196], which might be an efficient substitute.

Force significantly directed sliding of post-termination complexes to accelerate

repetitive transcription and modulate the relative utilization of adjacent promoters.

Stringent control of the constituents afforded by the single molecule assembly re-

vealed that σ70 often remained associated with the RNAP core enzyme to enhance

re-initiation after sliding. Furthermore, DNA-binding proteins acting as roadblocks

to sliding established non-promoter locations at which RNAP re-initiated transcrip-

tion with five-fold greater delays than those observed for promoters. Sliding post-

termination complexes indiscriminately utilized promoters oriented in either direction

but could not easily switch template strands once the α-CTDs were deleted. These

experiments highlight how very slight forces affecting post-termination diffusion of

RNAP significantly impact transcription regulation.
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Chapter 7

Transcription in Crowded Cellular

Milieus

The cellular environment, characterized by its high level of molecular crowding, plays

a crucial role in influencing a myriad of biological processes. Up to 40% of the cellu-

lar volume is occupied by various macromolecules, creating a dense, crowded milieu

within the limited space of a few cubic micrometers in bacteria and around a hun-

dred cubic micrometers in eukaryotic cells [197, 198, 199, 200, 201]. This crowding,

coupled with high compartmentalization, leads to elevated local concentrations of spe-

cific molecules, intensifying the crowded conditions even in areas without membrane-

enclosed organelles [202].

The impact of such a crowded environment is profound, influencing DNA com-

paction and extension, the kinetics of DNA-related activities, and interactions be-

tween DNA and proteins. However, replicating these intricate cellular conditions in

vitro remains a significant challenge. Most laboratory studies are conducted in dilute

buffer solutions, creating a discrepancy between in vitro experiments and the reality

of cellular activities. Recent efforts have focused on narrowing this gap by introducing

synthetic or organic macromolecules into experimental setups, aiming to simulate the
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cellular environment more accurately.

Nevertheless, the complex nature of biological cells, filled with structures like

the cytoskeleton, various salts, proteins, and nucleic acids of differing sizes and

configurations, makes perfect emulation difficult [203]. This crowded cellular envi-

ronment crucially influences a wide array of biological functions, from viral infec-

tion and gene expression to chromosomal compaction, replication, and transcription

[197, 198, 199, 204, 205].

In this chapter, we synthesize the current understanding of how macromolecu-

lar crowding affects DNA behavior and protein-DNA interactions, review theoretical

models related to DNA in crowded environments, and identify gaps in the litera-

ture. Notably, the need for biologically relevant crowding agents, the simultaneous

use of multi-sized crowders, and empirical links between macromolecular crowding

and the liquid-liquid phase separation of nucleic materials are areas ripe for further

exploration and investigation.

7.1 Compaction and Extension of DNA

In the context of an E. coli bacterium, a commonly examined model organism, the

physical constraints within the cell are remarkable. An E. coli cell, typically around

one micron in length, houses DNA that, if stretched out, would extend over a mil-

limeter, indicating a substantial degree of compaction [206]. Additionally, the cell’s

internal milieu is densely packed, with solutes accounting for 30–40% of the intra-

cellular volume (Figure 7.1) [207]. This degree of molecular crowding is critical for

the formation and maintenance of various dense DNA structures such as rods, fibers,

flexible rings, toroids, and hierarchical coils [22], and it significantly influences DNA

packaging and overall architecture.

DNA compaction and decompaction are vital processes for the effective storage,
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maintenance, and processing of genetic information within a cell. In prokaryotes, the

regulation of DNA organization involves a delicate balance between DNA supercoiling

[208], macromolecular crowding, and interactions with nucleoid-associated proteins

(NAPs) [209, 210, 211].

Various agents, such as multivalent cations [212], cationic lipids [213], detergents

[214], peptides [215], and non-interacting polymers like polyethylene glycol (PEG),

dextran, and bovine serum albumin (BSA), are known to induce the collapse of DNA

chains. This phenomenon is particularly relevant in the context of gene therapy, where

DNA packaging efficiency is crucial. Moreover, the ability to modulate the conden-

sation and decondensation equilibrium of DNA is fundamental to gene regulation, as

it controls the accessibility of the DNA double helix.

Figure 7.1: Molecular components of an E. coli cell. Adapted from [203, 216]

7.2 Liquid-liquid Phase Separation (LLPS)

The concept of phase separation in the cytoplasm due to macromolecular crowding

has been a topic of interest for several decades, with early hypotheses suggesting its

role in microcompartmentalization as far back as 1995 by Walter and Brooks [217].
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Recent advancements have solidified the significance of liquid–liquid phase separation

(LLPS) in various cellular functions. For instance, Levone et al. demonstrated the

crucial role of the DNA/RNA-binding protein FUS in initiating DNA repair through

LLPS [218]. Similarly, Shakya et al.’s study on the LLPS of histone proteins shed

light on their role in chromatin organization, revealing that histones contribute to

heterochromatin formation through reversible LLPS with DNA [219].

These developments have been complemented by investigations into the role of

polyethylene glycol (PEG) in promoting LLPS. Park et al. combined experimental

approaches and field-theory simulations to demonstrate that PEG drives LLPS by

dehydrating polymers [220]. This has significant implications for our understanding

of how crowding agents like PEG shift binding equilibria and extend the range of

conditions under which molecular interactions occur. Such findings are reinforced

by studies indicating that macromolecular crowding can significantly impact DNA

packaging, the association and aggregation of polymers, and the folding of extended

polypeptides [221, 222, 223].

Moreover, the crowding effects of PEG and other polymers have been shown to

influence the thermal stability of both long and short double-stranded DNA (dsDNA)

structures, as well as triple-stranded DNA [224, 225]. For instance, PEG increases

the melting point of dsDNA and has a more pronounced effect on the stability of

triple-stranded DNA, even in the presence of mismatched bases [224, 226, 227].

The emerging understanding of LLPS and droplet formation in the highly crowded

cellular environment highlights the need for further systematic studies in this area.

As Kohata et al. point out, the selective interactions and specific functions of

biomolecules in these crowded environments exhibit complex temporal and spatial

patterns [203]. This complexity is evident in the formation of various membraneless

organelles or droplets within cells, which serve essential biological functions related to

the storage and regulation of RNA and transcription factors [228, 229, 230, 231, 232].
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The ability of these droplets to dynamically exchange contents with their surroundings

underscores their importance in cellular regulation, especially in response to external

signals and stress [233].

7.3 Theoretical Models To Explain LLPS

Theoretical models that delve into the effects of macromolecular crowding on DNA

and other polymers primarily focus on the phenomenon of volume exclusion and

how it’s influenced by the relative sizes of the crowders. Two fundamental models

commonly employed in these studies are the Asakura–Oosawa (AO) model and the

Kirkwood–Buff (KB) model.

The Asakura–Oosawa model is instrumental in analyzing the phase behavior of

polymers and colloidal particles within a solvent. In this model, polymers are concep-

tualized as hard spheres, exerting exclusion forces not only on each other but also on

solvent molecules (Figure 7.2 left). This exclusion creates osmotic pressure (Π) and

results in depletion forces, contributing to a change in the free energy (∆G), which is

represented as ∆G = Π. A key aspect of the AO model is its coarse-grained approach,

which effectively captures the excluded volume effect among polymers and colloidal

particles. However, it falls short in considering specific interactions, such as those

between polymer branches or interactions between polymers and solvent molecules.

The Kirkwood–Buff model, in contrast, delves deeper into the spatial distribution

of polymer molecules and their distinct interactions with other polymers and the

solvent (Figure 7.2 right). It approaches the calculation of the chemical potential

between two components in a solution by integrating the spatial distribution functions

that define the interactions between these components. For basic two-component

systems involving unbranched polymers, the KB model arrives at a conclusion of free

energy that aligns with the predictions made by the AO model.
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Figure 7.2: Schematic representation of the physical basis for the Asakura–Oosawa (AO; left) and
the Kirkwood–Buff (KB; right) models. In the AO model, the molecules involved (here, DNA and
crowder) are considered as hard spheres. The dashed line around each crowder “sphere” identifies
the particle’s excluded volume. In the KB model, the arrows indicate the different types of molecular
interactions (red: crowder–crowder; yellow: DNA–DNA; Black: crowder–DNA). Adapted from [216].

The study by Cao et al. using Langevin simulations explored the intriguing dy-

namics of a semi-flexible polymer chain in a concentrated solution filled with active

(self-propelling) spherical crowders [234]. A standout observation from their research

was the shrinkage-to-swelling transition observed in polymers of low rigidity. This

transition was subject to a non-monotonic dependency on the dynamic persistence

path of the active crowders, as revealed by a phase diagram constructed in the pa-

rameter space of active force and crowder size. The research revealed a nuanced

interplay between crowder size and motile activity (force) on the polymer’s confor-

mation: While smaller crowders amplified the crowding-induced shrinkage due to

increased motile activity, larger crowders, conversely, limited this effect and led to

the polymer’s swelling. In the case of large crowders, the swelling effect driven by

motile activity outweighed the traditional crowding effects.

The intriguing phenomenon of effective attractive interactions between and within

macromolecules in cosolute-containing solutions has been well-reviewed in the past

[235]. Sukenik et al. have explored how cosolutes that are preferentially excluded
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from macromolecular interfaces can lead to such interactions. Although the impact

of cosolutes is often overlooked in crowding studies, incorporating them into models

like the Asakura–Oosawa model and Kirkwood–Buff solution theory can enrich our

understanding of crowding effects. By modifying the steric repulsion core with a ‘soft’

repulsive shell in these models, an enthalpic component is added to the depletion force,

allowing for a more comprehensive understanding of cosolute effects. This approach

also allows for a temperature-dependent depletion force that balances enthalpy and

entropy, capturing the essence of osmolyte impacts on macromolecules [236, 237, 238].

Further, a theoretical model based on the Flory–Huggins approximation, which

considers cosolutes in terms of size and two temperature-dependent interaction param-

eters, effectively describes protein stabilization in crowded cosolute solutions. This

model not only aligns well with experimental findings but also offers insights into the

entropic and enthalpic aspects of the depletion forces induced by specific cosolutes.

The resulting depletion attraction is conceptualized as an effect of an ‘effective’ vol-

ume, shaped by the interplay of solvent, cosolute, and macromolecular interactions.

Finally, Monte Carlo simulations conducted by Shin et al. provided valuable

insights into the impact of crowder size on polymer dynamics [239]. They observed

that while small crowders tend to increase the solution’s effective viscosity and slow

down chain dynamics, larger crowders facilitate coiling through confinement effects.

These studies collectively enhance our understanding of the complex interactions

within crowded environments.
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Chapter 8

A Phenomenological Model of

crowding effect on DNA under

tension

In the preceding chapters, we investigated the relationship between DNA polymer

properties and crowding forces, emphasizing the biological significance of understand-

ing the physics behind these interactions. While prior research largely focused on

simulations, an analytical theory could offer more insightful and direct connections

between variables like crowder fractions and tension, and outcomes such as DNA poly-

mer compaction or extension, and phase separation. Previous modeling approaches

often faced a dilemma: either they were too coarse-grained to accurately predict

specific scenarios, or they were overly complex for practical application.

In this chapter, our goal is to develop a phenomenological model grounded in

mean-field theories. This model aims to predict the behavior of DNA polymers, such

as collapse, pulling, and condensation, under various crowding and tension conditions.

The mean-field approach simplifies the complex interactions in crowded environments

by averaging the effects of the crowders over the space, thus offering a more tractable
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yet insightful analysis.

This model starts with considering the DNA polymer as a flexible chain in a

solution filled with crowding agents. The crowders are treated as spherical objects

that exert entropic forces on the DNA polymer due to volume exclusion. The DNA

polymer’s response to these forces depends on its intrinsic properties, such as stiff-

ness and length, as well as external factors like the concentration and size of the

crowding agents. The model incorporates tension as a key variable. In the cellular

environment, DNA polymers often experience mechanical tension due to processes

such as transcription and replication. This tension can influence how the DNA poly-

mer interacts with the crowding agents and its consequent behavior, like extension or

collapse.

A key aspect of our phenomenological model is its ability to predict phase tran-

sitions in the DNA polymer, such as the transition from a coiled to an extended

state or vice versa. By adjusting parameters like crowder concentration, DNA poly-

mer stiffness, and applied tension, the model can simulate various scenarios and offer

predictions that are experimentally testable.

Overall, this model seeks to bridge the gap between simplified theoretical ap-

proaches and the complexity of real biological systems. It aims to provide a tool for

understanding the fundamental physics of DNA polymers in crowded environments,

with implications for our understanding of various cellular processes.

8.1 Model DNA Polymers As the Shish-Kebab

In the quest to accurately model DNA polymer behavior in crowded environments,

our first task is to find a representation of DNA that adequately reflects its physical

properties. DNA is notably stiff, with a persistence length (the length over which it

maintains its directionality) substantially larger than its diameter. Specifically, DNA
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has a diameter (d) of approximately 2 nm and a persistence length (lp) of about 35

nm. This significant difference poses a challenge in conceptualizing DNA for modeling

purposes.

A common approach is the bead-on-string model, where the polymer is envisioned

as a series of beads (monomer units) connected by flexible strings (Figure 8.1A). This

model is often employed to represent chromosomal structures, with DNA-wrapped

histones (nucleosomes) as the beads and the intervening DNA as the string. This

analogy works well for modeling the basic structure of chromatin; however, when it

comes to representing a linear DNA polymer, this model faces a critical limitation.

Given DNA’s slender nature and the disproportionate ratio between its diameter

and persistence length, a bead-on-string conceptualization would have to envision

DNA as a string peppered with sparse and small beads. Such a representation would

significantly underestimate the physical volume of DNA, leading to a miscalculation

of the pairwise potential between adjacent beads. This underestimation becomes

particularly critical when considering DNA’s interactions in crowded environments,

as the physical volume of DNA directly influences how it interacts with surrounding

macromolecules.

A B

Figure 8.1: Illustration of (A) the Beads-On-Sting model and (B) the Shish-Kebab model for the
DNA. Adapted from [240]
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The Shish-Kebab model offers a more sophisticated approach to represent DNA

polymers, balancing the need to account for both the slenderness and the physical

volume of DNA. Unlike the bead-on-string model, which uses spherical beads, the

Shish-Kebab model employs elongated cylindrical elements to mimic the monomers

of DNA (Figure 8.1B). This model is visually akin to a series of kebabs on a skewer,

with the skewer representing the backbone of the DNA and the kebabs symbolizing

the stacked base pairs.

8.2 Thermodynamics of a globular state DNA

To develop a comprehensive understanding of the free energy of a polymer globule in

a crowded environment, we must consider various factors. Based on the description

provided, we can formulate an expression for the total free energy of the globule. The

key elements to consider include the internal potential energy of monomers within

the globule, the surface energy due to monomer-solvent interactions, and the volume

of the globule as defined in the Shish-Kebab model (Figure 8.2).

1. Volume of the Globule: In the Shish-Kebab framework, the volume of the glob-

ule is given by V = NgbD
2, where where Ng is the number of monomers, b is a

characteristic length scale, and D is the diameter of a cylinder (monomer).

2. Potential Energy Inside the Globule: Within the bulk of the globule, each

monomer has a constant potential energy, which we take to be negative due

to unfavorable interactions in a poor solvent. Let’s denote this energy per

monomer as −u.

3. Energy of Monomers on the Surface: Monomers on the surface of the globule

have different energetics because they are exposed to the solvent. For a monomer

at the surface, roughly half of its area is in contact with the solvent. We can

approximate its potential energy as u/2
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4. Total Free Energy of the Globule: Considering these aspects, the total free

energy of the globule in solution can be expressed by accounting for both the

bulk and surface contributions.

Fg = −Ngu+
A

bD

u

2
(8.1)

𝒙 = 𝒍 + 𝟐𝒓

𝑽 = 𝑵𝒈𝒃𝑫
𝟐

𝑨 = 𝟒𝝅𝒓𝟐+ 𝟐𝝅𝒓𝒍

Figure 8.2: A schematic of the sphero-cylinder model of a globule with Ng monomers.

We now consider a situation where it is possible to apply a force f to the ends of

the polymer. For a uni-axial force applied in the x-direction, we model the deformed

polymer as a sphero-cylinder of a fixed volume determined by Ng (an alternative

is to model as a uni-axial ellipsoid, but we find the algebra much easier for the

spherocylinder with the results not significantly different). Evaluating the area of

this sphero-cylinder, we obtain the free energy, after some simple maths, in the form

Fg = −Ngu+

(
2NgD

3x
+

√
πNgx

b

)
u (8.2)

When working with constant force, we need to use the Gibbs free energy for such
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a stretched globule, which is given by:

Gglo(f) = Fg(xeq(f))− fxeq(f), (8.3)

where xeq(f) is defined by the condition of mechanical equilibrium:

∂Fg(x)

∂x

∣∣∣∣
x=xeq(f)

= f, (8.4)

the analysis can be simplified in the limit of small deformations from a sphere,

xeq(f) =
4

3

(
3NgbD

2

4π

)1/3

+
16bD

9πu
f (8.5)

A natural attempt to estimate the parameter u as the the thermal energy multi-

plied to the normalized 2nd virial coefficient, to which only the attractive contribution

is kept:

u ∼ kBT
v0 − v

v0
(8.6)

Mayer formula can calculate the 2nd virial coefficient:

v =

∫
(1− e−βE(r⃗))dr⃗ (8.7)

However, estimate the 2nd virial coefficient under the Shish-Kebab framework is

quite challenging. The first difficulty is how to estimate the inter-rods interaction

energy under crowded environment. Another difficulty is how to estimate the hard-

core excluded volume and excluded volume for the crowders, since adjacent rods

might arrange in different angles, which contribute differently to the average excluded

volume.

In the simplest case where two rods are aligned parallel, we can approximate the
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small angle (𝜃 ∈ [0,
𝑑

𝑏
]): 𝐸 ∼

𝑏

𝐷
𝐸0

otherwise (𝜃 ∈ [
𝑑

𝑏
, 𝜋 −

𝑑

𝑏
]): 𝐸 ∼ 2𝐸0

A

B

Figure 8.3: Geometry of two interacting rods in the Shish Kebab model. (A) Interaction between
two rods can be evaluated by two parts. (B) Excluded volume for two rods hard-core (gray) and
the shell area (yellow), as a function of a relative angle θ.

inter-rods interaction energy as the inter-beads interaction energy times the number

of beads in a rod, in presence of crowder of size (diameter) d. The interaction energy

between rods were previously quantified in a phenomenological formula [241],

βE0 = b
D
βE0

= ϕ
1.25

b
d
ln
[
1 + 1.35

(1+b/D)(1+b/D)2−1

]
≈ 0.22 ϕ

1.25
bD
d2

(8.8)

Regarding the second difficulty, as an approximation, consider that if θ is not too

small, there are always two pairs of beads interacting, hence the interaction energy

is ϵ0 = 2E0. On the contrary, for small angles, almost all the beads are interacting,

and ϵ0 =
b
D
E0 (Figure 8.3A). The limit between these two situations is given by the
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angle θlim, such that it satisfies the condition:

sin(θlim) ≈ b
d

θlim ≈ b
d
, π − b

d

(8.9)

Therefore, we can dissect the overall angle distribution into two regimes and inte-

grate energy on a shell of width D (the diameter of monomer crowders) around the

hard-core excluded volume v0 (Figure 8.3B). It yields the following integral:

v̄ = v̄0 +
1−e2E0

2

[
S1

∫ π−d/b

d/b
sin(θ)dθ + S2

∫ π−d/b

d/b
sin2(θ)dθ

]
+(1− ebE0/D)

[
S1

∫ d/b

0
sin(θ)dθ + S2

∫ d/b

0
sin2(θ)dθ

]
= v̄0 + (1− e2E0)

[
S1cos(d/b) +

S2

2
(π
2
− sin(d/b)cos(d/b)− d/b)

]
+(1− ebE0/D)

[
S1(1− cos(d/b) + S2

2
(d/b− sin(d/b)cos(d/b))

]
,

(8.10)

with the shell expression S1 = (b+ d)(D+ b)2 − bD2 and S2 = (b+ d)2(D+ b)− b2D.

With equation 8.10, we can now easily numerically evaluate Equations 8.3 - 8.6.

8.3 Thermodynamics of a stretched chain state DNA

To describe the extended chain phase, we first acknowledge that the stretched-out

segment is where all monomers are exposed to the solvent, and the extension is a

large proportion of the contour length of the exposed chain. Many classical models

exist, from the Langevin function arising in the freely jointed chain model [242], to the

widely used extrapolation formula for semifexible chains by Marko and Siggia [243].

All of these early models have limits of applicability, but recently there has been a

new formula introduced that is valid in all regimes of extension and chain flexibility

[244]. For an inextensible semiexible chain of contour length L, and persistence length

lp, the free energy of extension z combines the contribution from the bending stiffness
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of the molecule (which is related to the persistence length lp) and the entropic effects,

which give the divergence as z → L. The full expression for the chain free energy is

Fch(z) =
π2kBT lp

2L

(
1− (

z

L
)2
)
+

2kBTL

πlp
(
1− (z/L)2

) (8.11)

In the case of fully stretched long DNA polymer, we can take the approximation

lp ≈ b and L ≫ lp, and take the simplified expression

Fch(z) ≈
2kBTL

πlp
(
1− (z/L)2

) − 2kBTL

πlp
(8.12)

where the second term is added to fix the value of free energy at zero extension to

zero.

Naturally, the next step is to calculate the Gibbs free energy of a stretched chain

when working with constant force, which is given by:

Gch(f) = Fch(zeq(f))− fzeq(f), (8.13)

where xeq(f) is defined by the condition of mechanincal equilibrium:

∂Fch(z)

∂z

∣∣∣∣
z=zeq(f)

= f. (8.14)

Notice that the crowder fraction ϕ insignificantly affect the free energy of stretched

chain state polymer compared to the globular state. Up to this point, we can use

this model to predict some behaviors of DNA polymers under different tension and

crowder fractions.
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8.4 The model predicts the critical forces for DNA

phase transition under different crowder con-

ditions

The experimental measurements of the DNA phase transition under different force

and crowder conditions have been carried on in Mantegazza group, by Cristofalo et

al. [209]. It used the Magnetic Tweezers to study the phase transition of a 6kbp DNA

fragment under forces ranging from 6 fN to 20pN, and PEG2000 crowders from 0% to

22%. MTs allow to measure in a straightforward manner the end-to-end extension as

a function of the applied force (Figure 8.4A). The results are shown on Figure 8.4B.

Note that each point is the average of a time series for extension under constant force.

For crowder volume fractions ϕ > 10%, a critical force can be clearly identified, while

below this fraction a smooth increase in end-to-end extension versus force is observed.

This critical force fc depends on crowding. From this result, together with evidence

in literatures, one can confirm a tricritical behavior: at low crowding, the transition

between a globule phase is continuous (2nd order transition) and there is no critical

force. There would exist a critical volume fraction ϕc (tricritical point), above which

the transition becomes of the 1st order, and thus a critical force can be identified, as

well as a phase coexistence region.

To test the validity of our model, we use it to predict the experimentally observed

critical force fc. To find the force at the equilibrium thermodynamic phase transition,

fc, we equate the Gibbs energies of the globule and the chain, Gglo(f) = Gch(f) from

Equations 8.3 and 8.13. Although it is very difficult to analytically solve for the

critical force fc, numerical solution is easy to compute for modern computers. A

comparison between the model predicted and experimentally detected fc is shown in

Figure 8.4C&D.

We note that, in our model, only the bare DNA (0% crowder fraction) could exhibit
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Illustration of the DNA pulling experiment

10%

13%

16%

19%

22%

A B

C D

Figure 8.4: DNA pulling experiment results and model simulation. (a) Schematic illustration of
the DNA pulling experiment. In presence of crowder, DNA was in a collapsed state in absence of
tension. The end-to-end tether length increases as a function of tension. (b) Experimental results
show that DNA polymer undergoes phase transition at critical force above a threshold crowder
fraction. (c) The phenomenologoical model reproduces the tether length versus tension curve under
different crowder fractions, and (D) the predicted critical tensions (blue curve) agree well with the
experiment results (green dots).

continuous transition, which is in contradiction with the experimentally observed tri-

critical behavior starting at > 10%. A way to justify this discrepancy is that there

might exist a phase coexistence regime, which is neglected when we equilibrate the

globular and chain state free energy.

8.5 Thermodynamics of a tadpole state DNA

A phase coexistence of globular and chain state DNA is characterized as a tadpole

state, where a portion of DNA condensates to a globule while the rest of the segment

remain stretched. We can examine the free energy of this tadpole state by mixing up

the free energy of globular and chain parts. For a tadpole state DNA polymer with

s fraction in the globular state and 1− s in the chain state. We need to modify the
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expression of Gibbs free energy of both states. For the globular state part, we have

Fg(x, s) = −sNgu+

(
2sNgD

3x
+
√

πsNgx

b

)
u

xeq(f, s) = 4
3

(
3sNgbD2

4π

)1/3
+ 16bD

9πu
f

Gglo(f, s) = Fg(xeq(f, s), s)− fxeq(f, s),

(8.15)

and for the chain state part, we have

Fch(s) = 2kBTL
πlp(1−(1−s2))

− 2kBTL
πlp

Gch(f, s) = Fch(s)− f(1− s)L.
(8.16)

The total Gibbs free energy of the tadpole state DNA is therefore

Gtad(f, s) = Gch(f, s) +Gglo(f, s). (8.17)

Note that, similar to the globular state Gibbs free energy in Equation 8.3, the effect

of crowder fraction is achieved through the potential energy u in the expression of

Gglo.

Figure 8.5 summarizes the free energies of DNA in the globular, the stretched

chain and the tadpole state as described in Equations 8.3, 8.13 and 8.17. It clearly

show that under a particular crowder fraction and force, the tadpole state is more

energetically favored than both the globular and the chain states, therefore supporting

the coexistence phase.

8.6 DNA relaxation experiment proves the coex-

istence state

We seek more supports of the coexistence state from experiment. Besides the smooth

first order phase transition observed in the DNA pulling experiment (Figure 8.4A),
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Force

Extension

𝒇𝒄

Globule Tadpole Stretched chain

x

x1 x2

Tadpole state at 50% 
globule (s = 0.5) is 
most energetically 

favored!

Force = 2pN

A B

Figure 8.5: A comparison of free energies of DNA globule, tadpole, stretched chain. (A) DNA
polymers undergo phase transition from a globule to a stretched chain, amid is a tadpole state. (b)
The tadpole DNA can be more energetically favored than the globule and stretched chain in presence
of crowder.

we proceed another set of DNA relaxation experiment using the Lumicks C-trap

dual optical tweezers. Figure 8.6A demonstrates the setup of the experiment. At

the begining, a lambda DNA (48502 bp, ∼16µm) is stretched to full length by the

dual optical traps. Then the tension suddenly released to and maintained at a small

level, allowing relaxation (condensation) of DNA. Under different crowder fractions,

we measured the final end-to-end distance DNA reached, and observed a smooth

decrease in the end-to-end distance of relaxed DNA versus the increase in crowder

fractions. This smooth, first order transition strongly proves that DNA underwent

the coexistence, tadpole state. Moreover, the model with the tadpole state accurately

predicts the the relationship between end-to-end distance and tension, as shown in

Figure 8.6B. Also, in Figure 8.4C, we show that the model can simulate the force

versus DNA tether length curves obtained by the Mantegazza group. This good

agreement across different experiment data set lends further support to the validity

of our model.

Overall, this model shows that the globule could undergo a discontinuous jump

in extension at a threshold force above a threshold crowder fraction, while undergo

a continuous, smooth transition to the tadpole and evetually chain state with the
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Illustration of DNA Relaxation Experiment

Release 

Trap 2
Tension

Simulation
Tension released to

0.1pN

0.4pN

0.7pN

1.0pN

1.3pN

1.6pN

1.9pN

Experimental data
Tension released to 

0.4 pN

A

B

Figure 8.6: DNA relaxation experiment results and model simulation. (a) Schematic illustration
of the DNA relaxation experiment. DNA polymer, both end attached to to a polystyrene bead,
was stretched to the full-length state in absence/presence of crowders, using the dual optical trap
setup. The tension was suddenly released to a minimal value and maintained constant, allowing
DNA polymer to relax under constant tension. We measured the normalized extension, the ratio of
the final end-to-end distance to the fully strecthed length. (b) The model predicts the normalized
extension under different crowder fraction and tension (blue curves). The experiment 0.4pN data
(green dots) agree well with the model.

increase of force in low crowder fraction. The model provides testable predictions of

polymers states under a given condition of tension and crowder fraction.
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Chapter 9

Conclusion

This dissertation has explored the intricate mechanisms of bacterial transcription

through a multi-tiered analytical approach, employing both single-molecule biophysics

and molecular biology techniques. The comprehensive analysis undertaken has not

only expanded our understanding of transcription dynamics at the base-pair level but

also elucidated the broader implications of transcription in crowded cellular environ-

ments.

The core findings of this research highlight the complexity and adaptability of the

transcription process under various genomic constraints. Firstly, the development of

a detailed model elucidating transcription kinetics at the base-pair level has provided

significant insights. This model, informed by the thermal dynamics of transcription

bubbles and nascent RNA structures, has proven effective in predicting transcrip-

tional dynamics with high precision, thereby enhancing our understanding of genetic

regulation.

Secondly, the interaction of RNA polymerase with DNA-bound roadblocks re-

vealed mechanisms of navigational flexibility that are crucial for understanding tran-

scription under genomic constraints. The study identified two distinct mechanisms:

passive waiting for obstacle dissociation and active backtracking, recovery, and force-
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ful passage, which are vital for RNA polymerase to overcome physical barriers along

the DNA template.

Additionally, the concept of transcriptional recycling emerged as a novel finding

from this study. The transcription recycling is identified as a force-biased regulatory

mechanism that could significantly influence gene expression patterns. This discovery,

involving the cycling of transcription by the same RNA polymerase enzyme, highlights

an efficient method of transcript accumulation, reduces the probability of collisions

among different RNA polymerases.

Lastly, the examination of DNA behavior in crowded cellular milieus provided

valuable insights into chromatin dynamics and the physical properties of DNA under

tension. The findings from these studies are crucial for understanding the molecular

basis of gene expression and regulation within the complex cellular environment.

The implications of these findings are broad and significant. By providing a clearer

picture of the transcriptional dynamics at a molecular level, this research contributes

to the foundational understanding necessary for developing targeted therapeutic in-

terventions. The knowledge gained could lead to novel strategies for manipulating

transcription in bacterial cells.

Moreover, the insights into the mechanics of transcriptional recycling and the be-

havior of DNA in crowded environments open new avenues for research in genetic

regulation and cellular biology. These findings could influence future studies in other

organisms, including eukaryotes, thereby broadening the scope of transcriptional re-

search.

While this dissertation has addressed several key aspects of bacterial transcription,

further research is needed to deepen our understanding and verify the new models

proposed. Future studies might aim to:

1. Explore the quantitative impact of transcriptional factors and external tensions

more deeply to refine the current models of transcription kinetics.
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2. Investigate the role of transcriptional recycling in other bacterial species and

possibly in eukaryotic systems to assess its universality and functional implica-

tions.

3. Develop more sophisticated in vivo experiments to observe and measure tran-

scription dynamics within living cells, which could validate the findings obtained

from in vitro studies.

In conclusion, this dissertation not only furthers our understanding of the bio-

chemical mechanisms underlying bacterial transcription but also sets the stage for

innovative research in molecular biology. The insights from this study underscore the

intricate interplays of molecular components in gene expression and regulation. The

methodologies developed and findings reported herein provide a robust framework

for future investigations aiming to unravel the complexities of gene expression and

regulation.

Finally, I would like to express my deepest gratitude to my advisor, Dr. Laura

Finzi and Dr. David Dunlap, committee members, colleagues at Emory University,

and my family for their unwavering support and guidance throughout this academic

endeavor. This dissertation stands as a testament to the collaborative spirit and

intellectual rigor that have shaped my academic journey.
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