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Abstract 
 

Spectroscopic Characterization of the Low-Lying States of MX0/+  

(M = Ca, Nd, Sm, Th; X = N,O) Molecules 

By: Joel R. Schmitz 

Electronic structure characterization of small metal-containing molecules can determine 

chemical bonding properties with applications ranging to real word problems, such as safe 

nuclear waste treatment, to those of chemical fundamental interest, such as detangling rotational 

perturbations. In this work, the electronic structure of ThO, ThN, CaO, NdO0/+, and SmO0/+ was 

characterized through low- and high-resolution laser induced fluorescence (LIF) and dispersed 

fluorescence (DLIF) techniques.  

The electronic structure of actinide complexes is of interest both in relation to actinide 

extraction in nuclear waste and the extent of 5f orbital involvement in actinide chemical bonding. 

Thirty-four ThO LIF transitions involving previously unobserved vibronic states were 

characterized, observing the Oʹ(0+) and Lʹ(1) states for the first time. Vibrationally hot spectra 

allowed calculation of the potential energy curve of the X1Σ+ state. Eleven vibronic transitions of 

ThN were observed in the range of 19,600-21,000 cm-1, determining molecular constants and 

fluorescence lifetimes which were complemented by electronic structure calculations.  

CaO has an extremely complex excited state electronic structure, which can be explained 

by extreme electron localization on the Ca+  and O- centers. Higher levels of the Aʹ1Π(Xσπ-1) 

state (v = 10-17) were observed, as well as a perturbation of the Aʹ1Π(Xσπ-1) v = 17. DLIF 

spectroscopy was used to examine the homogenous perturbation of the C1Σ+( Bσσ-1) v = 7,  

assigning the perturbing Ω = 0+ state as the g3Π(0+)(Bσπ-1) v = 12 state. 

The chemi-ionization of lanthanide metals is being employed as a method of increasing 

the atmospheric electron density for communication applications. Chemical launches have 

produced space clouds with visible emissions but spectroscopic data is lacking for cloud 

characterization. Molecular constants for sixteen bands of NdO as well as vibrational parameters 

for the X4 ground state and five low-lying excited states were determined from LIF and DLIF 

spectra. Molecular constants for four bands of SmO from 15,270-15420 cm-1 were determined 

for the 152SmO and 154SmO isotopologues. High-resolution LIF was used to observe the 

hyperfine structure of the [15.35]1 state and Einstein coefficients were determined from DLIF 

spectra. While no direct LIF observation of NdO+ or SmO+
 was successful using photoionization 

spectroscopy, atomic and molecular fluorescence depletion was observed. Dispersed 

fluorescence of UV-excited gas expansions was recorded to compare to space launch results. 

Future work should search for NdO+ and SmO+ LIF in the near-UV range. 
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“This is the awe-inspiring universe of magic: there are no atoms, only waves and motions all 

around. Here, you discard all belief in barriers to understanding. You put aside understanding 

itself. This universe cannot be seen, cannot be heard, cannot be detected in any way by fixed 

perceptions. It is the ultimate void where no preordained screens occur upon which forms may 

be projected. You have only one awareness here – the screen of the magi: imagination! Here, 

you learn what it is to be human. You are a creator of order, of beautiful shapes and systems, an 

organizer of chaos.” 

 Frank Herbert, Heretics of Dune 
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1.1 Introduction  

Physical, chemical, and optical properties of chemical systems are dictated by the motion 

of electrons in atomic or molecular systems known as the electronic structure. With the advent 

of quantum mechanics in the early 20th century, chemists have been able to predict the properties 

of chemical systems by describing the total energy of the system in terms of the electronic 

energy. In the early stages of quantum mechanics development, it was shown that particles 

possess a particle-wave duality and that their motion can be described in terms of a wavefunction 

ψ(r,t), where the square of the wavefunction is the probability that a particle is at a given point in 

space. In 1936, Erwin Schrodinger introduced the notion that chemical systems can be described 

in terms of a Hamiltonian operator �̂�, which includes the total potential and kinetic energy of the 

system. This led rise to the time-independent Schrodinger equation1 

�̂�𝛹 = 𝐸𝛹                                                                  (1.1) 

which allows the energy E of a system to be determined by operating the Hamiltonian on the 

system’s total wavefunction Ψ. In 1927, Max Born and J. Robert Oppenheimer2 introduced the 

Born-Oppenheimer approximation, which allowed separation of electronic and nuclear 

wavefunctions on the basis that the much slower motion of the heavier nuclei can be considered 

stationary relative to the electronic motion. This allowed determination of the potential energy of 

a chemical system to be defined in terms of solely the electronic wavefunction. Modern 

electronic structure theory seeks to determine the energy of chemical systems by defining a 

Hamiltonian of the system, which is then operated on an approximate electronic wavefunction 

describing the chemical system. Trial wavefunctions can be altered until resulting energies 

converge to the true energy of the system. 
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 One of the postulates of quantum mechanics states that if the wavefunction Ψ(r, t) of 

system is known, physical properties of that system can be determined3. If an approximate 

wavefunction is used, the value of the physical property will of course be approximate as well. 

Due to the Born-Oppenheimer approximation, only the electronic wavefunction is needed to 

describe the total wavefunction of the system, which negates the need for nuclear motion to 

determine physical properties of the systems. By using the electronic wavefunction of a system, 

physical properties which include but are not limited to the geometrical structure, 

thermochemistry, ionization energy, electron affinities, and dipole moments can be determined 

for a chemical system.  

 While many computational advances have been made in determining the electronic 

structure of chemical systems through solving the Schrodinger equation, electronic structure can 

also be determined experimentally through chemical spectroscopy. In the late 19th century, 

scientists were able to obtain emission spectra of atomic and molecular gases. These spectra 

were obtained by running a discharge through low-pressure chemical gases which produced 

discrete spectral lines at certain wavelengths. Niels Bohr in 1913 determined4 that these lines 

must be a result of electrons transitioning between discrete, quantized energy levels, with the 

energies of the photons emitted equal to the energy difference between the electronic states. 

Thus, the operating principle of spectroscopy was founded: by observing the energy of emitted 

photons, one can determined the electronic energy structure of a chemical system.  

 Today, spectroscopy is still a useful tool for electronic structure characterization of 

chemical systems. As the electronic structure of each chemical system is unique, the spectra 

corresponding to a chemical system will also be unique. Not only is spectroscopy useful in 

characterizing ground state characteristics of atomic and molecular systems but it can also be 
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used to characterize excited states, provide enough spectral emissions can be observed. Beyond 

electronic structure characterization, spectroscopy can also be analytically used in chemical 

systems to determine the chemical composition of systems with unknown chemical identities.  

 Experimental spectroscopy requires three components, the first being a light source. 

Traditionally, light sources used were broadband sources but the advent5 of the laser in 1960 

permitted monochromatic, high intensity light sources with narrow linewidths. Laser 

spectroscopy has become its own field today, allowing characterization of electronic energy 

levels all the way down to hyperfine nuclear energy splitting. The second spectroscopy 

component, which is not always employed, is a method to disperse emitted light. This is 

commonly done with diffraction gratings in techniques like dispersed laser induced fluorescence 

(DLIF) in which emitted light is wavelength-selected by the angle at which light hits the 

diffraction grating. The final component is a detector to record either directly the emitted light or 

a physical result of the chemical system interacting with the excitation light. Common detectors 

include but are not limited to photomultiplier tubes (PMT), charged coupled devices (CCDs), 

and multi-channel plates (MCPs). 

 In this work, the electronic structure of small metal-containing molecules was 

characterized by employing laser spectroscopy methods including low- and high-resolution laser 

induced fluorescence (LIF), dispersed laser-induced fluorescence (DLIF), and fluorescence 

lifetime analysis. Spectroscopic results were complemented with electronic structure calculations 

and results are explained in a chemical model framework. 

In Chapter 2, the experimental methods employed in this work will be discussed, the first 

of which will be laser ablation and supersonic expansions techniques. These techniques are 

commonly employed to generate gas-phase species as they can provide collision free 
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environments and cooled internal degrees of freedom of the target species6, 7. Spectroscopic 

methods use to characterize the target molecule such as low- and high-resolution laser-induced 

fluorescence (LIF) along with dispersed laser induced fluorescence (DLIF) will then be 

discussed, both in their fundamental principles and the experimental setup used in this work, 

Finally, cation generation employing vacuum ultraviolet (VUV) single photon photoionization 

will be discussed, specifically in relation to the generation of lanthanide oxide cations in Chapter 

5. 

 Chapter 3 is related to the spectroscopic characterization of small actinide molecules for 

both real world and fundamental applications. Actinide metals are commonly employed in 

nuclear reactors which generate large amounts of radioactive, toxic waste8, 9. Scientists desire to 

be able to process the non-radioactive waste separately from its radioactive counterpart but 

extraction techniques10 require knowledge of the chemical bonding properties of actinide 

complexes. From a fundamental perspective, there exists little knowledge on the participation of 

the 5f orbitals of actinides in chemical bonding11, 12. Computational efforts on the electronic 

structure of actinide molecules is also challenging due to high-relativistic effects and a high-

density of low-lying states13. Spectroscopically characterizing the electronic structure of small 

actinide molecules can reveal the extent of 5f orbital involvement in chemical bonding as well as 

provide benchmarks for chemical calculations. Chapter 2 will detail the characterization of ThO 

and ThN through LIF and DLIF methods and compare the results to theoretically predicted 

molecular properties. 

 In Chapter 4, the electronic structure of CaO is discussed. There has a been a long history 

on characterizing the complex electronic structure of CaO, whose excited states can be described 

in terms of extreme electronic location14, 15 on Ca+ and O- centers. CaF and NaO orbitals are used 
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to model the Ca+ and NaO- centers and CaO excited states are described in terms of the CaF and 

NaO orbitals from which they arise. There were two motivations for this work, the first being the 

search for the hypermetallic CaOCa. While CaOCa was not observed, CaO transitions involving 

vibrational excited levels of the Aʹ1Π (Xσπ-1) state were observed, allowing further 

characterization of this state. The second motivation concerned a perturbation of the C1Σ+(Bσσ-

1)-X1Σ+ 7-0 band by a nearby Ω = 0+ state, which was unable to be electronically assigned in past 

work. With DLIF techniques available, this work was able to assign this perturbing state as the 

g3Π(0+)(Bσπ-1) v = 12 state. Chapter 4 details these analyses.  

 Finally, in Chapter 5, the spectroscopic characterization of lanthanide metal oxides and 

cations are discussed in relation to United States Air Force (USAF) space cloud launches16, 17. To 

improve radio wave communications, the USAF desired to artificially increase the atmospheric 

electron density through the chemi-ionization of lanthanide metals. In this process, the lanthanide 

metal M reacts with atmospheric oxygen O to produce the lanthanide oxide cation MO+ along 

with an excess electron. 

𝑀 + 𝑂 → 𝑀𝑂+ + 𝑒−                                                 (1.2) 

The USAF has conducted launches, where they have released 10 kg of either neodymium (Nd) or 

samarium (Sm) metal into the atmosphere and have recorded the emission profiles of the 

launches16. Broad emission profiles were observed in the visible spectral region but due to the 

lack of spectroscopic characterization of SmO and NdO and their cations, it is unclear to whether 

the chemi-ionization process occurred during the launches. In this work, NdO and SmO have 

been characterized through LIF and DLIF techniques to assist with space cloud characterization. 

Attempts were made to produce NdO+ and SmO+ through photoionization but no LIF transitions 

were observed, possibly due to poor photoionization or searching in the incorrect spectral region. 
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Emission spectra of the lanthanide-based supersonic expansion upon excitation with the ArF 

photon were taken to confirm space launch results and these results are detailed in Chapter 5. 
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2.1 Laser Ablation and Supersonic Expansion 

 In this work, laser ablation and supersonic expansion techniques were coupled to 

generate the desired diatomic MX in the gas-phase.  Laser ablation is a commonly employed 

technique1 for metal-containing molecule or cluster generation as it does not require extreme 

working conditions or thermal energies above room temperature, unlike discharge or thermally 

heated oven sources. Another advantage of laser ablation is that the metal production quantity 

can be easily controlled by controlling the output power of the ablation laser. A variety of metal 

sources not limited to but including metal rods, films, and metal disks can be used with laser 

ablation. An advantage of metal rods as ablation sources is that the rods can be continuously 

rotated and translated, ensuring a fresh ablation surface for each pulse. Metal rods are also 

advantageous to use as rods with certain diameters and lengths are readily available from 

retailers.  

 Supersonic expansions are a common method employed in gas-phase spectroscopy to 

obtain a molecular beam with a low-internal temperature, which greatly reduces spectral 

congestion2. In these expansions, a high-pressure gas, undergoing many collisions, is expanded 

into a vacuum through a small orifice. Once the gas enters the vacuum through the orifice, the 

number of collisions is greatly reduced which limits the velocity distribution and consequently 

the translational energy of the molecular gas jet. In the early stages of the expansions, i.e. close 

to the orifice, the molecular collisions result in the cooling of the vibrational and rotational 

degrees of freedom of the molecule3.  This is specifically important for spectroscopists since the 

cooling of the vibrational and rotational temperature of the molecule limits spectra congestion 

and facilitates the rovibrational characterization of the molecular beam. While the rotational 

temperature is almost always cooled, cooling of the electronic and vibrational states is dependent 
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on the energy spacing between the states. It is not at all uncommon to see rotationally cooled but 

vibronically excited molecules in supersonic expansions. Supersonic expansions are often 

coupled with laser ablation to generate low-internal energy, rotationally cooled metal-containing 

molecules and clusters.  

In this work, to produce the desired molecule, a 0.25” diameter metal rod was coupled to 

a 3D-printed (Original Prusa i3 MK3S, PC-blend filament) ablation block, which is shown in 

Figure 2.1.  

 

Figure 2.1. Ablation and supersonic expansion experimental design. 

Initially, the ablation block was machined out of stainless steel, but it was found that aluminum 

clusters could be produced in the laser ablation process, whose chemiluminescence could be 

detected in the dispersed fluorescence measurements. A switch to carbon-based 3D printed 

blocks was initiated, as carbon clusters were less likely to be formed from the ablation process 
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and 3D printing the ablation block was much less time consuming as opposed to machining the 

block. The ablation block was designed with a 0.30ʺ diameter orifice for the metal rod, as well as 

an inlet perpendicular to the rod for the ablation pulse, allowing the pulse diameter to be 

narrowed from 0.45ʺ to 0.10ʺ. Inside the ablation block, the metal rod was coupled to two stepper 

motors which continuously translated and rotated the rod. The metal was ablated with pulsed 

1064 nm light from a Nd:YAG laser (QuantaRay, DCR 1A) which was focused onto the rod 

using a 30 cm focal length lens. The plane polarized output from the Nd:YAG laser was 

attenuated to the 1-10 mJ/pulse range by means of a Glan-Taylor prism housed in a rotatable 

stage (Thorlabs CCM1-PBS25-1064- HP/M).   

 To produce the desired molecule, the metal vapor was then entrained in a gas mixture 

containing He and either an oxygen- or nitrogen-containing gas for oxide or nitride generation, 

respectively. Gas pulses were generated by a pulse valve (Parker-Hannifin General Valve Series 

9) mounted to the back end of the ablation block and the durations of the gas pulses were varied 

from 230 μs to 1 ms depending on the molecule desired. Table 2.1 lists the optimal gas mixtures, 

backing pressures, and pulse durations for the diatomic molecules produced in this work. 

Table 2.1. Gas expansion conditions for optimal production of MX species. 

MX Diatomic Gas Mixture Backing 

Pressure (psi) 

Pulse 

Duration (μs) 

CaO 1% O2/He 200 1000 

NdO 1% N2O/He 120 230 

SmO 1% N2O/He 120 330 

ThN 1% NH3/He 120 390 

ThO He 120 350 

 

After passing through a 0.75ʺ reaction channel, the entrained metal vapor-gas mixture 

was supersonically expanded through a 3 mm diameter orifice into a vacuum chamber. The 

vacuum was maintained by a Roots blower (Leybold, RUVAC WSU 251) backed by a rotary 
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vane pump (Leybold, TRIVAC D65B) and the average background pressure in the chamber was 

typically less than 100 mtorr under gas loading, such that a Campargue4 expansion was formed. 

Molecules in the expansion were typically cooled down to rotational temperatures of 10-90 K.  

2.2 Laser-induced Fluorescence (LIF) 

2.2.1. Overview of LIF 

Laser-induced fluorescence (LIF) is a commonly employed spectroscopic technique for 

obtaining structural information and chemical dynamics5 of atomic and molecular species. The 

operating principle of LIF is quite simple6 and is illustrated in Figure 2.2 for a diatomic molecule 

AB. 

 

Figure 2.2. Laser-induced fluorescence (LIF) in a diatomic molecule AB. 

 In LIF, a laser with some frequency v is tuned to an absorption line in the desired chemical 

species. Upon absorption of the photon, the species is electronically excited to an upper state, 

with some lifetime τ. The species then spontaneous radiates down to a lower state, emitting a 

photon with a frequency equal to the radiation energy. Emitted photons are then detected 
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typically with a photomultiplier tube (PMT), which amplifies the photon signal through electron 

multiplication. When the electronic structure of a species is unknown, the laser frequency can be 

stepped, and the chemical species will be excited by the laser photon each time the laser photon 

frequency is resonant with an absorption transition. By measuring the fluorescence as a function 

of the excitation energy, one can obtain an emission spectrum revealing the internal energy 

structure of the desired chemical species. 

 Employing LIF has many advantages over using absorption techniques7. The first 

advantage is that no background subtraction is needed. With LIF, there will be an absence of 

signal if the incident photon is not resonant with an internal transition. This results in a great 

detection sensitivity in LIF. Another advantage with LIF is that the fluorescence can be collected 

orthogonal to the incident laser. This allows 2D and 3D imaging of the fluorescence which is 

quite useful in techniques8 like 2D-LIF, in which the fluorescence is monitored as a function of 

both the incident photon and emission photon energies.  

In this work, both low-resolution and high-resolution LIF was used to characterize the 

rovibronic and hyperfine structure of the desired diatomic molecules as well as the lifetime of the 

upper transition states. The following sections detail the experimental setups for acquiring the 

low- and high-resolution laser-induced fluorescence.  

2.2.2 Low-Resolution LIF Experimental Setup 

Figure 2.3 shows a diagram of the low-resolution LIF experimental setup. 
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Figure 2.3. Experimental setup for the low-resolution laser-induced fluorescence (LIF) 

collection and processing. 

Ablation products were probed with a pulsed tunable dye laser (Lambda-Physik, FL3002e), 

pumped by a 308 nm XeCl excimer (Lambda-Physik, Compex Pro 201), with a pulse repetition 

frequency of 10 Hz, nominal pulse duration of 10 ns and linewidth (FWHM) of 0.3 cm-1. Two 4-

channel digital delay generators (DDG) were used to control the timings between the ablation 

and probe lasers, as well as the data collecting equipment (Quantum Composers Model 9614 and 

Stanford Research Systems DG535). For the recording of rotationally resolved data, the 

linewidth was reduced to 0.06 cm-1 by adding an intracavity etalon. The laser light was sent into 

the vacuum chamber perpendicular to the supersonic expansion, roughly 3 cm from the 
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expansion nozzle. The fluorescence orthogonal to both the probing laser and expansion was 

collimated (Thorlabs, focal length f =6 cm, diameter D = 5.1 cm) and focused (Thorlabs, f = 25 

cm D = 5.1 cm) onto a photomultiplier tube (Hamamatsu R955) outside of the chamber. A long-

pass filter with a cut-on wavelength 20 nm longer than the laser light was attached to the PMT to 

reduced laser scatter. The signal from the PMT was amplified using an DC-300 MHz amplifier 

(Stanford Research Systems, SR445) and then sent to both an oscilloscope (Tektronix TDS 

2014) and a boxcar integrator (Stanford Research Systems, SRS 250).  For lifetime 

measurements, the fluorescence decay curve was signal averaged for 256 laser pulses and then 

downloaded directly from the oscilloscope. Background measurements were taken without the 

dye laser entering the chamber and were then subtracted from the fluorescence decay curves to 

correct for the chemiluminescence of the ablation products. To record LIF spectra, voltage 

readings from the boxcar were digitized by a National Instruments Data Acquisition Device (NI 

DAQ) which was also used to step the dye laser in 0.003 nm increments and record 30 averages 

at each wavelength step. 

The absolute wavenumber calibration was established by recording either the absorbance 

spectrum of 130Te2 for photon energies of 18,500-20,000 cm-1 or the fluorescence spectrum of I2 

for energies of 15,600-20,000 cm-1. To obtain the absorbance spectrum of 130Te2, a sealed cell 

containing 130Te was heated in an oven to 650°C to produce a sufficient vapor pressure of Te2. 

After passing through the vacuum chamber, the dye laser beam was directed through the cell. A 

photodiode was used to detect 130Te2 A-X and B-X absorbance, averaging 30 laser pulses for each 

wavelength step. Absorbance spectra were fit to the line positions of a standard spectral atlas9 for 

Te2. For wavenumber calibration using I2 fluorescence, the dye laser was directed through a cell 

containing iodine vapor, exciting the I2 B-X spectrum, and the resulting fluorescence 
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perpendicular to the laser was recorded with a photomultiplier tube (Hamamatsu R955). Spectra 

were fitted to the I2 spectral transition energies of Salami and Ross10. For the characterization of 

CaO, some UV states were accessed by frequency-doubling the output of the dye laser using an 

angle-tuned BBO crystal (Lambda-Physik, FL30). In this case, the I2 B-X fluorescence was 

stimulated by only sending the dye laser fundamental through the iodine cell. 

2.2.3. High-Resolution LIF Experimental Setup 

 The high-resolution LIF experiments were performed in a different chamber than the 

low-resolution work in Section 2.2.2. In the high-resolution experiments, the second harmonic of 

a Nd:YAG (532 nm, 20 Hz, New Wave Tempest) was to ablate a metal rod which was then 

expanded in the desired gas mixture. Gas pulses were supplied by a solenoid pulse valve (Parker 

Precision Fluid Corp, Series 9) at a backing pressure of 600 psi. The supersonic expansion was 

then skimmed to produce a well collimated molecular beam, using an adjustable iris (d = 2.5 cm) 

placed 5 cm downstream from the expansion orifice. In high-resolution experiments, skimming 

the beam is important as it reduces the spread of molecular velocities, which in turn reduces 

Doppler broadening of the beam. The reaction chamber was pumped by rotary and diffusion 

pumps, maintaining a constant background pressure of 80 microtorr.  For high-resolution LIF 

measurements, the molecular beam was excited by a single-frequency continuous wave ring dye 

laser (Coherent 899) pumped by a 532 nm diode-pumped solid-state laser (Coherent Verdi-V10) 

with an operating power of 5W. The dye laser has a linewidth of ~ 1 MHZ  and typically laser 

powers of 100-150 mW entered the chamber. The resulting LIF signal was focused onto a cooled 

PMT (Hamamatsu R093) and collected using a gated photon counter (Stanford Research System 

SR400).  
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 For absolute wavelength calibration of the high-resolution spectra, laser light from the 

ring laser was sent through a wavemeter (Burleigh, WA-1500) with a built-in HeNe laser 

wavelength standard with an absolute wavelength precision of ±0.002 cm-1. For further absolute 

wavelength calibration, the wavenumber of the laser was calibrated to ±0.0001 cm-1 by recording 

the sub-Doppler absorption spectrum11 of molecular iodine.  Figure 2.4 shows the setup for 

acquiring the sub-Doppler spectrum. 

 

Figure 2.4. Experimental setup for the sub-Doppler absorbance spectrum of iodine. 

In sub-Doppler absorbance spectroscopy12, Doppler broadening is countered through velocity 

selection, in which molecules only belonging to a velocity spread are excited by counter-

propagating beams. A strong intensity pump beam saturates a molecular absorbance transition, 

exciting only a narrow velocity spread of molecules on axis with the pump beam. If the strong 

pump and weak probe beams have the same frequency, only molecules with the same velocities 

will interact with both the beams. This results in a molecular velocity spread that is very narrow 

and centered around zero. When the molecules interact with the weak probe beam, the pump 

beam experiences a reduction in absorbance as those molecules are not available to be excited by 
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the pump beam. This creates a narrow dip in the Doppler-broadened absorbance line. To separate 

the dip from the Doppler-broadened background signal, the pump beam is chopped at 

frequencies on the order of kilohertz and the background-free signal is obtained with a lock-in 

amplifier.  

In this work, light from the single-frequency ring dye laser was divided into two nearly 

equal intense beams using a cube beam splitter. The two beams were then passed through a 

heated (313 K) iodine cell in opposite directions.  A mechanical chopper with a frequency of 

1970 Hz was used to chop one beam, after which the beam passed through a polarizer splitter. 

The other beam was sent through a 90º polari er rotator, denoted as “λ 2” in Figure 2.4. When 

molecules with the same velocity in the iodine cell simultaneously interacted with the counter 

polarized laser beams, modulated signal was detected by the photodiode. The output signal from 

the photodiode was then sent to a lock-in amplifier (EG&G 5207). To interpolate between I2 

absorbance lines, a plano-flat etalon with a free spectral range of 315 MHz was used.  

2.3 Dispersed Laser-Induced Fluorescence (DLIF) 

 One issue with resonant laser-induced fluorescence is that photons of all energies are 

detected at a specific excitation photon energy. This can be a problem if different chemical 

species fluorescence at the same excitation energy and one is only interested in the fluorescence 

of a single chemical species. To remedy this issue, one can disperse the emitted fluorescence. 

Figure 2.5 shows the operating principle of DLIF. 
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Figure 2.5. Illustration of dispersed laser-induced fluorescence (DLIF). 

In DLIF, the excitation photon is fixed to be resonant with an absorption transition, which results 

in emission to lower states. Photons release in the emission process are then dispersed with a 

monochromator equipped with a diffraction grating13, which is a multi-slit surface which 

disperses light based on the incident angle. By adjusting the angle at which the light entering the 

monochromator hits the diffraction grating, photons with a single energy will leave the 

monochromator to be detected by a PMT, allowing observation of single energy emission. DLIF 

spectra are generated by recording the fluorescence as a function of wavelength. 

 The application for dispersed fluorescence is two-fold. First, it allows a simplification of 

the spectral analysis. As there is no inherent capability of mass-selection in LIF, it is common for 

different chemical species to fluorescence at the same excitation energy. Species with weaker 

emission intensities than others can cause the noise baseline level to rise in emission spectra or 

emissions may overlap, resulting in the broadening of spectral features which may complicate 

the analysis of the emission spectrum. If one knows an emission energy in the desired molecule, 
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the fluorescence can be directed through a monochromator at that emission wavelength, which 

prohibits molecules emitting at different wavelengths from being detected. One can then step the 

excitation energy while observing the fluorescence through a monochromator to obtain an 

emission spectrum corresponding to the internal energy of solely the desired molecule.  

The second application of dispersed fluorescence is that it allows for characterization of 

the vibronic structure of molecules. DLIF spectra plotted as a function of the relative energy to 

the excitation photon can reveal to which state the molecule emits. This can result in the 

observation of emissions to low-lying electronic states and well as emissions to different 

vibrational levels of the same electronic states, whose energy separations can be used to 

determine vibrational parameters specific to that electronic state. As most of the population of 

jet-cooled molecules resides in the ground electronic state, the dispersed fluorescence spectra 

often reveal emissions to vibrationally excited levels of the ground electronic state. This allows 

vibrational characterization of the ground electronic state which is highly important for providing 

benchmarks for theoretical methods. Furthermore, the relative intensities of the emissions 

observed in DLIF spectra can be used along with a lifetime measurement of the upper state to 

determine Einstein coefficients Aij since the fluorescence intensities are directly related to the 

molecular population emitting from the upper state to the lower energy states. 

In this work, DLIF was used to vibronically characterize the desired diatomic molecules 

and Figure 2.6 shows the DLIF acquisition setup. The DLIF experiments were performed in the 

same chamber as the low-resolution LIF in section 2.2.2. 
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Figure 2.6. Experimental setup for acquisition of dispersed laser-induced fluorescence (DLIF) 

spectra. 

For dispersed fluorescence measurements, the fluorescence orthogonal to the expansion was 

collimated and focused through the entrance slits of a monochromator (Instruments SA, 0.64m, 

f/5.8) equipped with a 1200mmm/groves diffraction grating. Light exiting the monochromator 

was detected by a PMT (Hamamatsu R955). Digital signal was generated in the same way as the 

LIF spectra by integrating the dispersed fluorescence with a boxcar and then digitizing the signal 

with the NI-DAQ.   

DLIF spectra were taken by exciting the most intense rotational feature of the desired 

vibronic transition and then scanning the monochromator by using a stepper motor to drive the 

diffraction grating. The monochromator was swept over the spectral range of 400-900 nm. 

Relative emission intensities were adjusted to compensate for the wavelength dependent PMT 

efficiency. Referring to the Hamamatsu R955 PMT datasheet, values of the cathode radiant 

sensitivity of the PMT at wavelengths ranging from 400-900 nm were fit to a cubic function 

which was then applied to the DLIF emission intensities. In order to subtract any laser scatter 
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from the DLIF spectrum, the scan over the emission resonant to the pump energy was repeated 

but with the laser parked off-resonance This off-resonance scan was then subtracted from the on-

resonance DLIF spectrum.  

2.4 Vacuum Ultraviolet (VUV) Single-Photon Ionization 

  Photoionization is the process in which the cation of an atom or molecule is produced by 

ejecting an electron from the neutral species through interaction with a photon14.  

Photoionization methods are particularly advantageous over other ionization methods such as 

flash lamps and discharges as the ionization energy is much more tunable and selective. 

Depending on the energy of the photon, one can produce cations by emitting core or valence 

electrons by employing X-ray or ultraviolet photons, respectively. Vacuum ultraviolet (VUV) 

photons are commonly employed for cation production as they have enough energy to remove 

valence electrons without fragmenting the molecule or ionizing any present background gases15. 

 The photoionization efficiency is related to the photoionization cross section, which is 

directly related to the energy of the photon16. As the cross section is largest at the ionization 

threshold, it is advantageous to choose a photon energy that is at or higher than the ionization 

threshold energy. In relation to the production of lanthanide oxide cations in Chapter 5, an ArF 

(6.42 eV) excimer laser was chosen as the photoionization source as its energy is relatively close 

to the ionization threshold17, 18 of both NdO (5.55 eV) and SmO (5.64 eV). The pulsed 193 ArF 

excimer laser (Lambda-Physik, Compex 205) with a pulse repetition frequency of 10 Hz and 

maximum output energy of 500 mJ/pulse was focused (Thorlabs, f = 752.6 mm) into the 

chamber, with the focal point being 3 cm from the expansion nozzle. The ArF pulse was counter-

propagated to the dye laser and fired  00 ns to  .5 μs  efore the dye laser to allow the strong 
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fluorescence produced by the excimer laser to decay. LIF and DLIF spectra of the cations were 

obtained by the methodology described above.  

In order to further characterize the emissions observed in the space cloud experiments 

caused by solar excitation, the supersonic expansion was excited with the 193nm ArF light and 

the resulting dispersed fluorescence spectra were recorded from 400-900 nm. To determine 

whether observed emissions were atomic or molecular, backing gases of either pure He or 1% 

N2O/He were chosen for individual acquisitions of the DLIF spectra. Spectra with the ArF laser 

focused and unfocused were also acquired, allowing determination of whether emissions were 

caused by species formed in the earlier or later stages of the expansion. This would reveal 

whether emissions came from cooled species with very little translational energy or collisionally-

formed species with high temperatures. 
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Chapter 3 

 

Characterization of the Low-Lying States 

of ThO and ThN 

 

The contents and figures of this chapter are reprinted or adapted with permission from 

Schmitz, J.R., Kaledin, L.A., Heaven, M.C. Laser-induced fluorescence spectroscopy of jet-

cooled ThO. J. Mol. Spec. 2019, 360, 39-43. 

and 

Schmitz, J. R., Heaven, M.C. Spectroscopy and electronic structure of the low-energy states of 

ThN. J. Mol. Spec. 2021, 377, 111426. 
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3.1. Introduction 

3.1.1 Motivation for Electronic Structure Characterization of Actinides 

Characterizing the electronic structure and bonding properties of actinides is of interest 

both from practical and fundamental perspectives. Since their recent discovery, actinides have 

been used as nuclear fission sources both in nuclear power generators and nuclear weaponry1. 

Uranium (U) and thorium (Th) are typically used in nuclear reactors as they are the two naturally 

most-abundant actinides and readily undergo nuclear fission. An issue, however, with nuclear 

reactors is the radioactive waste that is generated. In U-based reactors, the radioactive 235U is 

chosen as the fission source, which decays into radioactive products. These fission products, 

while only comprising a small portion (3%) of  the spent nuclear fuel (SNF) of the reactors, 

increases the radioactivity and radiotoxicity of the SNF. While the majority of the spent SNF is 

typically non-fissile 238U, 238U can alpha decay into radioactive products which further increases 

the radiotoxicity of the SNF. Recently, the drive to switch to Th-based reactors has been 

initiated, partly due to the greater natural abundance of thorium but also because the thorium-

decay process generates far less long-lived radioactive products, reducing the long-term 

radiotoxicity of thorium-based SNF. However, regardless of the fission source, SNF is radiotoxic 

and there is a need for a safe, cost-effective, long-term storage solution.  

Currently, SNF is stored in large tanks both on and off reactor sites. However, since SNF 

is acidic, there have been reported cases of nuclear fuel leaking out of the tanks and into the 

environment, increasing the radiotoxicity of the local environment. One instance of this 

problematic situation occurred at the waste facility in Hanford, WA, USA1, 2 where 67 tanks 

containing SNF developed leaks, leaking 4 million liters of waste containing over 100 kCi of 

radioactive actinides in the surrounding soil and groundwater. To prevent instances like these 
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from occurring again, chemists desire to be able to extract the radioactive waste from its non-

radioactive counterpart so that the processing of the radioactive waste can be done on a smaller, 

safer scale. However, the chemical knowledge of actinide bonding needed to be able to extract 

actinides out of solution is lacking. Characterizing the electronic structure of small actinide 

molecules can reveal insight to the nature of actinide bonding and assist in developing chemical 

methods for actinide extraction from SNF. 

As actinides are radioactive, there is an advantage to studying their electronic structure 

through computational chemistry. However, actinide calculations present their own problems. 

Due to the large nuclear charge Z of actinides, the electrons experience high relativistic effects as 

they approach the nucleus. Modelling the relativistic effects can prove to be a challenge. To 

mitigate this problem, effective core potentials (ECPs)3 are often introduced, replacing the inner 

most core electrons with a potential energy function. This allows only the valence electrons to be 

considered, which greatly reduces the cost of the calculation and allows the relativistic effects to 

be limited to the core electrons. Another problem with modelling actinides is that they have a 

high density of low-lying excited states which exhibit strong spin-orbit effects. This results in the 

mixing of ground and low-lying electronic states, giving the ground state multi-reference 

character4, which increases the difficulty of the computational modelling. A common solution is 

to employ semi-empirical methods, such as multi-configurational ligand field theory (LFT-CI), 

to characterize the ground and low-lying states. Of course, experimental data is needed for such 

methods. Experimentally characterizing the electronic structure of actinides can prove 

benchmarks for the challenging calculations and can be used to evaluate the computational 

models.  
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From a fundamental chemistry perspective, actinides are of interest due to the question of 

the involvement of the 5f orbitals in chemical bonding. In lanthanides, the 4f orbitals are compact 

and do not participate in chemical bonding but rather function like core orbitals.  This leads to 

the chemistry of lanthanides being very homogenous5, changing little as the nuclear charge Z 

increases. With actinides, however, it is less clear to the extent of bonding in which the 5f 

participate. The 5f orbital is much less compact6 than the 4f orbital and lies similar in energy to 

the 6d orbital and 7s orbital. This allows the 5f orbital to be available for bonding under 

preferable conditions. Theory7 predicts that the 5f orbital actively participates in bonding in the 

actinide series up to americium (Ac), after which the 5f orbital contracts and becomes a bonding 

spectator, much like in the case of the lanthanides. However, there is a lack of experimental data 

to confirm this kind of behavior.  The covalency of actinides is also not a purely fundamental 

issue but also one of practicality. In advanced nuclear fuel cycles, there is an industrial need to 

separate trivalent trans-plutonium actinides from their trivalent lanthanide fission counterparts8. 

This process is difficult to perform since hard oxygen-donor ligands conventionally used do not 

preferentially bond to actinides or lanthanides due to their similar ionic behavior. However, it is 

believed that soft oxygen-donor ligands9, 10 would prefer the actinides due to the greater covalent 

nature of the actinide-ligand bonds. Determining the covalency of the actinides will not only 

allow insight into the nature of actinide bonding but will also support actinide extraction methods 

in nuclear waste.  

The electronic structure of small actinides can also be used to test fundamental physics 

properties. The degree of asymmetry11-14 of matter and anti-matter in the known universe is a 

pressing matter in fundamental physics, as the Standard Model (SM) incorrectly predicts the 

excess amount of matter over antimatter by a factor of 109. Beyond Standard Model (BSM) 
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theories with charge-parity and time (CPT) violations have been introduced and fundamental 

properties can be measured to determine the extent of the CPT violations. One such property is 

the electron electric dipole moment15-18 (eEDM). As the value of the eEDM is rather small, no 

direct measurements have been made to date but upper bounds on the eEDM have been 

determined. Ideal molecular candidates are polar and possess high internal electric fields15,  as 

one can measure Stark transitions without the need for a high external electric field. Due to the 

internal electric field increases with nuclear charge, actinide diatomics made excellent 

candidates. ThO and ThF+ have been proposed as candidates due to internal electric fields19, 20 of 

78 and 35 GV cm-1, respectively.  Typically, 3Δ1 states are chosen due to their minimal magnetic 

moments and long lifetimes. The low-lying H3Δ1 state of ThO has been used to refine the current 

upper bound21 of the eEDM to |de| < 1.1 x 10-29 e cm and efforts using the ground electronic 

X3Δ1 state of ThF+ are current underway18, 22. 

In this work, the electronic structure of ThO and ThN were characterized employing 

laser-induced fluorescence (LIF) and dispersed laser-induced fluorescence (DLIF) spectroscopic 

methods. The following sections will provide the motivation to investigate ThO and ThN, along 

with previous spectroscopic studies of the chosen molecules.  

3.1.2 Previous Studies of ThO 

 Thorium monoxide (ThO) is one of the most extensively studied actinide species by gas-

phase spectroscopy. Electronic transitions have been investigated by employing laser excitation 

and emission techniques, of which the majority of the data was contributed by Edvinsson and co-

workers23-33. In these works, ThO emission was generated24 by discharging ThI4 in a microwave 

discharge. High resolution laser-induced fluorescence spectroscopy has been used to determine 

the dipole moments and magnetic g-factors of the ground X1Σ+ state, as well as selected excited 
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states, by employing the Stark34, 35 and Zeeman34, 36 effects, respectively. Two-dimensional LIF 

has also been employed to determine fluorescence branching ratios37. Microwave spectroscopy38-

40 has been used to observe pure rotational transitions in the ground X1Σ+ state for vibrational 

levels of v = 0-15. As previously mentioned, ThO has been considered as a candidate15, 17, 19, 21 

for increasing the upper bound of the electron electric dipole moment using the H3Δ1 state.  The 

current upper bound21 was established by using ThO C1Π-X1Σ+, C1Π-H3Δ1, and I1Π-X1Σ+ 

transitions for state preparation and readout. 

 The electronic structure of ThO has also been extensively characterized through 

computational efforts, employing ab initio41, 42 and ligand field theory43-45 (LFT) approaches to 

predict excited state properties. In LFT, actinide complexes are modelled in terms of an ionic 

atomic metal center whose energies are then perturbed to some degree by the energies of the 

surrounding ligand(s). This model is justified as the frontier f and d actinide orbitals are compact 

and have smaller radii than the actinide-ligand distance45, resulting in an electron localization on 

the actinide metal. For example, in UO, the maximal radial distribution6 of the 5f orbital is 56 pm 

while the UO bond distance44 in the X4 ground state is 184 pm. This allows the ligand to 

essentially be treated as a structureless perturbator at the internuclear distance from the actinide 

metal. As LFT is an ionic model, the electronic states of actinide diatomics can be characterized 

in terms of the electronic configurations of the metal center and the ligand. For example, in ThO 

the ground electron X1Σ+ state  arises from a Th2+(7s2)O2-(2p6) configuration. Excited states can 

then be characterized in terms of either electron promotion to a higher energy orbital on the 

metal center or a charge transfer to the ligand. A characteristic of electronic states arising from 

the same electronic configuration in LFT is that they exhibit similar molecular constants, such as 

vibrational energy separation and rotational constants. This feature can be quite useful in 
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assigning electronic configurations to electronic states. LFT can also be used to predict the 

energies of unobserved electronic states .Recently, a multi-configuration ligand field theory (CI-

LFT) model for ThO was developed for assisting in identifying previously unreported states 

using unassigned data from the Vatican Atlas listings46. 

 The present study of ThO was motivated by three primary concerns, the first being 

practicality. In investigating a range of ThX species produced by laser ablation and supersonic 

expansions, it was found that ThO was ever present, despite attempts to suppress oxide 

production. ThO was even found to be produced in the absence of oxygen-containing gases. 

While characterizing other ThX molecules, it was found that there were many observed ThO 

transitions that had not yet been reported. This was unsurprising as the conditions for the LIF 

measurements in this work were drastically different from  dvinsson’s emission23-33, 47 

experiments. As noted in Chapter 2, in supersonic expansions, different kinds of molecular 

motion can exhibit different degrees of cooling. Rotational cooling is easily achieved but 

vibrational as well as electronic cooling is dependent on the separation between energy states. 

Consequently, these degrees of freedom can exhibit temperatures that are much hotter than the 

rotational temperature. In Long et al.’s work38, laser ablation was coupled with supersonic 

expansion to produce ThO and microwave spectroscopy was employed to characterize the 

ground X1Σ+ state. While a cold rotational temperature was observed, vibrational levels up to vʺ 

= 15 were significantly populated, corresponding to a vibrational temperature of 2500 K. Since 

this current work employed laser ablation and supersonic expansion technique, there was a 

possibility that the newly observed transitions of ThO may have originated from highly excited 

vibrational states. Prior to the current work, only the v = 0-3 vibrational levels of the ground 

X1Σ+ state have been observed. The observation of new bands in this works allows 
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characterization of highly excited vibrational levels both in the ground and low-lying excited 

electronic states. To link back to the first motivation of this work, characterizing these new bands 

involving excited vibrational states will allow the recognition of these ThO bands when they 

inevitably complicated the spectra of other ThX diatomics. 

 The second motivation for this work is also related to the expected presence of highly 

excited vibrational states. With the observation of excited vibrational states, a potential energy 

curve of the ground X1Σ+ state can be determined using the Rydberg-Klein-Rees (RKR) method. 

In the semi-classical RKR method48, inner and outer turning points of the potential energy curve 

are generated by evaluating the vibrational G(v) and rotational energies B(v) as a function of the 

vibrational quantum number v. Once the turning points are determined, they can then be fit to a 

realistic potential energy function. Under the assumption that transitions originating from 

vibrationally excited states of the electronic ground X1Σ+ state will be observed, those vibrational 

energies can be coupled with microwave rotational constants to produce a potential energy curve 

for the ground state of ThO using the RKR method. Typically transitions from excited 

vibrationally states in the electronic ground X1Σ+ state access vibrationally excited levels of 

upper electronic states. For a majority of previously observed electronic states, only the v = 0-2 

vibrational levels have been characterized.  Observing new ThO transition originating from 

highly excited vibrational states will allow excited vibrational states of excited electronic states 

to be characterized for the first time. 

 The final motivation for investigating ThO bands was to validate the newly developed 

CI-LFT model by Kaledin et al.45. While it has been shown that semi-empirical models can yield 

good agreement with experimental observed electronic states, it has yet to be determined if such 

models can accurately predict the energies of states not yet observed. In this study, two 
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electronic states not previously reported were observed and the CI-LFT model was used to 

determine their identity, providing validation of the predictive capability of the CI-LFT model. 

3.1.3 Previous Studies of ThN 

 The electronic structure of thorium nitride ThN has been investigated using previous 

studies that employed electronic excitation49 and microwave spectroscopy50. The first gas phase 

observations of ThN employed resonantly enhanced multi-photon ionization (REMPI) 

spectroscopy, which had the capability to mass-resolve ions. As previously mentioned, ThO is 

ever present in ThX production, even in the absence of oxygen. However, because REMPI has 

mass-resolution capabilities, the spectroscopy of ThN was able to be performed without 

interfering ThO bands. A survey spectrum of ThN recorded from 19,700-21,200 cm-1 revealed 

more than 20 vibronic bands and is reproduced in Figure 3.1. 

  

Figure 3.1. ThN survey recorded using REMPI spectroscopy. 
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Since Heaven et al.49 produced ThN via laser ablation and supersonic expansion techniques, the 

ThN bands in Figure 3.1 were rotationally cooled (T = 40 K) and it was found that the expansion 

was vibrationally cooled as well, as almost all the bands originiated from the X2Σ+ v = 0 state. 

Rotational resolution of the higher intensity bands indicated the prescence of local perturbations 

of the excited states, while confirming the expected51 X2Σ+ character of the ground state. This 

was consisitent with the formal Th3+(7s)N3-(2p6) electronic configuration, where the unpaired 

electron resides in the most non-bonding 7s orbital and the only electronic state that could arise 

from this configuration is a 2Σ+ state. 

 High-resolution spectroscopy has also been performed on ThN, employing laser-induced 

fluorescence (LIF) and microwave-optical double resonance techniques. Le et al.50  used the 

unperturbed [18.03]1.5-X2Σ+ transition to determine electric dipole moments and magnetic g-

factors for the ground X2Σ+ by measuring Stark and Zeeman splittings, respectively. The ground 

X2Σ+ state was found to exhibit a dipole moment of 5.11(9) D and the Zeeman splittings were 

consistent with the g-factor for a free electron (g = 2.002). Microwave data yielded rotational 

constants, spin-rotation terms, 14N hyperfine interaction constants and a zero-point bond length 

of r0 = 1.82222 Å.  

 The electronic structure of ThN has also been investigated using ab initio methods. 

Heaven et al.49 used multi-reference configuration interaction calculations that included spin-obit 

coupling (MRSDCI +Q/SO) to assign electronic configurations to electronically excited states. 

They found that the calculated pattern of energy levels was quite consistent with a ligand field 

theory (LFT) model. As mentioned before, in a LFT model45, electronically excited states can 

either arise from a promotion of an electron centered on the metal to a higher energy electronic 

configuration on the metal or they can arise from a charge transfer in which an electron from the 
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metal is promoted to an orbital on the ligand. In the case of ThN, it was found that electronic 

states above 10,000 cm-1 arose from either a metal centered Th3+(6d)N3-(2p6) excited electronic 

configuration or from charge transfer Th2+(7s2)N2-(2p5) or Th2+(7s6d)N2-(2p5) states. These three 

configurations, however, lead to a multitude of electronic states, as seen in Table 3.1. The 

Th2+(7s6d)N2-(2p5) configuration alone gives rise to 25 different electronic states not considering 

spin orbit separation. This large number of  states arising from these electronic configurations 

may be responsible for the high density of states observed in Figure 3.1.  

Table 3.1.  States arising from low-energy electronic configurations of ThN. 

Electronic Configuration States 

Th3+(7s)N3-(2p6) X2Σ+ 

Th3+(6d)N3-(2p6) 2Σ+,2Π, 2Δ 

Th2+(7s2)N2-(2p5) 2Σ+,2Π 

Th2+(7s6d)N2-(2p5) 2Σ+(x4), 4Σ+ (x2), 2Σ- (x2), 
4Σ-, 2Π   ), 4Π  2), 

2Δ  4), 4Δ, 2Φ  2), 4Φ 

 

As previously mentioned, LFT predicts that electronic states arising from the same 

electronic configuration posses similar molecular characteristics, e.g. vibrational frequencies and 

rotational constants. This can be used to facilitate the assignment of electronic states in the high-

density spectrum of Figure 3.1 as currently no multi-refence or LFT calculations can provide 

assignments on the individual bands of Figure 3.1. Groups of states may be able to be identified 

based on their common molecular properties.While the conjestion and erratic behavior of Figure 

3.1 prevents upper state vibrational quantum number assignment, it may be possible to derive 

this information from the intensity distrubutions of the dispered laser induced fluorescence 

(DLIF) spectra. Rotational costants as well as fluorescence decay lifetimes will also be useful in 

determining configurational assignments.  
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In the present study, new spectra for many of the bands in Figure 3.1 were recorded using 

laser-induced fluorescence (LIF), as this method yields better resolution than REMPI in the 

spectrometer that was used for the first measurements49. One limitation of the LIF 

measurements, however, was that ThN bands that overlapped with strong ThO transitions were 

not investigated.  For the most of the bands, DLIF spectra and fluorescence decay lifetimes were 

recorded. To facilitate the interpreation of these data, new electronic strucutre calculations for 

the excited states of ThN were perfomed, with the primary objective being to estimate the 

characteristic molecular constants and to provide data for the low-energy quartet states that were 

not considered in earlier calculations. 

3.2 ThO Results 

3.2.1 ThO LIF Spectra and Fitting Results 

It should be noted that the time of the ThO data collected, the dispersed fluorescence 

setup was not yet implemented. Therefore, only LIF data was collected. Low-resolution LIF 

spectra of ThO were collected from 16,700-21,200 cm-1. Within this range, 55 vibronic bands 

were of sufficient intensity for investigation using the higher resolution  of the etalon-narrowed 

dye laser. Theoretically fits for rotationally-resolved LIF bands were simulated in PGOPHER52. 

Figure 3.2 shows a rotationally resolved spectrum of the D1Π-X1Σ+ 2-0 transition with a 

downward-going PGOPHER simulation. 
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Figure 3.2. Rotationally resolved spectrum of the D1Π-X1Σ+ 2-0 transition with a rotational 

temperature of 80K. 

Many of the observed vibronic transitions involved upper and/or lower levels that have 

not been previously characterized. In order to characterize these new vibronic levels, the LIF 

bands were first fit in PGOPHER. The generated simulations gave upper and lower state 

rotational constants Bʹ and Bʺ, the band origin v0, and the electronic transition (either 1Σ-1Σ or 

1Π-1Σ in terms of Hund’s case  a) la els).  he  and centers were then compared with predicted 

energies for known electronic transitions. For example, the band center and rotational constants 

for the D1Π and X1Σ+ states were used to calculate the transitions energies of vʺ = 0-10, vʹ = 0-

10. These predictions were close enough to provide accurate assignment for previously 
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unobserved D1Π- X1Σ+
  transitions. One issue with the PGOPHER fitting routing is that while the 

fitting gives accurate values for the difference between the upper and lower rotational constants, 

the absolute value for the individual constants is known to lower accuracy due to cross 

correlation. This problem can be remedied if one rotational constant is known with high 

accuracy. Once all assignments were made, the data was refit with the ground state rotational 

constants fixed using values from high-resolution microwave spectroscopy38. For transitions that 

involved two previously uncharacterized states, both the upper state and lower state rotational 

constants were treated as free parameters.  

Of the 55 observed bands, 34 involved vibronic states that had not been previously 

characterized. Of the 34 bands, 26 were able to be assigned to known electronic transitions and 5 

belonged to previously unobserved electronic states. The fitting results for these 31 bands are 

listen in Table 3.2.  
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Table 3.2. Band origins and rotational constants for newly observed vibronic states of ThO.  

Electronic Transition vʹ-vʺ v0 (cm-1) Bʹ (cm-1) 

 ʹ  )- X1Σ+ 

 

0-4 20769 0.325(1) 

1-5 20711.9 0.318(2) 

 

 ʹ 0+)-X1Σ+ 

 

2-0 20985.5 0.3212(4) 

0-1 18390.8 0.3253(4) 

0-2 17504.6 0.3252(4) 

 

F(0+)-X1Σ+ 

 

3-0 20618.4 0.3252(4) 

2-1 19013.3 0.3232(4) 

2-2 18127.3 0.3229(4) 

2-3 17245.2 0.3229(4) 

 

I1Π -X1Σ+ 

 

3-2 20147 0.3251(7) 

4-3 20055.8 0.3258(8) 

3-3 19265.6 0.3253(4) 

4-4 19179.1 0.3245(4) 

 

 

 

 

E1Σ+-X1Σ+ 

 

4-1 18700.4 0.3173(4) 

5-2 18620.4 0.3168(4) 

6-3 18540.6 0.3146(4) 

2-0 17965.1 0.3198(4) 

4-2 17814.2 0.3173(4) 

5-3 17739.1 0.3152(4) 

6-4 17663.9 0.3143(4) 

4-3 16932.8 0.3176(4) 

5-4 16862.3 0.3149(4) 

 

 

 

D1Π -X1Σ+ 

 

3-1 17543.9 0.3170(4) 

4-2 17477.8 0.3157(4) 

5-3 17411.7 0.3142(4) 

6-4 17345.6 0.3124(4) 

7-5 17279.4 0.3112(4) 

2-1 16719.1 0.3182(4) 

3-2 16657.7 0.3169(4) 

C1Π-X1Σ+ 

 

4-1 16894.2 0.3159(5) 

5-2 16820.9 0.3164(5) 

 

Three bands were unable to be assigned. The fitting results for these bands are listed in Table 

3.3. 
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Table 3.3. Molecular constants of unassigned ThO bands.  

Transition type v0 (cm-1) Bʹ (cm-1) Bʺ (cm-1) 
1Π -1Σ 

 

20762.3 0.320(2) 0.324(2) 

1Π -1Σ 

 

19754.0 0.32 0.332 

1Σ -1Σ 

 

18944.5 0.323 0.331 

 

Band origins of known states were combined with previous studies to improved values for the 

vibrational constants for these known states. These results are listed in Table 3.4.  For the fit for 

the I1Π state, the v = 4 level was not included as it appeared to be perturbed.  

Table 3.4. Vibrational constants for ThO. 

Electronic State ωe  (cm-1) ωexe (cm-1) 

X1Σ+ 895.72(21) 2.388(39) 

C1Π 834.65(30) 2.176(6) 

D1Π 839.08(11) 2.383(13) 

E1Σ+ 829.28(10) 2.309(4) 

I1Π 800.70(11) 1.44(1) 

 

3.2.2 X1Σ+ Ground State Potential Energy Curve Generation 

Ground states of diatomic molecules are typically minimally perturbed and therefore 

analysis of the ground state reveals the unperturbed character of the molecule and is a good place 

to begin. Combination differences from the D1Π- X1Σ+
 and E1Σ+-X1Σ+

 transitions were used to 

define the vʺ = 0-4 levels for the X1Σ+ state. While the D1Π- X1Σ+ 7-5 transition was observed, 

there was no other transition observed from the vʺ = 5 state that could be used to determine the 

energy of vʺ = 5. The energies of the vʺ =0-2 states were taken from Edvinsson et al24. The 

vibrational energies of the X1Σ+ state were fit to determine vibrational constants ωe and ωexe. 

Including ωeye in the vibrational fits did not improve the fits and it was found that the value 

obtained was statistically insignificant. The vibrational constants in Table 3 along with the 
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rotational constants from Long38 were used to generate a pointwise RKR potential energy curve 

of the X1Σ+. The resulting rotational constants, vibrational energies, vibrational intervals, and 

turning points are listed in Table 3.5.  

Table 3.5. RKR potential energy curve data for the ThO ground X1Σ+ state. 

v Bv (cm-1) G (v) cm-1) ΔGv+1/2 (cm-1) Rmin (cm-1) Rmax (cm-1) 

0 0.33204 447.28 890.92 1.7919 1.8923 

1 0.330737 1338.21 886.17 1.7587 1.933 

2 0.329434 2224.37 881.41 1.7369 1.9625 

3 0.32813 3105.79 876.66 1.7198 1.9873 

4 0.031211 3982.44 871.9 1.7054 2.0093 

5 0.325522 4854.34 867.14 1.6928 2.0296 

6 0.324218 5721.48 862.39 1.6816 2.0486 

7 0.322914 6583.87 857.63 1.6714 2.0666 

8 0.321609 7441.5 852.87 1.6621 2.0837 

9 0.320304 8294.37 848.12 1.6535 2.1002 

10 0.318998 9142.49 843.36 1.6454 2.1162 

11 0.317692 9985.85 838.61 1.6379 2.1317 

12 0.316386 10824.46 833.85 1.6308 2.1468 

13 0.31508 11658.31 829.09 1.624 2.1616 

14 0.313773 12487.4 824.34 1.6176 2.1761 

15 0.312466 13311.74 819.58 1.6116 2.1903 

 

 To generate a continuous potential energy curve, the RKR turning points were fit to an 

  panded  orse  scillator     ) function using  e oy’s program  etaFI 53, using the 

specific EMO model 

𝑉(𝑟) =  𝐷𝑒(1 − 𝐸𝑥𝑝(−𝛽(𝑅)(𝑅 − 𝑅𝑒))2                                      (3.1) 

where De is the dissociation energy and Re is the equilibrium bond length. The Morse parameter 

β(R) can be expanded as a radially dependent polynomial in 𝛾𝑝
𝑅𝑒(𝑅) 

𝛽(𝑅) = ∑ 𝛽𝑖𝛾𝑝
𝑅𝑒(𝑅)𝑖𝑁

𝑖=0                                                 (3.2) 

where 
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𝛾𝑝
𝑅𝑒(𝑅) =

𝑅𝑝−𝑅𝑒
𝑝

𝑅𝑝+𝑅𝑒
𝑝                                                     (3.3) 

The number of terms included in the polynomial is N + .  er  e oy’s recommendations, the 

value of p was set to 3 and De was fixed to the value obtained from fitting the data to a standard 

Morse potential where N = 0 and De = 80,500 cm-1. The data was fit to values of N = 0,1,2,3 and 

the corresponding deviations were 10.6, 7.3, 2.7, and 0.24. For fits with N >3, improvements in 

the fit were minimal and resulted in questionable statistical significance. Using the Level 8.0 

program54, rotational and vibrational energies were recovered from the N = 3 fit and were in 

good agreement with the experimental input data. The EMO parameters are listed in Table 5 

along with their standard deviations which were optimized by betaFIT. As the value of De was 

fixed, no standard deviation is listed for it in Table 3.6. 

Table 3.6. Expanded morse oscillator potential energy parameters for the ground X1Σ+ state of 

ThO. 

Parameter Value 

De 80,500a 

Re 1.8420327(23) 

β0 1.4871657(210) 

β1 -1.090(19) x 10-2 

β2 8.702(45) x 10-2 

β3 5.08(31) x 10-2 

 

Figure 3.3 shows the computed X1Σ+ potential energy curve fitted to the RKR points. 
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Figure 3.3. RKR potential energy curve for the ground X1Σ+ state of ThO. 

3.3 ThO Discussion 

3.3.1 Vibrational Extension of the C1Π, D1Π, E1Σ+, I1Π, and F1Π Electronic States 

 The range of the upper vibrational states for the C1Π- X1Σ+, D1Π- X1Σ+, and E1Σ+-X1Σ+ 

transitions was extended, adding vʹ = 4,5 for the C1Π state, vʹ = 4-6 for the E1Σ+ state, and vʹ = 2-

7 for the D1Π state. These results and previously determined energies for lower vibrational 

levels24, 26 were fit to determine new vibrational constants for the above electronic states and are 

given in Table 3. The vibrational manifold for the three electronic states appeared to be free of 

perturbations at the level of accuracy of the band origins (±0.11 cm-1).  

 Previously only the I1Π vʹ =0,1 states were observed24 from I1Π-X1Σ+ 0-0 and 1-1 

transitions. This work expands the I1Π state to the vʹ = 2-4 levels via the I1Π-X1Σ+ 2-2, 3-3, 4-4, 

4-3, 3-2, and 2-1 bands. Using the ground state vibrational intervals from the D1Π- X1Σ+, and 
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E1Σ+-X1Σ+ transitions, the excited state vibrational intervals of the I1Π state were calculated. For 

vʹ = 0-3, the I1Π intervals were consistent with the simple Morse expression 

∆𝐺𝑣+1/2 = 𝜔𝑒 − 2𝜔𝑒𝑥𝑒(𝑣 + 1)                                            (3.4) 

The 4-3 interval, however, was 1.9 cm-1 lower than the extrapolated value, indicating the 

presence of a local perturbation. 

 Edvinsson et al.24 previously reported the F1Σ+-X1Σ+ 0-0 and 1-1 transitions, tentatively 

assigning these bands to a common electronic transition due to a small excited state vibrational 

interval implied by the 1-1 assignment. This work expands the characterization of the F1Σ+ state 

to the vʹ = 2,3 levels through the 3-0, 2-1, 2-2, and 2-3 F1Σ+-X1Σ+ transitions. Using the band 

centers for these transitions, along with this work’s  and centers for the  -0 and 1-2 transitions 

and  dvinsson’s 0-0 and 1-1 values, the vibrational intervals in the F1Σ+ state can be determined. 

Figure 3.4 shows an energy diagram of the F1Σ+ and X1Σ+ v = 0-3 states with experimental 

transition energies. 
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Figure 3.4. Energy diagram of selected F1Σ+-X1Σ+ and Oʹ(0+)-X1Σ+ vibronic transitions with 

vibrational intervals for the F1Σ+. All energy values are in cm-1 and the schematic is not to scale. 

It can be seen from the values for the F1Σ+ vibrational intervals that ΔG3/2 is considerable larger 

than both ΔG1/2 and ΔG5/2. If it is assumed that the vʹ = 2 level is strongly perturbed by roughly 

48 cm-1, the average vibrational interval in the F1Σ+ state is 760 cm-1. 

3.3.2  Characterization of New Oʹ(0+) and Lʹ(1) Electronic States 

 In the same energy range as the F1Σ+-X1Σ+ transitions, transitions to two vibronic levels 

that do not belong to any known electronic states were observed. These vibronic levels have Ω = 

0+ symmetry and are tentatively labeled as Oʹ(0+) vʹ = 0 and 2 in Table 3.2 and the energies are 

shown in Figure 3.4.  his assignment was made as  aledin’s  I-LFT model45 predicts a value of 

18922 cm-1 for the  Oʹ(0+) vʹ= 0 state which is consistent with the experimentally value of 19281 

cm-1. Another confirmation of this assignment comes from the Vatican Atlas46, which lists the 

Oʹ(0+) vʹ= 0 state at 19271 cm-1. Assignment of the transition at 20985.5 cm-1 as the Oʹ(0+)-X1Σ+ 
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2-0 transition gives an approximate Oʹ(0+) ωe value of 852 cm-1 but as no bands were observed 

originating from Oʹ(0+) vʹ = 1, this is a tentative assignment. 

 Two transitions within the energy range of 20700-20770 cm-1 that could not be assigned 

to known electronic states were observed. The rotational structures of these bands were 

consistent with (Ωʹ=1)-X1Σ+ transitions and the fitted Bʺ values suggested they originated from 

high vibrational levels of the X1Σ+ state. Using CI-LFT45 predictions, the 20769.0 cm-1 band was 

assigned as the Lʹ(1)-X1Σ+ 0-4 transition. This would give a value of 24304.2 cm-1 for Lʹ(1) vʹ = 

0 which reasonably agrees with the CI-LFT value of 23008 cm-1 and the value derived from the 

Vatican Atlas data of 24325 cm-1. Two bands nearby in energy are good candidates for the 1-5 

transition and assignment of the lower of the two at 20711.9 cm-1 gives a Lʹ(1) vibrational 

interval of ΔG1/2 = 814.8 cm-1. This value is typical of unperturbed excited states in this energy 

range and therefore gives good confirmation that the 207119.cm -1 band is indeed the Lʹ(1)-X1Σ+ 

1-5 transition.  

 Some of the listed spectra originate from the X1Σ+ vʺ  = 5 level which lies 44070.0 cm-1 

above the vʺ = 0 state. As the first electronically excited state H3Δ1 has an energy of 5316.6 cm-1, 

it was considered that the unassigned transitions in Table 3.3 may have originated from the H3Δ1 

state. However, scans over the regions where the P3Π0--H
3Δ1 and O3Π0+-H3Δ1 0-0 bands should 

be located revealed such bands. It is therefore concluded that the population in the H3Δ1 was too 

low for detection. 

3.4 ThN Results 

3.4.1 ThN Experimental Results 

 Rotationally resolved laser-induced fluorescence (LIF) spectra were recorded for 11 

bands from 19655-21200 cm-1. Figure 3.1 shows 10 of these bands that were previously 
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observed49 using resonantly enhanced two-photon ionization (REMPI) spectroscopy.  The LIF 

band at 19,655 cm-1 is not shown in Figure 3.1 as it is out of the spectral range. Figure 2 shows 

the rotational structure of a band center near 20,605 cm-1 with a rotational temperature of 90K. 

Typically, ThN spectra exhibit rotational temperatures ranging from 40 to 90 K.  

 

Figure 3.5. Rotational spectrum of Ωʹ=3/2-X2Σ+ band centered at 20605 cm-1. The downward 

trace is a theoretical fit assuming a rotational temperature of 90 K. 

In Figure 3.5, the downward trace is a theoretical simulation generated by PGOPHER52. The 

rotational energies were determined by 
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where B0ʺ, D0ʺ, and γʺ are the rotational, centrifugal distortion, and spin-rotational constants of 

the ground X2Σ+ vʺ = 0 state. In the fitting process, the ground state constants were fixed using 

the values from Le et al.50 and  these values are reproduced in Table 1. 

Table 3.7. Ground ThN X2Σ+ vʺ = 0 state rotational constants reproduced from Le et al.50 

Constant Value (cm-1) 

B0ʺ 0.3846 

D0ʺ 2.47 x 10-7 

γʺ 0.016399 

  

 he upper state was treated as a Hund’s case  c) with Ωʹ = 3/2. This was implemented in 

PGOPHER by setting the upper state term symbol to 2Π and selecting the Ω-component. Only 

the upper state vibronic term energy (T0ʹ) and the rotational constant (Bʹ) were able to be 

determined due to the low-resolution of the spectrum. Using these variables and the above 

method to constraint for Hund’s case  c), the effective energy e pressions for the upper state 

energies were  

𝐸3/2
ʹ  (𝐽ʹ) = 𝑇ʹ0 + 𝐵ʹ ((𝐽ʹ +

1

2
)

2

− 1)                                          (3.7) 

and 

𝐸1/2
ʹ  (𝐽ʹ) = 𝑇ʹ0 + 𝐵ʹ ((𝐽ʹ +

1

2
)

2

+ 1)                                         (3.8) 

for Ωʹ = 3/2 and 1/2, respectively. 

Eight bands were found to be relatively unperturbed, yielding acceptable fits to the given 

energy expressions assuming that they originated from the ground state zero-point level. The 

constants from these fits are listed in Table 3.8, along with the constants from the [18.00]3/2-

X2Σ+ band that was report by Le et al.50. Note that the definition of Tʹ0 in this work differs by that 
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of Le by an offset of Bʹ i.e., T0ʹ (this work) = T0ʹ (Le) -Bʹ. Table 2 also lists the average residuals 

of the fits as well as the lifetime of the molecular upper states. It should be noted that the bands 

centered at 19,950 and 20,970 cm-1 were consistent with 2Σ+ upper states with energy levels 

represented by Equations (1) and (2). The data for the [20.94]3/2 band was taken from Heaven et 

al.49. 

Table 3.8. Excited state molecular constants determined from unperturbed bands of ThN. 

[T0/1000 cm-1]Ωʹ v0 (cm-1) Bʹ (cm-1) γʹ (cm-1) Avg Res (cm-1) τ (ns) 

[18.00]3/2 18005.0720 0.352274 --- 0.0004 --- 

[19.79]1/2 19789.2(1) 0.3224(5) --- 0.13 --- 

[19.95]2Σ+ 19946.0(1) 0.3352(5) 0.137(1) 0.05 281(4) 

[20.18]3/2 20176.1(1) 0.3208(5) --- 0.09 462(7) 

[20.58]3/2 20576.3(1) 0.3454(7) --- 0.10 317(3) 

[20.60]3/2 20603.5(1) 0.3487(5) --- 0.04 220(3) 

[20.74]1/2 20735.9(1) 0.322(2) --- 0.11 --- 

[20.94]3/2 20937.2(1) 0.3190(5) --- 0.02 422(4) 

[20.97]2Σ+ 20969.1(1) 0.3328(5) 0.172(2) 0.06 743(2) 

 

 Three bands were observed that displayed local perturbations and were also modeled in 

    H  .  wo of the  ands were treated as Hund’s case  c) 2Π1/2 states and the third was 

modeled as a 4Σ+ state. The perturbed states could be accurately modeled under the assumption 

that the perturbing interactions were of kind 2Π1/2↔
2Σ- (mediated by the 𝐽±�̂�∓ operators) and 

4Σ+↔4Σ+ (mediated by the 𝐽±�̂�∓ operators). Figure 3.6 shows the perturbed band at 20196.6 cm-1 

with a best fit simulation modeling a 2Π1/2↔
2Σ-

 perturbation interaction. 
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Figure 3.6. Rotational structure of the perturbed Ωʹ=1/2-X2Σ+ band centered at 20197 cm-1. The 

downward trace is a fit assuming a rotational temperature of 40 K. 

Table 3.9 lists the molecular constants derived from fitting the three perturbed bands. 
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Table 3.9. Excited state molecular constants derived from the three observed perturbed bands of 

ThN. 

Parameter Ωʹ=1/2 Ωʹ=1/2 Ωʹ=3/2 

T0ʹ (cm-1) 19655.1(1) 20196.6(1) 20542.1(1) 

B0ʹ (cm-1) 0.34368 0.3349(1) 0.3492 

γʹ (cm-1) -0.062 --- 0.059 

λSS (cm-1) --- --- -0.074 

τ  ns) 289(2) 310(10) 265(11) 

Perturbing State 2Σ- 2Σ- 4Σ+ 

v0,p (cm-1) 19732.5 20197.7(1) 20550.1 

Bʹp (cm-1) 0.34 0.379(2) 0.33 

Coupling term 𝐽±�̂�∓ 𝐽±�̂�∓ 𝐽±�̂�∓ 

Coupling coefficient 0.05 0.05 0.02 

 

 Fluorescence decay curves were recorded for most of the excited states reported here. 

The decay curves were taken by parking the dye laser on the most intense feature of the band, 

typically the Q or R bandhead. The observed curves exhibiting single exponential behavior and 

the fitted decay lifetimes are listed in Tables 3.8 and 3.9. 

 Dispersed fluorescence spectra were recorded using excitation of nine of the rotationally 

resolved bands and two other vibronic transitions at 20679 cm-1 and 21055 cm-1 that were only 

studied at low resolution. The DLIF spectra were obtained up to 860 nm, limited by the response 

of the PMT. Based on the electronic structure calculations of Heaven et al.49, it was expected that 

only transitions down to the ground state would be observed due to Ω selection rules. Figure 3.7 

shows a composite DLIF spectrum relative to the energy of the ground X2Σ+ vʺ = 0 state. 



55 

 

 

Figure 3.7. DLIF spectra for the observed ThN bands. The excitation photon energies are listed 

to the left-hand column and the ground state vibrational levels are listed across the top of the 

figure.  

The DLIF spectra reveal simple vibrational progressions in the ground electronic state. 

Previously, only the vʺ = 0,1 levels had been observed using DLIF measurements, so the only 

vibrational interval determined was ΔGʺ1/2.  Figure 3.7 shows vibrational progressions up to vʺ = 

8, with vibrational energies that are well defined by the simple Morse expression in Equation 3.4. 

Fitting the vibrational energies to Equation 3.4 yielded values of ωe = 962(4) and ωexe = 4.43(42) 

cm-1. 
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3.4.2 Electronic Structure Calculations 

 Previously, electronic structure calculations only considered the lowest energy doublet 

states49 so efforts were taken in this work to calculate a greater number of excited states as well 

as low-lying quartet states. All calculations done in this work were executed with the 

Molpro2015.1 suite of programs55, 56 Calculations began with the restricted Hartree-Fock model 

to generate starting orbitals, which was then follower by state-averaged complete active space 

self-consistent filed (SA-CASSCF) calculations. Dynamical weighting was then implemented 

using DYNW=2. Then configuration interaction (CI) was implemented using the multi-reference 

single and double excitation CI method including Davidson correction (MRSDCI+Q). Finally, 

the spin-orbit interaction was considered by diagonalizing the matrix of the Breit-Pauli operator 

constructed in the SA-CASSCF eigenbasis. In this procedure, the spin-free energies of the 

MRSDCI + Q calculations were used in the diagonal matrix elements.  

 The effective core potential basis set57, 58 ECP60MWB_ANO was used for Th, excluding 

g-orbitals. For N, the aug-cc-pVTZ basis set59 was used. In Molpro, orbitals were symmetry 

adapted using the C2v point group which is the highest symmetry available for a heteronuclear 

diatomic. The active space consisted of eight molecular orbitals (3a1⊕2b1⊕2b2⊕a2) constructed 

from the Th 7s and 6d and N 2s and 2p orbitals. The calculations included 14 spin-free doublet 

states (5a1⊕3b1⊕3b2⊕3a2) and 16 spin-free quarter sets (4a1⊕4b1⊕4b2⊕4a2). The validity of 

the SA-CASSCF calculations was confirmed through the �̂�𝑧
2  expectation values. Spin-orbit 

mixing between the doublet and quarter states was excluded by performing the doublet and 

quarter calculations separately.  

 Potential energy curves for the doublet and quarter states were then constructed by 

calculating single-point energies for a range of internuclear distances of 1.62-2.22 Å in steps of 
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0.04 Å. Figures 3.8 and 3.9 show the potential energy curves for the calculated doublet and 

quarter states, respectively.  

 

Figure 3.8. Calculated potential energy curves for the low-energy doublet states of ThN. 
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Figure 3.9. Calculated potential energy curves for the low-energy quartet states of ThN. 

Molecular constants were determined by fitting Morse potential energy functions to the curves. 

The resulting constants are listed in Table 3.10. In the state notation in Table 4, the index before 

the Hund’s case  a) 2Σ+1ΛΩ n label refers to nth state with that label. 

Table 3.10. Molecular constants for the doublet and quarter states of ThN up to 17,000 cm-1. 

State Te (cm-1) ωe (cm-1) ωexe (cm-1) re (Å) Be (cm-1) 

X2Σ+ 0 956 3.8 1.82 0.385 

12Δ3/2 10,815 925 3.6 1.84 0.379 

12Δ5/2 12,110 929 3.6 1.83 0.380 

12Π1/2 14,194 742 2.7 2.00 0.320 

12Π3/2 14,669 738 2.8 2.00 0.320 

14Π1/2 14,788 730 2.7 2.01 0.317 

14Φ3/2 16,537 728 2.8 2.01 0.317 
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 From Figure 3.8, it can be seen that the pattern of low-energy doublet states is consistent 

with LFT expectations, as was first noted by Heaven et al.49. The first three states X2Σ+, 12Δ3/2, 

and 12Δ5/2 are consistent with a Th3+N3- configuration near the equilibrium bond length re. It can 

be seen from Figure 3.8 and Table 3.10 and  that these three states exhibit the short equilibrium 

bond lengths and highest vibrational frequencies ωe.  For the next group of doublet states, the 

equilibrium bond lengths increase to approximately 2 Å and the vibrational frequencies decrease 

to around 740 cm-1. The change in vibrational frequency is characteristic of electronic states 

arising from a different electronic configuration. These doublet states arise from a Th2+N2+ 

configuration, with the lowest energy states 12Π1/2 and 12Π3/2 states arising from a Th2+(7s2)N2-

(2p5) configuration. As the energy of ThN is increased, they are several similar potential energy 

curves that arise from a Th2+(7s6d)N2-(2p5) configuration. Table 3.8 gives the energy of the 

electronic states at an internuclear distance equal to the equilibrium bond length for the 2Σ+ state 

(r = 1.82 Å).  he states are denoted  y a Hund’s case  a) 2Σ+1ΛΩ label that report the basis 

functions that make the leading contributions. Due to many state interactions, the basis function 

contributions significantly change with increase internuclear distance over the examined range.  
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Table 3.11. Calculated doublet energy levels of ThN at an internuclear distance of r = 1.82 Å. 

Electronic Configuration State Energy (cm-1) 

Th3+(7s)N3-(2p6) X 12Σ+ 0 

 

Th3+(6d)N3-(2p6) 

 

12Δ3/2 10,855 

12Δ5/2 12,141 

22Σ+ 22,832 

Th2+(7s2)N2-(2p5) 

 

12Π3/2 18,603 

12Π1/2 19,258 

 

Th2+(7s6d)N2-(2p5) 

 

12Φ5/2 25,571 

22Π1/2 26,575 

12Φ7/2 26,621 

22Π3/2 27,303 

 

It can be seen from Figures 3.8 and 3.9, that the lowest energy quartet states have similar 

potential energy curves to those of the 12Π1/2 and 12Π3/2 doublet states arising from the Th2+N2- 

configuration. This is expected as the lowest electronic configuration that can produce quartet 

states is Th2+(7s6d)N2-(2p5). Table 3.11 lists the molecular constants and energies for the lowest 

quartet states. The lowest quartet state has an energy of 14,788 cm-1 and many quartet states fall 

in the energy range that was probed in the REMPI and LIF experiments.  

3.5 ThN Discussion 

 The congestion of the spectrum in Figure 3.1 can easily be explained by the predicted 

high density of states. The calculations also support the expectation that an ionic bonding model 

(more specifically one using ligand field theory) can be used to anticipate the families of the low-

lying electronically excited state. Ab initio calculations for these families yielded molecular 

constants that were characteristic of the electronic configuration. In this study, groups of 
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electronic states exhibiting similar molecular constants can provide insight concerning the 

electronic configuration for those excited states.  

 Unfortunately, there was a lack of vibrational intervals in the observed spectra, which 

prohibits determination of the upper state vibrational assignments. Also, the DLIF spectra were 

not as useful as hoped. Spectra recorded with excitation of 19,946, 20,679, 20,937, 20,969, and 

21,055 cm-1 had intensity distributions typical of vʹ = 0 states. The other transitions exhibited 

emissions to a range of ground X2Σ+ state vibrational levels. While these upper levels could be 

vibrationally excited, they also could be vʹ= 0 states that are considerably perturbed. Ambiguous 

results were also yielded from the fluorescence lifetime measurements. As can be seen from 

Tables 3.8 and 3.9, while the lifetimes were dependent on the excited state, no systematic trends 

were able to be established. Perturbed states exhibited lifetimes that were within the range of 

values of those of non-perturbed states. Similarly, states that exhibited quantitatively different 

DLIF spectra  did not show characteristically different lifetimes.  

 One can also infer whether different electronic states arise from the same electronic 

configuration based on the similarity of their rotational constants. As can be seen from Tables 

3.10 and 3.11, the ab initio results indicate that excited states with the formal Th2+N2- 

configuration should have rotational constants slightly below 0.32 cm-1.  Most of the rotational 

constants obtain from fitting the band spectra were larger than 032 cm-1 but smaller than the 

Th3+N3- value of 0.38 cm-1. Looking at a simple model, it may be expected that excited states that 

yield long vibrational progressions in the ground state would have smaller rotational constants. 

This however was not supported by the experimental results. For example, the 20,604 cm-1 state, 

which strongly emits down to the X2Σ+ vʺ =4, has a rotational constant of Bʹ = 0.3487 cm-1.  
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 Overall, the lack of systematic trends for ThN excited state properties indicates extensive 

state mixing that involves both doublet and quarter state manifolds. Dipole moment and 

magnetic g-factors60-63 provide other flags for configurational assignment but it seems likely that 

the information obtained will have similar ambiguities. For example, Le et al.50 found that the 

magnetic g-factor for the [  .0]3 2 state was consistent with a Hund’s case  a) 2Π3/2 state. 

However,  e’s interpretation required the assumption that this state was a dou le state and 

therefore did not yield any configurational insight. Measurements of the electric dipole moments 

for the [18.0]3/2 and X2Σ+ states yielded values of μ = 4.38 and 5.11 D, respectively. In a first-

order model, the change in the dipole moment upon excitation could indicate a charge-transfer 

transition as opposed to a transition of an electron within the metal center. However, the 

[18.0]3/2 rotational constant of 0.3525 cm-1 is significantly larger than the constants predicted 

for the charge transfer states and the change in the dipole moment is smaller than the ab initio 

predictions of Δμ > 2D. This suggests that there are state mixings that not captured by the 

calculations performed in this work. Given, the similar characteristics of the charge-transfer 

potential energy curves of the doublet and quartet states, it does not appear that mixing of these 

manifolds would resolve this shortcoming. Higher level calculations, such as including the 6d 

orbital of Th in the active space, are needed to achieve a better understand of the low-lying 

electronically excited states of ThN. 
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Chapter 4 

 

Perturbations of the Aʹ1Π(Xσπ-1)  and 

C1Σ+
 (Bσσ-1)  States of CaO 

 

The contents and figures of this chapter are reprinted or adapted with permission from 

Bresler, S.M., Schmitz, J.R., Heaven, M.C., Field, R.W. Perturbations of the Aʹ1Π and C1Σ+ 

states of CaO. J. Mol. Spec. 2020, 370, 111293. 
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4.1 Introduction 

 The electronic spectrum of CaO is complex due to the large number of low-lying 

electronic states and the numerous rovibronic interactions between them. The ground and low-

lying excited states CaO have been extensively theoretically and experimentally characterized1-

13, with the majority of experimental methods employing laser-induced fluorescence. To explain 

the electronic structure of the excited states of CaO, Field and co-workers have developed an 

atomic-ions-in-molecule ligand field model, as well as a configurational notation8, 14 that greatly 

facilitates the discussion of the excited states. The ground state of CaO is X1Σ+ is formally 

attributed to a closed-shell Ca2+(1S0)O
2-(1S0) configuration and is the only electronic state arising 

from this configuration. The low-lying excited states are attributed to configurations arising from 

a Ca+ + O- atomic pair. and can be mapped as combinations of molecular states of CaF and NaO. 

The molecular states of CaF are chosen to model the free Ca+ ion15, treating the closed-shell 

halide as a polarizable point charge that minimally perturbs the atomic energies of Ca+. In the 

same way, NaO molecular states16 are used to model the free O-(2p5) atom, treating the closed-

shell Na+ atom as a point charge. The resulting picture is one of extreme electron localization: 

one electron localized on a Ca2+ center and an electron p-hole on O-. In the notation for the 

excited states of CaO, Ca+ orbitals are labeled with their corresponding CaF electronic states. For 

example, the Ca+ orbitals Xσ, Aπ, and Bσ correspond to the CaF X2Σ+, A2Π, and  2Σ+ states. For 

O-, the p-hole orbitals are labeled as π-1 or σ-1 depending on their orientation with respect to the 

Ca+ atom and correspond to the X2Π and A2Σ+ NaO states, respectively. Various permutations of 

these atomic-ion orbitals give the electronic configurations of CaO. For example, the Ca+(4s)O-

(2pσ22pπ3) configuration is specified as Xσπ-1 and gives rise to the molecular states Aʹ1Π and a3Π 
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states. Figure 4.1 shows a simplification of the molecular orbitals for the Xσπ-1 and Bσσ-1 CaO 

configurations.  

 

Figure 4.1. Illustration of the molecular orbitals of the CaO Xσπ-1 and Bσσ-1 electronic 

configurations. 

 High-level theoretical studies have also been performed on CaO, focused mainly on the 

ground 1Σ+ state and the excited electronic states arising from the Xσπ-1 (Aʹ1Π and a3Π) and Xσσ-1 

(A1Σ+ and b3Σ+) configurations4, 17-21. Khalil et al.19, 20 used high-level multi-reference 

configuration (MRCI) methods of basis sets of 5-zeta to predict the potential energy curves, 

dipole moments, and electronic transition dipole moments for the X1Σ+, A1Σ+, Aʹ1Π, a3Π, and 

b3Σ+ states. The potential energy curves and wavefunctions were then used to calculate the 

rovibronic eigenstates19. Spin-orbit and L-uncoupling perturbations were included and produced 

results that were directly comparable with measured term energies. In 2016, Yurchenko et al.22 

refined the potential energy curves along with the perturbation matrix elements of Khalil et al. by 

fitting to a very extensive set of experimentally determined term energies. Yurchenko also 

determined Einstein Aij coefficients for spontaneous emission. The ExoMol databse23 has since 

included  urchenko’s data,  eing used for the identification of molecular species in the 
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absorption and emission spectra of astrophysical objects. The database was used in 2018 to 

detect CaO orange emission bands from the wake of a meteorite24.  

 Yurchenko et al.22 provided a comprehensive summary of the experimental studies of the 

CaO spectrum. Specific studies will be mentioned here that are relevant to this work. Data for the 

Aʹ1Π Xσπ-1) state was obtained from emission spectra and deperturbation analyses. Field et al.12 

vi rationally resolved Aʹ1Π Xσπ-1)-X1Σ+ chemiluminescence and reported band heads that 

included the Aʹ1Π Xσπ-1) vibrational levels v = 9-21.  Focsa et al.25 obtained rotationally resolved 

Aʹ1Π Xσπ-1)-X1Σ+ emission  ands, originating from the Aʹ1Π Xσπ-1) v = 0-3 levels. Perturbations 

of the Aʹ1Π Xσπ-1) v = 2,3 levels were analyzed and attributed to interactions with the b3Σ+(Xσσ-

1) state.  

 The a3Π Xσπ-1) state was observed as part of the orange bands of CaO and the v = 0 level 

was characterized through c3Σ+( ππ-1)-a3Π Xσπ-1), d3Δ  ππ—1)-a3Π Xσπ-1), and e3Σ-( ππ-1)-

a3Π Xσπ-1) 0-0 bands5, 8, 10, 11. Data for the vibrationally excited levels was taken from the 

d3Δ  ππ-1)-a3Π Xσπ-1) 1-1 and B1Π  πσ-1)-a3Π0+(Xσπ-1) 3-0 bands. Information for the 

a3Π0+(Xσπ-1) v = 6,9,12 levels were taken from perturbations from the a3Π0+(Xσπ-1) state  

interacting with the A1Σ+(Xσσ-1) state. Field13 and Fosca et al.25 also investigated perturbations 

between the A1Σ+(Xσσ-1) and b3Σ+(Xσσ-1) states. 

 Spin-or it pertur ations  etween the Aʹ1Π Xσπ-1) and b3Σ+(Xσσ-1) states have also been 

o served.  he Aʹ1Π Xσπ-1) state is a pure Ω     state, with each rotational J level being split into 

two states with e- and f-symmetry components. The b3Σ+(Xσσ-1) state has three spin-components: 

F1, F2, and F3. F1 and F3 are of f-symmetry and appro imately 50 50 mi tures of Ω   0 and   

whereas F2 is of e-symmetry and pure Ω     character.  he spin-orbit interaction between the 

Aʹ1Π Xσπ-1) and b3Σ+(Xσσ-1) states is homogeneous and therefore follows the ΔΩ   0 selection 
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rule. Perturbations involving the F1 and F3 components of the b3Σ+(Xσσ-1) state will be 

observable in the Q- ranch of the Aʹ1Π Xσπ-1)-X1Σ+ transition while those involving the F2 

component will be observable in the P/R branches.  

Higher energy states originating from the  ππ-1,  πσ-1, Bσπ-1, and Bσσ-1 configurations 

have also been investigated1, 2, 7-9, 26. Stewart et al.26 examined the laser-induced fluorescence 

(LIF) spectrum of jet-cooled CaO in the energy range of 28,000-33,150 cm-1. Vibrationally-

excited C1Σ+(Bσσ-1)-X1Σ+ and F1Π Bσπ-1)-X1Σ+ transitions were observed as well as three 

vi rational  ands of an unidentified Ω   0+-X1Σ+ (vʺ  =0) transition. This 0+ state will further be 

identified as the γ0+ state in this work. One of the γ0+ vibrational states was found to perturb the 

C1Σ+(Bσσ-1) v = 7 level, pushing the state up by nearly 7 cm-1.  By extrapolating the known 

vi rational levels of the  ʹ1Σ+( ππ-1) state, Stewart et al.26 proposed that the γ0+-X1Σ+ bands 

could  e part of the  ʹ1Σ+( ππ-1)- X1Σ+ system. However, based on the spin-orbit selection rules 

of perturbations mediated by a one-electron operator, Field27 argued that the matrix elements 

 etween the   ʹ1Σ+( ππ-1) and C1Σ+(Bσσ-1) states would be too small. He therefore proposed that 

the g3Π0+(Bσπ
-1) or f3Π0+( πσ-1) states would be more viable candidates for the γ0+ state and that 

the triplet character could be established through the dispersed fluorescence spectrum. 

In this work, there were two motivations for the reexamination of the spectrum of jet-

cooled CaO. Initially a search for the hypermetallic oxide CaOCa was carried out in the red 

spectral range of 13,700-17,150 cm-1. CaO bands were present under the survey conditions and 

rotationally-resolved spectra for the Aʹ1Π Xσπ-1)-X1Σ+ transitions with vʹ = 10-17 were obtained. 

The second objective was to determine the identity of the γ0+ state perturbing the C1Σ+(Bσσ-1) v = 

7 state through wavelength- and time-resolved fluorescence. This work will describe the effort to 
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characterize the Aʹ1Π Xσπ-1)- X1Σ+ vʹ = 10-   transitions as well as the identification of the γ0+ 

state. 

4.2 CaO Results 

4.2.1 The Aʹ1Π (Xσπ-1)-X1Σ+ bands 

 LIF spectra were recorded from 13,700-17,150 cm-1, which was mostly dominated by 

A1Σ+(Xσσ-1)-X1Σ+ and Aʹ1Π (Xσπ-1)-X1Σ+ transitions. The two different kinds of transitions were 

distinguishable from each other due to the Q-branches in the Aʹ1Π (Xσπ-1)-X1Σ+
 bands resulting 

from the change in orbital angular momentum ΔΛ = 1. The lifetimes of the Aʹ1Π(Xσπ-1)-X1Σ+
 

bands were also much longer than those of the A1Σ+(Xσσ-1)-X1Σ+ bands, providing another 

source of distinguishability. Figure 4.2 shows the rotational structure of the Aʹ1Π(Xσπ-1)-X1Σ+ 

10-0 band along with a theoretical simulation generated by  PGOPHER28, which was also used to 

fit the Aʹ1Π(Xσπ-1) state band origins and rotational constants. 
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Figure 4.2. LIF spectrum of the CaO Aʹ1Π(Xσπ-1)-X1Σ+ 10-0 band. The downward going trace is 

a simulation at a rotational temperature of 60 K generated in PGOHPER. 

 Focsa et al.25 observed a combination difference defect between the Q lines and the P/R lines in 

the Aʹ1Π(Xσπ-1)-X1Σ+
 bands due to these transitions sampling  f- and e-symmetry lambda-doublet 

components, respectively. However, this combination defect was below the precision of this 

work and the bands observed were fit without any lambda-doubling parameters. An attempt was 

made to fit centrifugal distortion constants but the results were statistically insignificant due to 

the limited number of observed rotational levels, an effect of the cold rotational temperature of 

the molecule. The theoretical calculations of Yurchenko et al.22 provide some indication of the 

magnitude of the neglected constants. Examination of the Aʹ1Π(Xσπ-1) energy levels from the 
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Exomol database indicates that the lambda doubling splitting of v = 10 increases from 5 x 10-4 

cm-1 for J = 1 to 0.08 cm-1 at J = 25 (the typical rotational range observed in the spectrum). 

Fitting to the mean energies of the e- and f-parity levels yields a centrifugal distortion constant of 

4.4 x 10-7 cm-1, which is in reasonable agreement with the prediction from the Kratzer 

relationship of De = 5.5 x 10-7 cm-1. In this work, these constants were set to zero in the rotational 

fits, as the sufficient resolution to determine the lambda doubling splitting and the distortion 

constants was lacking. There also was no reliable method to predict their values due to the 

presence of perturbations. Therefore, only the band origins and upper state rotational constants 

were varied in the spectral fitting. A ground X1Σ+ vʺ  = 0 value25 of 0.4428 cm-1 was fixed in the 

fits. The fitting results are listed in Tables 4.1. The 1σ errors in Bv and Tv,0 are 0.0005 and 0.05 

cm-1, respectively.  

Table 4.1. Molecular constants for the Aʹ1Π(Xσπ-1) state determined from rotational fits of the 

LIF spectra and lifetime measurements. 

v Bv 

(cm-1) 

Tv,0 (cm-1) δE (cm-1), 

Field et al.12 

δE (cm-1), 

Yurchenko et al.22 

Number of 

lines in fit 

τ (μs) 

10 0.3175 13787.23 2.8 -0.8 38 2.4 

11 0.3148 14276.94 3.1 -1.1 63 2.7 

12 0.3121 14761.41 1.6 -1.7 60 2.6 

13 0.3101 15240.50 2.5 -2.1 52 2.5 

14 0.3074 15714.72 0.3 -2.8 64 2.6 

15 0.3039 16184.08 2.5 -3.5 26 2.8 

16 0.3014 16648.80 5.2 -4.5 20 2.9 

17 0.3016 17180.85 4.2 -10.7 24 2.7 

 

 Rovibrational constants for the Aʹ1Π(Xσπ-1) state were determined by fitting the non-

perturbed vibrational levels. Values for the energies of the v = 0,1 states were used from Focsa et 

al.25 and the values for the v = 10-15 states were taken from this work. Vibrational energies were 

fit to  
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𝑇𝑣,0 = 𝑇0,0 + 𝜔𝑒𝑣 − 𝜔𝑒𝑥𝑒𝑣(𝑣 + 1)                                            (4.1) 

The standard deviation of the fit was 0.23 cm-1 and the constants are listed in Table 4.2. 

Including the anharmonic constant ωeye did not yield a statistically significant value so it was not 

included in the final fits. Rotational parameters for the same vibrational levels were fit according 

to 

𝐵𝑣 = 𝐵𝑒 − 𝛼𝑒 (𝑣 +
1

2
)                                                    (4.2) 

The standard deviation of Bv(obs)-Bv(fit) was 0.0007 cm-1 and the resulting constants are listed as 

well in Table 4.2. 

Table 4.2. Rovibrational constants of the Aʹ1Π(Xσπ-1) state obtained vibrational energy fits. 

Parameter Value (cm-1) 

T0,0 8608.1(2) 

ωe 546.2(1) 

ωexe 2.57(1) 

Be 0.3440(15) 

αe 2.55(11) x 10-3 

 

Fluorescence decay lifetimes were recorded for all rotationally resolved Aʹ1Π(Xσπ-1)-X1Σ+ bands. 

It was found that there was no significant difference in the fluorescence lifetimes with the 

rotational level within the same vibronic transition. Consequently, the lifetimes reported here 

were obtained from measurements made using excitation of the most intense rotational line of a 

given band. Each fluorescence decay curve was well-defined by a single exponential function 

and the fitted lifetimes are listed in Table 4.1. The determined standard deviation of the lifetime 

measures was ±0.2 μs.  
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4.2.2 Wavelength and Time-Resolved Fluorescence Measurements for the C1Σ+(Bσσ-1) and 

γ0+ States 

 Stewart et al.26 observed γ0+-X1Σ+
 transitions at 32037.0, 32479.5, and 32955.2 cm-1, 

corresponding to upper vibrational states levels denote as n - 1, n, and n + 1. The γ0+ n state 

interacts strongly with the C1Σ+(Bσσ-1) v = 7 level while the n – 1 and the n + 1 levels lie above 

and below the C1Σ+(Bσσ-1)  v = 6 and v = 8 states, respectively. The smaller vibrational spacing 

of the γ0+
 state relative to that of the C1Σ+(Bσσ-1) state suggests that the γ0+ state arises from a π-1 

configuration.  o assign a configuration to the γ0+, DLIF spectra were recorded for excitation to 

each of the γ0+ levels and to the C1Σ+(Bσσ-1) v = 6,7,8 levels. Figure 3 shows these spectra, 

where the energy scale is relative to the X1Σ+ vʺ = 0 level.  
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Figure 4.3. Dispersed fluorescence spectra for CaO of the states C1Σ+(Bσσ-1) v = 6,7,8 and γ0+ v 

= n-1, n, n+1. The filled symbols indicate the lower electronic state with ● = X1Σ+, ■ = 

A1Σ+(Xσσ-1), and ▲ = a3Π0+(Xσπ-1). 

All of the fluorescence transitions to states within 12,000 cm-1 of the X1Σ+ vʺ = 0 state terminate 

on vibrationally-excited levels of the ground X1Σ+ state. The emissions observed in the 12,000-

16,000 cm-1 range terminate on either A1Σ+(Xσσ-1) v = 1-5 or a3Π0+(Xσπ-1) v = 10-12 states. 

Fluorescence lifetimes were measured for the six upper states and are presented in Table 4.3. The 

standard deviation for the lifetime measurements was ±5 ns. Decay curves were obtained by with 

the dye laser tuned to the band head for each vibronic transition, corresponding to upper state of  

Jʹ = 4. 
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Table 4.3. Fluorescence decay lifetimes for the C1Σ+(Bσσ-1) and γ0+ vibrational states. 

Electronic State v τ (ns) 

 

C1Σ+(Bσσ-1) 

6 29 

7 32 

8 24 

 

γ0+ 

n -1 46 

n 35 

n +1 42 

 

4.3 Discussion 

4.3.1 Aʹ1Π(Xσπ-1) v = 17 Perturbation 

 In Table 4.1,  the band origin data for the Aʹ1Π(Xσπ-1) state are compared to the 

experimental results of Field et al.12 and the ExMol22 line lists with the energy difference 

between the values of this work and literature. Field et al. reported band head data for the red-

shaded emission bands so it was expected that the reported band heads would lie roughly 2 cm-1 

higher in energy than the band origins from this work. This expectation is realized in Table 4.1 

where most of the band origins lie within this 2 cm-1 difference of Field’s  and head 

measurements. The difference between the ExoMol value for the R(0) transition energy and the 

measured values in this work are also listed in Table 4.1. This difference is seen to increase with 

increasing v, with the v = 17 exhibiting a significant deviation. From both the band origin and its 

rotational constant, the v = 17 state appears to be greatly perturbed. Rotational constants from the 

ExoMol data were generated by fitting the rotational energy to the rigid rotor energy expression 

𝐸𝑉(𝐽) = 𝐵𝑣𝐽(𝐽 + 1)                                                       (4.3) 

for the range of rotational levels observed in the LIF spectra (J = 1-25). The ExoMol rotational 

constants generated agreed within the experimental uncertainties of the constants in Table 4.1, 

with the exception of B16 and B17. The predicted values of 0.3026 and 0.3062 cm-1 disagreed with 
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the experimental values of 0.3014 and 0.3016 cm-1, further indicating the presence of a 

pertur ation in the energy range of the Aʹ1Π Xσπ-1) v = 17 levels. 

 The energy level predictions from the ExoMol model were examined to identify the 

source of the pertur ation of the Aʹ1Π Xσπ-1) v  = 17 state. It became apparent that the calculated 

energies of the Aʹ1Π Xσπ-1) v = 17 (17098.7 cm-1) and b3Σ+(Xσσ-1) v = 14 (17109.9 cm-1) were 

close enough for a significant interaction. These states can be coupled by the one-electron spin-

orbit operator to give matrix elements of the form13, 25  

𝐻𝑆𝑂 =
𝑎𝜋

√2
⟨𝐴ʹ, 𝑣ʹ|𝑏, 𝑣⟩                                                       (4.4) 

where aπ is the spin-orbit constant for O- with an approximate value13 of 121 cm-1and the bra-ket 

term is the vibrational wavefunction overlap integral. This model was quantitatively tested by 

making  orse potential energy curves for the Aʹ1Π Xσπ-1) and b3Σ+(Xσσ-1) states to generate 

vibrational wavefunctions and overlap integrals. The molecular constants listed in Table 4.1 were 

used to generate the potential energy curve for the Aʹ1Π Xσπ-1) state. Generating the potential 

energy curve for the b3Σ+(Xσσ-1) was more difficult due to the lack of spectroscopic data, as only 

the v = 1 state has been observed6. As a starting point, theoretically predicted values20 of T0 = 

9282, ωe = 585.7, and ωexe = 3.16 cm-1 with an equilibrium bond length of re = 1.96 Å were 

used. The generated energy levels were then compared to the experimentally determined term 

energy for b3Σ+(Xσσ-1) v =1 and the ExoMol predictions. Using the above molecular constants, 

the energy of the b3Σ+(Xσσ-1) v =1 state is underestimated, as well as the ExoMol prediction that 

the b3Σ+(Xσσ-1) v =14 state lies just above the Aʹ1Π Xσπ-1) v = 17 state. Consequently, the values 

for T0, ωe, and ωexe were adjusted to produce both the experimentally determined energy for the 

b3Σ+(Xσσ-1) v =1 state as well as the ExoMol prediction for the b3Σ+(Xσσ-1) v =14 state. This 

resulted in values of T0 = 9489, ωe = 590.4, and ωexe = 3 cm-1. Frank-Condon factors for  
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Aʹ1Π Xσπ-1)- b3Σ+(Xσσ-1) were then calculated using  e oy’s29 program Level 8.0 and the 

unsigned overlap integrals were obtained as the square roots of the Franck Condon factors. This 

yielded |⟨𝑣′ = 17|𝑣 = 14⟩| = 0.054 and a spin-orbit matrix element of |𝐻𝑆𝑂| = 4.6 cm-1. 

Unperturbed rotational constants were predicted to be B17 = 0.300 cm-1 for Aʹ1Π Xσπ-1) and B14 = 

0.344 cm-1 for b3Σ+(Xσσ-1). With an energy gap of 12 cm-1 between the J =0 levels of the 

unpertur ed Aʹ1Π Xσπ-1) v = 17 and b3Σ+(Xσσ-1)  v = 14 levels, a two-state perturbation model 

produced the experimental value for the effective rotational constant for the low rotational levels 

of Aʹ1Π Xσπ-1) v = 17. The model indicated that the band origin had been pushed down by 1.6 

cm-1.  he  Aʹ1Π Xσπ-1) v = 16 and b3Σ+(Xσσ-1)  v = 13 pair was also investigated to observe the 

degree of their interaction, as compared to the pertur ing Aʹ1Π Xσπ-1) v = 17 and b3Σ+(Xσσ-1)  v = 

14 pair. It was found that the b3Σ+(Xσσ-1)  v = 13 state lied 30 cm-1  elow the Aʹ1Π Xσπ-1) v = 16 

level with a small overlap integral of |⟨𝑣′ = 16|𝑣 = 13⟩| = 0.0046, making this interaction 

irrelevant with respect to the resolution of previous experiments. Overall, this analysis supports 

the assignment of the Aʹ1Π Xσπ-1) v = 17 perturbation to interaction with the b3Σ+(Xσσ-1)  v = 14 

state.  

 Fluorescence lifetime measurements for the Aʹ1Π Xσπ-1) state were found to be nearly 

independent of the vibrational state over the range of v = 10-17. Field13 reported that the 

transition dipole moment for Aʹ1Π Xσπ-1)-X1Σ+ is small, resulting in spontaneous lifetimes on the 

order of  0 μs.  he lifetimes reported in  a le 4.  are not quite that long  ut are consistent with 

the argument by Field13. As the ExoMol database includes Einstein Aij coefficients, it was 

possi le to generate theoretical values for the lifetime of the Aʹ1Π Xσπ-1) state by summing the 

 instein coefficients over all final states.  his resulted in lifetimes that decreases from   .4 μs 

for v    0 down  .5 μs for v = 15. The predicted lifetime for v      was  5.4 μs.  hese results 
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suggest that the calculated Einstein coefficient for the Aʹ1Π Xσπ-1) v = 17 level has been 

decreased by mixing with a long-lived state. This prediction, however, is not supported by the 

lifetime measurements of this work.  

4.3.2 Assignment of the γ0+ state as the g3Π0+ (Bσπ-1) state 

 Dispersed fluorescence and lifetime measurements for both the C1Σ+(Bσσ-1) and γ0+ 

states provide useful insights for determination of the configural parentage of the γ0+ state. If one 

considers the C1Σ+(Bσσ-1) v     and γ0+  n -1 states, the energy separation between them is 59.4 

cm-1, large enough to expect only weak state mixing. The DLIF spectrum of the C1Σ+(Bσσ-1) v = 

6 state in Figure 4.3 shows that this state radiates down to X1Σ+ and A1Σ+(Xσσ-1), which is expect 

with respect to Hund’s case (a) angular momentum selection rules. There is a however a 

transition to the a3Π0+(Xσπ-1) v = 11 state, probably mediated by the mixing of the lower level 

with X1Σ+ and A1Σ+(Xσσ-1) states as reported by Khalil et al.19. In contrast, the DLIF spectrum of 

γ0+ n -1 is dominated by transitions to the a3Π0+(Xσπ-1) v = 10,11 levels. In the γ0+ n -1 spectrum,  

emissions to singlet states are barely discernable above the noise level. This is a clear indicator 

that the γ0+ state is a triplet state. Furthermore, the short radiative lifetime of the γ0+ n – 1 state 

infers that the γ0+-- a3Π0+(Xσπ-1) transition has a large transition dipole moment. Similar trends 

exist for the C1Σ+(Bσσ-1) v     and γ0+ n + 1 pair, which are separated by 52.3 cm-1. As with the 

γ0+ n –   state, the   IF spectrum of the γ0+ n + 1 state is dominated by emissions to triplet 

states. However, emissions to singlet states are stronger in the γ0+ n + 1 DLIF spectrum as 

compared to the γ0+ n –   emission spectrum, which suggests that the γ0+ n + 1 has some singlet 

character. The emissions from the C1Σ+(Bσσ-1) v = 8 state are dominated by emissions to final 

singlet states.  
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 Finally, the C1Σ+(Bσσ-1) v     and γ0+ v = n pair are considered. The perturbation analysis 

by Stewart et al.26 indicate that these states have an energy separation of 9.4 cm-1 prior to their 

mutual repulsion. Eigenvectors from the perturbation analysis indicate nearly a 50:50 mixing of 

the states. This prediction arose from the DLIF spectra that showed both singlet and triplet bands 

with similar intensities. This 50:50 mixing predication is also consistent with the lifetime 

measurements. The lifetime results give values of 27 ns for the C1Σ+(Bσσ-1) v = 6,8 states and 44 

ns for the γ0+ v = n -1, n +1 states. A 50:50 mixed, in the absence of interference effects, should 

exhibit a lifetime of 33 ns based on the weighted sum of decay rates. This is the average the 

values observed for the C1Σ+(Bσσ-1) v     and γ0+ n states, confirming the 50:50 state mixing 

prediction.  

 From the a ove analysis, it is o vious that the γ0+ state is indeed a triplet state.  he γ0+ 

state can be identified by considering the DLIF spectra along some help from ab initio 

calculations. Table 4.4, reproduced from Norman et al.8, lists the low-lying excited states of CaO 

with their electronic configuration and CaF parentage. 

Table 4.4. Low-lying excited states of CaO with their electronic configuration and CaF 

parentage. 

Nominal Electronic 

Configuration 

States CaF and NaO  

Parentage 

7σ28σ23π39σ Aʹ1Π, a3Π Xσπ-1 

7σ28σ23π34π c3Σ+,  ʹ1Σ+, D1Δ, d3Δ,  1Σ-, e3Σ-  ππ-1 

7σ23π48σ4π B1Π, f3Π  πσ-1 

7σ28σ23π310σ F1Π, g3Π Bσπ-1 

7σ23π48σ10σ C1Σ+, h3Σ+ Bσσ-1 

7σ23π48σ9σ A1Σ+, b3Σ+ Xσσ-1 

 

It was o served in this work that the γ0+ state perturbs the C1Σ+(Bσσ-1) state and emits to the 

a3Π0+(Xσπ-1) state. Based on simply the omega value of Ω = 0+, the only triplet states from Table 
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4.4 that are candidates for γ0+ are the f3Π0+( πσ-1) and g3Π0+ (Bσπ-1). For a one-photon process, 

only one quantum change in angular momentum is allowed. Emission from the f3Π0+( πσ-1) state 

to the a3Π0+(Xσπ-1) would require a change of two quanta of angular momentum and therefore 

disqualifies it from  eing the γ0+ state, as all emissions in this work are one-photon processes. 

Emission from the g3Π0+ (Bσπ-1) state to the a3Π0+(Xσπ-1) state requires no change in angular 

momentum and therefore makes the g3Π0+ (Bσπ-1) state a via le candidate for the γ0+ state. Also, 

the o served γ0+ vibrational interval is typical of π-1 configurations. It is therefore recommended 

that the γ0+ state be assigned as the g3Π0+ (Bσπ-1) state.  

As electronic states arising from the same electronic configurations have similar 

vibrational constants, the vibrational character of the g3Π0+ (Bσπ-1) can be estimated from the 

vibrational character of the F1Π Bσπ-1) state. The g3Π0+ (Bσπ-1) v = 0 energy can be estimated as 

well from singlet-triplet splitting of electronic states arising from π-1 configurations. The 

F1Π Bσπ-1) state has term energy and vibrational constants26 of T00 = 26794.8, ωe = 521.3, and 

ωexe = 2.59 cm-1. Table 4.5 lists the singlet-triplet energy splitting of various electronic 

configurations taken from Steward et al.26. 

Table 4.5. Singlet-triplet energy splitting of various electronic configurations of CaO. 

CaF and NaO Parentage Singlet-Triplet States ΔE (cm-1) 

Xσπ-1 Aʹ1Π-a3Π1 257 

Aππ-1 D1Δ-d3Δ2 -210 

E1Σ—e3Σ- -53 

 

Under the assumption that the F1Π Bσπ-1) and g3Π0+ (Bσπ-1) states have similar vibrational 

constants, the energy of the g3Π0+ (Bσπ-1) v = 0 state can be determined. Stewart et al.26 observed 

the vibrational intervals of the g3Π0+ (Bσπ-1) n – 1 to n and n to n + 1 states to be 442.5 cm-1 and 
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475.7 cm-1. To determine the energy of the unperturbed n state, the average of the two 

vibrational intervals above can be calculated, resulting in a value of 459.1 cm-1. If one calculates 

the vibrational intervals of the F1Π Bσπ-1) using vibrational constants from Stewart et al.26, it is 

apparent that the vibrational interval between the F1Π Bσπ-1) v = 11 and v = 12 states is 459.1 

cm-1. Therefore, a value of n = 12 can be assigned to the g3Π0+ (Bσπ-1) state. One can then 

extrapolate to g3Π0+ (Bσπ-1) v = 0 to obtain a term energy of T00 = 26,644 cm-1 which results in a 

singlet-triplet energy splitting of Δ  F1Π- g3Π0+) = 151 cm-1. Using values of n = 11,13 give 

unlikely values for the singlet-triplet splitting. To conclude, this analysis shows that the 

assignment of γ0+ as the g3Π0+(Bσσ-1) is consistent with the atomic-ion-in-molecule model for 

CaO. 
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5.1 Introduction 

5.1.1 The Chemi-ionization of Lanthanides 

 Recently, there has been interest in artificially increasing the atmospheric electron density 

for communication applications1. The natural electron density in the atmosphere is largely 

produced from the ionization of chemical species by solar UV radiation. As both the number 

density of neutral chemical species and the solar UV flux are dependent on the atmospheric 

altitude and the time of day, the natural electron density fluctuates greatly. This fluctuation 

creates an issue for radio wave communications, as it causes rapid fluctuations known as 

scintillations2 in both the phase and amplitude of the radio waves. Scintillations3 can result in 

reduced position accuracy and in extreme cases failure for radio wave receivers to lock onto 

signals. One proposed solution to remediate this issue is to artificially increase the electron 

density such that the total density is much greater than the natural fluctuations at altitude ranges 

of greater than 70 km. This would in effect establish a new electron density baseline without 

fluctuations, ensuring the uniform propagation of radio waves.  

 Currently, the chemi-ionization of lanthanide metals is being proposed as a chemical 

method to increase the atmospheric electron density. In this process, atomic lanthanide metals M 

react with readily abundant atmospheric atomic oxygen to produce the molecular oxide cation 

MO+ , releasing a lone electron.  

𝑀 + 𝑂 → 𝑀𝑂+ + 𝑒−                                                      (5.1) 

The thermodynamic pathway for the chemi-ionization process is shown in Figure 5.1, from 

which it can be seen that the heat of the reaction ΔHr is equal to the difference of the dissociation 

and ionization energies of the neutral lanthanide oxide LnO.  For this to be a thermodynamically 

favorable process, ΔHr should be negative, indicating an exothermic reaction. 
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Figure 5.1. Thermodynamic pathway for the chemi-ionization of lanthanide M.  

Neodymium (Nd) and samarium (Sm) are currently the two lanthanide candidates for the chemi-

ionization process. Laboratory determinations of the bond dissociation and ionization energies of 

neutral lanthanide oxides found that this reaction is highly exothermic4, 5 (-ΔHr = 1.76 eV) for Nd 

while being almost thermodynamically neutral6 (-ΔHr = -0.0044 eV) for Sm.  Although it would 

not be thermodynamically favorable to employ Sm for the chemi-ionization process, Sm remains 

a candidate due to its relatively low vaporization temperature.    

The United States Air Force (USAF) has conducted rocket launches7, 8, where 5 kg of the 

desired lanthanide metal was vaporized and released by thermite explosions into the atmosphere 

at altitudes of   0 and   0 km, resulting in the production of a “space cloud”. In the case of  m, 

a blue-white quasi spherical cloud was observed9 by eye which then evolved into a partially 

reddened cloud after a time duration of one minute. To kinetically and spectroscopically 

characterize the space cloud, a spectrograph coupled with an electron-multiplying CCD imager 

was used to observe the cloud spectral emissions as a function of wavelength and time. The 

spectral analysis revealed two major regions of transitions: one from 400-580 nm with linewidths 

typical of atomic transitions and another from 600-700 nm with broader features. It was therefore 
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inferred that the blue character of the cloud was produced by atomic species while molecular 

species were responsible for the reddening of the cloud. One issue that arose in the cloud 

analysis was that the total electron density observed was orders of magnitude below what was 

expected6. Kinetic models fit to the observed electron density indicated that the Sm vaporization 

efficiency was less than 5%. The models also predicted that there should be a substantial SmO+ 

population but this was unverifiable by the spectroscopic data. It remains unclear as to whether 

the molecular species responsible for the red emissions was the neutral SmO or its cation 

counterpart due to a lack of spectroscopic characterization of both these molecules. 

The space cloud produced by the Nd launch was much less characterized. Based on the 

emission spectroscopy and the drift of the cloud, it was assumed that the primary product in the 

cloud was NdO. This result was surprising since, as the chemi-ionization of Nd is highly 

exothermic, it is expected that NdO+ should be readily produced. To investigate the supposed 

lack of NdO+ production, Ard et al.10 investigated the chemi-ionization reactions of Nd and Sm 

in a flow-tube apparatus. They found that the chemi-ionization rate constant for Nd was on the 

order of 10-10 cm3 s-1   and was consistent with the hard-sphere collision frequency, indicating 

that the Nd should chemi-ionize on all or nearly all collisions. To truly confirm whether NdO+ is 

being produced in the space cloud, spectroscopic characterization of both NdO and NdO+ is 

needed.  

The primary goal of this work is to characterize the electronic structure of NdO, SmO, 

and their respective cations. Providing spectroscopic data on these molecules will allow the 

USAF to confirm or deny whether the chemi-ionization process is occurring in the rocket launch 

space clouds. The following sections will describe previous efforts to spectroscopically 

characterize the electronic structure of NdO/NdO+ and SmO/SmO+.  
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5.1.2 Previous Studies of NdO and NdO+ 

 The electronic structure of NdO has been experimentally characterized primary through 

absorption and laser-induced fluorescence spectroscopy. Kaledin et al.11 generated gas-phase 

NdO by heating N2O3 in a furnace to  high temperatures of 2000-2200º C. Absorption and 

emission spectra were recorded from 500 nm to 1.1 μm. Around 400 bands were observed and 

65 were categorized into transitions originating from ten different electronic upper states. 

Shenyavskaya et al.12 e panded  aledin’s analysis of NdO by using near-infrared Fourier 

transform spectroscopy to obtain rotationally well-resolved emission spectra from 790 nm to 

1.33 μm. Rotational constants for bands previously observed by Kaledin were reevaluated and 

term energies for new transitions were determined. Four low-lying excited states were observed 

through transitions with common upper states and vibrational intervals were determined for the 

ground electronic state X4, as well as the (1)3 state. This work clearly established the ground 

state as an Ω = 4 state.  

The primary characterization of the low-lying states of NdO comes from Linton and 

coworkers13, 14. In these works, low-lying states were characterized through laser-induced 

fluorescence by exciting single rotation lines of eight strong emission bands with either an argon 

ion or cw ring dye laser. The resulting emissions were recorded with a high-resolution Fourier 

transform spectrometer. Emissions to the ground X4 and nine low-lying states were observed 

with four low-lying states being observed for the first time. Term energies, rotational constants, 

and, in some cases, vibrational intervals were determined for these states. Finally, magnetic g-

factors and electric dipole moments15 for the ground X4 and [16.7]3 state have been determined 

through Stark and Zeeman splitting measurements. Recently, Babin et al.16 employed slow 

photoelectron velocity map-imaging spectroscopy (SEVI) to characterize the low-lying states of 
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NdO and NdO- by producing cryo-cooled NdO- molecules which then underwent photo 

detachment.  Detached electrons were focused onto microchannel plates coupled to a phosphor 

screen and a CCD camera was used to capture electron images. The electron binding energies 

(eBE) were determined by subtracting the electron kinetic energy from the images from the 

photo detachment energy. The electron affinity of NdO was determined to be 1.0091(7) eV and 

transitions to vibrations states of v = 0-2 of the X4, (1)5, and (2)4 electronic states of NdO were 

observed. 

 The electronic structure of NdO can be well described employing a ligand-field model 

(LFT). As mentioned in Chapter 2, LFT is an ionic bonding model which describes the 

molecular energies of lanthanide- and actinide-containing molecules in terms of an ionic metal 

center, whose atomic energies are perturbed by the field of the ligand. Justification for this model 

for lanthanides arises from the compact nature of the 4f orbitals, resulting in an electron 

localization on the metal center. It has been established11, 12, 15, 17 that the ground X4 state of NdO 

arises from a Nd2+(4f36s)O2-(2p6) electronic configuration. The electronic states can be described 

in terms of a j-j spin-orbit coupling scheme. The lowest energy state arising from the 4f3 core will 

have a total angular momentum of Jc = 4.5. This angular momentum will then couple with the 6s 

spin angular momentum of s = ½ to produce values of Ja = 4 and 5. The O2- ligand field will then 

split the values of Ja into their unsigned projections Ω on the internuclear axis  with Ω varying 

from 0 to Ja in descending order. This results in an electronic ground state  of Ω = 4 which has 

been experimentally confirmed11, 12, 15, 17. It quickly becomes evident that the presence of 

multiple f electrons results in a high density of low-lying electronic states, as the f3s 

configuration alone13 gives rise to 56 electronic states under 1 eV. Due to this high-density of 

states, electronic states are denoted as (i)Ω, where the index i refers to the state with the specified 
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Ω value in ascending order. For example, the (2)4 electronic state is the second lowest state with  

Ω = 4. For states higher in energy that have not been well characterized, the notation [10-3 T0]Ω 

is employed, where T0 is the term energy in cm-1. As another example, the [16.7]3 state well 

characterized by Kaledin et al.11 and Linton et al.13, is an Ω = 3 state with a term energy of 

16740 cm-1.  

 In terms of previous computational efforts, Carrette et al.17  as well Kaledin18 have 

characterized the electronic structure of NdO using a LFT model.  Carette et al. determined the 

energies of low-lying states for lanthanide oxides arising from lanthanide 4fN, 4fN-15d, 4fN-16s, 

and 4fN-16p electronic configurations, establishing that the 4fN-16s configuration was responsible 

for the electronic ground states for the lanthanide oxides, except EuO and YbO.  Kaledin 

e panded on  arette’s work  y calculating the term energies and leading electron configurations 

of electronic states in NdO up to 3 eV, finding that the LFT term energies agreed well with 

experimental data. Finally, Allouche et al.19 conducted ab initio calculations, employing 

complete active-space self-consistent field multi-reference configuration (CASSCF/MRCI) 

methods to determine the term energies as well as molecular constants for 54 electronic states 

under 1 eV. They found that for nine electronic states, the calculated molecular constants agreed 

well with experimental data. 

 The characterization of the electronic structure of NdO+ has been much less extensive. 

VanGundy et al.5 generated NdO through laser ablation and supersonic expansion techniques 

and two-color photoionization spectroscopy was employed to obtain the ionization energy NdO 

and vibrationally characterize low-lying states of NdO+. Photoionization efficiency (PIE) 

spectroscopy was employed to obtain the ionization energy of NdO, which was then refined by 
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pulsed-field ionization zero electron kinetic energy (PFI-ZEKE) spectroscopy measurements to 

the current value of 5.5083(2) eV.  

Electronic structure calculations5, 20 have predicted a ground state electronic 

configuration of Nd3+(4f3)O2-(2p6) with the lowest angular momentum value of Ja = 4.5, resulting 

in Ω states from Ω = 4.5-0.5. Krauss et al.20 predicted that the energy spread of the Nd3+(4f3, Ja = 

4.5)O2- states should be 904 cm-1, much less than the free ion 4I5.5-
4I4.5 atomic spin-orbit splitting 

of 1987 cm-1, indicating that the ligand field splitting is much smaller than the atomic ion spin-

orbit coupling. VanGundy et al. investigated the spin-orbit splitting of NdO+ by employing PFI-

ZEKE spectroscopy to observe the vibrational energies of the NdO+ ground X4.5 state from v+ = 

0-5 as well as several vibration states of seven low-lying excited states. Vibrational constants of 

ωe = 892.4(15) and ωexe = 1.3(2) cm-1 were determined for the ground X4.5 state and also for 

five of the seven observed electronic states. It was concluded that since the electronic states all 

had similar ωe  values, they all originated from the Nd3+(4f3)O2-(2p6) configuration. The energy 

difference between the X4.5 and the (1)5.5 states was found to be 1840 cm-1, which is quite 

similar to the atomic 4I5.5-
4I4.5  spin orbit split of 1987 cm-1, indicating spin-orbit conservation. 

To date, there has been no characterization of NdO+ at molecular energies above 8000 

cm-1. Observation of both NdO and NdO+ transitions in the visible spectral range is needed to 

confirm the production of molecular ions in the USAF space cloud. Further characterization of 

NdO will also allow comparisons to LFT calculations and provide benchmarks for computational 

model improvements.  

5.1.3 Previous Studies of SmO and SmO+ 

 The electronic structure of SmO has been primary characterized through laser-induced 

fluorescence and dispersed fluorescence spectroscopic techniques. Initial spectroscopic 
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measurements were performed by Hannigan21, in which SmO was produced by vaporizing Sm in 

an oven at high temperatures (1000 °C) and crossing the vaporized Sm beam with SO2. 

Fluorescence was induced with a N2 pumped tunable dye laser and was detected at excitation 

wavelengths of 571-664 nm. Molecular bands from 647-654 nm were observed but were 

extremely broadened due to the high-temperature production conditions. Fluorescence lifetimes 

were recorded but the only rotational information obtainable was whether the rotational 

bandheads were blue- or red-degraded.  

After Hannigan, the primary spectroscopic characterization of SmO was performed by 

Linton and co-workers22-25. In these studies, SmO was generated in a Broida oven by reacting 

entrained samarium vapor in argon with oxygen. Fluorescence was induced in the SmO flame by 

a ring dye laser and detected through a monochromator. Dispersed fluorescence spectra were 

recorded by exciting the Q branch of each band and dispersing the fluorescence with a 

monochromator. In the earliest study, emissions to the electronic ground state as well as ten low-

lying excited states were observed22, with electronic energies agreeing well with ligand field 

theory calculations17. The ground electronic state was assigned as an Ω = 0- state and the 

equilibrium rotational constant Be as well as the vibration interval ΔG1/2 were determined for the 

ground X0- state and a couple of low-lying excited states.  High-resolution studies23, 24 expanded 

the number of observed transitions, resolving the isotopic structure of the bands. Term energies, 

rotational and Λ-doubling constants for the ground X0- state, twelve low-lying states, and eight 

upper states were determined for seven isotopes of samarium. To further characterize the ground 

X0- state, the [16.6]1-X0- 0-0 transition was used to determine25 the permanent dipole moments 

of the X0- and [16.6]1 states in both 152SmO and 154SmO. In this study, SmO was produced via 

laser ablation and supersonic expansion techniques and the Stark shifts of the R(0) and R(1) lines 
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were measured in electric fields up to 7.9 kV/cm. Ground state dipole moments of 3.517(20) and 

3.451(28) D were determined for the 152SmO and 154SmO isotopologues.  

In addition to the studies of Linton and coworkers, properties of SmO such as the electron 

affinity and ionization energy have been investigated in relation to the chemi-ionization of 

lanthanide metals. Weichmen et al.26 employed slow photoelectron velocity map imaging 

spectroscopy to determine an electronic affinity of SmO of 1.0581(11) eV. Using similar 

techniques to the study by Babin et al.16, transitions between the SmO- anion and neutral SmO 

were observed allowing term energies of the ground X0- and several low-lying states to be 

determined with the term energies in good agreement with previous works. Cox et al.6 employed 

photoionization efficiency (PIE) and pulsed-field ionization zero electron kinetic energy (PFI-

ZEKE) spectroscopy methods to determine the ionization energy of SmO. Creating SmO through 

laser ablation and supersonic expansion techniques, SmO was excited with a fixed energy photon 

via the [16.6]1-X0- origin band after which a tunable photon was used to ionize the molecule. 

The ionization energy determinations from both the PIE and PFI-ZEKE measurements were in 

an agreement with each other and a value of 5.7427(6) eV was reported. 

The electronic structure of SmO can be predicted by a ligand field theory model. The 

ground state of SmO will arise from the Sm2+(4f56s)O2-(2p6) electronic configuration. The lowest 

energy state from the f5 core will have an angular moment of Jc = 2.5, which will then couple to 

the spin of the s electron to produce Ja values of 2 and 3, with Ja = 2 lying lower in energy. The 

O2- ligand field will then split the Ja values into Ω projections from Ω = 0-Ja in ascending order. 

This results in a ground state Ω value of 0.  he symmetry of the Ω   0 state can  e determined27 

from the following sum  

𝐽1 + 𝐽2 + ∑ 𝑙1 + ∑ 𝑙2                                                       (5.2) 
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where Ji  and li are the total angular momentum and orbital angular momentum of each electron 

in the Ja = 2 state. The symmetry of the ground state angular momentum will be reflective of the 

odd or even character of the sum in (5.2). For the Ja = 2 state in SmO, the values of J and Σl for 

the Sm2+(4f56s) configuration will be 2 and 15 and the values of J and Σl  for the closed shell O2- 

configuration will both be zero. This gives a total sum of 17 which is odd, resulting in a Ω =  0- 

ground state for SmO. This has been confirmed by experimental studies22-25. As with NdO, the 

electronic structure of SmO is expected to be quite complicated due to the high density of states, 

as just the f5s  configuration alone gives rise to 72 electronic states. As with other lanthanide 

oxides, due to the density of states, states are either labeled as [10-3 T0]Ω or  i)Ω, where T0 is the 

term energy in wavenumbers and i is an index referring to an energy state with the specified Ω 

value in ascending order. 

 While there have been some computational efforts to describe the electronic structure of 

SmO, they are less numerous than those for NdO, due to computational difficulty scaling with 

the number of 4f electrons and relativistic effects. Field28 used a ligand field treatment to 

calculate the vibrational frequencies and omega values for the ground electronic states of 

lanthanide oxides but erroneously predicted a value of Ω = 2 for the ground state of SmO. Dulick 

et al.29 calculated lanthanide oxide electronic states under 10,000 cm-1 arising from a 4fN6s 

lanthanide configuration and established an Ω = 0- ground state for SmO. Carette17 et al. 

expanded the ligand field analysis and determined the energies of low-lying states for lanthanide 

oxides arising from lanthanide 4fN, 4fN-15d, 4fN-16s, and 4fN-16p electronic configurations, again 

confirming the Ω = 0-  character of the SmO electronic ground state. More recently, Paulovic et 

al.30, in order to propose a likely mechanism for the chemi-ionization of Sm, calculated potential 

energy curves of states of SmO arising from septet spin states using multiconfigurational second 
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order perturbation theory (CASPT2). Molecular constants for the 7Δ ground state were found to 

agree well with experimental values22. However, Paulovic et al. found that ground spin-orbit 

state of SmO was doubly degenerate, contradicting previous  Ω = 0 assignments. Definitive 

assignments of Ω values were not able to be made due to very small separations between the 

spin-orbit states that were beyond the capabilities of the calculations. Weichman et al.26 also 

performed CASPT2 calculations on SmO and SmO- to complement their cryo-SEVI 

experimental data. They found that their computational results agreed with the ground and low-

lying state energies from the SEVI results.  

 Both experimental and computational studies on the characterization of the electronic 

structure of the SmO+ are few to non-existent. The bond dissociation energy D0 of SmO+ was 

determined by Cox et al.6 using a guided ion beam tandem mass spectrometer (GIBMS). In these 

experiments, Sm+ and SmO+ ions were created in a discharge flow tube31, 32 and directed into a 

static gas cell, where they were reacted with an oxygen-containing gas. After collision, the gas 

products were focused through a mass filter and detected. Reaction cross-sections were 

calculated from product ion intensities relative to reactant ion intensities. The collision cross 

section as a function of the ion kinetic energy was fit to a model from which the bond energy 

was determined. For SmO+, a bond energy of 5.72(7) eV was obtained.  

 According to ligand field theory, the ground state of SmO+ should arise from a Sm3+(4f5) 

O2-(2p6) electronic configuration and should have a Russel-Sanders notation of 6Γ. Paulovic et 

al.30 have used CASPT2 theory to calculate the potential energy curve for the ground 6Γ state, as 

well as molecular parameters of re = 1.7414 Å, D0 = 5.74 eV, and ωe  = 781 cm-1. The 

dissociation energy D0 calculated agrees well with the experimental GIBMS results6. 
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Unfortunately, as there is no spectroscopic data available, the calculated equilibrium bond length 

and vibrational interval of the SmO+ ground state cannot be compared to literature values.  

 To confirm the production of SmO+ in the AF space clouds, spectroscopic 

characterization of  both SmO and SmO+ is needed. Little characterization of SmO at 

wavelengths below 640 nm exists and there is no spectroscopic characterization of SmO+  in the 

visible region.  

5.2 Preliminary NdO Results 

 Rotationally-resolved LIF spectra of NdO were obtained in the wavelength ranges of 

480-525 nm and 550-665 nm . Figure 5.2 shows the rotational structure of a band centered at 

16167 cm-1 assigned as the [16.17]4-X4 vʺ = 0 transition with a rotational temperature of 8K. 

Typically, rotational temperatures of 8-20K were observed for the jet-cooled NdO.  

 

Figure 5.2. Rotationally-resolved LIF spectrum of the NdO [16.17]4-X4 vʺ = 0 transition.  
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In Figure 5.2, the downward trace is a theoretical simulation generated by PGOHPER33. Upper 

and lower states were treated as Hund’s case (c) and rotational energies were fitted to  

𝐹𝑣(𝐽) =  𝐵𝑣[𝐽(𝐽 + 1) − 𝛺2]                                                    (5.3) 

where Ω is the total angular momentum projection on the internuclear a is. In Figure 5.2, large 

gaps between the Q and the P/R branches can be observed, indicative of upper and lower states 

with high Ω values.  It was found in the fitting process that many o served  ands did not 

originate from the X4 vʺ = 0 ground state but from low-lying excited states, a result of possible 

inefficient cooling of electronic and vibrational energy levels. Because of the high-density of 

these low-lying excited states, fitting the rotationally resolved excitation spectra alone can be a 

challenge if the lower energy state is not known. In this work, transitions were assigned by first 

determining the ΔΩ value using  oth the rotational  ranches’ relative intensities and the first   

and R branch line. Typically, the most intense rotational branch is indicative of the ΔΩ value. 

For e ample, in ΔΩ   0 transitions, the    ranch has a much higher intensity than the     

 ranches whereas in ΔΩ   ±  transitions, either the   or    ranch has the highest intensity. 

Using Figure 5.2. as an example,  it can therefore be inferred that the transition centered at 

16,167 cm-1 is a ΔΩ   0 transition due to the high intensity of the  -branch. This, however, is 

not a fool-proof method as signal fluctuations produced by laser ablating different surfaces of the 

rod can alter the relative intensities of branch lines. Therefore, in addition to the relative 

intensities of the rotational branches, the gaps between the Q branch and the P/R branches were 

also used to determine the ΔΩ value of the transition. For a given Ω, the rotational quantum 

number J must be J ≥Ω.  his results in the a sence of low J transitions in states with Ω > 0. In 

Figure 5.2. it can be noted that the first R and P lines are R(4) and P(5) indicating a 4-4 Ωʹ-Ωʺ 

transition.  
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After the ΔΩ value for a  ranch was determined, the dispersed fluorescence spectrum for 

that band was then used to determine the vibronic identity of the lower state. Dispersed 

fluorescence spectra were acquired by exciting the most intense rotational feature of the 

transition and then recorded the emission wavelengths through a monochromator. Figure 5.3 

shows the DLIF spectrum for the band at 16,167 cm-1 using an energy scale relative to the 

excitation energy. Emissions have been assigned with their vibronic states, using energy values 

from Linton et al.13 as a reference. 

 

Figure 5.3. Dispersed fluorescence spectrum induced by excitation of the NdO [16.17]4-X4 vʺ = 

0 transition. Emissions are assigned with the vibronic identities.  
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value of 0, the DLIF spectrum assigns this transition as a 4-4 Ωʹ-Ωʺ transition. Furthermore, it 

can be seen from Figure 5.3. that there are no emissions at energies below that of the excitation 

energy, further indicating that this transition originates on the ground vibronic X4 vʺ = 0 state 

and resulting in the assignment of [16.17]4-X4 vʺ = 0. 

 Once the lower state identity is confirmed, lower state molecular constant values from 

Linton et al.13 are fixed in the theoretical simulation and upper state parameters are determined 

by least squares fitting. The results for 15 rotationally-resolved bands are shown in Table 5.1. 

Three bands centered at 15152 cm-1, 15925 cm-1, and 16737 cm-1 were previously characterized 

by Kaledin et al.11 and denoted by their upper state notation of [VIII] and [X].  

Table 5.1. Molecular constants obtained from fitting results of rotationally-resolved NdO LIF 

bands.  

Transition v0 (cm-1) Bʹ (cm-1) Bʺ (cm-1) Avg Residual 

 (cm-1) 

τ (ns) 

[VIII]5-X4 0-0 15152.82(2) 0.3581(1) 0.3616 0.065 59(3) 

[VIII]5-X4 1-0 15924.77(2) 0.3549(4) 0.3616 0.074 55(8) 

[17.22]2-(1)3 vʺ =0 16068.56(2) 0.3744(2) 0.3520 0.027 88(6) 

[16.17]4-X4 vʺ =0 16166.96(3) 0.3663(7) 0.3616 0.033 34(2) 

[18.66]5-(2)4 vʺ =1 16245.53(2) 0.3739(1) 0.3496 0.047 45(1) 

[X]3-X4 0-0 16737.50(2) 0.3401(1) 0.3616 0.065 32(1) 

[18.07]4-(1)5 (n+1)-1 17541.54(1) 0.3526(2) 0.3606 0.020 43(5) 

[18.07]4-(1)5 n-0 17601.13(1) 0.35448(9) 0.3621 0.048 25.4(1) 

[18.08]4-X4 vʺ =0 18075.48(2) 0.3544(2) 0.3616 0.036 33.6(1) 

[18.2]3-X4 vʺ = 0 18174.72(1) 0.3781(2) 0.3616 0.028 151(22) 

[19.29]5-X4 vʺ =0 19287.92(5) 0.3758(6) 0.3616 0.084 50(2) 

[22.03]3-X4 vʺ = 2 20379.03(2) 0.35268(7) 0.3588 0.046 46(1) 

[22.44]4-X4 vʺ = 2 20782.55(3) 0.3365(2) 0.3588 0.088 78(2) 

[22.44]4-X4 vʺ = 2 20783.10(2) 0.3393(5) 0.3588 0.023 26(2) 

[22.01]3-(1)3 vʺ = 0 20852.37(4) 0.3370(5) 0.352 0.069 115(3) 
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Isotopic splitting of rotational lines was partially resolved in one intense band centered at 19719 

cm-1, shown in Figure 5.4. 

 

Figure 5.4. Rotationally fit of the 142NdO isotope in the [20.82]4-X4 vʺ = 2 transition.  

The isotopic splitting is most clearly seen in the P branch, where each rotational feature splits 

into three distinct lines. The four most prominent isotopologues of NdO are the 142NdO, 144NdO, 

146NdO, and 143NdO isotopes, with relative abundances of 0.272, 0.234, 0.172, and 0.122.  Based 

on the natural abundances, the rotational line splitting in Figure 5.4 was assigned to the  142NdO, 

144NdO, and 146NdO isotopologues. The value for the X4 vʺ = 2 state was taken from Linton et 

al.13 and was fixed in the rotational fits. The resulting molecular parameters for the isotopologues 

are listed in Table 5.2. 
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Table 5.2. Fitting results for the isotopically resolved rotational fit of the NdO [20.82]4-X4 vʺ = 

2 transition. 

Isotopologue v0 (cm-1) Bʹ (cm-1) Bʺ (cm-1) Avg Residual (cm-1) τ (ns) 

142NdO 19719.11(1) 0.3360(3)  

0.3588 

0.0246  

56(2) 144NdO 19718.91(1) 0.3356(3) 0.0267 
146NdO 19718.73(2) 0.3342(4) 0.0326 

 

  As mentioned previously, dispersed fluorescence for the NdO bands were obtained by 

parking the dye laser on the most intense rotational feature and recording emissions from 400-

900 nm. DLIF spectra were collected for a two-fold purpose: for assisting in band identification 

and for characterizing the vibronic structure of low-lying excited states. Figures 5.5 and 5.6 show 

the dispersed fluorescence spectra for the excitation bands listed in Table 5.1 and 5.2. 

  

Figure 5.5. Dispersed fluorescence spectra of NdO bands at excitation energies from 15,153 cm-

1 to 17,601 cm-1.  
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Figure 5.6. Dispersed fluorescence spectra of NdO bands at excitation energies from 18,075 cm-

1 to 20,852 cm-1. 

 In the DLIF spectra of the 16 SmO bands, emissions down to the X4, (1)5, (1)2, (2)2, (1)3, (2)4, 

(2)3, and (2)5 states were observed. Vibrational progressions were observed in all the states 

except the (1)2 state, in which just the v = 0 state was observed. For the (1)5 state, the v = 0 and 

  states were o served, allowing a Δ 1/2 determination of 831 cm-1. In the other states, 

vibrational levels up to v   5 were o served, allowing determining of ωe for these electronic 

states. Figure 5.7 shows a plot of all the observed ground and low-lying vibronic levels as a 

function of v + 0.5. 
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Figure 5.7. NdO vibronic energies of the electronic ground and low-lying states determined 

from the DLIF spectra, plotted as a function of v + 0.5. 

Vibrational energies were then fit to the simple Morse expression in Equation 3.4 and ωe was 

determine from the fits. An attempt was made to include the anharmonicity parameter ωexe in the 

fits by fitting the vibrational parameters to a quadratic function in v + 0.5 but this resulting in 

ωexe values with errors comparable in magnitude to the values themselves. Therefore, the final 

fitting results, which are listed in Table 5.3 only include the ωe parameter.  

Table 5.3. Vibrational parameter ωe for the electronic ground X4 and low-lying states of NdO 

determined from dispersed fluorescence spectra. 

(M)Ω ωe (cm-1) v states used in fit 

X4 838(1) 0-5 

(1)3 822(8) 0-3b 

(2)4 825(2) 0-4 

(2)3 827(2) 0-5 

(2)2 815(2) 0, 2-4 

(2)5 831(3) 0-4 
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It should be noted that while the (1)3 v = 1 state was not observed in any of the DLIF spectra, the 

value of 1980.3 cm-1 from Linton et al.13 was included to improve the fit.  

 Lifetimes of the upper states of the observed transitions were determined by recording the 

fluorescence lifetime of the transition. All decay curves exhibited single-exponential behavior 

and the lifetime was determined by fitting to a single exponential decay. The resulting lifetimes 

for the transitions are listed in Tables 5.1 and 5.2. Measurements of the fluorescence decay were 

taken in triplicate and the errors reported in Tables 5.1 and 5.2 are the standard deviations of the 

three lifetime measurements.  

5.3 NdO+ Results 

5.3.1. Search for NdO+ LIF 

An ArF (193 nm, 450 mJ) excimer laser was used to photoionize NdO at a time interval 

of  .5 μs  efore the pro e dye laser. Initially, the search for NdO+ LIF bands was conducted in  

the same spectral ranges in which NdO transitions were observed. Two spectral regions of 595-

600 nm and 600-602 nm, in which Kaledin11 observed strong NdO transitions, were employed 

for initial searches but no excimer-dependent transitions were observed. It was then speculated 

that upon ionization, the ground state electronic configuration of Nd3+(4f3)O2- restricts electronic 

orbital transitions of f↔f and f↔d types. Typically, f↔f transitions for lanthanides are rather 

weak and are located in the infrared region, which is out of the spectral scope of this project. The 

stronger f↔d transitions, however, are theorized to occur in the UV spectral range. It was also 

considered that green emissions were observed in the Nd space clouds. The NdO+ investigation 

spectra range was therefore shifted to blue and green wavelengths. To avoid fluorescence from 

the neutral NdO, dispersed fluorescence spectra were taken, recording only emissions at the X4.5 
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vibrational interval energy5 of 895 cm-1.  DLIF spectra were taken at excitation wavelengths of 

470-510 nm but no fluorescence attributable to NdO+ was observed. 

5.3.2. Emission Spectra of Nd-based Gas Expansions 

It is currently believed that in the space cloud experiments, the cloud emission profile 

was caused by UV-VIS solar excitation to high Nd or NdO electronic states, followed by visible 

emissions to lower states. In the Nd launches, emissions primarily in the green spectral region 

were observed.  To reproduce the space cloud results in the laboratory, Nd-containing supersonic 

expansions were excited with 193 nm photons from the ArF excimer and the resulting dispersed 

fluorescence was recorded from 400-900 nm. To determine which visible emissions were atomic 

or molecular, dispersed spectra were recorded using either a pure He or 1% N2O/He backing gas 

in the supersonic expansion. Emission spectra with the ArF laser focused and unfocused were 

also taken to identify if emissions originated from cooled species with little translational 

temperature early in the expansion stages or if the emission originated from hot, collisionally 

excited molecules, indicative of later stages in the evolution of the expansion. Emissions that 

appear only in DLIF spectra with the ArF laser unfocused can be assigned to later stages of 

plume evolution as the ArF laser is capable of exciting a greater spatial area of the gas 

expansion. Emissions in spectra with a focused ArF beam can be assigned to early stages of the 

expansion as in this case, only the expansion at a distance of 5 mm from the expansion orifice is 

excited. Figure 5.8 shows the emission spectra from the 193 nm excitation. 
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Figure 5.8. Emission spectra from Nd-containing gas expansions excited at a 193 nm ArF 

excitation wavelength. 

Emissions marked with asterisks are the ArF light detected at higher-orders on the diffraction 

grating of the monochromator. 

5.4 NdO and NdO+ Discussion 

 In the vibronic assignments of the NdO LIF spectra, it was found that while some of the 

transitions originated from vibrational zero-point levels, many of the higher energy transitions 

originated from vibronically excited energy levels. Vibronic levels up to 2412 cm-1 above the 

zero-point energy in the X5, (1)5, (2)4, and (1)3 electronic states were observed as transitions to 

lower states. In the LIF results, two sequence bands at 17541 cm-1 and 176013 cm-1 were 

assigned as the [18.07]4-(1)5 n-0 and [18.07]4-(1)5 (n+1)-1 transitions. An upper state 

vibrational interval of ΔG(n+1)-n   = 769.9 cm-1 was determined. However, the fluorescence 
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lifetimes values of 43(5) and 23.4(1) for the (n+1)-1 and n-0 transitions did not agree with each 

other, indicating the presence of a perturbation on the n level. One high-intensity band was used 

to obtain isotopically-resolved rotational parameters for the [20.82]4 state. Because no literature 

values were available for NdO isotopologues in the X4 v = 2 state, the lower state rotational 

constant was fixed to 0.3588 cm-1 and upper state rotational parameters were determined for the 

142NdO, 144NdO, and 146NdO isotopologues, presenting isotopically-resolved rotational 

parameters of NdO for the first time in literature. Fluorescence lifetimes were determined for all 

the observed LIF bands in this work, displaying a wide range of values from 25-115 ns. It was 

found that for most unperturbed bands, lifetimes on the order of 50 ns were observed.  

 In the DLIF spectra for the LIF bands of NdO, it was found that lower-energy states 

exhibited simpler emission spectra than their higher energy LIF band counterparts. This was 

somewhat expected, as due to the high density of states, the number of available emissions states 

would increase with increasing excitation energy. Emission spectra for the higher-energy 

excitations were very dense and values for the v  0 energies and Δ 1/2 vibrational spacings from  

Linton et al.13 were used to assign transitions to vibrationally-excited energy levels of known 

low-lying electronic states. Observation of emissions down to excited vibrational levels (up to v 

= 5) of the ground X4 state has allowed a determination of the X4 ωe constant of 838(1)cm-1. 

This value is consistent with   4 Δ 1/2 vibrational spacing  values both in experimental 

literature13, 14, 16 and predicted by ligand field theory18. The DLIF spectra also exhibit emissions 

to vibrationally excited levels of many low-lying electronic states, which are listed in Table 5.3. 

The  v = 0 state values determined from the DLIF spectra for these electronic states agree well 

with the experimental values from Linton et al.13 and  ligand field predictions18, 19. For the first 

time, ωe values for these electronic states have been determined.  It can be seen from Figure 5.7 
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that vibrational spacings of the ground X4 and low-lying electronic states are very similar, and 

these states all exhibit similar ωe values. This is indicative of these electronic states arising from 

the same electronic configuration. Ligand field theory calculations have suggested that the 

observed low-lying electronic states in this work all arise from the ground Nd2+(4f36s)O2-(2p6) 

configuration. This notion is supported by this work, both from the values of electronic state 

origins and the similar magnitude of their vibrational spacings.  

Despite attempts, no LIF signal able to be correlated to NdO+ was observed. 

Photoionization with an ArF excimer laser was initially chosen due to the excimer photon having 

a sufficient energy (6.42 eV) to ionize NdO (5.51 eV). The beam energy per unit area was 14.3 

J/cm2 and it was estimated that an energy per unit area of 3.2 J/cm2 was sufficient to ionize NdO. 

Unlike with Sm, the dissociation energy of NdO is higher than the pulse energy from the ArF 

excimer, NdO can only undergo ionization upon interaction with the 193 nm photon. Depletion 

curves of Nd and NdO would be useful in determining if ionization of NdO is actually occurring 

in the chamber. By exciting Nd I lines that originate in the atomic Jʺ = 4 ground state in the 

presence and absence of the ionization beam, the percentage of atomic Nd being depleted by the 

ArF beam can be determined. Inconveniently, strong Nd I lines originating from the ground state 

and known NdO bands originating from the ground X4 state do not lie in the same spectral 

region. It is therefore recommended that intense NdO [16.17]4-X4 vʺ =0 band and the Nd I line 

at 492.453 nm be used for depletion measurements. There is also a possibility that NdO was 

ionizing but then recombining with an electron on a shorter time scale than the time delay 

between the ArF and probing dye laser pulses. However, kinetics studies6 have determined that 

this recombination event is not favorable and highly unlikely.  
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There seems to be two likely explanations for the lack of NdO+ production. First, the 

ionization cross section at 193 nm might be too low. The cross section of photo-ionization is 

dependent on the energy of ionization photon. The closer the photon energy to the ionization 

threshold, the higher the cross section. The ArF photon has an energy 0.91 eV greater than the 

ionization potential of NdO. It may be that the excess energy of the ArF pulse is limiting the 

ionization of NdO. One other possible explanation for the lack of  observation of NdO+ bands 

may be in an incorrect spectral range. As previously mentioned, when NdO ionizes, the Nd atom 

loses the 6s electron, obtaining a Nd3+(4f3)O2- configuration. This limits transitions to weak f↔f  

transitions or stronger f↔d transition typically located in the UV spectral region for lanthanides. 

Searches for NdO+ LIF spectra were taken from 470-510  but no molecular signals were found. 

Future work should attempt at looking for NdO+ transitions more into the UV.  

In the laboratory, the space cloud experiments were replicated by exciting the supersonic 

expansion with the ArF pulse and then recording the dispersed fluorescence. Sharp, atomic 

features can be seen in the emission spectra centered at 750 nm. In the He-based expansions, 

when the ArF laser is focused, an underlying broad emission occurs also centered at 750 nm . In 

the expansions with N2O, emissions appear in the 450-550 nm range, as well as the 700-800 nm 

range. Neither of these emissions correspond to known NdO emissions. Unfortunately, regions 

past 680 nm are inaccessible with the XeCl-pumped dye laser so the 700-800 nm emissions are 

not able to be characterized. LIF survey scans from 470-510 nm were conducted in hopes of 

finding NdO+ bands, but no molecular bands were observed. It might be useful though to 

continue the search past either more in the green spectral region or down towards 440 where the 

emission is the strongest. Future work should pursue this avenue. 
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5.5 SmO Results 

5.5.1. Low-Resolution LIF and DLIF Results 

Rotationally-resolved laser-induced fluorescence spectra of SmO were obtained in the 

spectral range of  647-680 nm.  Figure 5.9 shows the rotational structure of a band centered at 

15,350 cm-1  assigned as the [15.35]1-X0- (v=0) transition with a rotational temperature of 50K. 

Typically, rotational temperatures observed in the SmO spectra ranged from 10-50K.  

 

Figure 5.9. Rotationally-resolved LIF spectrum of the SmO [15.35]1-X0- (v=0) transition. The 

insert shows the isotopic splitting of the rotational lines as well the natural abundance for the 

four prominent SmO isotopes. 

In Figure 5.9, the downward trace is a theoretical simulation generated by PGOHPER33. Upper 

and lower states were treated as Hund’s case  c) and rotational energies were fitted to  
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where Ω is the total angular momentum projection on the internuclear axis and q is a Ω-doubling 

constant introduced for states with |Ω|>0.  As can be seen from Figure 5.9, isotopic splitting of 

the rotational lines was partially resolved, with each rotational line being split into two features. 

These two features were assigned as 152SmO and 154SmO lines, as the 152Sm and 154Sm isotopes 

have the greatest natural abundancies of 26.75% and 22.75%. The theoretical fit generated in 

Figure 5.9 is for the more intense 152SmO isotopologue.  Seven SmO transitions were observed 

in the spectral region but only four of these were able to be rotationally fit. For each band, 

separate rotational fits were performed for the 152SmO and 154SmO isotopologues. Molecular 

constants obtained from the fits are shown in Table 5.4. Rotational constants for the (1)1 v = 0 

and X0- v = 0,1 levels were held constant in the fitting process using values taken from Bujin et 

al.24. 

Table 5.4. Molecular constants determined from rotational fits of SmO bands. 

 

Figure 5.10 shows the dispersed fluorescence spectra for the observed SmO excitation 

bands. The spectra are in terms of the relative energy difference from the resonant transition and 

laser scatter has been subtracted from the laser resonant transitions. Vibronic features with 

Isotope [T0] Ω′-  ʺ)Ωʺ v0 (cm-1) q (cm-1) B′ (cm-1) Bʺ (cm-1) Avg Res 

(cm-1) 
152SmO [15.43]0--(1)1 (v = 0) 15277.64(1) 0.0106(1) 0.3660(5) 0.357 0.042 

154SmO [15.43]0--(1)1 (v = 0) 15277.48(1) 0.0104(1) 0.3650(5) 0.357 0.035 

152SmO [15.35]1-X0- 1-1 15301.03(1) 0.0182(3) 0.3471(5) 0.352 0.023 

154SmO [15.35]1-X0- 1-1 15301.01(1) 0.0177(3) 0.3453(1) 0.351 0.014 

152SmO [15.35]1-X0- 0-0 15351.364(5) 0.0153(1) 0.3473(5) 0.353 0.022 

154SmO [15.35]1-X0- 0-0 15351.229(5) 0.01567(7) 0.3471(5) 0.353 0.014 

152SmO [17.21]2-(1)1(v =2) 15417.98(2) --- 0.3562(5) 0.355(1) 0.017 

154SmO [17.21]2-(1)1(v =2) 15417.958(7) --- 0.3543(4) 0.3559(3) 0.015 
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negative relative energies correspond to emissions with greater energy than the excitation 

energy.  

 

Figure 5.10. Dispersed fluorescence spectra of seven observed SmO bands.  

Figure 5.11 shows the DLIF spectrum of the [15.35]1-X0- 0-0 excitation with emissions labeled 

with the corresponding low-lying excited state. In this spectrum, vibronic emissions down to the 

ground vibrational level of the electronic ground X0- state or low-lying electronic states are 

observed. A transition to the first vibrationally excited level of the  X0- state was observed 

around 820 cm-1. 

 It can also  e inferred that these states  ehave well within a Hund’s case  c) coupling scheme, as 

the emissions observed rigidly followed the ΔΩ 0,±  selection rule.  
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Figure 5.11. DLIF spectrum of the SmO [15.35]1-X0- 0-0 excitation. 

Throughout the seven collected DLIF spectra, transitions to vibrationally-excited low-lying 

electronic states were observed, allowing vibrational characterization of these states. Vibrational 

energies G(v) were plotted as a function of v + 0.5, which is shown in Figure 5.12. 
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Figure 5.12. Vibronic energies of the electronic ground and low-lying states determined from 

the DLIF spectra plotted as a function of v + 0.5. 

Vibrational energies were then fit to the simple Morse energy level expression (Equation 3.4.), 

allowing determination of the vibrational constant ωe. Due to the low resolution of the spectra, 

the anharmonicity constants could not be determined with statistical significance. The fitting 

results are shown in Table 5.5.   

Table 5.5. Vibrational parameter ωe for the electronic ground X0- and low-lying states 

determined from dispersed spectra. 

(M)Ω ωe (cm-1) v levels in fit 

X0- 824(2) 0-4 

(1)1 820(2) 0-3 

(2)0+ 819(3) 0-3 

(3)0- 815(5) 0-3 
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5.5.2. Fluorescence Lifetime and Einstein coefficients Aij Determination 

Fluorescence decay curves were recorded for the excited states in Table 5.4 and are listed 

in Table 5.6. Decay curves were taken by setting the dye laser to excite the most intense 

rotational feature of a band, which was typically a bandhead or low-J rotational line. The decay 

curves exhibited single-exponential behavior and fitted lifetimes are reported in Table 5.6  

Table 5.6. Measured fluorescence lifetimes of SmO transitions.  

[T0] Ωʹ τ  ns) 

[15.03] 227(8) 

[15.25] 73(9) 

[15.43]0+ 67(2) 

[15.35]1, vʹ   66(5) 

[15.35] , vʹ 0 61(5) 

[17.21]2 47(1) 

[15.45] 117(4) 

 

 To determine the Einstein coefficients Aij for an upper state in Table 5.3 , the total decay 

rate of the upper state was determined by taking the inverse of the fluorescence lifetime. The 

total decay rate was then partitioned between the emissions in the dispersed fluorescence spectra 

according to their scatter-subtracted relative intensities. As an example, Table 5.7 shows the 

Einstein coefficients for emissions from  the [15.35]1, v’ 0 state.  

Table 5.7. Determined Einstein coefficients Aij for emissions observed in the [15.35]1-X0- 0-0 

DLIF spectrum. 

 mission to   )Ω v Aij (s
-1) x 10-6 

X0- v =0 7.56 

(1)1 v =0 1.53 

(2)0+ v =0 3.25 

X0- v =1 1.33 

(3)0- v =0 1.40 

(3)1 v =0 1.38 
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Einstein coefficients for the remaining observed vibronic states can be found in Section 5.8. 

Some emissions could not be assigned to known vibronic states, so these emissions are simply 

listed with their relative energy value from the pump energy. 

5.5.3 Hyperfine Structure of the [15.35]1 State 

 Using the high-resolution LIF techniques outlined in Section 2.2.2, the hyperfine 

structure of the [15.35]1 state was obtained by probing the [15.35]1-X0- 0-0  band at 15350 cm-1. 

Figure 5.13 shows the hyperfine structure of the R(4) line of the [15.35]1-X0- 0-0 band for the 

149SmO, 148SmO, and 147SmO isotopologues with a downward theoretical fit generated by 

PGOPHER for the odd isotopologues. 

 

Figure 5.13. Hyperfine structure of the [15.35]1-X0- 0-0 R(4) line of the 149SmO, 148SmO, and 

147SmO isotopologues.  
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In nuclear hyperfine structure, the nuclear spin I couples with the electronic angular momentum 

J to produce the total angular momentum F, where F takes the values  

𝐹 = (𝐼 + 𝐽), (𝐼 + 𝐽 − 1), … |𝐼 − 𝐽|                                                       (5.5) 

With large J values, F spans 2I + 1 components for isotopes with non-zero nuclear spin. Since 

the ground X0- possess no electronic angular momentum, all hyperfine levels will be degenerate. 

The [15.35]1 state however will split into 2I + 1 components when 𝐽 ≥ 𝐼 for isotopologues with 

nuclear spin. In SmO, all the even isotopologues possess zero nuclear spin. They therefore will 

exhibit no hyperfine structure. The 149SmO and 147SmO isotopologues, however, possess nuclear 

spins of I = 7/2 and will therefore split in eight components for 𝐽 > 7/2. This is evident in 

Figure 5.13, where one can see that the 149SmO and 147SmO isotopologues split into seven 

features while the line for the 148SmO isotopologue remains unsplit. 

 Using PGOPHER, in addition to the rotational energy expression in Equation 5.4,  the 

hyperfine transitions were fit to the following hyperfine Hamiltonian34 

�̂�ℎ𝑓 = 𝑎𝐼 ∙ �̂� + 𝑏𝐼 ∙ �̂� +
1

3
𝑐(3𝐼𝑧�̂�𝑧 − 𝐼 ∙ �̂�) +

𝑒𝑄𝑞0

4𝐼(2𝐼−1)
(3𝐼𝑧

2 − 𝐼2)                    (5.6) 

where 𝐼 is the nuclear spin of the Sm atom, �̂� is the electronic spin angular momentum and 𝐼𝑧 and 

�̂�𝑧 are their z-axis projections. In Equation 5.5, the 𝑎𝐼 ∙ �̂� term represents the nuclear spin – 

electron orbital angular momentum interaction, 𝑏𝐼 ∙ �̂� represents the Fermi contact interaction, 

and the c term represents the dipolar electron spin – nuclear spin interaction. The final term in 

Equation 5.5 is the nuclear quadrupole Hamiltonian, where eQq0 is the nuclear quadrupole  

coupling constant.  

In the fitting process, the rotational constant Bv and Λ-doubling parameter q were fixed to 

values from Table 5.4. The band origin v0 along with the nuclear spin-orbit interaction parameter 

a and nuclear quadrupole coupling parameter eQq0 were fitted to the experimental spectrum of 
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the odd isotopologues. Table 5.8 shows the fitting results for the [15.35]1-X0- 0-0  R(2-5)  lines 

for the 149SmO and 147SmO isotopologues. It should be noted that while the band center is listed 

in units of wavenumbers, the other parameters are displayed with MHz units. 

Table 5.8. Hyperfine fitting results for the [15.35]1-X0- 0-0 R lines. 

Transition Line Isotope v0 (cm-1) a (MHz) eQq0 

(MHz) 

Avg 

Res 

(MHz) 

 

 

 

[15.35]1-X0- 0-0 

R(2) 147 15351.404327(3) -366(1) --- 2.28 

149 15351.3613(1) -306(4) --- 8.29 

R(3) 147 15351.40643(4) -463(2) --- 2.67 

149 15351.36224(6) -388(4) --- 4.36 

R(4) 147 15351.41090(2) -593(1) -28(6) 1.38 

149 15351.36622(7) -492(4) -82(20) 4.69 

R(5) 147 15351.41041(5) -727(4) -29(16) 3.59 

149 15351.36478(7) -618(5) --- 5.63 

 

For some fits, the standard deviation of the eQq0 parameter produced by the theoretical fit was 

larger than its value so it was not included in the final version of the fit.  

5.6 Preliminary SmO+ Results 

5.6.1 Sm and SmO Depletion 

 An ArF (193 nm, 14.3 J/cm2) excimer laser was used to photoionize SmO at a time 

interval of  .5 μs  efore the pro e dye laser. Initially,  IF spectral ranges in which  m  

transitions were observed were chosen to search for SmO+ LIF transitions. Two spectral regions 

of 550-570 nm and 625-650 nm, in which SmO transitions are plentiful, were employed for 

initial searches but no excimer-dependent transitions were observed. It was then considered that 

upon ionization, the ground state electronic configuration of Sm3+(4f5)O2- restricts electronic 

orbital transitions of f↔f and f↔d types. Typically, f↔f transitions for lanthanides are rather 

weak and are located in the infrared region, which is out of the spectral scope of this project. The 

stronger f↔d transitions, however, are theorized to occur in the UV spectral range. 
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Consequently, the spectral range use to search for SmO+ transitions was shifted to blue and UV 

wavelengths. Searches for LIF spectra were made for the wavelength ranges 365-376 nm and 

420-450 nm, but no molecular ion signals were found. The two spectral regions had high 

densities of atomic transitions but no features that exhibited typical molecular band structures 

were observed in either region.  

 To determine whether SmO+ was being produced, depletion measurements of both 

atomic samarium and SmO were conducted. In these experiments, the dye laser was set to excite 

fluorescence from a Sm or SmO transition, and traces of the fluorescence decays were recorded 

in the absence and presence of the ArF ionization laser beam (for example, see Fig. 5.14). The 

time delay between the ArF and dye laser pulses was varied to produce the greatest depletion of 

Sm or SmO. Atomic Sm transitions at 17,775 and 17,788 cm-1 were chosen for depletion 

measurements, as they were located in the prevalent SmO spectral region, and they originated 

from either the atomic ground or the first excited state. An optimal time delay for the atomic Sm 

depletion was found to be 750 ns and, at this time delay,  the fluorescence at 17,775 and 17,788 

cm-1 was found to be depleted by 22.2% and 17.6%, respectively. The traces of the 17,788 cm-1 

fluorescence in the absence and presence of the ionization laser are shown in Figure 5.14. 
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Figure 5.14. Sm fluorescence at 17,778 cm-1 depletion measurements. 

For SmO, the [15.35]1-X0- 0-0 band was chosen for depletion measurements as the lower 

state is the zero-point energy of SmO. At an optimal time delay between the ArF and dye laser 

pulses of 600 ns, SmO fluorescence curves were recorded in the absence and presence of the ArF 

laser and are shown in Figure 5.15. A total SmO depletion of 12.7% was observed. 
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Figure 5.15. SmO [15.35]-X0- 0-0 fluorescence depletion measurements.  

5.6.2. Emission Spectra of UV-Excited Sm-based Gas Expansions 

 It is currently believed that in the space cloud experiments, the cloud emission profile 

was caused by solar excitation to Sm or SmO electronically electronic states, followed by visible 

emissions to lower states.  To reproduce the space cloud results in the laboratory, Sm-based 

supersonic expansions were excited with 193 nm photons from the ArF excimer and the resulting 

dispersed fluorescence was recorded from 400-900 nm. To determine which visible emissions 

were atomic or molecular, dispersed spectra were recorded using either a pure He or 1% N2O/He 

backing gas in the supersonic expansion. Emission spectra with the ArF laser focused and 

unfocused were also taken to identify if emissions originated from cooled species with little 

translational temperature early in the expansion stages or if the emission corresponds to 

collisional electronic relaxation, which would be indicative of molecules in later stages in the 

evolution of the expansion. Figure 5.16 shows the emission spectra from the 193 nm excitation. 
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Figure 5.16. Emission spectra from Sm-based gas expansions excited at a 193 nm ArF excitation 

wavelength. 

It should be noted that emissions at 579 and 772 nm marked with asterisks in Figure 5.16 are 

resonant ArF pulses detected at higher diffraction orders of the monochromator grating. 

5.7 SmO and SmO+ Discussion 

In the Sm space cloud experiments, high intensity broad emission features from 611-661 

nm were observed and attributed to molecular emissions. In this work, SmO transitions have 

been observed in the same spectral region, suggesting that the red emission features in the space 

cloud can be assigned as SmO transitions. In the LIF experiments, strong, intense SmO 

transitions originating from the ground X0- electronic state and the (1)1 first low-lying excited 

state were observed from 647-680 nm. Out of the four rotationally analyzed bands, two bands 

belonged to a  Δv = 0 sequence [15.35]1 and X0- states, as suggested by the rotational fits, the 
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DLIF spectra, and similar lifetimes. These sequences bands have allowed for a determination of 

the [ 5.35]  Δ 1/2 vibrational spacing, with values of 772.0 cm-1 and 771.6 cm-1 for the 152SmO 

and 154SmO isotopologues, respectively. For the first time, a vibrationally excited state of the 

electronic (1)1 state has been rotationally analyzed for the two major isotopologues of SmO.  

In the dispersed fluorescence spectra, vibrational progressions of multiple electronic 

states were observed, exhibiting a linear dependency on v + 0.5 (within the experimental error 

limits). Observation of emissions down to excited vibrational levels (up to v = 4) of the ground 

X0- has allowed a determination of the X0- ωe constant of 824(2) cm-1. This value is consistent 

with  X0- Δ 1/2 vibrational spacing  values both in experimental literature22-26 and predicted by 

ligand field theory22. The DLIF spectra also exhibit emissions to vibrationally excited levels of 

the (1)1, (2)0+ and (3)0- low-lying states. The  v = 0 state energies determined from the DLIF 

spectra for these electronic states agree well with the experimental values from Bujin et al.24 and  

ligand field predictions17, 29. For the first time, ωe values for the (1), (2)0+, and (3)0- states have 

been determined.  It can be seen from Figure 5.12 that vibrational spacings of the ground X0- and 

low-lying states are very similar, and these states all exhibit similar ωe values. This is indicative 

of these electronic states arising from the same electronic configuration. Ligand field theory 

calculations have suggested that the X0-, (1)1, (2)0+, and (3)0- states all arise from the ground 

Sm2+(4f56s)O2-(2p6) configuration. This notion is supported by this work, both from the values of 

electronic state origins and the similar magnitude of their vibrational spacings.  

In this work, the fluorescence lifetime of seven SmO transitions were determined and 

exhibited single-exponential behavior. It should be noted that while Hannigan21 also observed 

LIF transitions attributed to SmO from 647-655 nm, the lifetimes she observed exhibited double-

exponential decay behavior. The discrepancy between the single-exponential lifetime behavior of 
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this work and the double-exponential lifetime behavior observed by Hannigan can mostly likely 

be attributed to the method of SmO production. Hannigan produced SmO under thermally hot 

conditions, which involved heating Sm metal in an oven up to 1000°C, after which the Sm metal 

beam was collided with a SO2 molecular beam to form SmO. This process resulted in  hot, 

collisionally e cited  m . In contrast to Hannigan’s production method, this work employed 

supersonic expansion techniques, producing SmO under collision-free conditions, resulting in 

cooled internal degrees of freedom. Bi-exponential fluorescence decays are typically observed 

when after excitation the molecule is collisionally transferred to a lower energy state, from which 

the molecule relaxes to a final lower state. Because Hannigan produced SmO under hot 

collisional conditions, it is very plausible that the bi-exponential decay curves she observed were 

due to collisional relaxation. Since this current work produced SmO under collision free 

environments, single-exponential decay behavior is expected.  

Einstein coefficients have been determined for emissions observed in eight different SmO 

transition  using the fluorescence lifetimes and emission intensities from the dispersed 

fluorescence spectra. Typically, the calculated Einstein coefficients were on the order of 104-106 

s-1. To properly model the Sm space cloud releases, the Einstein coefficients for SmO as well as 

the solar pumping rate are needed. For the first time, SmO Einstein coefficients are reported and 

provide the opportunity to successful model the space cloud launches.  

Using high-resolution laser induced fluorescence, the hyperfine structure of the [15.35]1 

state was obtained using several rotational lines in the R branch of the [15.35]1-X0- 0-0 

transition. It was found that the magnitude of both the nuclear spin-orbit interaction parameter a  

and the nuclear quadrupole coupling parameter eQq0 were both negative. The negative a value is 

apparent from the hyperfine spectra, as transitions with larger values of F have lower energies. 
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The negative value for the nuclear quadrupole parameter eQq0 indicates a nuclear oblate 

symmetry. The Fermi contact interaction parameter b describes the interaction between nuclear 

and electron spin when an outer electron penetrates the nucleus. Because only s electrons have a 

non-zero probability density at the nucleus, the b parameter has a non-zero value for states 

arising from electronic configurations with sσ character. In the [ 5.35] -X0- 0-0 hyperfine 

structure fits, a zero value for the Fermi interaction contact parameter was obtained. This implies 

that the [15.35]1 state has very little sσ character, indicating that this state may arise from the 

promotion of the 6s electron to a pπ or ital or it may arise from the e citation of the f manifold. 

Unfortunately, without computational work, the only thing that can be said with certainty is that 

the [15.35]1 state has little to no sσ character. Further investigation should o tain the hyperfine 

structure of the [15.35]1-X0- 1-1 band to confirm the Fermi interaction contact parameter as well 

as obtain the hyperfine structure of the (1)1 state using the [15.43]0--(1)1 (v = 0) transition. Since 

the (1)1 is theorized to arise from a Sm2+(4f56s)O2- configuration, the structure should indicate a 

non-zero value of b, due to the unpaired s electron.  

The lack of observation of SmO+ is puzzling. Photoionization with an ArF excimer laser 

was initially chosen due to the excimer photon having a sufficient energy (6.42 eV) to ionize 

SmO (5.74 eV). The beam energy per unit area  was typically 14.3 J/cm2 and it was estimated 

that an energy per unit area of 3.2 J/cm2 was sufficient to ionize SmO. The depletion results for 

atomic samarium were pretty straightforward, indicating that atomic samarium was undergoing 

ionization, as that is the only energy path for an atom absorbing energy greater than its ionization 

potential. The results for the SmO depletion were less clear. SmO, upon absorbing 6.42 eV, can 

either ionize (5.73 eV) or dissociate (5.72 eV).  There is a possibility that the depletion of SmO 

was due to SmO dissociating and not ionizing. It was also considered that perhaps SmO was 
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ionizing but recombining with an electron on a shorter time scale than the time delay between the 

ArF and probing dye laser pulses. However, kinetics studies6 have determined that this 

recombination event is not favorable and highly unlikely.  

There seems to be two likely explanations for the lack of SmO+ production. First, the 

ionization cross section at 193 nm might be too low. The cross section of photo-ionization is 

dependent on the energy of ionization photon. The closer the photon energy to the ionization 

threshold, the higher the cross section. The ArF photon has an energy 0.68 eV greater than the 

ionization potential of SmO. It may be that the excess energy of the ArF pulse is limiting the 

ionization of SmO. One other possible explanation for the lack of  observation of SmO+ bands 

may be an incorrect spectral range. As previously mentioned, when SmO ionizes, the Sm atom 

loses the 6s electron, obtaining a Sm3+(4f5)O2- configuration. This limits transitions to weak f↔f  

transitions or stronger f↔d transition typically located in the UV spectral region for lanthanides. 

Searches for SmO+ LIF spectra were taken from 365-376 nm and 420-450 nm but no molecular 

signals were found. Future work should attempt at looking for SmO+ transitions more into the 

UV.  

In the laboratory, the space cloud experiments were replicated by exciting the supersonic 

expansion with the ArF pulse and then recording the dispersed fluorescence. Sharp, atomic 

features can be seen in the emission spectra centered at 560 nm and 750 nm. In the He-based 

expansions, when the ArF laser is focused, a strong broad emission profile appears at 400 nm. 

This is indicative of Sm+ emissions, as in a He-based supersonic expansion, this would be the 

most prevalent species right after expansion, experiencing little to no collisions. This can also be 

confirmed with the Sm II spectral database by Lawler et al.35, in which intense Sm II transitions 

are found from 380 – 430 nm. In the expansions with N2O, a broad emission center around 620 
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nm is observed and, upon focusing the ArF laser, broad emissions around 460 nm and 740 nm 

are observed as well. The emission around 640 nm is probably indicative of neutral SmO 

emissions, as confirmed by this work and previous experimental works22, 24. The question arises 

to whether the emissions at 460 nm and 740 nm belong to neutral SmO or the cation SmO+. 

Unfortunately, regions past 680 nm are inaccessible with the XeCl-pumped dye laser so the 740 

emission was not able to be characterized. LIF survey scans from 430-450 nm were conducted in 

hopes of find SmO+ bands but no molecular bands were observed. It might be useful though to 

continue the search past 450 nm where the emission is the strongest. Future work should pursue 

this avenue. 

5.8 SmO Einstein Aij Coefficients 

Table 5.9. Einstein coefficients for the [15.03]state.  

 mission to   )Ω v Aij (s
-1) x 10-6 

-1604 0.255 

-1188 0.0528 

-985 0.0397 

-575 0.712 

0 0.873 

141 0.086 

576 2.26 

1555 0.0242 

1663 0.101 

 

Table 5.10. Einstein coefficients for the [15.25] state.  

 mission to   )Ω v Aij (s
-1) x 10-6 

X0- v =0 0.54 

(2)0+ v =0 0.88 

X0- v =1 1.49 

(1)1 v =1 0.49 

1150 cm-1 0.65 

(2)0+ v =1 0.65 

X0- v =2 6.65 

(1)1 v =2 0.43 

(2)0+ v =2 1.98 
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Table 5.11. Einstein coefficients for the [15.43]0- state. 

 mission to   )Ω v Aij (s
-1) x 10-6 

X0- v =0 4.11 

(1)1 v =0 6.70 

(2)1 v =0 4.24 

 

Table 5.12. Einstein coefficients for the [15.25]1 v = 1 state. 

 mission to   )Ω v Aij (s
-1) x 10-6 

X0- v =0 0.042 

(1)1 v = 0 0.096 

600 cm-1 0.091 

X0- v =1 0.859 

(1)1 v =1 0.076 

(2)0+ v =1 0.268 

X0- v =2 10.5 

(1)1 v =2 0.326 

(2)0+ v =2 2.56 

(3)0- v =1 0.049 

X0- v =3 0.145 

(1)1 v =3 0.021 

(3)0- v =2 0.129 

X0- v =4 0.062 

 

Table 5.13. Einstein coefficients for the [17.21]2 state. 

 mission to   )Ω v Aij (s
-1) x 10-6 

(1)2 v=0 0.321 

(1)1 v=1 0.252 

(1)1 v=2 15.4 

(4)1 v=0 0.279 

(1)2 v=2 0.307 

(3)1 v=1 4.01 

(1)1 v=3 0.24 

(1)3 v=2 0.0726 

(3)1 v=2 0.555 
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Table 5.14. Einstein coefficients for the [15.45] state. 

 mission to   )Ω v Aij (s
-1) x 10-6 

X0- v =0 0.17 

X0- v =1 0.19 

X0- v =2 2.40 

2060 cm-1 3.77 

(3)0- v =1 0.62 

X0- v =3 0.40 

2900 cm-1 0.13 

3100 cm-1 0.23 

(3)0- v =2 0.39 

3750 cm-1 0.25 

(3)0- v =3 0.21 
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