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Abstract

EVOLUTION OF CD8 T CELL EPITOPES OF INFLUENZA A VIRUS

By Zheng-Rong Tiger Li

Influenza-specific CD8 T cells protect against severe pathology caused by heterosubtypic infec-
tion, mainly due to the conservation of influenza CD8 T cell epitopes. This conservation may be
explained by (1) functional constraints, (2) small selection on the escaping mutant, and (3) human
MHC polymorphism. We aim to model the interplay of these factors and quantify the parameters
experimentally.

We constructed a population genetics model that incorporates fitness cost, selective advantage,
and MHC allele frequency. Additionally, the development of compensatory immunity was consid-
ered by an ordinary differential equation system. Guided by the model, we designed a series of
experiments to estimate the parameters. We introduced an escaping mutation to the nucleoprotein
(NP) under PR8 (H1N1) back-ground. C57BL/6 mice of different immune status were challenged
with a 1:1 mixture of wild-type and mutant PR8 and the lung viral load of each strain was measured
by digital droplet PCR.

The population genetics model predicts that, within biologically reasonable range of parame-
ters, it takes 3 to 10 years for an CD8 T cell-escaping mutant to reach 50% of prevalence in the
population, if it does. The development of compensatory immunity further renders the invasion
‘transiently’ when the compensation level is beyond a threshold determined by above-mentioned
parameters. Based on the area under in vivo viral growth curves, the selective advantage of the
mutant PR8 is 0.27 [0.08, 0.2] in the intranasally primed C57BL/6 mice. Interestingly, the selec-
tive advantage significantly reduced in the intramuscularly primed C57BL/6 mice (0.04 [0.02, 0.06]).

We concluded that a CD8 T cell-escaping mutant either cannot invade or invades extremely
slowly, if the invasion entirely depends on selection. The lower selective ad-vantage in intramus-
cularly primed mice suggests the lung-resident memory CD8 T cells may be the primary source of
selection pressure on influenza virus.
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Chapter 1

Introduction

The Introduction chapter is structured in four sections. In sections 1 and 2, I will briefly review the

important features of influenza A virus (IAV) and the human immune system, respectively. Section

3 is dedicated to discussing the evolution of IAV and the role of adaptive immunity in shaping this

evolution. In section 4, I will propose the scientific questions and specific aims of my dissertation

research.

1.1 Influenza A Virus

Influenza viruses belong to the Orthomyxoviridae (ortho-: correct or normal; myxa: mucus) family

and are categorized into four genera: A, B, C, and D [1]. All types of influenza viruses cause

diseases in vertebrates, particularly in mammals and birds [2, 3]. This dissertation mainly focuses

on influenza A virus (IAV), which has been a major public health concern for decades [4].

1.1.1 Virology

IAV is an enveloped virus with sphere, elliptical, filamentous, or sometimes irregular shape [5]. The

genome of a complete influenza A virion consists of 8 single-stranded, negative-sense RNA gene

segments [1]. Each of the gene segments encodes a full-length viral protein; RNA-dependent RNA

polymerase (RdRP) subunit 1 (PB1), RdRP subunit 2 (PB2), RdRP acidic protein (PA), hemag-

1



1.1. Influenza A Virus 2

glutinin (HA), nucleoprotein (NP), neuraminidase (NA), matrix (M) protein, and non-structural

protein (NS) [1, 6, 7]. In addition, three of the gene segments (PB1, M, NS) contain another open

reading frame and thus can be translated into shorter proteins: NS2 [8], which was later renamed

as nuclear export protein (NEP) [9], M2 [10], and PB1-F2 [11]. Their specific functions will be

discussed below.

The physical structure of the virion can be roughly dissected into three layers. The outer

layer is a lipid envelope derived from the host cell membrane, from which the HA trimers and

NA tetramers protrude; additionally, a small number of M2 tetramers transverse the envelope [12].

Beneath the envelope, the M proteins form a shell that supports the membrane and encapsulates

the viral genome [12, 13]. Within the shell, the RNA strands wrap around the NP and are attached

to the RdRP complex [6, 7, 12].

Infection of IAV starts from the binding of HA trimers to host cell receptors, mainly sialic acid

moieties expressed on epithelial cells lining the respiratory tract [14, 15]. The virion enters host

cells via receptor-mediated endocytosis [16]. As pH of the endosome drops, HA trimers undergo

a conformational change, allowing the exposure of fusion peptide, which then inserts into the

endosomal membrane to serve as an anchor, assisting the fusion of the viral envelope and endosomal

membrane [17, 18, 19]. Meanwhile, the flux of protons into the endosome changes the conformation

of M2 proteins, which function as proton channels that allow protons to enter the interior of virion

[20], a process required for proper uncoating and release of the viral genome to the cytoplasm [21].

The negative-sense viral RNAs (vRNA) translocate into the nucleus [22], where the viral RdRP

transcribes vRNAs to (1) complementary RNAs (cRNA) that serve as templates for the replication

of viral genome and (2) viral messenger RNAs (mRNA) that are translated into viral proteins

via cellular ribosomes [23]. HA, NA, and M2 proteins are transported through the trans-Golgi

secretory pathway [24, 25, 26], while proteins required for replication and translocation of the viral



1.1. Influenza A Virus 3

genome are sent back to the nucleus (reviewed in [27]). Newly synthesized vRNAs form a stable

ribonucleoprotein complex by binding to the viral NP and RdRP [28] and are exported to the

cytoplasm, facilitated by M1 [22] and NEP [9]. These mature gene segments are then packaged

into the capsid formed by M1. The viral particles bud out and are released from the cell membrane

as the NA cleaves the sialic acids on host membrane proteins (reviewed in [29, 30]).

The nature of the segmented RNA genome highlights two essential features of IAV. First, viruses

with single-stranded RNA genomes tend to have higher mutation rates compared to retroviruses or

viruses with double-stranded RNA or DNA genomes [31, 32]. A recent estimate for the mutation

rate of IAV was within the magnitude of 10−4 substitutions per nucleotide per strand copied, or on

average 2 to 3 mutations per replicated genome [33]. Second, the segmented genome allows exchange

of gene segments between virions that co-infect the same cell, a process called reassortment [34].

Through gene reassortment, a highly pathogenic zoonotic IAV may acquire the ability to transmit

between humans and trigger a deadly pandemic, such as the viruses responsible for the pandemics

of H1N1 in 1918, H2N2 in 1957, H3N2 in 1968, and H1N1 in 2009 [35, 36] (see the next section for

detailed discussions).

1.1.2 Ecology and Epidemiology

IAV is categorized into subtypes, termed HxNy, where x and y refer to the types of HA and NA,

respectively. Today, 18 types of HA and 11 types of NA have been discovered in nature [1, 35].

Aquatic wild birds are the natural reservoirs of all IAV subtypes [2, 35] except H17 and H18,

which have been exclusively found in bats [37, 38]. Some of the subtypes have established stable

lineages in mammals. For example, the H1N1 and H3N2 subtypes have been co-circulating in

human population for decades [2], and the H3N8 subtype is circulating in horse [39].

This host preference for birds or mammals is mainly determined by (1) the specificity of HA and
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(2) the optimal temperature of viral replication [7, 15]. HAs of avian lineage IAVs have high affinity

for α-2,3-linked sialic acid (α-2,3-SA) moieties, which are mainly expressed by the epithelial cells of

the gastrointestinal (GI) tract of wild aquatic birds [40, 41, 42]. In addition, avian IAVs replicate

best at 42◦C, the core body temperature of birds [43]. In contrast, human lineage IAVs prefers to

bind α-2,6-SA moieties, commonly found on epithelial cells in the human upper respiratory tract

[44], and optimally replicate at 33◦C [45]. Some mammals and domestic birds, such as swine,

turkey, and quail, express both SA moieties in the respiratory epithelium, and thus may serve as a

‘mixing vessel’ for different lineages of IAVs [46, 47, 48]. In this section, I will focus on avian IAVs,

human IAVs, and the concerns about spillover.

Avian IAVs

IAVs are transmitted among aquatic wild birds via the fecal-oral route and result in largely asymp-

tomatic infection [49]. However, some lineages of H5 and H7 subtypes can cause severe pathology in

domestic poultry, such as chickens and quail [35, 49]. These lineages are known as highly pathogenic

avian influenza (HPAI), first detected in 1996 as an H5N1 subtype in geese in China [50]. In 2005,

an unprecedented outbreak of HPAI H5N1 in Qinghai Lake in central China killed around 6,000

migratory birds, and this lineage subsequently spread to Europe and Africa through the Central

Asian flyway [51, 52]. Since then, HPAI H5N1 infections have become frequent in domestic poultry

in Asia, Europe, and Africa. In a report published by the United Nations Food and Agricultural

Organizations in 2013, five asian countries (China, Viet Nam, Indonesia, Bangladesh, and eastern

India), along with Egypt, were considered endemic of H5N1 [53]. In the U.S., an outbreak of HPAI

in wild or domestic birds was detected from five northwestern states (California, Idaho, Oregon,

Utah, and Washington) during December 2014 and January 2015. The viruses responsible were of

H5N1, H5N2, and H5N8 subtypes, originated from Asia [54].



1.1. Influenza A Virus 5

From 1997 to 2015, a total of 907 human HPAI H5N1 infections were documented in Asian and

African countries, with around 70% hospitalization and 50% case-fatality rates [50]. The fact that

most of the cases (∼80%) have had exposure to poultry, as well as the shutdown of poultry markets

in Hong Kong in 1997 effectively stopping the outbreak of human HPAI H5N1 infection, implied

this avian IAV lineage did not acquire the ability to sustain inter-human transmission [35, 50].

Another lineage of HPAI, the H7N9 subtype, was first detected as LPAI in chickens in China,

2013 [55]. In subsequent outbreaks in 2016 and afterwards, the increased pathogenicity of H7N9

subtype infections was determined to result from multiple mutations in HA and reassortments with

IAVs of duck lineage [56]. From 2013 to 2017, 1,220 human HPAI H7N9 cases have been reported

in China, with around 60% hospitalization and 40% case-fatality rates [57]. Similar to the HPAI

H5N1, this lineage likely does not sustain inter-human transmission, as more than 70% of cases had

poultry exposure [57, 58] and the closure of live poultry markets effectively controlled the outbreak

[59].

Human IAVs

Up to the present, human lineages of IAVs are of H1, H2, and H3 subtypes, each of which has

caused at least one pandemic since 1900 (Table 1.1) [4].

It is noteworthy that although the ’Russian flu’ outbreak in 1977 was not considered a true

pandemic, it led to the re-emergence of subtype H1N1, which co-circulated with the H3N2 subtype

until 2009 [4]. Currently, the viruses responsible for seasonal influenza belong to IAV subtypes

Table 1.1: The four pandemics of IAV since 1900.

Year Common name Subtype Mortality (global) Mortality (U.S.) End of circulation

1918 Spanish flu H1N1 50-100 million 500,000 1957
1957 Asian flu H2N2 2 million 70,000 1968
1968 Hong Kong flu H3N2 1 million 30,000 currently circulating
2009 Swine flu H1N1 280,000 12,000 currently circulating
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H3N2 and H1N1, plus influenza type B [60, 61, 62]. The term seasonal refers to the regular pattern

of outbreaks observed in the temperate zones, where the incidence usually peaks during cold and

dry seasons, corresponding to November to next-year April in the Northern Hemisphere and May to

September in the Southern Hemisphere [63]. Cases reported in warm seasons are mostly imported

or sporadic. Seasonality is less apparent in the tropics; instead, transmission and infection of

influenza viruses are considered year-round [64].

Typical symptoms of influenza infection include fever, cough, sore throat, runny or stuffy nose,

muscle or body aches, headaches, and/or fatigue [62, 65]. A more severe case may develop pneumo-

nia, either caused by the virus or a secondary bacterial infection, and, in some cases, organ failure,

sepsis, and death [66]. A recent study integrated data from 47 countries and estimated that around

290,000 – 650,000 influenza-associated respiratory deaths occur annually worldwide, equal to 4.0 –

8.8 deaths per 100,000 individuals, with an upward trend in mortality rate with age (< 65 years:

1.0 – 5.1; 65-74 years: 13.3 – 27.8; > 75 years: 51.3 – 99.4) [67]. In the U.S., annual hospitalizations

(a surrogate marker for disease severity) and deaths are estimated between 140,000 – 810,000 and

12,000 – 61,000, respectively, since 2010 [68].

The frequent contact between human and birds or mammals serving as ’mixing vessels’ poten-

tiates spillover† of IAV. In fact, IAV has long been considered a threat to public health because of

several reasons:

1. The high mutation rate offers the virus opportunity to change its genetic compositions, which

may increase pathogenicity and/or switch host specificity.

2. Reassortment may grant zoonotic IAVs the ability to sustain inter-human transmission as

well as novel antigenicity.

†Spillover refers to the process through which a pathogen that originated from wild animals passes to humans, as
exemplified by HIV, Ebola virus, SARS-CoV, MERS-CoV, and, the most recent SARS-CoV-2 that causes coronavirus
disease 2019 (COVID-19) [69].
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3. IAVs can be transmitted through air (including aerosol and droplet) and direct contact [70,

71, 72].

1.1.3 Treatment

Currently, there are two types of FDA-approved antiviral drugs for treating IAV infections: ion

channel blockers (adamantanes), and neuraminidase inhibitors (NAIs, e.g., oseltamivir, zanamivir)

[35]. As mentioned, decrease of pH inside the virion is an essential step for viral entry. Adamantanes

function by blocking the ion channel (M2) and hence prevent proper release of viral genome from

endosomes. This type of drug is not currently recommended by CDC, due to widespread resistance

and its ineffectiveness in treating influenza B virus infection. Distinct from adamantanes, NAIs

act by inhibiting the catalytic function of neuraminidase, which is required for release of virions

from an infected cell. Treatment with NAIs has been proved to significantly reduce the symptoms

and infection course when being given within 48 hours after symptom onset [73, 74, 75]. Although

still recommended by CDC to treat severe IAV infection, NAI-resistant strains have been emerging

since the 2007-2008 flu season in Europe [76, 77] and 2008-2009 in Japan [78].

The critical mutation conferring adamantane-resistance is the M2-S31N, which originated in

2004 and quickly replaced the wild-type M2 within two years. One of the mutations conferring

oseltamivir resistance, NA-H274Y, emerged in 2007 and showed a similar pattern of rapid invasion.

These rapid emergence of drug-resistant IAV strains was quite surprising, since neither drug was

prescribed extensively in most countries. Several phylogenetic studies on the adamantane-resistance

suggested that its fixation was unlikely due to the selection pressure of the drug; instead, the M2-

S31N mutation may hitchhike along with the invasion of IAV strains with drifted HA antigenicity

[79, 80, 81].
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1.2 Immune Responses to IAV infection

All living organisms must defend against the invasion and colonization of foreign organisms [82].

Evolutionarily-advanced animals harbor a group of cells specialized for the defensive reaction [83].

These cells, collectively named leukocytes (leuko-: white; -cyte: cell), are further categorized into

granulocytes, monocytes, and lymphocytes, based on their appearance after Wright’s staining.

1.2.1 Overview of the vertebrate immune system

The vertebrate immune system has two arms: the innate immune response, and the adaptive

immune response [84]. Broadly speaking, innate immunity responds to evolutionarily conserved

molecules expressed by pathogens (also known as pathogen-associated molecular patterns, or PAMPs),

and activation of the innate immune response begins shortly after pathogen invasion. These re-

sponses include but are not limited to:

• Detection of PAMPs by pattern recognition receptors (PRRs) and activation of downstream

signaling pathways, for example, the toll-like receptors (TLRs) (reviewed in [85, 86]), the

nucleotide-binding oligomerization domain-like receptors (NLRs) (reviewed in [87, 88]), and

the product of retinoic acid-inducible gene I (RIG-I) [89, 90].

• Production of type I interferons (IFNs) that function to alert and transition the neighboring

cells to virus-resistant state [91, 92, 93].

• Expression of pro-inflammatory and chemotactic cytokines, which induce local inflammatory

reactions and recruit leukocytes from peripheral blood [94, 95, 96].

• Migration of leukocytes, mainly granulocytes and monocytes, into the infection site where

they perform many different immune functions such as cytokine production, phagocytosis,

antigen presentation, and tissue breakdown and repair [97].
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In contrast, the T and B lymphocytes, the primary cellular components of the adaptive immune

system, recognize unique molecular patterns specific to distinct pathogens, such as short peptides

or parts of the three-dimensional conformation of a protein. These unique patterns are referred as

epitopes and the molecules from which the epitopes originate as antigens. The adaptive immune

response is featured by its effectiveness of detecting and clearing invasive pathogens; however, it

generally takes 1 to 2 weeks to fully develop, much longer than the innate immune response (see

next section).

1.2.2 Adaptive immunity

The two arms of adaptive immunity, cellular immunity mediated by T cells and humoral immunity

mediated by B cells, play distinct but complementary roles in an immune response. Briefly, T cells

are responsible for detecting and killing intracellular pathogens, such as viruses and certain species

of bacteria (e.g., tuberculosis), as well as assisting the maturation of B cells and recruitment of

innate immune cells. B cells, on the other hand, are specialized in producing antibody that binds

to extracellular pathogens and foreign antigens (e.g., toxin) and promotes phagocytosis as well as

formation of membrane-attack complex mediated by complement.

The kinetics of adaptive immune response was first described in the early 1970s, where the

researchers monitored antibody and cellular cytotoxicity of rats following the inoculation of mouse-

or rat-derived leukemia cells [98, 99, 100]. Out of 100 rats tested, 65 had tumor regression within 2

weeks. The cellular cytotoxicity arose from days 3-5, peaked by days 9-10, and declined to low level

on day 14 post-inoculation [99, 100]. In contrast, the antibody titer peaked by day 10, declined

slightly and peaked again on day 35, followed by a gradual decrease [98]. Additionally, a secondary

inoculation of leukemia cells on either day 14 or 35 could raise the antibody titer but not the

cellular cytotoxicity.
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This boost of antibody titer by a secondary immunization is one of the most attractive, and

potentially useful, features of adaptive immunity – the immunological memory, referring to the

larger and quicker responses when the host encounters the same antigen again [101]. The next two

sections will briefly summarize the basic biology of B cells and T cells.

B cells and antibody

In the 1960s, B cells were first described as the cells in birds’ bursa of Fabricius that are associated

with antibody production (hence the name ‘B’ cell) [102, 103]. In mammals, these cells are orig-

inated from and develop in the fetal liver [104] or bone marrow [105, 106]. Once fully developed,

these näıve B cells – cells that have not yet encountered their cognate antigen – leave the bone

marrow and mostly enter secondary lymphoid organs (SLOs), i.e., spleen and lymph nodes. In the

SLOs, they may either become activated and differentiate into plasma or memory B cells, or they

die due to not encountering their cognate antigen.

Antibody, also known as immunologlobulin (Ig), is a soluble protein produced by plasma cells,

with the shape of a ‘Y’ and mass of 150 kDa as a monomer [107, 108]. It consists of two light chains

and two heavy chains, covalently linked by disulfide bonds [108, 109, 110]. The two antigen biding

sites are located at the tip of the branches, each of which is composed of the variable domains of

one light chain and one heavy chain. In addition to the variable antigen-binding regions of the tips,

there are constant domains, which make up the Fc region [108].

Based on the Fc region, antibodies are categorized into five classes: IgD, IgM, IgG, IgA, and

IgE, each of which has its own unique features and immunological functions.

• IgD is mainly expressed on the surface of näıve B cells, serving as the B-cell receptor for

activating signal transduction [111, 112, 113].

• IgM is expressed in two forms. The membrane-bound IgM monomer functions similarly to
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IgD [112, 114], while the secretory IgM exists as a pentamer that bind to antigen and serves

as a dock for the assembly of complement [115].

• IgG is the main type of Ig in the serum, secreted by plasma cells that have experienced

affinity maturation and class switching [116]. IgG can bind to its cognate epitope with high

affinity and specificity. If the epitope resides near the cell receptor biding site, IgG may

prevent the antigen from interacting with host cells, a process called neutralization [117]. In

addition, the Fc region of IgG can bind to Fc receptors expressed by various immune cells

and trigger their effector functions, e.g., phagocytosis by macrophages, antibody-dependent

cellular cytotoxicity (ADCC) by natural killer cells [118].

• IgA is also produced in two forms, serum IgA and secretory IgA [119]. The functions of serum

IgA are similar to those of IgG [120]. Secretory IgA (sIgA), on the other hand, has multifaceted

functions [121]. It is present at mucosal membranes as well as in external secretions (e.g.,

tears, mucus, milk) and exists as monomer, dimer, or tetramer, involving in both antimicrobial

defense [122] and immune regulation [121].

• IgE is the least common Ig subtype in serum. It usually binds to the FcεR of mast cells. The

presence of its cognate antigen aggregates neighboring IgE/FcεR complexes on the mast cell

and triggers the secretion of histamine, a central mediator of allergic reactions [123, 124].

T cells

T cells were discovered in the late 1960s from a series of studies aiming to elucidate the role

of thymus in mouse leukemia [125, 126]. Both B and T cells originate from the bone marrow

as common lymphoid progenitor (CLP), which has the potential to become either lineage [127].

Migration of CLP to the thymus through circulation and the subsequent signals, such as Notch
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[128], commit the progenitors to the T-cell lineage [129, 130]. Fully-developed näıve T cells migrate

to the periphery or SLOs where they may encounter their cognate antigen presented by dendritic

cells (DCs). A critical difference in antigen recognition between T and B cells is, unlike a B

cell being able to recognize either DC-bound or free antigen, a T cell must recognize its cognate

antigen bound by a self-originated major histocompatibility complex (MHC) molecule via its T-cell

receptor (TCR). This phenomenon, known as MHC restriction, was first described by Zinkernagel

and Doherty in 1974 [131], where they showed the presence of cytotoxic activity of mouse spleen

cells required at least one homologous MHC allele. In the subsequent paper [132], they further

suggested the recognition of self and foreign antigen are likely executed by one receptor, termed

the altered self model [133]. MHCs, TCRs and T cell epitopes will be discussed in sections 1.2.3

and 1.2.4.

Upon recognizing the cognate antigen presented by DC, T cells proliferate and differentiate into

several subsets, mainly the effector and memory cells. The selective proliferation of lymphocytes

with certain antigen specificity was formally formulated by Sir Macfarlane Burnet in the context

of antibody-secreting cells in 1959 [134]. One of the key experiments in support of this idea was

from Nossal and Lederberg [135], who isolated cells from the lymph nodes of rats immunized with

Salmonellae adelaide and S. typhi and demonstrated that the antibody produced by a single cell

can immobilize at most one of the bacteria, suggesting each cell only forms one species of antibody.

Evidences were accumulated in the next two decades and eventually led to the establishment of

clonal-selection theory for the B cells [136, 137]. On the contrary, clonal selection among T cells in

vivo was not fully accepted [138, 139] until 1986, when Denizot et al. [140] demonstrated a clear

proliferation of cytotoxic Ly-2+ (CD8α) cells in mice 10 days after injection of allogenic tumor cells,

and argued that the non-specific Ly-2− cells might explain the discrepancy in previous studies.†

†It is noteworthy that, from my perspective, this selective proliferation process in periphery is called clonal
expansion in contemporary immunological language, while clonal selection is now referred to the positive and negative
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According to which TCR genes are expressed, T cells are categorized into αβT cells and γδT

cells [141]. The αβT cells contribute to most of the diversity within the cellular immune response.

Based on the co-receptor, they are further classified into CD8 T cells and CD4 T cells. Upon

TCR activation, näıve CD8 T cells undergo clonal expansion and differentiate into cytotoxic T

lymphocytes (CTLs), which are capable of killing cells displaying cognate epitopes, or memory

CD8 T cells, which retain proliferative potential or effector functions [142, 143]. Similarly, näıve

CD4 T cells differentiate into distinct types of helper T cells (Th) upon activation, guided by the

cytokines produced by APCs [144]. In contrast, the TCRs of γδT cells show less diversity and

hence are considered to execute more innate-like immune responses [145, 146, 147].

Many studies have shown the importance of CD8 T cell immunity in controlling IAV infection;

therefore, we will concentrate our discussion on the effector functions of CTLs, and the development,

compartmentalization, and dynamics of memory CD8 T cells in section 1.2.5.

1.2.3 Major histocompatibility complex (MHC)

In mammalian immune system, MHC plays a critical role in cellular immunity by preventing un-

wanted reactions to normal self-originated antigens and inducing immune responses to intracellular

pathogens. While developing in the thymus, T cell precursors that (i) do not bind to self MHC

or (ii) bind to self-originated epitopes with too high affinity are eliminated from the T cell pool.

These processes are called positive selection and negative selection, respectively [148, 149, 150].

There are two types of MHCs, the MHC class I (MHC-I) and class II (MHC-II). The endoge-

nous antigens, which are mostly peptides derived from cellular proteins, are mostly presented to

patrolling CTLs by MHC-I [151, 152, 153]. The recognition of cognate antigen presented by MHC-I

triggers CTLs to (1) release perforin and granzyme B and (2) express Fas ligand (FasL), both of

selections in thymus and bone marrow that select for lymphocytes reactive to foreign antigens.
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which initiate apoptosis pathways in the antigen-bearing cell [154, 155, 156]. On the contrary,

expression of MHC-II is mostly limited to professional APCs (i.e., DCs, macrophages, and B cells),

which take up and degrade pathogens or soluble antigens from the environment and present these

exogenous antigens to CD4 T cells [151, 157].

Features of HLA genes

Human MHCs are encoded by the genes residing on chromosome 6, named human leukocyte antigen

(HLA). Each type of MHC has three loci: HLA-A, -B, and -C for MHC-I, and HLA-DP, -DQ, and

-DR for MHC-II, referring to the property of polygeny [158, 159]. Since human cells are diploid,

each locus has two alleles and both of the alleles are equally expressed (codominance). As a result,

a human cell may express at most 6 different MHC-I and 6 different MHC-II molecules, allowing

for sufficient coverage of potential non-self epitopes.

Before we discuss the most profound HLA property, polymorphism, it is worth introducing the

nomenclature of HLA alleles [160] (hla.alleles.org). Each HLA allele is named as follows: (1) a

capital letter followed by an asterisk, (2) four sets of numbers separated by colons, and (3) a suffix

capital letter if necessary.

(HLA-) Gene * Field 1 : Field 2 : Field 3 : Field 4 Suffix .

• Gene refers to the locus where this allele resides.

• Field 1 denotes the allele group to which this allele belongs.

• Field 2 names this specific allele.

• Field 3 indicates synonymous DNA changes within the coding region.

• Field 4 indicates any change outside the coding region.

http://hla.alleles.org/
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• Suffix is used to denote change in expression, if any.

For example, A*02:01 indicates this allele resides in the HLA-A locus and belongs to the A*02

allele group. A*02:01:02 differs from A*02:01:01 by synonymous DNA mutation(s) within the

coding region, and A*02:01:02:02 differs from A*02:01:02:01 by DNA change(s) outside the coding

region. See Table 1.2 for the suffixes used to denote changes in expression and their meaning.

Table 1.2: Suffix of MHC nomenclature

Suffix Origin Meaning

N Null Allele is not expressed.
L Low Allele is expressed at lower level than normal.
S Secreted Allele is expressed in a soluble, secreted form.
C Cytoplasmic Allele is expressed in the cytoplasm instead of on the cell surface.
A Aberrant Allele whose expression is not yet determined.
Q Questionable The mutation in the allele has been shown to affect the expression levels

in other alleles.

Polymorphism describes the existence of multiple alleles of a gene. HLA is the most polymorphic

human gene. As of September 20, 2019, more than 3,000 productive alleles have been reported for

each of the MHC-I loci, and 1,000-2,000 for each of the MHC-II loci (Table 1.3) [161].

Murine MHC genes reside on chromosome 17 and are named as histocompatibility 2 (H-2)

Table 1.3: Number of alleles of each MHC locus (updated
to September 20, 2019)

HLA class I HLA class II

Gene A B C DR∗ DQ† DP‡

Alleles 5,907 7,126 5,709 3,360 2,062 1,716
Proteins] 3,720 4,604 3,470 2,359 1,303 1,071
NullsO 308 244 243 141 83 83

∗DR includes DRA and DRB.
†DQ includes DQA1, DQA2, and DQB1.
‡DP includes DPA1, DPA2, DPB1, DPB2.
]’Proteins’ refers to the alleles that can be translated into
functional MHCs.
O’Nulls’ refers to the alleles that are not translated into func-
tional MHCs.
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[162]. Depending on the mouse strain, there may be two to three loci for MHC-I (H-2D, H-2K,

and some have H-2L) and one to two loci for MHC-II (H-2 I-A, and some have H-2 I-E). The MHC

haplotypes, which are defined as the combinations of alleles on one chromosome, were arbitrarily

defined in several common laboratory mouse strains; for example, the haplotypes of C57BL/6 and

BALB/c strains are defined as H-2b and H-2d, respectively [163].

Structure of MHC

MHC-I is composed of an α chain and β2 microglobulin (B2M). The α chain contains three domains,

with the α1 and α2 domains forming the peptide-binding groove and the α3 domain having a

transmembrane region [164]. B2M non-covalently binds to the α3 domain and helps stabilize the

MHC-I structure [165]. A typical MHC-I molecule has 6 pockets, referred to as A through F, which

non-covalently interact with the anchoring residues of the peptide [164, 166]. The positions and

chemical properties of the anchors vary across MHC-I alleles, but the carboxy terminus is usually

a hydrophobic amino acid, such as leucine, isoleucine, and valine [167, 168].

MHC-II is composed of an α chain and a β chain, both of which contain two domains [164].

The binding groove is formed by the α1 and β1 domains, while the α2 and β2 domains comprise the

transmembrane region. The open-ended groove of MHC-II allows peptides to have a longer length,

usually more than 13 amino acids [167]. Despite various peptide lengths, the section of the peptide

embedded in the binding groove usually has amino acids of similar chemical properties at positions

1, 4, 6, and 9 [167].

The α3 domain of MHC-I and α2 domain of MHC-II also serve as docks for the binding of CD8

and CD4 co-receptors, respectively. Co-receptor binding prolongs the interaction between TCR

and peptide-MHC, and is considered important for T cell activation [169].
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1.2.4 T-cell receptor (TCR)

The TCR complex consists of: (1) two antigen-recognition proteins (the α and β chains of the

TCR), and (2) a group of signaling proteins, collectively called CD3 [170, 171, 172]. The binding

of TCR and peptide-MHC initiates conformational changes of the CD3 proteins, allowing signal

transduction [173, 174, 175]. We will focus the discussion on TCR in this section.

As mentioned, the TCR is responsible for antigen recognition. To have sufficient breadth that

covers as many epitopes as possible, the TCR repertoire is extremely diverse within an individ-

ual [176, 177, 178, 179]. There are three regions on TCR known to contact the epitope, named

complementarity-determining regions (CDR) 1, 2, and 3, among which CDR3 is the most variable

[180, 181]. The extremely high diversity is created by two mechanisms: (1) V(D)J recombination,

and (2) P- and N-nucleotide addition.

V(D)J recombination was discovered in late 1970s and 1980s, first described by Tonegawa and

colleagues in a series of studies aiming to resolve the gene sequence of murine antibody [182, 183, 184,

185]. In his landmark review published in 1983, Tonegawa summarized the organization of antibody

gene sequences and proposed the potential mechanism for the V-J and V-D-J joining [186]. It is

noteworthy that, he also mentioned the contribution of imprecise joining ends to antibody diversity,

which was then named as P- and N-nucleotide addition [187, 188]. The fact that T cells employ the

same mechanism to generate the TCR repertoire was proved one year later [189, 190, 191]. Let us

first focus on TCR α chain. The human germline TRA gene has 70 to 80 variable (Vα) segments,

61 joining (Jα) segments, and one constant (Cα) segment [192]. During T-cell development, one

Vα and one Jα are randomly picked and ligated [193, 194]. In addition, the enzyme complex adds

nucleotides to the end of coding regions in palindromic (P-nucleotides) or non-template-encoded

(N-nucleotides) manners, which further increases the junctional diversity. Production of the TRB

gene follows the same rules as TRA. The TRB gene region has 52 Vβ segments, two diverse (D)
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segments, each of which is followed by an array of Jβ (6 for Jβ1 and 7 for Jβ2) and Cβ (1 for each)

segments [195].

Based on the numbers of V, D, J segments, the heterodimer pairing of α:β chains, and P- and

N-nucleotides, the total number of unique TCR sequences was estimated to be around 1018 [176].

However, most of these gene rearrangements may result in shift of reading frame or encode TCRs

that cannot pass positive or negative selection; hence, the number of unique TCRs observed in the

T-cell pool outside the thymus is much less. Qi et al. [178] estimated the diversity of the TRB

gene to be 100 million (108), and this diversity decreases with age and T cell differentiation.

1.2.5 CD8 T cell responses to IAV infection

CD8 T cells detect IAV by recognizing viral epitopes presented by infected cells; thus, infection must

occur in order to induce CD8 T cell responses. From this perspective, CD8 T cells, unlike antibodies,

do not provide sterilizing immunity against IAV [196]. However, the high specificity of antibodies

limits their potency for neutralizing a drifted or heterosubtypic virus, while many studies have

shown influenza-specific memory CD8 T cells can broadly protect against pathology resulting from

heterosubtypic IAV infection [196, 197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210].

Viral kinetics during a primary IAV infection

Smith et al. [211] studied the kinetics of IAV replication in näıve mouse lungs (Figure 1.1). Using

the 50% tissue culture infective dose (TCID50) as the measure of viral titer, they described the

kinetics of viral replication as having five phases:

1. Infection and undetectable virus (within 4 hours post-infection)

2. Exponential viral growth (4 hours to day 2 post-infection)

3. Peak of viral titer at around 106 TCID50 (∼day 2)



1.2. Immune Responses to IAV infection 19

Figure 1.1: Kinetics of influenza A virus replication during primary infection of mouse (adopted
from Smith et al. 2018). (A) Experimental data and curve of the best-fit model delineate the five
phases of viral kinetics: I. Infection and undetectable; II. Exponential growth; III. Peak; IV. Slow
decay; V. Rapid decay and clearance. (B) Curve of the best-fit model with 95% confidence interval.

4. Slow decay of virus (days 2 to 6)

5. Rapid decay and clearance of virus (days 7 to 9)

By fitting linear models to the slow and rapid decay phases, they estimated the viral titer

decreased at rates of 0.2 and 3.8 log10-TCID50 per day. If the switch from slow to rapid decay

reflected the induction of influenza-specific T cell responses, then these estimates suggested that

cellular immunity is 25 times more effective than the innate response in promoting viral clearance.

However, this model may not fully distinguish the contributions of resource limitations, innate

immunity, and T cell responses, in viral clearance.

CD8 T cell responses in IAV infection

The CD8 T cell response against IAV infection begins as tissue-resident DCs migrate from the

infected upper respiratory tract and lung, enter draining lymph nodes, and present viral epitopes

to näıve CD8 T cells [212, 213]. Following activation and differentiation, virus-specific CTLs sense
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the signals of C-X-C motif chemokine ligand (CXCL) 12 via C-X-C motif chemokine receptor

(CXCR) 4 and migrate to the infection site [214], where they clear the virus-infected cells via

extrinsic (Fas-FasL [215] or TRAIL-DR5 [216]) and/or intrinsic (release of granzymes and perforin

[215, 217]) apoptotic pathways. It is believed that the presence of CTLs results in the rapid decay

and clearance of virus after day 7 post-infection [213, 218, 219].

A fraction of activated CD8 T cells survive contraction of the effector T cell pool after clearance

of IAV and differentiate into long-lived memory CD8 T cells [220, 221]. Based on their circulatory

patterns, memory CD8 T cells are categorized into central (TCM), effector (TEM), and tissue-

resident (TRM) [222, 223, 224]. TCM circulate between the SLOs and peripheral blood, featured

by its CCR7+CD62+ phenotype and proliferative potential, whereas TEM circulate between blood

and non-lymphoid tissues (NLTs), express no CCR7 and heterogeneous amount of CD62L, and

are epigenetically poised for immediate effector functions (i.e., cytotoxicity, cytokine production)

instead of proliferative ability [225, 226, 227, 228, 229]. The TRM compartment were first described

in Masopust et al. [230] as long-lived memory cells in the NLTs of mice (e.g., lungs, liver, kidney)

exhibiting effector levels of lytic activity ex vivo. These cells, as characterized by later studies in mice

and humans [231, 232, 233, 234, 235, 236], do not enter circulation but dwell in and patrol the tissue

and are specialized for the rapid release of cytolytic granules (e.g., perforin and granzymes) and

secretion of cytokines that recruit and activate other immune cells from the circulation (reviewed

in [222, 224, 237, 238]).

Studies regarding the development and dynamics of CD8 TRM were mostly done in animal

models, and it is now believed that CD8 TRM residing in different NLTs need slightly different

signals to develop [237], although the presence of antigen [239, 240], expression of surface markers

associated with tissue retention [235] and downregulation of markers for tissue egression [241], as

well as environments with interleukin (IL)-15 [242] and tissue growth factor (TGF)-β [243, 242]
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are necessary in general. In the mouse skin, contact with conventional DCs is required [242],

while in the lungs, monocyte-derived APCs are indispensable [244]. Furthermore, distinct from

the skin, where CD8 TRM maintain a stable population, CD8 TRM in the lungs slowly decay after

the resolution of infection [245, 246]. The mechanism behind this limited longevity in the lung

remains unclear. Slütter et al. [245] had proposed that the decay of TRM simply reflects the

dynamics of CD8 TEM; however, several lines of evidence, including parabiosis experiments, show

that lung CD8 TRM are not replenished by circulating memory CD8 T cells. Hayward et al. also

demonstrated that the decay of IAV-specific CD8 TRM is accelerated by an unrelated respiratory

infection, e.g., Sendai virus infection (unpublished data). Lack of persistent antigen stimulation

might be an additional mechanism leading to TRM decay, since Uddbäck et al. [247] has shown the

immunization with AdNP, which is a replication-deficient adenovirus 5 vector expressing the NP

of A/Puerto Rico/8/34 (H1N1), results in persistent expression of NP and greatly improves the

longevity of NP-specific lung CD8 TRM.

CD8 T cell protection in heterosubtypic IAV infection

Although CD8 T cells do not provide sterilizing immunity, which completely prevents infection of

the host, several studies have shown they protect the host from severe pathology and, to a lesser

extent, limit virus transmission [218].

Mouse

An early study from 1994 compared the number of CD8 T cells in the bronchoalveolar lavage (BAL)

to viral loads after a heterosubtypic IAV challenge† [197]. They showed the depletion of CD8 T

cells in the upper or lower respiratory tracts partially reduced protection against heterosubtypic

infection. Also, as the time from immunization increased, the efficacy of heterosubtypic protection

†Heterosubtypic challenge means re-infecting the subjects with an influenza virus whose subtype differs from the
virus used for immunization; for example, immunizing with HKx31 (H3N2) and challenging with PR8 (H1N1). The
advantage of this experimental system is to avoid the interference of antibody induced by the first infection.
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declined. Two later studies recapitulated these findings and further established that the protection

against pathology is mediated by CD8 T cells in the mucosa [198, 199]. Recent studies showed

the CD8 T cell-mediated protection can be extended to highly pathogenic avian influenza, as

immunization of mice with IAV of H3N2 or H1N1 subtypes can protect against lethal infection

with H5N1 [204] or H7N9 [208].

Along these lines, Kreijtz et al. [204] found that memory CD8 T cells specific for the NP366-374

(ASNENMDAM) and PA224-233 (SCLENFRAYV) epitopes can respond to the slightly different

epitopes harbored by the H5N1 strain (ASNENMEVM and SSLENFRAYV), a feature termed

cross-protection. In addition, McMaster et al. [208] compared the weight loss and survival of mice

primed with PR8 (H1N1) through intranasal (i.n.) or intramuscular (i.m.) routes. Given that the

two routes induce similar numbers of systemic memory CD8 T cells but only the i.n. route induces

lung TRM, the finding that weight loss and mortality was similar between näıve and i.m.-primed

mice highlighted the importance of lung TRM in reducing severe pathology.

Interestingly, the epitope specificity of IAV-specific CD8 T cells may influence their protective

potential, and may in some scenarios have a detrimental effect upon IAV challenge. Crowe et al.

[248] showed that, even though PA244-specific CD8 T cells are present at roughly the same number

of NP366-specific CD8 T cells following a primary IAV infection, PA244-specific CD8 T cells may

delay viral clearance upon heterosubtypic challenge, likely due to poor expression of the PA244-233

epitope by airway epithelial cells.

Human

The importance of CD8 T cell immunity in IAV infection was first shown in a human challenge study

[218]. This study showed that individuals who had CD8 T cells prior to IAV infection had lower

viral loads in the nasal wash, a surrogate marker for transmission. However, this initial study did

not find any correlation between the number of CD8 T cells and symptom scores. In contrast, a 2013
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report from Sridhar et al. [207] analyzed data from a cohort study conducted during the outbreak

of pandemic H1N1 and found the number of memory CD8 T cells in peripheral blood negatively

correlated with the patients’ symptom scores. The existence of cross-reactive IAV-specific CD8

T cells in humans are supported by two additional studies [208, 249], where a fraction of CD8 T

cells isolated from subjects in North America can react to H7N9, which only sporadically spread

in China and unlikely infected the subjects prior to the study. Recently, Koutsakos et al. showed

the CD8 T cells can cross-react to type B and C influenza viruses, suggesting the protection might

be even broader than what was expected previously [250].

CD8 T cell epitopes of IAV

Mouse

Most of the CD8 T cell epitopes of IAV are defined in the H-2b background. The first epitope,

Db-restricted NP366-374, was found by Townsend et al. in 1986 [251]. In late 1990s and early

2000s, Db-PA224-233 [252], Kb-PB1703-711 [253], and a group of subdominant epitopes were discovered

[254, 255]. Thomas et al. summarized the major and minor epitopes of PR8 discovered from mouse

in a review in 2006 [256], which is recapitulated in Table 1.4. Recently, Wu et al. [257] used mass

spectrum to discover additional epitopes in the H-2b background.

Table 1.4: List of H-2b-restricted epitopes of PR8

Epitope Sequence MHC-I restriction

NP366-374 ASNENMETM Db

PA224-233 SSLENFRAYV Db

PB1703-711 SSYRRPVGI Kb

NS2114-121 RTFSFQLI Kb

PB1-F272-80 LSLRNPILV Db

M1128-135 MGLIYNRM Kb

Human

As of Mar 27, 2020, 446 human CD8 T cell IAV epitopes have been experimentally verified and cata-
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loged by the Immune Epitope Database (Table 1.5). A significant proportion of these epitopes were

contributed by a few studies using broad, systematic approaches. Assarsson et al. [258] screened

4,080 peptides against peripheral blood mononuclear cells (PBMCs) from 44 human donors, across

6 MHC-I supertypes. They identified 38 MHC-I-restricted epitopes, most of which were derived

from PB1 and M1. However, two later studies [259, 260], respectively focusing on the HLA-A2+ and

-A2− subjects, showed the majority of the IAV-specific CD8 T cell response was directed against

NP and, to a lesser extent, M1.

Besides those immunogenic epitopes, Rimmelzwaan et al. [261] reviewed all the CD8 T cell-

escaping mutations in IAV discovered before 2009 and separated them into two escaping mecha-

nisms. The first type of mutation changes the MHC anchor residue thereby abrogating peptide-

MHC binding; as a result, the epitope will not be presented at all. The second type of mutation

changes the conformation of the TCR-contacting interface, and thus memory CD8 T cells cannot

recognize the mutated epitope when presented by MHC-I.

Table 1.5: Numbers of experimentally verified human CD8 T cell epitopes
in IAV (updated to March 27, 2020)

PB1∗ PB2 PA HA† NP NA M1‡ M2 NS1 NS2

Total 43 12 18 18 226 7 80 21 18 3

∗Including epitopes derived from RdRP catalytic subunit
†Including epitopes derived from HA precursor
‡Including epitopes derived from matrix protein

1.3 Evolution of IAV

Influenza A virus is one of the fastest evolving pathogens. In this section, I will review studies on

the genetic and antigenic evolution of IAVs.
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1.3.1 Antigenic drift and shift

There are two mechanisms that result in antigenic change, antigenic drift and antigenic shift [1].

Most studies investigating these mechanisms focus on changes in hemagglutinin, which is the pri-

mary target of antibodies.

Antigenic drift

Antigenic drift results from one or a few nonsynonymous mutations, usually in the HA gene, that

change the chemical properties and/or the local conformation. Although HA-specific antibodies

have been postulated to be the driving force of antigenic drift, it was not initially clear how anti-

bodies impose immune pressure on viruses. Hensley et al. [262] proposed that these substitutions

mainly increase receptor binding affinity, enabling the HA-SA binding to outcompete the HA-Ab

binding, and, coincidently, this often resulted in changes to antigenicity. This hypothesis is re-

ferred to as generalized neutralization resistance. However, Lee et al. [263] used deep sequencing to

examine the quasispecies of IAV isolated from patients, and found most of the substitutions were

located at the antigenic site, supporting that the mutations per se changed the antigenicity without

necessarily changing the receptor binding affinity.

Smith et al. [264] used a multidimensional scaling technique to project the HI matrix, which

consists of the hemagglutination-inhibition titers of a series of anti-sera against a panel of viruses, to

two-dimensional plan. The distance between any two points on this map is the antigenic distance of

two viruses. They found that antigenicity clustered into distinct patterns; moreover, after naming

each cluster by its first isolate, it appears that ‘cluster transition’ happened every 2 to 8 years

for H3N2 (Table 1.6). A profound implication of this mapping is that, rather than a continuous

evolution as observed for the HA gene, antigenicity is evolving in a punctuated pattern [265].

This study created two important questions regarding the antigenic evolution of IAV. First,
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Table 1.6: Antigenic clusters of human IAV H3N2 subtype

Antigenic clusters Representative strain

HK68 Hong Kong/1968
EN72 England/1972
VI75 Victoria/1975
TX77 Texas/1977
BK79 Bangkok/1979
SI87 Sichuan/1987
BE89 Beijing/1989
BE92 Beijing/1992
WU95 Wuhan/1995
SY97 Sydney/1997
FU02 Fujian/2002
CA04 California/2004
FU05 Wisconsin/2005
BR07 Brisbane/2007
PE09 Perth/2009

certain mutations are associated with each antigenic cluster, but can the antigenic cluster be defined

by these mutations? Second, how and why is the evolutionary pattern of antigenicity (‘punctuated’)

distinct from that of nucleotides (‘continuous’), given that changes in antigenicity resulted from

mutations at nucleotide level?

The answer to the first question is ’yes’. Koel et al. [266] studied these mutations and found they

essentially determined the antigenicity of HA. The second question is not yet fully answered. Koelle

et al. [265] analyzed the antigenic clusters using phylogenetic information between neighboring

clusters, and found some of the neighboring clusters had indeed originated from the same ancestral

cluster. For example, the BE89 cluster gave rise to both BE92 and WU95 clusters, although the

BE92 cluster died out after the WU95 cluster emerged. A more comprehensive study by Bedford

et al. [267] integrated antigenic data into the phylogeny of IAV H3N2, H1N1, and two influenza B

virus strains (Victoria and Yamagata), and found that H3N2 was evolving the fastest among the

four.
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Antigenic shift

Antigenic shift happens when an IAV acquires a novel gene segment encoding a surface protein with

distinct antigenicity through reassortment. This primarily happens in IAV due to its segmented

genome and the extensive animal reservoir [268]. Indeed, all documented IAV pandemics were

considered to result from antigenic shift. For example, the pandemic of Asian flu (H2N2) in 1957

is thought to acquire HA, NA, and PB1 under the 1918 H1N1 background, and the pandemic of

Hong Kong flu (H3N2) in 1968 may have originated from its predecessor, H2N2, by acquiring novel

HA and PB1 gene segments from an avian IAV [269]. The well-studied 2009 pandemic H1N1 is

also a reassortant, consisting of gene segments from four sources [270, 271]:

• PB2, PA: North American avian IAV

• PB1: Human H3N2 IAV

• HA, NP, NS: Classical American swine IAV

• NA, M: Eurasian ‘avian-like’ swine IAV

As mentioned in section 1.1.1, antigenic shift may give rise to a highly pathogenic virus of

novel antigenicity, with almost no pre-existing herd immunity in the human population. This is an

important public health concern.

Population dynamics of IAV in human

Phylogenetic information helped construct the population dynamics of IAV in human. As men-

tioned in section 1.1.2 Human IAVs, incidences of IAV infection show a clear seasonality [272, 273].

A critical observation is that IAV strains which caused epidemics in the northern temperate region

usually were also observed during the next flu season in the southern temperate region [274]. This
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led to the hypothesis that IAVs are transmitted from the northern to the southern hemispheres,

while during the inter-epidemic seasons, the virus pool undergoes strong bottleneck, which shapes

the genetic diversity and dynamics of IAV strains. However, two studies published in 2008 pro-

vided genetic evidence in support of an alternative explanation, the source-sink model [275, 276].

In this theory, the tropical regions, mainly east and Southeast Asia where no apparent seasonality

of IAV infection is observed, serves as the source of genetically variable viruses due to continuous

and intensive transmission. Some of the viruses spread to the subtropical and temperate regions,

trigger epidemics under suitable climate conditions, and mostly die out there after the flu season

(sink).

1.3.2 Evolution of CD8 T cell epitopes in IAV

Given the drawbacks of an antibody-based immunization strategy, novel vaccine formulations in

development are attempting to incorporate antigens that may induce broadly-reactive and long-

lasting protection [277, 278, 279, 280]. The conserved regions of HA and/or NA and T cell epitopes

have been proposed as candidates for a ‘universal influenza vaccine’. Indeed, it has been shown

feasible to induce broadly neutralizing antibodies by engineered HA stem antigen [281]; however,

these antibodies may select for escaping mutations on the HA stem in vitro [282]. By contrast,

one study compared the substitution rates across the gene segments of IAVs currently circulating

in humans (H3N2 and H1N1) and found the surface portions of HA and NA have much higher

substitution rates than the other gene segments [283]. In addition, among all known CD8 T cell

epitopes of NP in humans, only 6 escaping mutations have been found [261]. Provided CD8 T

cells do protect against IAV infection, the overall conservation of CD8 T cell epitopes compared

to antibody epitopes raises an important question: Why are CD8 T cell epitopes of IAV are so

conserved?
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Before discussing different hypotheses for the conservation of CD8 T cell epitopes, and the

implications of these hypotheses, I would like to briefly review the three models of molecular

evolution: Neutral evolution, negative selection, and positive selection.

Three models of molecular evolution

Neutral evolution describes the dynamics of mutations which do not bring any fitness change to the

carrier. The dynamics of neutral evolution depend entirely on stochastic processes to determine

whether these mutations are passed on to the next generation. When the mutations alter the

fitness of the carrier, beneficial mutations are likely to be maintained through positive (Darwinian)

selection, while detrimental mutations are likely to be removed via negative (purifying) selection

[284].

Neutral evolution is best exemplified by synonymous mutations, which do not result in change

of the amino acid sequence of the protein product. Indeed, a conventional statistic for testing which

selection process a gene is undergoing is the ratio of the rate of substitutions at nonsynonymous sites

(dN) to the rate of substitutions at synonymous sites (dS). A dN/dS ratio close to 1 indicates neutral

evolution, while a ratio greater or less than 1 indicates positive or negative selection, respectively

[285, 286].

Do CD8 T cell epitopes in IAV undergo selection?

Early studies [287, 288] showed that alanine replacements at anchor residues of immunodominant

CD8 T cell epitopes (e.g., position 2 of M158-66, positions 2 and 9 of NP418-426) had a strong

detrimental effect on the virus, while the mutations at other residues, although also detrimental,

were tolerated to various extents. From these data they concluded that functional constraints may

limit variation in certain epitopes, especially at the anchor residues.
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There are two implications from this study. First, it implied that negative selection, which

purges mutations from the virus pool, maintains the overall conservation of CD8 T cell epitopes.

Second, as summarized in a later review article [261], mutations that are not at anchor residues can

result in escape, thereby possibly invading the virus pool if the selective advantage is large enough

to overcome the fitness defect.

A limitation of the Berkhoff et al. studies was the lack of consideration given to compensating

mutations that could rescue potential defects in viral fitness. Gong et al. [289] studied this question

by sequentially introducing mutations into the NP of A/Aichi/2/1968 (H3N2) strain and measuring

the ability of variants to replicate in vitro. Interestingly, although a single escaping mutation

(L259S, R384G, or V280A) largely impaired the viral growth, viability was rescued to wild-type

levels when co-mutations were introduced. In other words, escaping mutations are not necessarily

accompanied with fitness defects in natural IAV evolution. Later, another study from the same

group compared the phylogenies of NP and M genes between human- and swine-lineage IAVs [290].

The validity of this comparison relies on two presumptions:

1. The selection pressure from swine herd immunity is believed to be very low due to their short

lifespan; therefore, the evolution of swine-lineage viruses is neutral.

2. The epitopes targeted by human cellular immunity differ from those targeted by swine; thus,

the ’epitope region’, which is defined as the set of nucleotide sites included in at least one

of the known human CD8 T cell epitopes, is not under immune pressure mediated by swine

CD8 T cells.

Indeed, Machkovech et al. observed that the epitope and non-epitope regions of swine-lineage IAVs

had similar proportions of nucleotide sites with dN/dS > 1, supporting the neutrality assumption.

It was not surprising that human-lineage IAVs generally had a higher proportion of sites with dN/dS
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> 1 when compared to the swine-lineage viruses. The surprising finding was, among human-lineage

IAVs, the epitope regions had lower proportions of nucleotide sites with dN/dS > 1 than the non-

epitope regions. Although the implication was unclear since they did not report the average dN/dS

ratios, it may suggest that the epitope regions are undergoing less positive selection than the non-

epitope regions. To better separate the signal of positive selection from fitness defect, the authors

designed a new statistic, F , denoting the average number of epitopes affected by one mutation.

They found the average F of human-lineage IAVs was significantly higher than that of swine-lineage

IAVs, suggesting more epitopes are changed by a single mutation in human IAVs. Accordingly,

they concluded that CD8 T cell epitopes of human-lineage IAV are undergoing positive selection.

Changes in CD8 T cell antigenicity

To define the antigenic distance of CD8 T cell epitopes requires several careful calculations. Unlike

antibodies, each person is likely to harbor a unique set of HLA genes. Thus, there is no a strong

analogy of virus-antiserum pairs, nor a well-defined measure like HI titer, that can be universally

applied across CD8 T cell epitopes. Woolthuis et al. [291] defined the antigenic distance of CD8 T

cell epitopes by comparing the genome of each virus to the ‘epitope compendium’, which includes

all experimentally verified CD8 T cell epitopes in human from the Immune Epitope Database. The

antigenic distance between two viruses correlates inversely with the number of epitopes they have

in common. Namely, the more epitopes two viruses have in common, the shorter the antigenic

distance. If two viruses have exactly the same set of epitopes, the distance becomes 0.

Using this measure, they constructed an antigenic map for the subtypes of H1N1 (1932-1957,

1977-2015), H2N2 (1957-1968), H3N2 (1968-2015), and several zoonotic subtypes (H5N1, H7N9,

H9N2). They found the antigenic evolution of CD8 T cell epitopes showed a continuous pattern,

distinct from that of antibody epitopes. An interesting conclusion of their data from H3N2 viruses
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was, even if IAVs may gain or lose epitopes in consecutive years, the average number of CD8 T cell

epitopes per virus decreased over time, from ∼80 in 1968 to ∼65 in 2015. They postulated that

the decrease of epitope number results from adaptation of IAVs to herd cellular immunity.

One caveat to this study is the compendium of experimentally verified CD8 T cell epitopes may

misclassify a mutant epitope as ’lost’ if the mutant has not yet been tested. Specifically, suppose

E and E′ are the wild-type and mutant forms of one epitope, and the mutation does not affect its

antigenicity (i.e., E′ remain as immunogenic as E), then ideally, both epitopes should belong to

the compendium. However, if the antigenicity of E′ has not been experimentally verified, it will

not be included in the compendium based on the authors’ inclusion criteria; as a result, all isolates

harboring E′ will be treated as ’loss of epitope’. This reporting bias may be more severe among

the mutations recently acquired due to the lack of chance being tested.

Modeling the invasion of a CD8 T cell-escaping mutant

Despite the overall conservation of CD8 T cell epitopes, the six escaping mutants previously iden-

tified in human IAVs [261] replaced the wild type sequences strikingly rapidly – within 2 to 5

years. Gog et al. [292] proposed a model to explain the rapid invasion of one of these mutations,

NP-R384G, which abrogates the binding of NP380-388 to B*08:01 and NP383-391 to B*27:05. The

authors concluded that the stochastic persistence and bottleneck effect during the inter-epidemic

trough (discussed above) offers the mutant epitope a chance to replace the wild-type epitope, given

that escaping from CD8 T cells results in a longer period of infectiousness. Furthermore, a greater

number of founders with the mutation (i.e., viruses that effectively initiate the next epidemic) will

result in a higher probability and shorter duration of replacement. Nevertheless, as the source-sink

model pointed out, the viruses that initiate epidemics in the temperate regions are likely imported

from the tropics, where the inter-epidemic bottleneck is not as strong [276]. Thus, the rapid invasion
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may stem from other evolutionary mechanisms.

1.4 Concluding Remarks

Here I want to summarize current knowledge regarding the evolution of CD8 T cell epitopes in

IAV, and propose the research questions of this dissertation. It is clear that CD8 T cell epitopes

in IAV are more conserved than antibody epitopes. However, escaping mutations in CD8 T cell

epitopes still emerge, and they tend to replace the wild type epitopes rapidly. Given that people

who have IAV-specific CD8 T cells have reduced transmission and/or are protected from severe

disease during subsequent IAV infections, CD8 T cell immunity likely imposes selection pressure

on the virus. This dissertation aims to address the reason why CD8 T cell epitopes of IAV are

conserved, despite the selection pressure of CD8 T cell immunity.



Chapter 2

Modeling the invasion of a CD8 T
cell-escaping IAV variant

2.1 Results

There are (at least) three factors that can affect the fitness of an escape-variant: (i) The fitness

cost of the mutation; (ii) the extent of selection for the escape-variant in hosts carrying the relevant

MHC-I allele(s) (i.e. one that presents the wild-type form of focal epitope); (iii) the frequency

of hosts with the relevant MHC-I allele(s) in the population. We begin with a relatively simple

population genetics model that allows us to examine how the interplay between these factors affects

the rate of invasion of an escape-variant. This model assumes the selective advantage of the escape-

variant in a host is fixed. We then consider why this assumption may not hold and examine the

consequences of relaxing this assumption, using an epidemiological model for the spread of wild

type and escape-variant.

2.1.1 Population genetics model

Let us consider the wild type (WT) and one escape-variant (MT) that carries a mutated focal

epitope. Let h represents the set of MHC-I allele(s) that present the focal epitope of WT but not

MT, and let f equal the frequency of h. The MHC-I alleles that present epitopes other than the

34
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focal one, H, are at frequency (1−f). With the usual assumptions for Hardy-Weinberg equilibrium,

we have

Host genotypes

HH Hh hh

Genotype frequency (1− f)2 2f(1− f) f2

Relative fitness of WT 1 1 1
Relative fitness of MT 1−m 1−m+ rs 1−m+ s

where m, s, r denote the fitness cost of MT in all hosts, the selective advantage of MT in hosts

of hh genotype, and the dominance coefficient of the h allele, respectively. Here we have assumed

that the WT is equally fit in all genotypes, i.e., while h alleles present the focal epitope, the H

alleles present other epitopes carried by the virus, so that all alleles confer about the same level

of resistance. This is not true for the MT: While the H alleles still successfully present its other

epitopes, h does not present its focal epitope. The frequency of the MT in generation t, denoted

by qt, is given by

qt =
qt−1K

1− qt−1 + qt−1K
(2.1)

where K = (1−f)2(1−m)+2f(1−f)(1−m+ rs)+f2(1−m+s) is the mean fitness of MT in the

host population. Equation 2.1 allows us to examine how the rate of invasion of the MT depends

on: m, the fitness cost; f , the frequency of h; s, the selective advantage MT accrues in the hosts

of genotype hh; and r, the dominance coefficient as the ratio of selective advantage of MT in Hh

hosts to that in hh hosts. The dominance coefficient will depend on a number of factors, such as

(1) the immunodominance of the focal epitope, and (2) the relationship between the magnitude of

CD8 T cell responses and the rate of clearance of infected cells. In the absence of a quantitative

understanding of these factors, we set r at an intermediate value (r = 0.5), and in section 2.3.1 we

discuss the consequences of changing r to lower or higher values.

In Figure 2.1, we plot how the rate of invasion depends on the the selective advantage s of the

MT (x-axis) and the frequency f of the MHC-I alleles in which MT has a selective advantage (y-
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Figure 2.1: Rate of invasion of a CD8 T cell escape-variant. (A) Contour plots show the number of
generations on a log scale required for the escape-variant to increase from 0.01 to 50% prevalence
predicted by Equation 2.1. The approximate time for this to occur is calculated by assuming a
serial interval of 3-4 days between infections (i.e. that there are about 100 generations per year).
Fitness cost is set to 1% (i.e., m = 0.01). (B) We show the time for invasion under different fitness
costs, which goes from 0 to 10%. We see that even when the mutant does not have a fitness cost
(m = 0), it will invade relatively slowly if s and f are small due to the nature of CD8 T cell
protection and extent of MHC polymorphism. Ticks on the axes in (B) indicate the same numbers
as in (A).
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axis). The rate of invasion is plotted on a log scale – it shows the log10 of the number of generations

required for the MT to go from a prevalence of 0.01% to 50% in the host population. Given that

the serial interval for influenza is about 3 to 4 days [293], 100-generation corresponds to about one

year. In Panel A, we set the fitness cost to 1% (i.e. m = 0.01). There is a parameter regime (white

region with low s and f) where the fitness cost is sufficient to prevent MT from invasion. When

MT can invade, we see faster invasion when s or f increase.

Parameter m.

We show the effect of changing the fitness cost of MT (m) from 0 to 10% in Figure 2.1B. We see

that even if the escape-variant does not have any fitness cost (i.e., m = 0), it invades relatively

slowly when s and f are small (the region to the bottom left of the leftmost panel of Figure 2.1B).

See section 2.3.1 for more details.

Parameter s.

Building on the earlier ideas proposed by Halloran et al. [294], immunity can provide protection by

reducing susceptibility of immune individuals to infection (IES), as well as by reducing pathology

(IEP ) and transmission (IEI) in infected individuals. While the role of CD8 T cells in providing

protection against influenza remains to be fully understood, a number of studies suggest that they

play a significant role in reducing pathology (high IEP ). In humans, a greater number of IAV-

specific CD8 T cells prior to heterosubtypic virus infection is associated with faster viral clearance

[218] and fewer symptoms [207]. In support of human studies, mouse experiments have shown

the cellular immunity induced by H1N1 and/or H3N2 is able to protect the hosts from lethal

infection with avian H5N1 or H7N9 (see section 1.2.5). CD8 T cells are likely to be less effective

in preventing infection (very low IES), although they may reduce the viral load during infection
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(modest IEI). Consequently, the selection pressure on a virus imposed by all CD8 T cell responses,

1− (1− IES)(1− IEI), will be relatively low. Furthermore, since a virus has multiple CD8 T cell

epitopes, the selective advantage of a variant that escapes CD8 T cell responses to a single epitope

would be considerably smaller (see section 2.3.2 for details).

In conclusion, although CD8 T cells may provide some protection against severe pathology,

escape-variants having a mutated CD8 T cell epitope are unlikely to have much selective advantage,

even in the hosts with the relevant MHC-I that presents the wild-type epitope. In other words, we

expect s to be small.

Parameter f .

Escape-variants will accrue advantages in hh hosts and to a lesser extent (proportional to the

dominance coefficient r) in Hh hosts. For example, the R384G escaping mutation on the NP383−391

epitope is advantageous in the hosts who carry B*08:01 or B*27:05 but not in those who do not

carry these alleles. In Figure 2.2, we show the distribution of experimentally-verified CD8 T cell

epitopes derived from the nucleoprotein of human IAV retrieved from the Immune Epitope Database

(iedb.org). It is clear that no single epitope is presented by all human leucocyte antigen (HLA)

alleles, nor is there a single HLA allele presenting all epitopes. With this information and the

frequencies of HLA alleles based on the Allele Frequency Net Database (allelefrequencies.net), we

estimated the fraction of host population where the mutation at each amino acid residue would

confer a selective advantage (top panel of Figure 2.2). We see that mutations typically confer

selective advantage to the virus in only a small fraction of human population.

http://www.iedb.org/
http://www.allelefrequencies.net/


2.1. Results 39

Figure 2.2: Distribution of CD8 T cell epitopes derived from the nucleoprotein of human IAV. In
the main panel, each segment represents one unique CD8 T cell epitope derived from nucleoprotein
of human IAV, aligned with its relevant HLA allele. Epitopes that have empirically verified escape-
mutants reported are labeled in orange. The bar graph in left panel shows the weighted average
frequency of the alleles, which are grouped into 11 supertypes (highlighted in boldface). The bar
graph in the top panel shows the fractions of the population in which the virus with a mutation
in the corresponding amino acid may have a selective advantage. The fractions of homozygote
are shown in dark shades (dark red for HLA-A and dark blue for HLA-B) and the fractions of
heterozygote are in light shades (pink for HLA-A and light blue for HLA-B).
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Integrating parameters s, f , and m.

As mentioned in section 1.3.2, epistatic interactions allow the virus to potentially generate escape-

variants to a given CD8 T cell epitope without engendering a substantial fitness cost. Our results

show that, since s and f are small, these escape-variants will spread very slowly in the host pop-

ulation. For example, when f = 0.1 (i.e. the escape-variant has advantages in about 20% of the

infections, who are of hh genotype (f2 = 0.01) and of Hh genotype (2f(1− f) = 0.18)), an escape-

variant would spend 10 years reaching 50% prevalence, even if its fitness is 10% more than the wild

type (i.e. s = 0.1) in the hosts with relevant HLA and no fitness cost is accompanied (i.e., m = 0).

In conclusion, even if mutations that allow the virus to escape CD8 T cells specific for a given

epitope have little or no fitness cost, escape-variants will only increase in frequency very slowly.

2.1.2 Epidemiological models.

Compensatory immunity reduces the selective advantage of mutants over time.

The population genetics framework described above assumes that the fitness of an escape-variant

virus depends on host genotype and does not change over time. In particular, we assume that the

fitness of escape-variant (MT) relative to the wild-type (WT) equals (1−m+ s), (1−m+ rs), and

(1−m) in the hosts of hh, Hh, and HH genotypes, respectively. However, in a host of hh or Hh

genotype who has been infected by MT, recovered, and moved to the susceptible category (due to

antigenic drift), we might expect the selective advantage (s) of MT to decrease. This decline in s

could arise for at least two biological reasons. First, the mutated epitope is still presented by the

MHC-I; the mutation simply changes the configuration of the epitope recognized by the CD8 T cell

receptor [261]. In this case, the mutant epitope may induce a new set of CD8 T cells. Second, the

absence of CD8 T cell response to one epitope could result in compensatory increases in responses

to other epitopes.
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We show the fitness of WT or MT infections in the hosts of different genotypes in Figure 2.3.

In hosts of HH, the fitnesses of WT and MT are 1 and (1−m), the same as in population genetics

model. The fitnesses of MT in hosts of Hh and hh that are infected with MT for the first time

are (1 −m + rs) and (1 −m + s) as described earlier. After the hosts of Hh and hh recover and

regain susceptibility due to antigenic drift, the fitness of MT following reinfection with MT becomes

(1 −m + rs(1 − c)) and (1 −m + s(1 − c)), where c denotes the extent of compensatory CD8 T

cell responses. Parameter c ranges from 0 to 1, where 0 corresponds to no compensatory increase

in responses to other epitopes and 1 corresponds to full compensation. The ranges for the fitness

of MT in hosts of Hh and hh with prior WT and MT infections are shown by the dashed arrows

in Figure 2.3A.

Epidemiology of infections with wild-type and escape-variant viruses.

We use a simple epidemiological model to describe the changes in frequencies of susceptible (S),

infected (W and M for WT and MT infections) and immune (R) hosts. The subscript to S, W , M ,

and R populations indicates the viruses these hosts have been exposed to in the past. Individuals

can be infected multiple times during their lifetime due to antigenic drift at antibody epitopes

[295]. We incorporate this by letting individuals move from the immune (R) to susceptible (S)

compartments at rate ω [296]21.

We consider the epidemiology of WT infections in individuals of different genotypes, all of which

have the same structure as shown in Figure 2.3B. Prior to the introduction of MT, we assume that

the WT is circulating and hosts have CD8 T cell immunity to the wild-type epitope. Due to

antigenic drift, individuals typically get reinfected with a drifted strain every 5-10 years [295], and

we choose the rate of loss of immunity corresponding to this duration (ω = 5 × 10−4/day ≈ once

every 5.5 years). We begin the simulations with WT infections at equilibrium.
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Now, on the introduction of MT, the MT has fitness (1−m), (1−m+ rs), or (1−m+ s) in the

MT-infected hosts of the HH, Hh or hh genotypes, respectively. MT-infected individuals move to

the immune category with a subscript of WM (i.e., RWM ). Individuals in RWM become susceptible

due to antigenic drift in the virus and move to SWM . When individuals in SWM are infected with

the WT, they move to WWM and the WT has fitness 1, while when individuals in SWM are infected

with the MT, they move to the MWM and the MT has fitness (1 − m), (1 − m + rs(1 − c)), or

(1 −m + s(1 − c)) according to the host’s genotype. For simplicity, we incorporate the fitness in

the transmissibility parameter (β).

In Figure 2.4, we explore how the escape-variant (MT) spreads through the host population

following its introduction. In particular, we focus on how compensatory immunity changes the

outcomes predicted by the population genetics models. In Panel 2.4A, we chose a simple scenario

where the MT has a very small fitness cost (m = 0.001), a 5% and 2.5% selective advantages

(s = 0.05, rs = 0.025) in the hosts of hh and Hh genotypes, which accounts for 1% and 18% of the

population (f = 0.1), respectively, and compensatory immunity reduces the selective advantage by

90% (c = 0.9). In this scenario, we see that the MT now only transiently invades, and compensation

in host immunity causes the frequency of MT to decline as the population-level immunity against the

MT increases. In Panel 2.4B, we explore the consequences of changing the extent of compensation

(c). We see that the initial rate of invasion is very similar to what is predicted by the population

genetics model. However, once the MT has spread through the population, the outcome depends

strongly on the extent of compensatory immunity described by the parameter c. If c is small, then

the MT goes to fixation in a manner similar to that of the population genetics model. If c exceeds

a threshold value c∗ given by

c∗ = 1− m

sf2 + 2rsf(1− f)
(2.2)

then the MT only transiently invades but declines to extinction in the long run. The competitive
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Figure 2.3: (A) Compensatory immunity alters the fitness of escape-variant infection in the Hh
and hh individuals. We show the viral fitness in the hosts of different genotypes and infection
histories (being previously infected by WT only or both WT and MT). The fitness of WT infection
is 1 in all hosts (shown as the blue dot on the fitness scale). The fitness of MT in HH, Hh, and
hh hosts are (1 − m), (1 − m + rs), and (1 − m + s), respectively (shown as the red arrows in
the top panel and black dots on the fitness scale). Subsequent MT infections of Hh and hh hosts
result in lower viral fitness, (1−m+ rs(1− c)) and (1−m+ s(1− c)), which is dependent on the
extent of compensatory immunity, which reduces the selective advantage by c, and the dominance
coefficient, r (shown as the red dashed arrows in the bottom panel). (B) Diagram illustrating the
epidemiology of infections with WT (W shown in blue) and MT (M shown in red) in any of the
three genotypes. Susceptible (S) and immune (R) hosts are indicated by S and R, respectively.
The host genotype is indicated by the superscript j (j = 1, 2, 3 for HH, Hh, and hh), and the prior
infection status is indicated by the subscript (W for WT and M for MT).
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exclusion between WT and MT infections is shown in Panel 2.4C, where we plot how the outcome

depends on s, f , and c, given r = 0.5. Incorporating fitness parameters into the duration of

infection give similar results (results not shown). Furthermore, we show these results are robust to

the addition of seasonality (section 2.3.3).

In summary, the results of the epidemiological models show that the initial rate of invasion of

the escape-variant is similar to that in the population genetics model described by Equation 2.1.

However, at later time points, compensatory immunity reduces the rate of invasion. If the extent

of CD8 T cell immunity to the escape-variant is sufficiently high, the outcome may even reversed

if the overall selective advantage does not surmount fitness cost.

2.2 Materials and Methods

2.2.1 Population genetics model

The analytical solution is found by rearranging Equation 2.1 into

qt
1− qt

= K

(
qt−1

1− qt−1

)
= Kt

(
q0

1− q0

)

We then express t, the number of generation required for the MT to reach qt, by

t =
1

logK

[
log

(
qt

1− qt

)
− log

(
q0

1− q0

)]

The escape-variant can invade when K > 1, i.e.,

sf2 + 2rsf(1− f) > m
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2.2.2 Map of CD8 T cell epitope on influenza nucleoprotein

Epitope dataset was retrieved from Immune Epitope Database (iedb.org). We searched for MHC

class I-restricted linear epitope of influenza A virus (ID: 11320, FLUAV) in humans with at least one

positive T cell assay. We retrieved 1,220 records from IEDB, of which 514 were derived from NP.

After excluding the records longer than 12 amino-acid residues or with no HLA allele information

available, records with the same amino-acid sequence, with different sequences but at the same

location of NP and presented by the same HLA allele, or nested under a longer record, were

combined into one ’unique’ epitope. In total, 64 unique epitopes were identified. Escaping mutations

were identified from the literatures [249, 261].

HLA allele dataset reported by National Marrow Donor Program (NMDP) was retrieved from

The Allele Frequency Net Database (iedb.org). We included all the alleles that have been reported

to present at least one epitope in the epitope dataset, and calculated the average frequency weighted

by sample sizes. In addition, since the alleles in one HLA supertype prefer amino acid with similar

chemical property at certain residues of the epitopes, we grouped the HLA alleles based on the

classification proposed by Sidney et al. [168].

http://www.iedb.org/
http://www.iedb.org/
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2.2.3 Epidemiological model

The ordinary differential equations corresponding to Figure 2.3B are presented below.

dSjW
dt

= ωRjW − S
j
W

3∑
j=1

(
βjWW j

W + µjWM j
W + βjWMW

j
WM + µjWMM

j
WM

)
dSjWM

dt
= ωRjWM − S

j
WM

3∑
j=1

(
βjWW j

W + µjWM j
W + βjWMW

j
WM + µjWMM

j
WM

)
dW j

W

dt
= SjW

3∑
j=1

(
βjWW j

W + βjWMW
j
WM

)
− γW j

W

dM j
W

dt
= SjW

3∑
j=1

(
µjWM j

W + µjWMM
j
WM

)
− γM j

W

dW j
WM

dt
= SjWM

3∑
j=1

(
βjWW j

W + βjWMW
j
WM

)
− γW j

WM

dM j
WM

dt
= SjWM

3∑
j=1

(
µjWM j

W + µjWMM
j
WM

)
− γM j

WM

dRjW
dt

= γW j
W − ωR

j
W

dRjWM

dt
= γ(M j

W +W j
WM +M j

WM )− ωRjWM

where j = 1, 2, 3 denotes the genotype of HH, Hh, and hh, respectively. We started simulations

from the equilibrium of WT infection, i.e.,

∗SjW =
γ

β
· Freq(j), ∗IjW =

ω

ω + γ

(
1− γ

β

)
· Freq(j), ∗RjW =

γ

ω + γ

(
1− γ

β

)
· Freq(j)

where β = β1W = β2W = β3W and Freq(j) is determined by f and r under Hardy-Weinberg Equilib-

rium. Values of parameters are listed in Table 2.1.
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2.3 Appendix

2.3.1 Population genetics model

Figure 2.5 shows the number of generations for a CD8 T cell escape-variant (MT) reaches 50% from

0.01% of prevalence with different fitness costs (m = 0, 0.001, 0.01, 0.1) and dominance coefficients

(r = 0, 0.25, 0.75, 1). As m increases, the MT requires higher s and/or f to overcome the deleterious

effect. The increase in r changes the shape of the contours since it raises the selective advantage of

MT in the heterozygotes. As a result, the threshold for MT invasion when r is large is lower than

that when r is small.

Figure 2.5: Number of generations for a CD8 T cell escape-variant reaches 50% from 0.01% of
prevalence. The scale and color coding are the same as in Figure 2.1A.
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2.3.2 Quantifying selection pressure on virus

We define three types of immunity effectiveness (IE) as follows:

• IES is the probability that an individual who have influenza-specific CD8 T cells does not get

infected upon a contact with an infectious individual

• IEP is the probability that an infected who have influenza-specific CD8 T cells does not

develop symptoms.

• IEI as the probability that an infected who have influenza-specific CD8 T cells does not spread

the virus.

The selection pressure on virus (S) is formulated by

1− S = (1− IES)(1− IEI)

The viral fitness after selection, 1−S, is the probability of transmission within the host population

who have influenza-specific CD8 T cells, and can be expressed as the probability that an immune

individual gets infected (1− IES) and spreads the virus (1− IEI).

2.3.3 Effect of seasonality

Seasonality is incorporated into transmissibility by

βji (t) = βji

[
1 +A sin

(
2πt

T

)]
(2.3)

where i and j indicate the host’s immune status and genotype, respectively; 0 6 A 6 1 is the

amplitude of oscillation, and T is the period [297]. Simulation of model with A = 0.02, T = 365

(annual outbreaks with β ranging from 0.392 to 0.408) is compared to the one with A = 0 (no
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seasonality). Our results show that the mean of the oscillation is about the same as seen in the

model with no seasonality (Figure 2.6).

Figure 2.6: (A) Comparison between predictions of epidemiological model with (A = 0.02, T = 365
days in Equation 2.3) and without seasonality (A = 0). Other parameters are kept the same as in
Figure 2.4A. (B) Comparison between predicted MT prevalence from population genetics model,
epidemiological with and without seasonality.
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Table 2.1: Model parameters

Parameter Symbol Value

Transmission rate of WT-infected (day−1)†‡ β 0.4
Recovery rate (day−1) γ 0.25
Drifting rate (day−1) ω 5× 10−4

†β = βjW = βjWM , j = 1, 2, 3.
‡See Table 2.2 for the setup of transmission parameters in MT-infected.

Table 2.2: Transmissibility according to genotypes and immune status

Compartment Symbol Value

M1
W µ1W β(1−m)

M2
W µ2W β(1−m+ rs)

M3
W µ3W β(1−m+ s)

M1
WM µ1WM β(1−m)

M2
WM µ2WM β(1−m+ rs(1− c))

M3
WM µ3WM β(1−m+ s(1− c))



Chapter 3

Quantifying the memory CD8 T
cell-mediated immune selection
pressure on influenza A virus in vivo

3.1 Results

3.1.1 In vitro viral growth

Prior studies have identified a mutation in the immunodominant PR8 influenza nucleoprotein

(NP)366-374 CD8 T cell epitope presented on H-2b that prevents loading of the peptide onto MHC-I.

We constructed wild-type (WT) and NP-N370Q mutant (MT) PR8 influenza viruses by reverse ge-

netics and first compared viral growth in MDCK cell culture to determine if this mutation impacted

viral fitness. The viral titers at five time points after inoculation are shown in Figure 3.1, where

no significant difference was detected between virus strains (three-way ANOVA, p-value for virus

strains = 0.797). A further logistic growth model fitting found no significant difference between

the estimated model parameters associated with WT and MT PR8 viruses (Table 3.1). Therefore,

we conclude that the NP-N370Q mutation does not result in a fitness defect in vitro.

52
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Figure 3.1: Viral growths of wild-type (WT) and NP-N370Q mutant (MT) PR8 influenza viruses
in MDCK cell culture. MDCK cells were infected with WT or MT viruses at a multiplicity of
infection (MOI) of 0.01. No significant difference was detected between virus strains (three-way
ANOVA, p-value for virus strains = 0.797). The gray dotted line denotes the limit of detection (5
pfu/mL).

Table 3.1: The point estimates and 95% confidence intervals for
the logistic growth model parameters

Virus strain Growth rate Capacity Midpoint

Wild type 0.32 [0.24, 0.43] 8.3 [8.1, 8.6] 12.2 [11.5, 13.0]
Mutant 0.28 [0.21, 0.40] 8.2 [7.8, 8.6] 12.0 [11.0, 13.4]
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Table 3.2: Comparison of viral load measured by droplet digital PCR (copy
number/mL) and viral titer measured by plaque assay (pfu/mL)

Virus strain RNA copy number Plaque forming unit Ratio
(108 per mL) (108 per mL) (RNA copy / pfu)

Wild-type 85 (± 6.0) 10.5 (± 1.5) 8.1
Mutant 67 (± 8.3) 09.8 (± 1.5) 6.9

3.1.2 Validation of droplet digital PCR

In order to infer the impact of CD8 T cell-escaping mutations from in vivo experiments, we first

had to design and validate a method for simultaneous measurement of WT and MT PR8 viruses

within the same host. Thus, we employed a droplet digital PCR (ddPCR) system with probes

specific for the WT or MT variants of the NP366-374 epitope (See Supplemental Information). The

assay is highly specific for the individual strains (Fig 3.2A), as the WT probe detected positive

signals only from the WT viral RNA samples, and the MT probe was similarly specific for the MT

viral RNA samples. This assay also robustly reflects the change in RNA concentration, as a 10-fold

dilution of input viruses resulted in a 10-fold decrease in the final readouts indicating unbiased

detection of WT and MT viruses (Fig 3.2B). Furthermore, the viral loads measured by ddPCR (in

copies/mL) were consistent with viral titers measured by plaque assay (in pfu/mL), and there was

no preferential detection of WT or MT viral RNA (Table 3.2). Thus, the ddPCR system allows us

to accurately differentiate between WT and MT PR8 viruses in a mixed sample.

3.1.3 In vivo viral kinetics in primary infection

To determine if the MT PR8 virus has any fitness defect in vivo in the absence of influenza-specific

memory CD8 T cell immunity, we infected näıve C57BL/6 (B6) mice with an equal mixture of WT

and MT PR8 viruses (Fig 3.3A). In näıve B6 mice, the viral loads of WT and MT viruses in the

lungs recapitulated the kinetics reported previously [211], where they (i) increased exponentially
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Figure 3.2: Testing the performance of droplet digital PCR (ddPCR) with serially diluted WT
and MT PR8 virus stocks. (A) A representative figure of ddPCR analysis demonstrates a clear
discrimination of positive signals detected by the MT probe (blue dots in the top panel) or the
WT probe (green dots in the bot-tom panel) from negative signals (gray dots in both panels). (B)
Regression lines quantified from the data in (A) over a range of virus dilutions.
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and peaked around day 3 post-infection, (ii) slowly decayed from days 3 to 5, and (iii) quickly

decayed and were cleared after day 5 (Fig 3.3B). Across the 5 time points being sampled, only on

day 5 was the average log-transformed viral load of MT significantly higher than the WT (p =

0.0007).

We then defined the selection coefficient of MT as

AUCt[log(MT)]

AUCt[log(WT)]
− 1

where AUCt stands for the area under viral growth curve from days 0 to t. This statistic quantifies

the fitness change associated with MT as a fraction of the fitness of WT. For instance, 0.1 indicates

the MT has 10% higher fitness compared to WT, while -0.15 indicates the MT has 15% lower fitness

compared to the WT. The sampling distribution of this statistic was assessed by the bootstrapping

method (see section 3.2).

The selection coefficient of MT gradually increased from 0.001 on day 1 to 0.1 on day 9, while

the 99% empirical bootstrap confidence interval (99% CI hereafter) did not contain zero only on

day 9 (Fig 3.3C). These findings showed that the MT virus does not have a detectable fitness defect

during the early stages of infection in vivo, but gains an advantage as the infection progresses, likely

due to its ability to escape from the immunodominant NP366-374-specific effector CD8 T cells.

3.1.4 In vivo viral kinetics in intranasally x31-immunized mice

To estimate the selective advantage of the MT virus under different settings of cellular immunity,

we intranasally (i.n.) primed B6 mice with HKx31 (H3N2), challenged the mice 30 days later with

an equal mixture of WT and MT PR8 (H1N1) viruses, and measured the viral kinetics (Fig 3.4A).

Viral loads peaked on day 2, slowly decayed from days 2 to 4, and rapidly decayed and cleared from

days 4 to 8. Despite a similar overall pattern to näıve mice, the peak viral loads were around 10-fold
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Figure 3.3: Comparison of the wild-type (WT) and mutant (MT) kinetics in primary infection. (A)
Näıve C57BL/6 (B6) mice were inoculated with an equal mixture of WT and MT PR8 viruses, and
the viral loads were measured on selected time points. (B) In vivo viral kinetics on days 1, 3, 5, 7,
and 9 post-infection as measured by ddPCR. Detectable WT, detectable MT, and undetectable viral
loads are marked by circles, triangles, and crosses, respectively. Paired data points are connected
with a line. Numbers of undetectable data points are indicated in the parentheses. (C) The
selection coefficient of MT and sampling distributions measured by AUC and bootstrapping. The
point estimates and 99% CIs for the selection coefficient of MT are indicated by the dots and the
red bars, respectively.



3.1. Results 58

lower, and clearance was faster. The means of log-transformed MT viral loads were significantly

higher than those of WT on days 1 and 4 (p = 0.034 and 0.0018, respectively) (Fig 3.4B). Likewise,

the selection coefficient of MT continuously increased from 0.15 on day 1 to 0.27 on day 9, while

the 99% CIs contained zero only on day 1 (Fig 3.4C). Thus, the MT acquired an advantage in the

early stage of infection, and the advantage persisted and increased through the infection course.

To investigate whether an increased MHC diversity impacts the selective advantage of the MT

virus, we applied the same prime-challenge procedure to CB6F1 (F1) mice, which are the offspring

of C57BL/6 and BALB/c mouse strains, and harbor both H-2d and H-2b haplotypes (Fig 3.4D).

Thus, F1 mice develop a broader influenza-specific CD8 T cell response that encompasses epitopes

presented by both MHC alleles. We observed similar viral kinetics in F1 mice compared to B6

mice; however, the viruses were cleared even faster than B6 mice (no virus was detected on days 6

and 8), and the MT significantly outgrew WT only on day 4 (p = 0.0054) (Fig 3.4E).

When looking at the selection coefficient of the MT virus, we noticed two interesting differences

between i.n.-primed B6 and F1 mice (Fig 3.4F). First, the point estimates were much lower on the

first two days in F1 than B6 mice (day 1: 0.04 in F1 vs. 0.15 in B6; day 3: 0.1 in F1 vs. 0.17

in B6), and the 99% CIs contained zero on both days; however, this deviation became negligible

on day 4. Second, after day 4, the selection coefficient of MT showed a pronounced plateau in

F1 mice, corresponding to the fact that both WT and MT viruses were cleared on days 6 and 8.

Together, these data suggest that escape from cellular immunity specific for the NP366-374 epitope

confers a fitness advantage to the MT virus early during heterosubtypic influenza infection. The

impact from increased breadth of CD8 T cell response was not constant across the infection course;

instead, it depends on the time of observation.
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Figure 3.4: Viral kinetics in intranasally (i.n.) HKx31 (x31)-primed B6 (H-2b/b) and CB6F1 (H-
2d/b) mice. (A) B6 mice were immunized i.n. with x31 and challenged with an equal mixture of
WT and MT PR8 viruses 30 days later. (B) In vivo viral kinetics of i.n. x31-primed B6 mice on
days 1, 2, 4, 6, and 8 post-challenge as measured by ddPCR. (C) The selection coefficient of MT in
i.n. x31-primed B6 mice as measured AUC and bootstrapping. The 99% CIs did not contain zero
except on day 1. (D) CB6F1 (F1) mice, which are the heterozygotes of H-2b and H-2d haplotypes,
were immunized i.n. with x31 and challenged with an equal mixture of WT and MT PR8 viruses
30 days later. (E) In vivo viral kinetics of i.n. x31-primed F1 mice on days 1, 2, 4, 6, and 8 post-
challenge as measured by ddPCR. (F) The selection coefficient of MT and sampling distribution in
i.n. x31-primed F1 mice as measured by AUC and bootstrapping.
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3.1.5 In vivo viral kinetics in AdNP-immunized mice

Intranasal priming of B6 mice with x31 generates memory CD8 T cells specific for multiple epitopes

in addition to the immunodominant NP366-374 epitope, including two additional immunodominant

and at least eight subdominant epitopes [256, 257]. Therefore, even if the MT PR8 virus escapes

detection from NP366-374-specific CD8 T cells, it remains subject to recognition by CD8 T cells

targeting other epitopes. However, some vaccine approaches are designed to focus the CD8 T cell

response to a few immunodominant epitopes, raising the question of the selective advantage that

can be gained by a mutant influenza virus that can escape a focused influenza-specific memory CD8

T cell repertoire. To address this question, we immunized B6 mice with a recombinant, replication-

deficient adenovirus 5 expressing the PR8 influenza nucleoprotein (AdNP), which generates memory

CD8 T cells specific for only NP-derived epitopes, mainly the immunodominant NP366-374 epitope

[247], and challenged them 30 days later with a mixture of WT and MT PR8 viruses (Fig 3.5A).

Vastly different growth kinetics of the MT virus were observed compared to the WT virus (Fig

3.5B). The MT grew continuously and peaked around day 4, at a viral load 35-fold higher than

WT. After day 4, both viruses decayed at the same rate exponentially, but neither were completely

cleared on day 8. At each time point selected, the means of log-transformed MT viral loads were

significantly higher than those of WT (p = 0.031, 0.0004, 0.0002, 0.0016, and 0.023 for days 1, 2, 4,

6, and 8, respectively). Consistent with this, the selection coefficient of MT continuously climbed

throughout the infectious course from 0.24 on day 1 to 0.8 on day 8, and all the 99

3.1.6 In vivo viral kinetics in intramuscularly x31-immunized mice

Lung-resident memory CD8 T cells (lung TRM) are important for mediating heterosubtypic im-

munity and controlling influenza virus replication due to their localization in the respiratory tract

enabling rapid detection of infected cells. Thus, we hypothesize lung TRM impose much of the early
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Figure 3.5: Viral kinetics in the AdNP-primed B6 mice, where only the NP366-374-specific memory
CD8 T cells were present. (A) B6 mice were i.n. and subcutaneously (s.c.) immunized with AdNP
and challenged with an equal mixture of WT and MT PR8 viruses 30 days later. (B) In vivo
viral kinetics of AdNP-primed B6 mice on days 1, 2, 4, 6, and 8 post-challenge as measured by
ddPCR. (C) The selection coefficient of MT and sampling distributions in AdNP-primed B6 mice
as measured by AUC and boot-strapping. All the 99% CIs did not contain zero.
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cellular immune pressure on the virus. We tested this hypothesis by comparing the viral kinetics

in 30-day i.n. x31-primed B6 mice with 30-day intramuscularly (i.m.) x31-primed B6 mice (Figure

3.6A), which we previously showed to have approximately the same number of influenza-specific

systemic memory CD8 T cells as i.n.-primed mice but lack lung TRM [208]. We observed that, in

i.m. x31-primed mice, (i) the viral loads peaked at a later time point (day 4) and were about 6-

and 12-fold higher than the peaks seen in i.n. x31-primed mice, (ii) the MT and WT viruses grew

at the same rate between days 1-4 and peaked at similar levels, and (iii) after day 4, the WT virus

was cleared faster than the MT virus (p = 0.021 on day 6, p = 0.0095 on day 8) (Figure 3.6B).

Interestingly, the selection coefficient of MT showed a U-shape trend; it decreased from 0.12 on

day 1 to 0.057 on day 4, and then increased to 0.22 on day 8 (Figure 3.6C). Nevertheless, these

data showed the MT virus does not acquire the same increased advantage during the early stage

of infection when the lung TRM is absent. Thus, the selection pressure mediated by lung TRM is

the main driver of the outgrowth of MT virus observed in i.n. x31-primed B6 mice.

3.1.7 Estimation of selection coefficient

We summarized the selection coefficients of MT virus estimated from log-transformed viral kinetics

in Table 3.3. Overall, the MT had higher fitness than the WT through the infection course,

regardless of the context of pre-existing cellular immunity. The fitness gain ranged from 10% to

74%, depending on the immune settings. However, a stratifying analysis revealed that the fitness

gain does not evenly distribute across the infection course. During the first 4 or 5 days, the MT

had little advantage in näıve and i.m. x31-primed mice. This implied most of the advantage

was acquired later during infection under these scenarios. In contrast, the MT acquired around

15% increase in fitness in both i.n. x31-primed B6 and F1 mice through days 0-4, but over the

whole infection course this advantage increased to 24% in B6 mice while it was maintained in F1,
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Figure 3.6: Viral kinetics in intramuscularly (i.m.) x31-primed B6 mice that lack lung TRM. (A)
B6 mice were i.m. immunized with x31 and challenged with an equal mixture of WT and MT
PR8 viruses 30 days later. (B) In vivo viral kinetics of i.m. x31-primed B6 mice on days 1, 2, 4,
6, and 8 post-challenge as measured by ddPCR. (C) The selection coefficient of MT and sampling
distributions in i.m. x31-primed B6 mice as measured by AUC and bootstrapping. The 99% CIs
did not contain zero except day 1.
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corresponding to faster viral clearance in F1 mice. Lastly, the MT acquired a large and stable

fitness gain in AdNP-primed B6 mice, at an average rate 8% per day. In summary, the NP-N370Q

mutation confers no more than 25% increase in fitness when CD8 T cell immunity targets multiple

epitopes, while it can confer up to 74% increase in fitness when only the NP366-374 epitope is

targeted.

Table 3.3: Point estimates and 99% empirical bootstrap confidence intervals for
the selection coefficient of MT based on log-transformed viral kinetics

Days 0-4 Days 0-8

Immune status Mouse Estimate 99% CI Estimate 99% CI

Näıve† B6 0.06 [-0.036 , 0.12] 0.096 [0.003 , 0.16]
i.n. x31 B6 0.20 [ 0.093 , 0.30] 0.27 [0.11 , 0.38]
i.n. x31 F1 0.17 [-0.019 , 0.28] 0.19 [0.015 , 0.31]
AdNP B6 0.45 [ 0.23 , 0.60] 0.80 [0.43 , 1.02]

i.m. x31 B6 0.057 [ 0.028 , 0.09] 0.22 [0.064 , 0.31]

†For näıve mice, point estimates and bootstrap were conducted over days 0-5 and
days 0-9.

We explored the reason why escape from NP366-374-specific CD8 T cells only confers modest

selective advantage, focusing on CD8 T cell kinetics during secondary infection. We challenged i.n.

x31-primed B6 mice with either WT or MT viruses alone and tracked the numbers and percentages

of CD44+Tetramer+ CD8 T cells in the lung interstitium on days 0, 2, 4, and 7 (Figure 3.7A).

The percentage of DbNP366-specific CD8 T cells increased from 5% to around 50% in the WT-

challenged mice, but shrank to 1.5% in the MT-challenged mice. In contrast, the DbPA224- and

KbPB1703-specific CD8 T cells increased from 14% to 40% in the MT-challenged mice, distinct

from the modest increase of 10% to 13% observed in the WT-challenged mice. The kinetics in the

airways had greater variation but followed the same pattern (Figure 3.7B). These data suggest the

loss of DbNP366-specific CD8 T cell response might be compensated by the CD8 T cells against

other epitopes.

Finally, we attempted to infer the transmission fitness of the viruses based on their replicative
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fitness, which is estimated by the AUC of viral kinetics. Since the relationship between transmissi-

bility and viral loads in the respiratory tract hasn’t been well established, we conducted the AUC

and bootstrap analysis assuming the relationship is linear or sigmoidal (Table 3.4. Also see Figure

3.8 for the sensitivity analysis on the choice of parameters of Hill function). Although different

point estimates and 99% CIs were obtained, the choice of link function did not qualitatively change

the inference about CD8 T cell-mediated selection pressure.

3.2 Materials and Methods

3.2.1 Viruses

The HKx31 (H3N2) virus was amplified in 10- to 11-day-old embryonated chicken eggs as previously

described [208]. The wild-type (WT) PR8 (H1N1) virus and the NP-N370Q mutant (MT) virus

were generated using the reverse genetics system [298].

3.2.2 Mice and infections

C57BL/6 (H-2b/b) and CB6F1 (H-2b/d) mice were purchased from Jackson Laboratory and inocu-

lated at 8 weeks of age. For primary infection, mice were inoculated with 50 µL of 1:1 mixture of

WT and MT PR8, 125 PFU for each (total dose is 250 PFU, corresponding to 1 LD50 of PR8). For

secondary infection, mice were primed with (i) 3×104 EID50 of HKx31 in 30 µL HBSS intranasally

(i.n.), (ii) 106 EID50 of HKx31 in 50 µL HBSS intramuscularly (i.m.), or (iii) AdNP virus in 30

µL of PBS both i.n. and subcutaneously (s.c.) [247]. Thirty days later, the immunized mice

received a 50 uL of 1:1 mixture that consists of 1,250 PFU of each PR8 virus (total dose is 2,500

PFU, corresponding to 10 LD50). Challenged mice were euthanized with Avertin on the indicated

days post-infection. All mouse studies were approved by the Institutional Animal Care and Use

Committee of Emory University.
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3.2.3 Measuring viral load using droplet digital PCR

RNA of virus stocks was isolated using QIAamp Viral RNA Mini Kit and stored at −80◦C until

use. For RNA isolation from infected mice, lungs were minced and preserved in RNALater at

−80◦C until all the samples of the same batch were collected. Total RNA was isolated from lung

homogenates using Ambion RNA Isolation Kit and the concentration was measured by Nanodrop.

For reverse transcription and ddPCR, cDNA from the total RNA of lungs or viral RNA was

made using Maxima RT and universal influenza primers. The cDNA samples then underwent 10-

fold serial dilution and were quantified by ddPCR with probes designed to discriminate wild-type

and NP366-374 mutant epitopes. The RNA copy number data were back-calculated to the RNA

concentration (copy number per ng of total RNA, see section 3.3 Droplet digital PCR).

3.2.4 Quantitative analysis

Statistical tests

The in vitro viral titer data were tested by a three-way ANOVA to account for (i) the virus strain

effect, (ii) temporal effect, and (iii) batch effect. The data were then used to estimate the parameters

and the 95% confidence intervals of the logistic growth model. The log-transformed in vivo viral

load data were tested by Student’s t-test for paired data. All the analyses were done in R 3.6.1.

Area under the curve and bootstrapping

The area under the in vivo viral growth curve (AUC) represents the total amount of virus produced

over the course of infection and serves as a marker for the replicative fitness. Based on our as-

sumption that the transmission fitness is related to replicative fitness, we log-transformed the viral

load data and calculated the AUCs of the mutant and the wild type viruses. Bootstrapping was

performed one million times to assess the uncertainty of estimation (see section 3.3 Bootstrapping).
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The 99% empirical bootstrap confidence intervals were calculated following basic bootstrap method

[299].

3.3 Appendix

Maxima RT

Mix 4 µL of 5x RT buffer, 1 µL of universal F(A) primer (6 µM), 1 µL of dNTPs (10 mM), 1 µL

of ribolock RI, 1 µL of Maxima RT with either 12 µL of viral RNA isolated from virus stock or 2

to 4 µg of total RNA isolated from the lungs on ice. Run for 30 minutes at 55◦C, 10 minutes at

85◦C, and hold at 10◦C.

Droplet Digital PCR

A mixture containing 11 µL of 2x ddPCR supermix for probes, 1.1 µL of mixed forward and reverse

primers (36 µM), 1.1 µL of wild-type probe, 1.1 µL of mutant probe, 3.3 µL of ultrapure water,

and 4.4 µL of cDNA sample was used to amplify a fragment containing the WT or MT NP366-374

epitope. 20 µL of this mixture was added to 70 µL of droplet generation oil, and after the droplet

generation step, 40 µL of the suspension was used to perform ddPCR in a 96-well PCR plate. The

PCR steps are listed below:

1. 95◦C, 10 mins.

2. 94◦C, 30 secs → 60◦C, 1 min (35-40 cycles).

3. 98◦C, 10 mins.

4. Hold on 4◦C.
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The fluorescent signal was read by a QX200 Droplet Reader (BioRad) and analyzed with Quan-

taSoft software. The gating for positive droplets was set according to the positive and negative

controls on each plate. The viral loads (V , copy number/ng of RNA) were calculated by the formula

V = x · 100D

LT

where x is the readout of ddPCR (copy number/µL), D is the dilution factor, L is the volume of

RNA used for RT (µL), T is the RNA concentration measured by Nanodrop (ng/µL), and 100 is

a coefficient with unit µL.

1. Forward primer: 5’-GCATGCCATTCTGCCGCATT-3’

2. Reverse primer: 5’-GCTGATTTGGCCCGCAGATG-3’

3. Probe for the WT NP366-374: 5’-/HEX/TA+GT+CT+CCATATTTTCATT+G+GAA+GC/BHQ-1/-3’

4. Probe for the MT NP366-374: 5’-/FAM/TA+GT+CT+CCATCTGTTCATT+G+GAA+GC/BHQ-1/-3’

The nucleotides with a + prefix are locked nucleotides.

Surface staining and flow cytometry

Mice received 1.5 µg of CD3ε-PE/CF594 in 200 µL sterile PBS 5 minutes before euthanasia. The

bronchoalveolar lavage (BAL), lungs, mediastinal lymph node (mLN), and spleen were harvested

and processed as previously described [300, 246]. Cells were stained with DbNP366-BV421, DbPA224-

PE, and KbPB1703-APC tetramers provided by NIH Tetramer Core and CD4-BV510, CD8α-BV785,

CD44-A700, CD62L-BV605, CD69-A488, CD103-PerCP/Cy5.5, and Zombie-NIR. Samples were

run on a Fortessa X-20 flow cytometer (BD Biosciences) and the percentages of tetramer-positive

cells were calculated following analysis with FlowJo software.
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Bootstrapping

For each immune setting, the bootstrapping on AUC was done by iterating the following procedure:

1. On each time point, of which n mice were measured, randomly sample n mice with replace-

ment. Therefore, each sampled mouse will give one WT and one MT viral load.

2. Calculate the mean of log-transformed WT and MT viral loads, and then compute the AUCs

of WT and MT with the means.

This procedure was repeated for a million times, and the bootstrapped AUCs were used to approx-

imate the sampling distribution.

Sensitivity Analysis

To investigate the effects of link function on the estimates of selection coefficient in transmission, we

also conducted the AUC and bootstrapping analysis on linear and Hill function, besides logarithm.

Formally,

T1(x) = ax+ b

T2(x) = a log(x) + b

T3(x) =
a log(x)r

xr0 + log(x)r
+ b

The constant b is assumed to be 0. In T1, this assumption indicates transmission does not happen

when there is no virus. In T2 and T3, it means transmission does not happen when the viral load

is below 1 copy/ng, which is the detection limit of our ddPCR system. We notice that the choice

of coefficient (a) does not affect the estimate of selection coefficient; however, the rate (r) and

midpoint (x0) of Hill function will. In Table 3.4 we adopted the estimates from Handel et al. [301],

where r = 4.8 and x0 = 2.6, and we ran sensitivity analyses on these two parameters.
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Figure 3.7: Number and percentage of antigen-specific CD8 T cells in the lung interstitium and
airways following challenge with WT or MT viruses. (A, B) i.n. x31-primed B6 mice were rested
for 30 days and infected with either WT or MT PR8 viruses. On days 0, 2, 4, and 7 post-challenge,
the number and percentage of total CD8 T cells (black), FluPA- and FluPB1-specific CD8 T cells
(red), and FluNP-specific CD8 T cells (blue) were assessed in mice challenged with WT (circle) or
MT (triangle) viruses.
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Figure 3.8: Sensitivity analysis on the rate (r) and midpoint (x0) parameters of Hill function. The
selection coefficients were calculated based on the whole infection course (näıve: days 0-9; others:
days 0-8).



Chapter 4

Discussion

The Discussion chapter is structured in four sections. Section 1 recapitulates the scientific questions

addressed in this dissertation, and the results will be discussed in Section 2. In Section 3, I will

integrate the results using the framework of measuring viral fitness proposed by Wargo and Kurath

(2012). Section 4 is devoted to discussing the implications of these results for the development of

T cell-based vaccines.

4.1 Scientific questions

The continual change of hemagglutinin enables influenza A virus (IAV) to escape from antibody-

mediated immunity and necessitates the annual update of IAV vaccines. Over the past decade,

vaccines that induce cellular immunity against conserved T cell epitopes of IAV have been proposed

a candidate approach for universal influenza vaccine.

Many studies have shown cellular immunity, CD8 T cells in particular, can cross-react to, and

protect against heterosubtypic [197, 198, 199, 200, 201, 196, 203, 204, 205, 206, 207, 208, 209, 210]

or even heterotypic [250] influenza viruses. Although CD8 T cells do not prevent viral entry

as neutralizing antibodies do, they constrain viral replication by killing infected cells as well as

releasing cytokines that induce resistance in neighboring cells [222, 224, 237, 238]; as a result, they

reduce pathology and likely transmission, although direct evidence for diminished transmission is

73
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currently limited. Yet, even if the viruses are under pressure from cellular immunity, the T cell

epitopes do not mutate as quickly as the antibody epitopes at the population level. Therefore, the

first question to be addressed is why CD8 T cell epitopes of IAV are conserved.

From the perspective of population genetics, the evolution of a gene is driven by two mecha-

nisms: (1) Genetic drift that guides the dynamics of neutral alleles and (2) selection that keeps

the beneficial alleles or purges the detrimental ones [284]. Indeed, Machkovech et al. [290] and

Woolthuis et al. [291] have detected signs of positive selection among human IAVs, consistent with

the idea that escaping cellular immunity will be adventageous to the virus. These findings give

rise to a second question: Can we quantify the selection advantage a CD8 T cell-escaping variant

would acquire in the presence of memory CD8 T cells?

4.2 Discussion of the results

4.2.1 Modeling project

In regards of the evolutionary mechanism underlying the conservation of T cell epitopes, one pos-

sibility that has been widely considered is that the nucleoprotein (NP) and matrix-1 (M1) protein,

which harbor the bulk of CD8 T cell epitopes, are under strong constraints [287, 288]. In this

view, mutations in CD8 T cell epitopes would have a high fitness cost or less likely to occur due to

epistatic changes needed for escape-variants to have high fitness.

In our modeling study, we proposed two other mechanisms that could impact the fitness of

viruses that escape CD8 T cell recognition. The first one is that escape from CD8 T cell responses

against a single epitope provides only a relatively small selective advantage to the escape-variant,

as other epitopes could compensate for the loss of a single epitope. The second one is that poly-

morphism in MHC-I genes at the population level restricts this small selective advantage to only a
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fraction of individuals. We show that even if there is a minimal fitness cost to having a mutation

in a CD8 T cell epitope, the latter two factors will result in a very low rate of invasion of the

CD8 T cell escape-variant. We note that in the preceding models and discussion we consider a

scenario where invasion of a CD8 T cell escape-variant is entirely driven by CD8 T cell-mediated

selection. In reality, selection due to CD8 T cell immunity occurs in the context of a much stronger

selection imposed by antibodies. The latter results in periodic replacement of virus strains over the

course of a few seasons, leading to drifted virus strains with updated antigenicity. We consider the

consequences of this in more detail later.

The conclusion of this study may seem to contradict the rapid invasion of a CD8 T cell-escaping

mutation in the NP that was observed in H3N2 IAV between 1993-1994. This mutation alters the

NP383-391 epitope presented by HLA-B27:05 and NP380-388 epitope presented by HLA-B08:01. The

wild-type sequence has an arginine (R) at position 384, which forms an anchor residue at this site,

and all 16 viruses isolated and sequenced during the 1992–1993 epidemic season had the wild-type

sequence [302]. An arginine-to-glycine mutation at this site (R384G) abrogates the MHC-I binding

and prevents antigen presentation, and this mutation rapidly swept through the population in the

1993–1994 epidemic season, where all 56 virus isolates had G at this residue. Gog et al. [292]

suggested that the rapid fixation of the R384G mutation was due to a combination of a longer

duration of infection that slows its decline compared to the wild type virus over the summer,

and stochastic events. We propose an alternative hypothesis; that the selective advantage of the

R384G mutation is irrelevant for invasion of the mutant, and hitchhiking of a randomly generated

mutant would be sufficient to explain the data. The rapid invasion of R384G temporally matches

the transition from BE92 to WU95 antigenic clusters (based on HA sequences) [264], suggesting

that the NP-R384G mutation could have hitchhiked with the antigenically drifted WU95 strain.

Additionally, during 2002–2005, the invasion of a valine-to-isoleucine (V425I) mutant of NP418-426
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epitope was temporally associated with the transition from FU02 to CA04 [267]. A similar rapid

invasion pattern has also been observed on NP251-259 (invasion of S259L) and NP103-111 (alternating

invasions of 103K and 103R), and all of these rapid invasions are consistent with the hitchhiking

hypothesis.

We have intentionally used simple models because the empirical data does not include accurate

measurements of many of the key parameters that govern the generation and spread of virus escape-

variants. In these circumstances, the results of simpler models are typically more robust than those

of complex models. Our models can be thought of as simplified representations of the dynamics

in the tropical regions, where the virus pool is maintained by continuous transmission. Antigenic

changes arising in the tropical regions have been suggested to drive the seasonal epidemics in the

Northern and Southern Hemispheres [275, 276].

There are several differences in the ability of influenza viruses to evolve in response to antibody

versus CD8 T cell immunity. First, antibodies can generate sterilizing immunity, preventing infec-

tion with a matched virus strain, and thus mediate strong selection for antibody escape-variants.

In contrast, CD8 T cell immunity to influenza does not prevent infection and thus imposes less

selection pressure to a CD8 T cell escape-variant. Second, an antibody escape-variant will gain a

selective advantage in the majority of individuals with antibodies to the wild-type strain, while a

CD8 T cell escape-variant will have a selective advantage only in individuals with particular MHC-I

genotypes. Both these factors contribute to antibody, rather than CD8 T cell immunity, driving

antigenic drift in influenza.

Aspects that might be included in more refined models include: the waning of CD8 T cell

immunity over time, particularly due to the loss of resident memory cells from the respiratory tract,

and the effect of stochasticity. More importantly, our modeling study pointed out the importance

of measuring parameters such as the fitness of the wild-type and escape-variants simultaneously in
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the same hosts, especially when the host has pre-existing CD8 T cell memory to the wild-type IAV.

This is connected to the second part of the dissertation.

4.2.2 Experimental project

We measured the replicative fitness of wild-type PR8 (WT) and an immunodominant CD8 T cell-

escaping mutant (MT), PR8 NP-N370Q, in mice under different settings of cellular immunity. The

selection coefficient of the MT compared to the WT measures fitness change associated with the

NP-N370Q mutation. Consistent with in vitro viral growth characteristics, the mutant virus does

not show a significant fitness defect in the absence of pre-existing cellular immunity during the early

stage of infection, as demonstrated by in vivo fitness measures in näıve B6 mice. During the late

stage of infection, the MT acquired a slight advantage (around 10%), likely due to the increasing

selection pressure from newly-induced effector NP366-374-specific CD8 T cells that recognize only

the wild-type virus (Smith et al. 2018). The selective advantage became significantly larger within

intranasally x31-primed mice (16-24% in B6 and 15-17% in B6 x BALB/c F1), where the selection

pressure of NP366-374-specific memory CD8 T cells is present from the onset of infection. Summa-

rizing the data from these scenarios showed the mutant virus has a 15-25% advantage in replication

by escaping the immunodominant NP366-374-specific memory CD8 T cell response, much smaller

than the advantage it would acquire by escaping neutralizing antibodies, which block viral entry

and thus prevent replication all together.

Why is the selective advantage conferred by escaping NP366-374-specific memory CD8 T cells

relatively small? A likely mechanism is that the ability to evade the NP366-374-specific response

is compensated by memory CD8 T cells specific for other immunodominant epitopes, namely, Db-

PA224-233 [252] and Kb-PB1703-711 [253]. This compensation was evident in B6 mice primed with

x31 and challenged with either WT or MT alone, where expansion of CD8 T cells specific for
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the additional immunodominant FluPA and FluPB1 epitopes was evident only in mice challenged

with mutant virus. Overall, these data suggest that the breadth of epitope recognition by CD8

T cells enables the cellular immunity to at least partially compensate for the loss of a single

immunodominant epitope. However, previous studies have shown the presentation of epitopes vary

across different cell types [248], and that may also impact the advantage a virus may gain through

an escaping mutation.

Interestingly, in MHC heterozygous (H-2b/d) F1 mice, the advantage acquired by the MT started

with a lower value, reached the same level as B6 mice on day 4, and leveled off thereafter. We

conjectured that this difference stems from two mechanisms. First, NP366-374-specific CD8 T cells

contribute to a majority of the cellular immune response to H-2b-restricted epitopes in the lungs

during a secondary influenza infection [254, 303], and its loss may not be fully compensated by the

additional H-2d-restricted CD8 T cells. This would result in the similarity observed between B6

and F1 on day 4 after PR8 challenge. Second, the cellular immune response can be affected by

the differential presentation of epitopes by distinct cell types. For instance, the PA224-233 epitope

is highly expressed by dendritic cells but weakly expressed by epithelial cells, resulting in delayed

viral clearance after influenza infection [248]. Potentially, the H-2d-restricted CD8 T cells may

have different dynamics compared to the NP366-374-specific CD8 T cells. This would result in

the differences observed before day 2 and after day 6. Studies elucidating the dynamics of H-2d-

restricted CD8 T cells in BALB/c and CB6F1 mice during a recall response would be needed to

test this argument. There is also a possibility that heterozygosity of immune-related genes in F1

mice has a broader impact on antiviral immunity beyond MHC restriction, although this would be

anticipated to affect both the WT and MT viruses equally.

Given the strong interest in designing vaccines that can promote effective cellular immunity

against influenza, it is important to understand how different scenarios of T cell memory can
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impact the selective advantage of CD8 T cell-escaping mutations. Thus, we directly assessed the

impact of two practical scenarios on viral fitness: a lack of lung-resident CD8 T cell memory,

and a memory CD8 T cell response focused on a single epitope. Intramuscular (i.m.) injection

is the conventional influenza vaccination route in humans; however, previous studies have shown

the i.m. immunization route does not induce lung TRM, which are essential for optimal cellular

immunity against heterologous influenza challenge [204, 304, 208]. Our data reveal that lung CD8

TRM are the primary source of selection pressure during the early stage of influenza virus infection,

as the MT virus outgrew the WT virus in the i.n. x31-primed mice at all times over the course of

infection, but failed to do so until day 6 post-challenge in the i.m. x31-primed mice. In contrast,

when the influenza-specific memory CD8 T cell pool is directed against a single epitope as seen

in AdNP-immunized mice, the mutant acquired a substantially large advantage during both the

early stage (40%) or across the whole infection course (74%). These two cases demonstrate that,

while inducing a population of lung CD8 TRM specific for one single epitope may be effective in

controlling early viral replication [247], it would also impose a strong selection pressure on the

virus.

4.3 Framework of measuring viral fitness

The conventional definition of fitness is the amount of progeny produced by an organism. Since

the maintenance of a virus species requires within-host replication and between-host transmission,

the term ‘amount of progeny produced’ could be defined under either contexts. Wargo and Kurath

[305] proposed that, to measure viral fitness, one should consider three aspects: replicative fitness,

transmission fitness, and epidemiologic fitness. Replicative fitness quantifies the competence of

replication and can be readily tested in vitro or in vivo. Transmission fitness is a measure of the

ability to spread to susceptible hosts within the population. A good index is the basic reproduction
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number, R0, which is the average number of secondary cases an index case gives rise to in a well-

mixed, näıve population [306]. Epidemiologic fitness is the potential of the virus to become the

dominant strain in the virus pool.

This dissertation aims to link the three measures of viral fitness in terms of escaping from cellular

immunity. We first quantified the replicative fitness using the area under the curve (AUC) of in vivo

viral growth and related it to transmission fitness, which then served as an essential parameter that

dictates the dynamics of a CD8 T cell-escaping variant in the population genetics and the ordinary

differential equation models. As estimated in section 3.1.7 (Table 3.3), the selective advantages of

escape from NP366-374-specific CD8 T cells are 16-24% and 15-17% within intranasally x31-primed

B6 and F1 mice, respectively. Given the estimated heterozygous effect (0.7-0.9) of this epitope and

the negligible fitness defect, it requires 3 to 10 years to reach 50% of prevalence in a host population

with a cognate allele frequency of 0.2. Stated another way, the CD8 T cell-escaping mutant will

require at least several years to sweep in and replace the wild-type virus, if the dynamics depends

entirely on positive selection. It is noteworthy that the abovementioned scenario is likely to be

the most favorable. In reality, human influenza-specific CD8 T cells may react to a broader set

of epitopes; as such, the advantage of losing one epitope becomes less than what was measured in

inbred mice.

A key presumption in these models is the link function between replicative and transmission

fitness. As different link functions may end up with different estimates of transmission fitness, this

limits the quantitative inference from integrating experimental data with the model. Although a

sigmoidal function models the threshold and saturation commonly observed in biological systems,

it includes more parameters that haven’t been properly measured. In section 3.3, we used the

estimates from [301], which related the amount of nasal discharge, a surrogate marker of trans-

missibility, to the viral titer in the discharge using the Hill function, with an important caveat
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that nasal discharge may not be a sufficient measure for transmissibility. By running a sensitivity

analysis based on Hill function, we show that the choice of parameters does change the estimates

of selection coefficient and, thus, the quantitative inference of the time required for a CD8 T

cell-escaping mutant virus to invade the circulating viral population.

Although there are robust animal transmission models of influenza available, such as ferrets and

guinea pigs, their influenza-specific CD8 T cell profiles are not well characterized; in contrast, mice

are an excellent model to investigate T cell immunity, but they do not transmit influenza virus.

This dissertation wants to highlight the need for developing an influenza transmission animal model

with well-characterized influenza-specific T cell profiles for linking the measurements of replicative,

transmission, and epidemiologic viral fitness.

4.4 Implications on T cell-based vaccines

An ideal vaccine should be safe and should generate long-lasting protection. The current inactivated

influenza vaccines (IIVs) are formulated with purified viral antigens [307], which induce IAV-specific

antibodies but poorly stimulate IAV-specific CD8 T cells. When the antigenicity of the circulating

and vaccine strains match, IIVs provide excellent protection against infection with minimal safety

concern. The major drawback is that high selection pressure drives the virus to quickly evolve and

hence limits the scope of protection.

This dissertation sheds light on the use of T cell-based vaccines and the consequences of vaccina-

tion. Given the assumption that transmission fitness is proportional to log-transformed replicative

fitness, the selective advantage of one CD8 T cell-escaping mutation is limited to under 25% when

the infection occurs through the natural route (i.e., airborne transmission), even if the mutant

escapes from immunodominant CD8 T cells in MHC-homozygous individuals. This indicates that

a vaccine inducing lung CD8 TRM of sufficient breadth to recognize multiple epitopes could pro-
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vide effective protection by controlling early viral replication and lessening immunopathology with

limited selection pressure against a single epitope.

Many future studies are required for developing an effective T cell-based vaccine. As of now, a

T cell-based vaccine may be formulated with attenuated viruses or a pool of selected epitopes ad-

ministered with an adjuvant. Indeed, live-attenuated influenza vaccine (LAIV) has been approved

in some countries for use in humans (e.g., FluMist) or poultry. Importantly, Zhou et al. [308]

reported that a cold-adapted LAIV strain may reacquire pathogenicity when being serially passaged

at increasing temperatures in vitro, raising the concern of reversion.

Another issue stems from the fact that protection of lung CD8 TRM induced by IAV infection

is transient. In mice, the number of lung CD8 TRM decays within 6 to 7 months after initial infec-

tion, with a corresponding loss in protective cellular immunity following heterosubtypic influenza

challenge [246]. In humans, a systematic review from Chung et al. [309] revealed the effectiveness†

of quadrivalent LAIV against influenza was only 20% (95% C.I.: [-6, 39]), much less than that of

the IIV (67%, 95% C.I.: [62, 72]). A potential dilemma may arise from the balance between the

pursuit of long-lasting protection and the risk of increasing selection pressure on the virus, and

modeling can serve as a useful tool to help researchers and policy makers to formulate the vaccine

as well as the vaccination program that provide the optimal protection to the human population.

†The VE was measured by 100% × (1 − odds ratio) in Chung et al. 2019.
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