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Abstract 
 

Exploring homeostatic regulation in neuronal systems: Insights from cortical cultures, embryonic 
chick spinal cord, and the Fmr1 KO mouse model 

 
By Alishah Lakhani 

 
Homeostatic plasticity encompasses a set of mechanisms that are crucial for stabilizing various 
characteristics of neural activity despite any perturbations the nervous system might encounter. This 
dissertation explores homeostatic regulation and plasticity in three different systems: neuronal 
cortical cultures, the embryonic chick spinal cord, and the Fragile X Syndrome (FXS) mouse model. 
In the first study, we investigated the effects of GABAergic blockade on neuronal firing in mouse 
cortical cultures and motoneurons in the embryonic chick spinal cord. After conducting a 
comprehensive analysis of various spiking activity characteristics, we found that the response to 
GABAergic blockade was variable across many spiking features, including burst frequency and 
overall spike frequency. However, the spike rate within a burst consistently increased and then 
returned to baseline control levels within hours in both systems, suggesting that this feature is 
robustly homeostatically maintained. In the second study, we used a mouse model of FXS, the Fmr1 
KO mouse, to examine if there are impairments in homeostatic plasticity following unilateral 
whisker deprivation in layer 5/6 of the barrel cortex. Our results demonstrate significant deficits in 
the recruitment of excitatory and inhibitory neurons, both at baseline and following whisker 
deprivation. In addition, we observed a change in the sensitivity of excitatory neurons at a later 
developmental time point. Together, these two studies provide insights into how networks maintain 
stable activity levels through homeostatic plasticity mechanisms, and how perturbations affect 
normal spiking activity, in both in vitro and in vivo experimental models.  
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Chapter 1: Introduction  

1.1 Homeostatic plasticity  

Homeostatic plasticity represents a set of mechanisms that are thought to stabilize various functions 

of neural activity. When a neuron encounters a perturbation or change in its environment, it aims to 

maintain features of neural signaling through various mechanisms, which will be described later in 

this section. The first study to describe homeostatic plasticity was published in 1994 in lobster 

stomatogastric ganglion (STG) 1. These neurons were isolated in a plated culture with no synaptic 

input and no neuromodulators, and during this time, demonstrated tonic firing. However, the 

normal rhythm of STG neurons is burst firing, and after several days in isolation, the neurons were 

able to recover this bursting ability. These results suggested that neurons have endogenous 

mechanisms, such as control over the constellation of their ion channels, that allow them to regulate 

firing rates and patterns 2. 

 Neurons and networks have the capacity to maintain a certain firing rate set point or spiking 

activity feature. This can be achieved in two main ways, through synaptic compensations 

(homeostatic synaptic plasticity or HSP) and intrinsic compensations (homeostatic intrinsic plasticity 

or HIP). HSP is triggered by adjusting synaptic strength in a compensatory direction in response to 

spike or neurotransmission blockade. For instance, during periods of reduced activity, neurons may 

increase the number of AMPA receptors, while GABA receptors might be decreased. On the other 

hand, HIP regulates voltage-gated ion channels to control membrane excitability. For example, 

activity-deprived neurons can increase their intrinsic excitability by increasing the number or 

sensitivity of their voltage-gated sodium channels. These homeostatic adjustments are often referred 

to as occurring in a negative feedback loop to counteract excessive excitation or inhibition to 
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maintain optimal neural functioning. With this dynamic regulation, homeostatic plasticity ensures 

that neural circuits are stable for proper information processing and learning.  

1.1.1 Homeostatic synaptic plasticity  

Homeostatic synaptic plasticity (HSP) is one form of homeostatic plasticity that is employed by 

neurons to maintain stable neural activity levels within networks over prolonged periods. It adjusts 

the strength of synaptic connections in response to changes in overall neuronal activity, ensuring the 

stability and function of neural circuits 3.  

The molecular mechanisms underlying synaptic scaling, a form of HSP, have been 

extensively studied in recent years, revealing a complex interplay of signaling pathways and cellular 

processes. One well-characterized mechanism involves the regulation of the number of postsynaptic 

receptors. This mechanism was first studied in cortical cultures, reported in a seminal paper from 

1998 4. The group measured miniature excitatory postsynaptic currents (mEPSCs), which are small, 

spontaneous currents that occur at the synapse in the absence of an action potential. These currents 

represent the smallest unit of synaptic transmission, typically resulting from the release of a single 

neurotransmitter vesicle. In this study, when neuronal activity was suppressed, the amplitude of 

mEPSCs increased, indicating an upscaling of synaptic strength, which is typically mediated by an 

increase in the number of postsynaptic receptors at excitatory synapses to restore activity levels. 

Conversely, when activity was enhanced, the mEPSC amplitude decreased, signifying downscaling 

thought to prevent excessive firing. Scaling is also observed at inhibitory synapses 5. These changes 

in synaptic strength were shown to be multiplicative (hence the name synaptic ‘scaling’), affecting all 

synapses on a neuron proportionally rather than selectively so that relative Hebbian differences are 

maintained. However, recent studies suggest that AMPAergic scaling is not multiplicative, but rather 

is nonuniform, across different synapses 6-8. These divergent scaling factors, although still moving 

towards a homeostatic goal, would affect some synapses more than others 7.  
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Another form of HSP that I would like to briefly mention is presynaptic homeostatic 

plasticity, which involves adjusting the presynaptic vesicle release in a compensatory manner. A 

good example of this occurs at the neuromuscular junction (NMJ). When postsynaptic receptors at 

the NMJ become less responsive after a perturbation, the presynaptic transmitter vesicle release 

increases so that the overall synaptic output is restored 9. These different types of HSP work 

together to ensure that the strength of synaptic connections is appropriately adjusted following 

perturbations 10. 

1.1.2 Homeostatic intrinsic plasticity  

Another form of homeostatic plasticity is homeostatic intrinsic plasticity (HIP). It involves 

regulating the excitability of the neuronal membrane in order to control the output of the cell. While 

the first study to show compensatory changes in intrinsic excitability was the study mentioned above 

2, the first study to show this in a network of neurons was published in 1999 11. Experiments were 

conducted in visual cortical neurons in culture, where activity was blocked for 48 hours. These 

deprived neurons increased their sensitivity to incoming input by increasing their intrinsic 

excitability, specifically by changing the constellation of sodium and potassium conductances. Other 

studies have used computational modeling to demonstrate that despite the inherent variability in ion 

channel expression, homeostatic mechanisms can correlate ion channel conductances to the activity 

output of the cell 12, 13. For example, the authors studied neurons in crab STG and found variability 

in the ion channels expressed, but the pattern of the firing rate of these neurons remained 

consistent. This consistency was achieved by homeostasis, where changes in the expression of one 

ion channel are compensated by adjustments in others. Using these methods, the neuron's overall 

electrical properties remain stable, allowing it to function reliably regardless of the variability.  

 It is also possible that HIP occurs through activity-independent mechanisms. Using the 

lobster STG once more, two key ion currents were monitored, a transient potassium current and a 
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hyperpolarization-activated inward current. Researchers discovered that when one of these currents 

was altered, the neuron adjusted the other current to compensate, ensuring consistent neuronal 

activity with this co-regulation 14, 15. It is interesting to hypothesize how these activity-dependent and 

activity-independent HIP mechanisms work together.  

1.1.3 Importance of homeostatic plasticity in neuron and network development and function  

Together, experimental and computational studies suggest that homeostatic synaptic plasticity and 

homeostatic intrinsic plasticity are working in concert with one another in the neuron (Figure 1.1). 

Mathematical modeling demonstrates that the interaction between both HSP and HIP allows for the 

control of both the mean and variance of firing rates 16. Neural circuits with different sets of ion 

channel conductances and synaptic strengths can produce nearly identical network activity patterns 

17, 18. A key insight from this study was the concept of "degeneracy" in neural circuits, meaning that 

multiple distinct configurations can yield the same network behavior. Because of this variability, an 

activity perturbation can affect one cell/network differently than another, as some are more 

dependent on certain conductances/synapses. This large degree of flexibility supports the idea that 

homeostatic compensation is occurring at multiple levels, in a unique way in different cells, and 

throughout development and adulthood 19.  

As neurons grow and form synaptic connections, homeostatic adjustments of synaptic 

strengths and ion channel expression occur to stabilize neuronal output. This ensures that neurons 

can respond appropriately to stimuli, and support learning and memory processes. For example, 

STG neurons and recordings from both young and adult lobsters demonstrate that despite the 

growth in size of the neurons, the motor patterns of individual neurons and the network remain 

consistent 20. In this case, homeostatic plasticity ensured the maintenance of the network output. 

Other studies in multiple model organisms have demonstrated that the diameters of neuronal 

processes increase as they increase in length, allowing for specific electrical properties, such as 
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resistance, to remain consistent as the neuron grows 21, 22. By proportionally scaling the neural 

components and the density of ion channels, neurons ensure that the overall output of the cell is 

preserved.  

Neurons and networks are under homeostatic regulation during development, and this helps 

define the synaptic strengths and voltage-gated conductances of the baseline circuit excitability. 

When the system encounters a perturbation, these homeostatic mechanisms are engaged, but can 

use different strategies to achieve homeostasis and therefore contribute to the variability that we 

observe across multiple individuals.  

 
 
Figure 1.1. Homeostatic plasticity mechanisms that work in concert with one another in neurons. 
When the activity of a neuron is decreased, the neuron could homeostatically respond to this 
perturbation by either increasing synaptic strength, or mEPSCs (1), or increase the intrinsic excitability 
of the cell (2). Alternatively, when the activity of a neuron is increased, it can return to baseline levels 
by decreasing the amplitude of its mEPSCs (3) or decreasing its membrane excitability. Figure taken 
from Tien & Kerschensteiner 2018 23.  
 

1.1.4 Homeostatic plasticity in the embryonic chick spinal cord  

Using the embryonic chick to study homeostatic plasticity offers several advantages that make it an 

ideal model system for understanding the mechanisms of neural development and plasticity. One 

advantage is that the embryonic movements, or “kicks”, can be observed by opening the eggshell. In 
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this way, we can track how perturbations affect these movements and watch as the system 

homeostatically works to maintain this network activity. The chick embryo is also highly accessible 

for experimental manipulations; for example, researchers can pharmacologically and genetically 

manipulate the model organism in ovo and can also easily isolate parts of the chick embryo for ex vivo 

studies. In addition, the developmental stages of the chick embryo are well-documented and occur 

over a relatively short period, which gives investigators the ability to accurately target certain time 

periods 24. Finally, the embryonic chick spinal cord exhibits robust spontaneous network activity 

(SNA) that is important for motoneuron axons targeting their peripheral muscles 25-27. SNA recruits 

the majority of neurons in network-wide bursts of activity called episodes, which last for several 

seconds up to one minute, and in vivo, drive embryonic limb movements (kicks) by recruiting 

motoneurons 28-30. These episodes occur every 5-10 minutes in vitro, and each episode is composed 

of several bursts of depolarizations. This network is highly excitatory due in part to the fact that 

during this period in development, GABAergic chloride currents are also excitatory and depolarizing 

31-34.  

 Our lab has taken advantage of the embryonic chick because we observed when homeostasis 

occurred behaviorally and then looked for the plasticity mechanisms that were engaged during this 

time. For instance, when various neurotransmitter antagonists were infused into the egg, embryonic 

limb movements were initially abolished, as observed through a window in the eggshell 35. However, 

after several hours, limb movements were seen to recover while the embryo was still in the presence 

of the neurotransmitter antagonists. These results demonstrate that there are homeostatic 

mechanisms triggered during this time that allowed for activity to return to baseline levels. One such 

mechanism could be that there were compensatory changes in synaptic strength. In order to test 

this, lidocaine, a sodium channel blocker, was infused into the egg for 2 days to block spiking 

activity and embryonic movements 36. Interestingly, the amplitude of both AMPAergic and 
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GABAergic mPSCs (miniature postsynaptic currents) was increased, suggesting an increase in 

synaptic strength. Since GABA is also depolarizing at this stage, this compensatory result makes 

sense because a reduction in activity should increase excitatory drive. Blocking GABAergic and 

glutamatergic receptors also resulted in the abolition of embryonic limb movements. However, the 

recovery in the kicks happened by 12 hours, but these changes in synaptic strength were not seen at 

the 12-hour time point, suggesting that there was potentially another mechanism responsible for the 

recovery 35. Thus, the lab also investigated the intrinsic excitability of neurons. GABA receptor 

blockade, but not glutamate receptor blockade, triggered an increase in cellular excitability at the 12-

hour time point. This plasticity was mediated by an increase in sodium currents and a decrease in the 

fast-inactivating and calcium-activated potassium currents 37. Still, the recovery began within 2 hours 

of neurotransmitter blockade. Two important mechanisms have been identified that occur fast 

enough to contribute to this early recovery. First, a 10mV depolarization of the resting membrane 

potential was observed in motoneurons and interneurons after GABA or glutamate receptor 

blockade 38. Second, a rapid form of scaling was observed after NMDAR block in embryonic 

motoneurons 6. Taken together, these results demonstrate that slow synaptic scaling does not 

mediate the in ovo recovery of embryonic movements following neurotransmitter blockade, but rapid 

scaling and changes in intrinsic excitability appear to, since these changes occur while the recovery 

occurs. On the other hand, we now favor the idea that slow synaptic scaling is there to ensure that 

the neuron is receiving sufficient synaptic input. In addition, these results suggest that GABA has a 

special importance in triggering homeostatic slow synaptic scaling.  

The lab has established that homeostatic slow scaling was triggered after neurotransmitter 

blockade, but what are the mechanisms that mediate this synaptic strengthening? Our lab found that 

AMPAergic scaling occurs through the insertion of calcium permeable GluA2-lacking AMPA 

receptors, rather than GluA2-containing receptors 39. On the other hand, Clomeleon, a genetically 
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encoded chloride indicator, was used to determine what exactly was occurring during GABAergic 

scaling. There was an increase in the intracellular chloride concentration of the cell, which caused a 

depolarizing shift in the GABAergic reversal potential and increased the driving force for these 

currents 40, 41. These are just two examples of how homeostatic mechanisms are expressed to 

compensate for changes in the developing nervous system.  

In summary, these studies from our lab investigating homeostatic plasticity in the embryonic 

chick have been crucial in uncovering several mechanisms and providing a timeline of mechanistic 

changes that could be compared to the actual homeostatic recovery of embryonic movements. 

However, the specific features of neural activity that are under homeostatic control have been 

incompletely defined over the past several years. Thus, one of my projects focused on identifying the 

specific features that are best homeostatically controlled in two different systems (see next section, 

1.1.5, and Chapter 2). 

1.1.5 Homeostatic regulation of spiking characteristics  

Due to individual variability caused by homeostatic plasticity as discussed above, perturbations affect 

one cell or network differently than another, as some are more dependent on certain conductances 

or synapses than others. However, identifying the actual neural features that are homeostatically 

maintained has been elusive. By perturbing network activity and observing how different activity 

features are altered and homeostatically recovered, one can potentially begin identifying which 

features are more likely to be regulated. Past literature has shown that different systems have 

different homeostatic goals. For example, monocular deprivation experiments have shown that 

firing rate homeostasis took place at the level of the individual cell over the course of multiple days 

as monocular deprivation was still in effect 42, 43. Firing rates also changed after deprivation in 

response to a visual stimulus 44. However, another study in primary hippocampal cultures 

demonstrated that firing rate homeostasis following synaptic perturbations took place at the 
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population level, but not at the single-neuron level 45. This would suggest that the system places a 

greater importance on network-wide firing rates rather than individual firing rates. Finally, another 

study has suggested that networks are tuned to criticality, a computational concept that maximizes 

information capacity and transmission by balancing excitation and inhibition to optimize learning 46. 

Due to the importance of homeostatic plasticity in neuron growth and development, along with a 

potential role in neurodevelopmental disorders, it is critical that we come to a better understanding 

of the precise activity properties that are homeostatically regulated (ex: firing rate, firing pattern, 

burst duration, burst frequency).  

An important question is – how does a neuron sense changes in neural features thus 

triggering homeostatic adjustments 3, 9, 47. There’s a myriad of molecular pathways involved in this 

process, but since this work is outside the scope of my project, I will only describe two here 48. A 

prime example of a target molecule is calcium. When cells alter their spiking, this alters the calcium 

entering the cell and therefore downstream calcium signaling cascades, such as a 

calcium/calmodulin-dependent protein kinase, also known as CaMK 49, 50. Experiments in rat 

cortical neurons show that a decrease in somatic calcium influx and reduced CaMKIV activation can 

trigger scaling 51. Another example of a target molecule is brain-derived neurotrophic factor, or 

BDNF, which has been thought to be necessary for cortical development and different types of 

plasticity. Exogenous BDNF added to cortical cultures prevents the usual effects of activity 

blockade on pyramidal cells (upscaling) 52. It is even possible that these different molecular pathways 

are connected at some point in the signaling cascade. Thus, detecting changes in activity levels, 

through whatever means, is crucial for maintaining set points of specific neural features.  

Another important feature to understand is the time course of homeostatic recovery of firing 

rates in neural networks after activity perturbations. As mentioned earlier, the behavioral recovery of 

embryonic limb movements occurs around 12 hours following GABAergic or glutamatergic 
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receptor blockade. In the STG system, the behavioral recovery of the rhythmic firing pattern 

following the absence of neuromodulatory input occurs over the course of 1-4 days 53. However, this 

is the timing of the behavioral recovery; what about the timing of the homeostatic mechanisms that 

are linked to this recovery? Different mechanisms demonstrate different timescales. For instance, 

synaptic scaling has been thought to occur over the timescale of several hours to days 48, though 

rapid forms of scaling were more recently discovered 6, 51. Changes in intrinsic excitability also can 

occur over hours to days 11, 54. However, a more rapid form of intrinsic plasticity was uncovered 

when potassium currents acted to stabilize a central pattern generator network that was responsible 

for cardiac muscle contraction in crabs in just 60-90 minutes 55. These timescales of homeostatic 

plasticity mechanisms at the network and neuron level potentially suggest that different mechanisms 

can regulate different aspects of the recovery of behavior, or they can occur at different points in the 

recovery phase.  

1.1.6 Homeostatic plasticity in neurodevelopmental disorders  

Homeostatic plasticity plays a crucial role in shaping the development and functionality of neural 

circuits, often with significant implications for cognitive and behavioral outcomes. 

Neurodevelopmental disorders, such as autism spectrum disorders (ASD) and intellectual disability, 

are characterized by disruptions in development that can lead to imbalances in excitation and 

inhibition (E/I ratio) within the brain 56, 57. Furthermore, models of febrile seizures in the developing 

system have demonstrated alterations in ionic conductances that affect the E/I ratio 58. These 

imbalances can result from genetic mutations, environmental factors, or a combination of both, 

affecting the normal homeostatic mechanisms that regulate synaptic strength and neuronal 

excitability. Therefore, these impairments can play a role in the altered activity levels, often 

hyperexcitability, associated with these disorders.  
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 Rett syndrome is a rare genetic neurological disorder caused by a mutation in the MecP2 

gene, and it affects 7 in 100,000 females 59. Normally, a bicuculline-induced increase in activity leads 

to a decrease in the GluA2 subunit of the AMPA receptor in cortical slices through increasing 

MecP2 expression, which is a translational repressor of the GluA2 unit. However, in MecP2-

deficient neurons, this activity-dependent synaptic scaling is impaired 60. In fact, there are 

homeostatic mechanisms in place, through the utilization of microRNAs, to balance MecP2 levels in 

response to changes in neuronal activity 61. Fragile X Syndrome (FXS), another neurodevelopmental 

disorder, is often co-diagnosed with autism spectrum disorders. Again, many studies have found 

deficits in both homeostatic synaptic plasticity and intrinsic plasticity in FXS neurons 62-65. More 

information on the specific impairments in homeostatic plasticity found in FXS models can be 

found in Section 1.2.7.  

 Targeting homeostatic plasticity represents a promising therapeutic strategy for treating 

neurodevelopmental disorders. Research has revealed that restoring E/I balance can ameliorate 

some of the symptoms associated with these conditions. Pharmacological approaches that target 

homeostatic mechanisms have shown potential in preclinical models. For example, mutations in the 

scaffolding protein Shank3 are strongly associated with autism spectrum disorders. Shank3-deficient 

neurons do not demonstrate synaptic scaling or homeostatic intrinsic plasticity. However, these 

deficits could be rescued by treating with lithium in slice, and in the mouse model, which also leads 

to a rescue of the behavioral deficits 66. Other studies in rodents have found that synaptic upscaling 

and downscaling can be elicited by ketamine and lithium, respectively 67. Blocking NDMA receptors 

with ketamine inhibits EF2 kinase and increases local protein synthesis, which triggers rapid and 

long-lasting anti-depressant effects 67. In conclusion, leveraging homeostatic plasticity mechanisms 

offers a targeted and potentially effective way to mitigate the neural imbalances that underlie many 

neurodevelopmental disorders.  
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1.2 Fragile X Syndrome  

Fragile X Syndrome (FXS) is a neurodevelopmental disorder that is the leading monogenetic cause 

of autism spectrum disorder (ASD). ASD is specifically marked by deficits in social communication 

and repetitive behaviors, and it manifests differently for everyone. Autism can be caused by both 

genetic and environmental factors, and FXS is one of the genetic factors. FXS was first described in 

1943 by Martin and Bell as an inherited form of intellectual disability that follows an X-linked 

inheritance pattern 68. The association between the disorder and the specifically affected Fmr1 allele 

was later confirmed in 1991 69. FXS is caused by a mutation in the Fmr1 (Fragile X messenger 

ribonucleoprotein 1) gene on the X chromosome, which is responsible for translating a protein 

called Fragile X messenger ribonucleoprotein (FMRP). Some of the common clinical manifestations 

include developmental delays, intellectual disability, behavioral symptoms, and other health 

problems.  

1.2.1 Genetic basis and prevalence  

The Fmr1 gene was the first example of a trinucleotide repeat expansion that resulted in a disorder. 

Within the 5’ untranslated region of the Fmr1 gene, there is an area that contains CGG repeats, 

which is typically around 30 repeats long in people who do not have FXS. In people who have the 

premutation for this neurodevelopmental disorder, there can be anywhere from 55-200 CGG 

repeats 70. Individuals carrying this premutation may not display the full spectrum of FXS symptoms, 

but can still have subtle clinical features. They are also at risk for associated conditions like Fragile 

X-associated tremor/ataxia syndrome (FXTAS; characterized by problems with movement and 

cognition, usually late-onset) or primary ovarian insufficiency (POI; ovaries don’t function normally) 

71, 72. Premutations of the Fmr1 gene generally occur in female carriers, and these alleles are 

particularly unstable during meiosis, during which the duplication and separation of genes leads to 

the formation of haploid eggs and sperm. Thus, it is possible, and likely, that during this process, the 
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CGG repeat length increases significantly, expanding into a full mutation in future generations 73. 

The full mutation occurs in individuals who have 200 or more CGG repeats. When this happens, 

the locus is heavily methylated, leading to silencing of the gene, the absence of FMRP, and the 

characteristic clinical manifestations of the disorder 73. 

 Knowing the prevalence rates of FXS is crucial to understanding the differences in clinical 

phenotypes and developing targeted approaches for individuals in both populations. The prevalence 

of the FXS full mutation in Europe and North America is 1/5000 males and 1/4000-8000 females 74, 

75. This prevalence discrepancy is because males, having only one X chromosome, are more severely 

affected when they inherit the mutation. On the other hand, females, with two X chromosomes, 

often have milder symptoms due to the presence of a normal Fmr1 gene on their second X 

chromosome, and these symptoms may be so mild that they do not even consider genetic testing. 

The number of individuals that carry the FXS premutation is higher, approximately 12/10000 males 

and 35/10000 females 75. These differences between males and females, as well as the differences 

between individuals with the premutation and full mutation, are considered when developing 

therapeutic strategies.  

1.2.2 Anatomical, cognitive, and behavioral clinical manifestations   

There are many neuroanatomical signs of FXS in human brains. Dendritic spine abnormalities are 

one of the most prominent features, and this is thought to be due to the role of FMRP in regulating 

translation within dendrites (more information on FMRP function in section 1.2.4 below) 76. 

Furthermore, white matter tracts in infants with FXS are significantly diminished, specifically from 

subcortical regions to the prefrontal cortex and some corpus callosum pathways 77. Changes have 

also been reported in the amygdala, striatum, and cerebellum 78. Many of these neuroanatomical 

changes observed in the FXS brain align well with the clinical symptoms associated with FXS.  
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There is a wide range of clinical phenotypes associated with FXS. Initially, at birth, there are 

differences in weight, height, and head circumference, but these changes are usually subtle, which is 

why early diagnosis is difficult 79. Within the first year, many of the major FXS symptoms begin to 

appear, especially in boys. These include mild motor delays, increased seizure susceptibility, 

hyperactivity, language delays, signs of autism and intellectual disability, poor eye contact, anxiety, 

and aggression 80. With these signs, FXS is then typically diagnosed with a DNA test at 

approximately three years of age in boys, but may be later in girls 80, 81. As children with FXS develop 

into adults, more symptoms can become apparent, such as impulsivity, increased aggression, poor 

attention, loss of control, and eventually, cognitive decline and symptoms of Parkinson’s disease in 

older age 80.  

 Furthermore, there are differences between boys and girls that have FXS. Since females have 

two copies of the X chromosome and thus, typically have a normal Fmr1 allele, there is a broader 

range of clinical symptoms. This range is in part due to X inactivation, where one of the X 

chromosomes is inactivated. Some cells have the paternal X chromosome inactivated while other 

cells have the maternal X chromosome inactivated. Therefore, FMRP will be expressed in a mosaic 

pattern, depending on which chromosome is expressed in that particular cell (full mutation Fmr1 

allele or the normal Fmr1 allele) 82. Other differences that are apparent in boys and girls with FXS 

include comorbidities with psychiatric and neurological disorders. For instance, while approximately 

30-50% of FXS males are co-diagnosed with ASD, only 25% of FXS females are diagnosed with 

ASD. Comorbidity with anxiety disorders is also lower in FXS females compared to males, and FXS 

females are generally less affected by impaired communication skills 83.  

The variability in clinical manifestations of FXS has many theories. It was previously thought 

that people with FXS that produce higher levels of FMRP are typically less cognitively affected than 

people that produce lower levels of FMRP or no FMRP 84. In males that have the full mutation, 
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FMRP levels can range from 0 to 21% of the normal mean FMRP level, and the greater the FMRP 

level, the better the IQ score 85. However, more recent work has demonstrated that FMRP 

expression and IQ is only correlated in females, but not in males, with FXS 86. Furthermore, there is 

an interestingly near-normal distribution of IQ scores (shifted five standard deviations downward 

from typically developing individuals) in males with no or low FMRP expression 86. More work 

needs to be done to identify what biological and/or socio-economic and/or environmental factors 

contribute to this normal variation in IQ scores.  

1.2.3 Current therapeutic approaches  

Since there is no cure for FXS currently, treatment is limited to ameliorating the symptoms displayed 

by patients. Additionally, because of the wide range in symptoms, therapeutic approaches to FXS are 

often individualized based on the clinical manifestations, age, sex, and comorbidities 

(ASD/intellectual disability, ADHD, OCD).  

 In this section, I’ll mention a couple drugs that have been effective in targeting FXS clinical 

phenotypes. Metformin, widely known as an antidiabetic drug, was initially shown to be successful in 

preclinical models. Treatment with this drug restored short-term memory, corrected excessive 

grooming and social behavior deficits, and decreased audiogenic seizures in FXS animal models 87. 

Metformin was then used in clinical trials to test its effectiveness on individuals with FXS. In a study 

of six adults and one child, metformin improved irritability, social responsiveness, hyperactivity, 

social avoidance, and communication skills 88. In another clinical trial, children between the ages of 2 

and 7 were treated with metformin and they showed improvements in behavior and language 

development 89. Another drug that has been shown to be helpful against FXS symptoms is 

lovastatin, which is widely known to reduce cholesterol. In a mouse model of FXS, lovastatin 

corrected both excessive hippocampal protein synthesis and increased seizure susceptibility 90. 
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Chronic administration of lovastatin in human clinical trials with FXS patients was shown to 

improve behavioral symptoms, such as irritability, hyperactivity, and social avoidance 91.   

 Drugs are not the only therapeutic approach to treating FXS symptoms. For example, in one 

clinical trial, a speech therapy called Parent Implemented Language Intervention was delivered to 

patients, either with lovastatin or a placebo. In both groups, there was an improvement in spoken 

language and social impairments, and the amount of change in these measures was comparable, 

suggesting that just the language intervention was sufficient to improve FXS symptoms 92. Another 

behavioral intervention is discrete trial training, which is an intensive, highly structured program 

where reinforcement and guidance is provided as needed 93. This alternative approach has been 

effective in identifying learning impairments and correcting behavioral abnormalities, such as social 

gaze 94-96. 

Altogether, these pharmacological and behavioral interventions provide some improvements 

in the characteristic symptoms of FXS. However, due to the variability in how FXS manifests, the 

wide range of functions of FMRP in the brain, and our limited knowledge of the molecular pathways 

that are affected in FXS, there is currently no sufficient cure available. CRISPR/Cas9 genome 

editing technology holds some promise as another avenue to pursue 97, 98.  

1.2.4 Functions of FMRP in the nervous system  

In order to understand the functions of FMRP, it is first important to discuss the structure of the 

protein. FMRP contains three canonical RNA-binding domains: two central KH (ribonucleoprotein 

K homology) domains and one RGG (arginine–glycine–glycine) box 99. A novel domain has been 

more recently discovered in the form of another KH domain on the amino terminus of the protein 

100. These domains allow FMRP to bind to specific mRNA targets, many of which are involved in 

synaptic function and plasticity. The protein also contains nuclear localization and nuclear export 
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signals to allow for FMRP to be shuttled between the nucleus and cytoplasm 101. FMRP can also be 

phosphorylated at various sites, controlling the various functions of the protein.  

 The mRNAs that FMRP binds to have been well-documented over the past several decades, 

thus providing important information about their functional impact. A complex structure called the 

FMRP kissing complex on target RNAs allows FMRP to bind to polyribosomes and regulate 

translation 102. This structure interacts with the coding region of transcripts that encode both 

presynaptic and postsynaptic proteins, as demonstrated by high-throughput sequencing of RNAs 

isolated by crosslinking immunoprecipitation 103. More recent work has shown that FMRP targets a 

wide variety of mRNAs, including those related to neurogenesis, intellectual disability, mTOR 

(mammalian target of rapamycin) pathway, and chromatin/chromosome organization and histone 

modifications 104. These studies provide evidence that FMRP targets include not only genes that 

encode neural/synapse development and function, but also epigenetic regulation and cell cycle 

regulation 105. Altogether, FMRP selectively binds to approximately 4% of the mRNA in the 

mammalian brain 73.  

FMRP is also involved in the local synthesis of proteins at synapses. An important study 

from 2002 demonstrated that activity-dependent synaptic plasticity is impaired in the absence of 

FMRP 106. Metabotropic glutamate receptor (mGluR)-dependent long-term depression (LTD), 

which is important for learning and memory, was significantly enhanced in the hippocampal neurons 

of Fmr1 knockout (KO) mice. This enhanced LTD was due to the increase in synthesis of proteins, 

suggesting that FMRP normally functions as a translational repressor at synapses (see section 1.2.6 

for more information) 106. How does FMRP regulate this translation? FMRP reversibly stalls the 

ribosome on its target RNAs when it binds to them 103. It is thought that the phosphorylation state 

of FMRP might be a signal for whether FMRP is bound to actively translating or stalled ribosomes, 

with phosphorylated FMRP required for translational repression and dephosphorylated FMRP 
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triggering translation 107, 108. Thus, FMRP is an mRNA-binding protein that plays a profoundly 

important role in many different pathways in the nervous system.  

Finally, there are non-canonical effects of FMRP that include direct protein-protein 

interactions. One such example is that FMRP binds to SK (small conductance calcium-activated 

potassium) channels. SK currents are reduced in FXS hippocampal cultures, leading to the 

hyperexcitability of pyramidal neurons 109. In addition, FMRP directly interacts with the HCN 

(hyperpolarization-activated cyclic nucleotide–gated) channel to regulate its current 110. Altogether, 

FMRP can influence neuronal excitability, synaptic transmission, and synaptic plasticity by 

modulating the activity or expression of ion channels and receptors.  

1.2.5 Experimental models of FXS  

Animal models have been extensively used to study the function of FMRP and the pathology of 

FXS. Mice, in particular, are a strong model because 99% of mouse genes have homologous genes in 

humans 111. In addition, the mouse has several advantages as an experimental model – its genome 

can be edited relatively easily with current technology, they have short lifespans, and have biological 

similarities to humans. However, one of the main differences between human FXS and Fmr1 KO 

mice relates to their genetics. In humans, the FMRP gene is expressed for a short period of time, 

until approximately the 10th week of gestation, before DNA methylation causes the silencing of the 

gene 112. On the other hand, KO mice never express any FMRP because many of the genetic models 

silence the Fmr1 gene immediately 113. Furthermore, the cortex is quite different in mice compared to 

humans. Mice have fewer cortical regions, less neocortical area, a relatively low density of neurons, 

and not as many association areas that integrate information 113. These neuroanatomical differences 

make it more difficult to study cognitive aspects of FXS pathology. Thus, some researchers have 

turned toward rats, which perform better on learning and cognitive tasks, and display more social 

behaviors than mice. However, the dearth of genetic tools for rats prevents more widespread 
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experiments in this model organism 114. Additionally, experiments on zebrafish and drosophila have 

also contributed to our understanding of FXS 115, 116. Results in these models have been inconsistent, 

perhaps due to the differences in the sensory, molecular, and behavioral pathways compared to 

human FXS pathology. Furthermore, many of the cognitive symptoms of FXS are difficult to test 

and interpret in these animals, making it difficult to draw applicable conclusions.  

 Despite the abundance of research in the above-mentioned experimental models, there are 

no treatments that prevent the FXS phenotype. Thus, there are new emerging animal models to 

better understand FMRP and FXS. For example, one such model is the Mongolian gerbil 117. Gerbils 

have an auditory system (both auditory range and auditory circuit) that better recapitulates the 

human sensory system. In addition, gerbils are mostly diurnal like humans, unlike the other 

nocturnal rodents previously studied, and have better visual acuity. Finally, gerbils display more 

social behaviors, allowing us to better study the social impairments in FXS 117. Another emerging 

model to study FXS pathology is the chick embryo. Work in the chick embryo has shown that 

FMRP binds to targets in the chick auditory system (which is more comparable to humans than 

rodents), and has demonstrated novel roles for FMRP 118, 119. Overall, animal models have been 

crucial to our understanding of FMRP function and FXS pathology, and these emerging animal 

models, along with the use of nonhuman primates, could help uncover novel therapeutic areas.  

1.2.6 mGluR theory of FXS 

The mGluR theory of FXS was first proposed by Mark Bear and colleagues in 2004. The theory 

explains the role of group 1 metabotropic glutamate receptors (mGluRs), particularly mGluR5, in 

the pathology of FXS. It states that the loss of FMRP results in exaggerated signaling through 

mGluR5, a receptor involved in synaptic plasticity and protein synthesis 120. Under normal 

conditions, mGluR signaling leads to the translation of specific mRNAs at the synapse, which is 

crucial for processes like LTD, a form of synaptic plasticity that weakens synapses. FMRP acts as a 
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negative regulator of this protein synthesis to ensure that it occurs in a controlled manner. However, 

in the absence of FMRP, mGluR5-induced protein synthesis is unchecked, leading to excessive 

protein synthesis and exaggerated LTD 120.  

 Several key preclinical studies led scientists to believe that this finding would significantly 

explain the behavioral phenotypes of FXS. For example, Fmr1 KO mice demonstrate increased 

sensory responses, such as high seizure susceptibility, perhaps due to increased mGluR signaling 121. 

When an mGluR5 antagonist (an anticonvulsant) raised the threshold for these audiogenic seizures 

in mice by reducing excitatory synaptic transmission, it suggested that the increased mGluR signaling 

may be the main problem 122. In another example, the corticostriatal pathway, which is important for 

forming motor and cognitive patterns, was found to have excessive mGluR5 signaling, leading to an 

obsessive-compulsive disorder (OCD) phenotype, which is often co-diagnosed with FXS 123, 124. 

These studies, along with many others, demonstrated the detrimental impact of increased mGluR 

activation.  

By identifying mGluR5 as a key player in FXS, researchers then focused on developing drugs 

that modulate mGluR5 activity. The first mGluR inhibitor, fenobam, was tested in a single-dose 

clinical trial of 12 participants with FXS. Some participants in the study showed varying levels of 

improvements in anxiety and hyperactivity, and there were no adverse effects of the drug, but the 

small sample size limited the ability to draw definitive conclusions from this trial 125. Another mGluR 

antagonist, acamprosate, was given to 3 patients, over the course of at least 16 weeks, starting with 

daily to 3 times per day. Each participant improved their communication capabilities, which included 

more complex grammar and vocabulary 126. However, despite the strong preclinical evidence for 

targeting mGluR5 activity and some of the earlier promising clinical trials, many clinical trials have 

not shown improvements in FXS symptoms 127. One potential reason for this is tolerance to the 

drugs after chronic administration 128. Some other reasons include differences between mice and 
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humans, genetic variability in FXS patients, simultaneous use of multiple medications for co-

diagnoses, and perhaps the fact that these drugs may need to be delivered at an earlier age to see 

therapeutic results, as FXS is a neurodevelopmental disorder 129.  

Although clinical trials of the mGluR theory of FXS have faced challenges, the theory still 

provides information for understanding some of the molecular and synaptic impairments associated 

with the absence of FMRP. In fact, the theory has also been applied to other neurological and 

psychiatric disorders, such as epilepsy, schizophrenia, anxiety, and depression, where similar 

mechanisms and dysregulation might exist for mGluR5 signaling 130-133. 

1.2.7 Impaired baseline and homeostatic plasticity in FXS  

FXS neurons have a different baseline level of activity compared to WT neurons across various 

model systems. For instance, multiple studies have established that FXS excitatory neurons are more 

intrinsically excitable at baseline, both in the hippocampus and the cortex 64, 65, 134. Additionally, 

changes in the cortical circuit demonstrate that UP states, which are persistent periods of activity 

that generate synchronous firing, are longer in Fmr1 KO cortical slices 134. Finally, experiments in the 

intact FXS mouse report changes in the whisker-evoked response. Both excitatory and inhibitory 

cells in L2/3 of the whisker-responsive barrel cortex demonstrate a decreased response to whisker 

stimulation compared to the WT, and spontaneous activity of inhibitory cells is also decreased in the 

KO mouse 135. These results suggest that FXS neurons have a different baseline activity compared to 

WT neurons, which could suggest they may be more sensitive to challenges or perturbations.  

This altered baseline activity suggests that homeostatic plasticity could be disrupted in FXS, 

leading to some of the cognitive and behavioral deficits that are characterized by this disorder. Many 

studies have demonstrated that homeostatic synaptic plasticity, along with synapse development, is 

impaired 136. Normally, a loss of synaptic activity leads to the translation of retinoic acid, a molecule 

that activates the synthesis and insertion of post-synaptic AMPA receptors in the dendrite 137. 
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However, in Fmr1 KO mice, although retinoic acid synthesis still occurs following the blockade of 

synaptic activity, the translation of new AMPA receptors is impaired, preventing upscaling 62. This 

result was also confirmed in FXS patient-derived induced pluripotent stem cells (iPSCs), and 

repairing the Fmr1 gene rescued homeostatic synaptic scaling, suggesting the importance of FMRP 

in synaptic plasticity 138. In the other direction, downscaling is also impaired in Fmr1 KO 

hippocampal neurons. For instance, FMRP normally modulates the expression of the tumor 

suppressor gene, p53, and a ubiquitin E3 ligase, Nedd4-2, and without their proper regulation, 

synaptic strength does not change following activity perturbation 139.  

FXS models have also shown that there are deficits in homeostatic intrinsic plasticity. For 

example, a study from our lab demonstrated that in Fmr1 KO cortical cultures, after blocking 

activity/NMDARs with TTX/APV, single-spiking neurons failed to convert to a multi-spiking 

phenotype, as the WT neurons did. In addition, the Fmr1 KO multi-spiking neurons demonstrate 

exaggerated plasticity, potentially due to an overexpression of sodium channels 63. In another study 

done in hippocampal neurons, after the addition of KCl to increase activity, Fmr1 KO neurons 

demonstrated an exaggerated decrease in the number of action potentials fired compared to WT 

neurons 64.  

These results suggest that there are bidirectional deficits in both synaptic scaling and 

homeostatic intrinsic plasticity. Research on FMRP and its role in homeostatic plasticity mechanisms 

continues to grow, and a deeper understanding of this relationship should prove useful in the 

development of more targeted and effective therapies for FXS and related disorders that have 

impaired plasticity.  

1.3 Barrel Cortex  

The term “barrel cortex” was first coined by Woolsey and Van der Loos in 1970 to describe a 

distinct region of the cortex where there was an interesting arrangement of cell bodies in layer 4 
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(L4). In this original study, the histological technique of Nissl staining was used to study the 

organization more closely. The scientists named the cell-dense regions in the mouse brain “barrels,” 

which ranged from 100-400 µm in diameter. The consistent cortical architecture corresponded well 

to individual whiskers on the mouse's snout. Along with previously established microelectrode 

recordings and the analysis of cortical maps based on whisker-evoked potentials, Woolsey and Van 

der Loos suggested that one barrel represents one whisker, and that these barrels are responsible for 

the functional organization of cortical columns 140.  

1.3.1 Overview of the whisker-responsive circuit 

Whiskers, or vibrissae, are often compared to human fingertips, in the sense that we use our fingers 

to both actively and passively discriminate shapes and objects in our environment 141. Whiskers are 

specialized hair follicles that are located on the snouts of mice and rats. They are split into two 

categories – macrovibrissae and microvibrissae. The macrovibrissae (more caudal) are longer and are 

actively used for long-distance discrimination, while the microvibrissae (more rostral) are shorter and 

have a more passive role in sensing the environment 142. The thickness at the base of the whisker vs 

the thinness of the whisker towards the end, along with the shape of the whisker, plays an important 

role in allowing rodents to measure object distance and force. In fact, these characteristics of 

individual whiskers are so crucial that when a whisker is shed and grows back, it has highly similar 

features 143. Rodents use their whiskers for a wide range of tactile and learning behaviors, including 

spatial navigation, object recognition, and social interactions 144, 145.  

Information obtained through the whiskers is then transmitted to the brain. The whisker 

follicles are packed with nerve endings, such that when a whisker encounters an object, the 

mechanoreceptors in the sensory neurons transduce the mechanical signal (ex: bending, vibrations, 

displacement of whiskers) into a neural signal. There are many classes of sensory neurons that 

innervate an individual whisker. This includes about 6-7 morphological types and 2 main 
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electrophysiological types (rapidly adapting (RA) and slowly adapting (SA)) 146. Whereas the RA 

neurons have a low amplitude threshold, the SA neurons have a low velocity threshold, and there 

are even some neurons that show mixed properties 147. From here, the axons for these sensory 

neurons travel through the trigeminal nerve to the principal trigeminal nucleus in the brainstem. The 

neurons in this nucleus are somatotopically arranged into barrelettes, similar to the barrel cortex 

architecture described earlier (section 1.3). Excitatory output from the brainstem then reaches the 

ventral posterior medial (VPM) nucleus of the thalamus. In the VPM, a topographic map of the 

whisker pad (termed barreloids) is once again maintained 144. The thalamus, a major relay station, 

filters and refines the sensory inputs before it reaches the barrel cortex. Within the barrel cortex, 

layer 4 (L4) primarily receives this input, and the stereotypical barrel map is established here, the last 

discrete somatotopically defined location for preserving the spatial organization of inputs (secondary 

somatosensory cortex, S2, contains a continuous band for each row, but not each whisker) 148. The 

information flow described above is known as the lemniscal pathway. Another pathway that 

transmits whisker information to the barrel cortex is known as the paralemniscal pathway. In this 

path, information flows from the spinal trigeminal nucleus in the brainstem to the posterior medial 

(POM) nucleus of the thalamus, which in turn innervates L1 and L5A of the barrel cortex 147. A 

recent study suggested that while the lemniscal pathway is crucial for transmitting sensory 

information, the paralemniscal pathway might play a more modulatory role rather than directly 

channeling sensory input. This indicates that the paralemniscal pathway influences the processing 

and integration of sensory information 149.  

Within the cortex, the canonical pathway for information flow is from L4 -> L2/3 -> L5/6 

in the same barrel column (Figure 1.2). However, this is an oversimplified circuit, and one that is still 

not entirely clear in the field. For instance, one study suggests that information from the VPM 

actually gets transmitted to L4 and L5B simultaneously, bypassing the conventional sensory 
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processing circuit 150. Another study suggests that some projections from VPM also terminate in L3 

and L6 151. Perhaps these widespread connections serve a role in the function of each of these layers. 

L2/3 projects mainly to neocortical regions, whereas L5/6 projects to both cortical and subcortical 

regions that are action-related and higher-order areas 150. Since all layers have access to most of the 

same information, the many projection patterns can differentially alter behavior.   

 

 
Figure 1.2. Barrel cortex circuitry. The black lines represent the main excitatory connections in the 
barrel cortex between all the layers. The green and red arrows represent input coming from the 
thalamus into the barrel cortex (ventral posteromedial nucleus, VPM, and posteromedial nucleus, 
POM, respectively). Taken from Petersen & Crochet 2013 152. 
 
In general, each cortical layer has unique cell types that correspond relatively well to the 

output projections for that layer. Starting with L4, the excitatory neuron types include stellate cells 

and pyramidal cells. The dendrites and axons of stellate cells are restricted to L4, which likely form 

the barrel columns 153. On the other hand, L4 pyramidal cells typically have dendritic arbors that 

extend into neighboring columns and more superficial layers 141. L2/3 excitatory neurons are sparse-

coding pyramidal neurons that project to primary somatosensory cortices outside of the barrel 

cortex, motor cortex (M1), and whisker secondary somatosensory cortex (S2). L5 consists of regular 

spiking (RS) cells and intrinsically bursting (IB) cells. This layer is often divided into L5A and L5B 

due to the differences in output projections. For example, L5A projects robustly to L1-3, while L5B 
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has strong projections to the POM and superior colliculus, and both parts of L5 likely project to 

whisker M1 and whisker S2 141. Finally, L6 has cortico-thalamic cells that receive input from L4-L6 

and project primarily to the thalamus, while the cortico-cortical cells have dense axonal arbors and 

long-range projections to many brain regions 141. In contrast to these layer-specific excitatory cells, 

there are two main types of inhibitory cells across all layers. Parvalbumin (PV) cells make up about 

40% of the inhibitory cells, and one of their main functions is to provide rapid inhibitory feedback 

to excitatory cells. This ensures that the local microcircuit is quickly balanced and sharply conveys 

information, resulting in the sparse coding of whisker information such that only about 10% of 

excitatory neurons fire action potentials in response to each whisker stimulation 144, 154. Somatostatin 

(STT) cells are another inhibitory cell type. They make up about 30% of the inhibitory neurons, and 

play a role in perception, synchronization, and modulation of activity 141. Collectively, these cell types 

(and others not mentioned here for simplicity) play a fundamental role in the barrel cortex and the 

processing of whisker information.  

It is important to note that a key feature of the barrel cortex is the heterogeneity of the 

whisker response, which is commonly known as a salt-and-pepper organization. Neurons in one 

barrel may not respond best to the whisker that is associated with that barrel. It is even possible that 

neurons right next to each other are more responsive to different whisker stimulations 155. 

Furthermore, previous literature also suggests that there are small local clusters of neurons in barrels 

that are perhaps co-tuned to the same whisker, whether that be the corresponding whisker of the 

barrel or a different whisker 156. Thus, more experiments need to be conducted to determine how 

this salt-and-pepper layout and local clusters affect decoding in downstream processes.  

Briefly, the regions between barrels in L4 are known as septa. These are regions that are not 

neuronally dense, and are primarily innervated by POM neurons 151. While barrel-related circuits are 

thought to encode spatiotemporal information of whiskers contacting objects, septal-related circuits 
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are thought to encode frequency and other kinetic information of whisker movements 151. Septa are 

also more prominent in rats than mice, and further studies are warranted to elucidate the differences 

in sensory processing between the two species and brain regions. 

In conclusion, whiskers are an incredibly important sensory modality for rodents. There are 

multiple pathways that transmit sensory input from the mechanosensory neurons at the whisker 

follicle to the barrel cortex. Each layer and cell type in the cortex serves a fundamental function in 

the processing, integration, and transmitting of tactile information from the environment to produce 

specific behaviors.  

1.3.2 Deficits in the barrel cortex in FXS models 

In FXS rodents, the barrel cortex exhibits several changes in anatomical structure, synaptic function, 

and sensory processing. For instance, the dendrites of FXS stellate cells near the barrel wall were 

shown to extend toward the septa more than WT cells. However, the dendritic projections towards 

the middle of the barrel remain the same, indicating that FMRP may be responsible for the normal 

pruning and removal of these projections 157. In another study, L5 neurons in the barrel cortex were 

imaged to track dendritic spine characteristics over the span of 1-4 weeks to examine potential 

developmental changes. Researchers discovered that there was an increase in spine length and 

density at 1 week of age, but that by 4 weeks, these changes were much less pronounced 158. These 

transient differences suggest that FMRP plays an important role in the normal development of 

spines at an earlier time point. Furthermore, Fmr1 KO L5 pyramidal neurons demonstrated an 

increase in dendritic spine formation and elimination, and that these spines were not as responsive 

to whisker trimming as the WT neurons 159. These results suggest that the synaptic circuits in the 

Fmr1 KO mice are not being tuned to sensory stimulation as responsively as in the WT. These 

changes in dendritic spine morphology would impact synaptic connectivity, plasticity, and sensory 

learning, which will be discussed throughout this section.  
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 In addition to neuroanatomical differences in FXS mice, changes in the excitability and 

synaptic connectivity of neurons have also been observed. For example, the intrinsic excitability of 

L4 and L2/3 Fmr1 KO excitatory neurons is increased compared to WT neurons 65, 134, 135. There is 

also reduced connectivity of L4 excitatory neurons to inhibitory neurons 65, 134. However, there are 

mixed observations about how the absence of FMRP impacts short-term plasticity in the barrel 

cortex. While one study found that there was no change in inhibitory postsynaptic currents (IPSCs) 

from inhibitory cells to excitatory cells, another found that there was more short-term depression in 

L4 of the Fmr1 KO 65, 134. More studies need to be conducted to evaluate if/how short-term plasticity 

changes, which can impact sensory and information processing. Another circuit-level defect in Fmr1 

KO mice is that the connection from L4 to L3 is altered in multiple ways. The strength of this 

connection is reduced (caused by a lower neuronal connection probability), the L4 axons in L2/3 are 

more spatially diffuse in the KO than in the WT, and whisker trimming does not elicit a decrease in 

the strength of this connection as it does in the WT 160. It is interesting to note that the 

morphological differences were only transiently present during the second postnatal week, and that 

by the third week, the KO L4 to L2/3 connection was comparable to the WT, although experience-

dependent plasticity was not measured again so we do not know if plasticity had recovered as well 

160. Additionally, another study found that the critical period for L4 synaptic plasticity is delayed, 

showing yet another instance of developmental delay in FXS 161. This idea of delayed maturation of 

the cellular and synaptic properties of neurons fits well with the idea of developmental delays as a 

clinical phenotype for FXS.  

 Finally, I want to briefly highlight some of the sensory processing deficits in FXS animal 

models. Fmr1 KO L2/3 excitatory neurons and L2/3 inhibitory neurons, but not L4 excitatory 

neurons, demonstrated a decrease in the whisker-evoked firing rate 135. In addition, KO mice exhibit 

a broadening of the L2/3 receptive fields, but the L4 receptive fields stayed the same in response to 
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whisker stimulation 162. These differences point to layer-specific changes that occur in the barrel 

cortex, and the effects of some of these changes can be observed in behavior. For example, Fmr1 

KO L2/3 neurons show deficits in neuronal adaptation to repetitive whisker stimulation, which may 

lead to tactile defensiveness often seen in autism 163. Tactile behavioral tasks also demonstrate that 

Fmr1 KO mice are not as successful as WT mice in performing tasks that require solely whisker 

input, suggesting that there is a deficit in sensory processing 164. Interestingly, one study 

demonstrated that whisker stimulation results in increased translation of FMRP, supporting a strong 

role for FMRP in experience-dependent synaptic plasticity and learning 165. 

 Altogether, these studies demonstrate that barrel cortex anatomy and circuitry is impaired in 

FXS rodent models. FMRP is crucial for dendritic spine morphology and development, circuit 

function, and sensory processing. Without FMRP, FXS models can show either reduced or 

increased neural activity depending on the location. With this observation, one logical question to 

ask would be: why did homeostatic plasticity not correct for these changes in baseline activity? Is it 

possible that homeostatic plasticity itself is impaired in FXS? These studies and questions pave the 

way for my use of the FXS mouse barrel cortex in studying possible impairments in homeostatic 

plasticity.  

1.3.3 Importance of using sensory systems in studying plasticity 

Studying sensory systems, such as the visual, auditory, and somatosensory systems, have been crucial 

for understanding plasticity. There has already been extensive research on the anatomical structures 

and the topographic organization throughout the circuit. Thus, manipulating the sensory systems, in 

terms of deprivation or enrichment or stimulation, can help us better understand the triggers and 

mechanisms of plasticity, and the impact that plasticity has on sensory processing disorders like 

autism.  
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 First, I would like to briefly highlight some plasticity studies in the visual cortex, since the 

initial plasticity experiments focused on critical periods and plasticity during visual development 166. 

An early study found that two days of monocular deprivation (MD) resulted in upscaling of mEPSC 

amplitudes in L4 neurons during a critical period, but outside of this period, there was no change, 

suggesting that scaling happens in an age- and layer- dependent manner 167. In another study, after 

just one day of MD, inhibitory neurons demonstrated a transient decrease in firing rates while 

pyramidal neurons showed no change in firing rates 44. A similar result was discovered by another 

group of researchers, where inhibitory neurons were the first cell type to alter their firing rates and 

rebound following MD, followed by changes in the excitatory neurons, suggesting the existence of 

cell-specific changes associated with deprivation 42. It is also possible that different forms of 

homeostatic plasticity are in effect at different developmental stages, as studies have found that 

synaptic scaling could be triggered in the adult mouse brain, but homeostatic intrinsic plasticity 

could not 168, 169. Thus, the visual cortex has been crucial in understanding how sensory perturbations 

at different timepoints affect specific layers and cell types.  

 The whisker-responsive barrel cortex has also become an increasingly valuable model for 

understanding tactile processing and the plasticity responses associated with perturbations. 

However, because scientists perform different types of deprivations (unilateral deprivation, row 

deprivation, checkerboard deprivation, single whisker experience), it is important to keep in mind 

how and when each of these variations affect the neural response. For the sake of clarity, I will only 

mention unilateral whisker deprivation studies in this section, since this is the experimental paradigm 

that I used to trigger homeostatic plasticity. Unilateral whisker deprivation removes the competition-

based Hebbian plasticity that would occur with the other types of deprivation mentioned earlier. 

One study found that deprivation before P14 disrupted the receptive fields of L2/3 neurons, but not 

L4 neurons, suggesting that the critical period plasticity window for L2/3 neuronal development is 
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P12-P14 170. L2/3 neurons also demonstrated a delay in the maturation of the spiking properties 

when whisker deprivation was performed, thus establishing the importance of sensory input to the 

development of intrinsic excitability properties 171. In another study, whisker deprivation from P9-

P21 increased intercolumnar inputs to L2/3 neurons from neighboring columns, while also 

changing the intercolumnar inputs to L5 neurons, suggesting that sensory input is also necessary for 

the proper development of synaptic connections in multiple layers 172, 173. However, deprivation in 

the adult mouse results in an interesting timeline of neural responses. Immediately following 

deprivation, there is a decrease in the L2-L4 neuron’s firing rate after whisker stimulation, but by 3-4 

days of deprivation, the neurons’ firing rates return to baseline levels, and after 7 days, the firing 

rates potentiate above the baseline 174. The above results show that unilateral deprivation at different 

ages leads to unique layer- and timeline-specific changes in the barrel cortex.  

 There are multiple shared mechanisms of homeostatic plasticity in the rodent visual and 

barrel cortex. For instance, in both systems, rapid disinhibition occurs immediately after deprivation, 

whether that be through synaptic changes or intrinsic excitability changes 175, 176. In addition, a slower 

firing rate homeostasis occurs over several days through homeostatic synaptic scaling, which serves 

to stabilize activity levels more long-term in a correlative study 175. The similarities in sensory systems 

suggest that although the plasticity mechanisms can selectively affect different layers and cells, there 

are common pathways that regulate overall excitability, such as synaptic strength, synaptic 

connectivity, and intrinsic excitability. Understanding both these separate and overlapping 

mechanisms would help us understand the role of homeostatic plasticity in neurodevelopmental and 

neuroplasticity-related disorders.  

1.4 Dissertation aims and hypotheses  

In summary, homeostatic plasticity plays an important role in stabilizing a neuron and/or network’s 

firing rates and activity patterns. However, the neural features that are actually homeostatically 



 32 

maintained have not been fully uncovered, since different systems might have different homeostatic 

goals. Chapter 2 discusses the homeostatic regulation of spiking characteristics in two distinct 

preparations – cortical neuronal cultures and the embryonic chick spinal cord. We blocked GABA 

receptor activity and conducted a comprehensive analysis of various spiking activity characteristics. 

We had hypothesized that there would be at least one feature that would be homeostatically 

maintained in both preparations, and found that this was in fact true. The spike rate within bursts 

showed a consistent initial increase and then homeostatic recovery following GABAergic blockade. 

Findings from this work demonstrate that individual cells and networks homeostatically restore 

spike rate during synaptic bursts, suggesting that this is an important spiking characteristic to 

maintain following perturbations. This work has already been published in eNeuro 177.  

The second part of my research, discussed in Chapter 3, focuses on how impairments in 

homeostatic plasticity can be observed in neurodevelopmental disorders, such as FXS. In order to 

examine the homeostatic capacity of FXS neurons, I performed unilateral whisker deprivation on 

mice during a critical developmental window (P14-P21) to perturb the sensory system and trigger 

homeostatic plasticity. I then analyzed the whisker-evoked responses of L5/6 neurons in the barrel 

cortex to determine if cortical sensitivity to whisker input was altered. I had initially hypothesized 

that homeostatic plasticity would be severely impaired in the FXS mouse model (Fmr1 KO). We 

found that the KO mouse exhibits deficits in the recruitment of excitatory and inhibitory L5/6 

somatosensory neurons, both at baseline and after sensory deprivation. In addition, we observed a 

change in the sensitivity of excitatory neurons at a later developmental stage. This compromised 

excitatory and inhibitory function in development could influence sensory processing and long-term 

cortical organization. This work has been submitted to Cell Reports.  
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Chapter 2: Homeostatic Regulation of Spike Rate 

within Bursts in Two Distinct Preparations 177 

2.1 Abstract 

Homeostatic plasticity represents a set of mechanisms thought to stabilize some function of neural 

activity. Here, we identified the specific features of cellular or network activity that were maintained 

after the perturbation of GABAergic blockade in two different systems: mouse cortical neuronal 

cultures where GABA is inhibitory and motoneurons in the isolated embryonic chick spinal cord 

where GABA is excitatory (male and female combined in both systems). We conducted a 

comprehensive analysis of various spiking activity characteristics following GABAergic blockade. 

We observed that most features were highly variable after blocking GABAA receptors (e.g. burst 

frequency, burst duration, and overall spike frequency in culture). These results are consistent with 

the idea that neuronal networks achieve activity goals using different strategies (degeneracy). On the 

other hand, some features were consistently altered after receptor blockade in the spinal cord 

preparation (e.g. overall spike frequency). Regardless, these features did not express strong 

homeostatic recoveries when tracking individual preparations over time. One feature showed a 

consistent change and homeostatic recovery following GABAA receptor block. We found that spike 

rate within a burst (SRWB) increased after receptor block in both the spinal cord preparation and 

cortical cultures, and then returned to baseline within hours. These changes in SRWB occurred at 

both single cell and population levels. Our findings indicate that the network prioritizes the spiking 

dynamics within a burst, which appear to be variable under tight homeostatic regulation. The result 

is consistent with the idea that networks can maintain an appropriate behavioral response in the face 

of challenges. 
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2.2 Introduction 

Neuronal activity patterns can be highly stereotyped and invariant, even though the ion channels and 

synaptic inputs that drive such activity can vary widely 17, 178-180. For instance, in the crab 

stomatogastric ganglia, neurons expressing the same activity pattern can show a threefold variation 

in channel conductances 13, 178. This variation arises as cells homeostatically maintain some feature of 

activity, but achieve this in different ways (degeneracy). Because of this variability, an activity 

perturbation will affect one cell/network differently than another, as some are more dependent on 

certain conductances/synapses 178, 181, 182. Both this variability and the activity feature that is 

homeostatically maintained can be observed by perturbing network activity and observing how 

different activity features are altered and homeostatically recover.  

 However, identifying the actual neural characteristics that are homeostatically maintained has 

been elusive. Different studies have identified different homeostatic goals. Studies have found 

evidence supporting overall firing rate homeostasis at the level of the individual cell 42, 43, at the 

network population level 45, in response to a sensory stimulus 44, and in terms of criticality that 

maximizes information capacity 46. Due to the importance of homeostatic plasticity in neural 

disorders, it is critical that we come to a better understanding of the multiple activity properties that 

may be homeostatically regulated. With the idea that individual preparations achieve similar activity 

using different strategies and that different spiking features are homeostatically regulated, our goal 

was twofold. First, we assessed variability of firing properties in individual preparations following a 

synaptic perturbation. Second, we examined which properties were best homeostatically regulated 183, 

184, and have done this using two very different developing systems.  

We and others have demonstrated that the addition of CNQX, an AMPA receptor 

(AMPAR) antagonist, to cortical cultures results in a wide range of changes in overall firing rates, 

and that homeostatic recovery of the spike rates did not occur within 24 hours 45, 185. In the current 
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study, we blocked GABAA receptor (GABAR) activation in cortical cultures. Our primary objective 

was to identify the specific spiking features that undergo homeostatic regulation in response to 

perturbation. To assess the generality of our observations in culture in a more intact system, we also 

chose the isolated embryonic chick spinal cord preparation. This system expresses several 

homeostatic plasticity mechanisms, both in vivo and in vitro 6, 27, 35, 36. Previous work has suggested that 

GABAR blockade in ovo, during a developmental stage when GABA is depolarizing and excitatory, 

leads to the abolition of embryonic movements that are then recovered 12 hours after drug 

application 35. Nevertheless, the precise features of activity that were homeostatically regulated in 

motoneurons were unknown. Thus, the current study aimed to understand how activity features are 

altered and homeostatically restored in response to GABAR blockade in two systems: one in which 

GABA is inhibitory (cortical culture), and the other in which GABA is excitatory (isolated spinal 

cord).  

 Following GABAergic blockade, we assessed overall spike rate, burst frequency and 

duration, spike rate within a burst (SRWB), and inter-burst spike rate. As predicted due to 

degeneracy, we observed variability in both preparations after perturbation. On the other hand, we 

found that SRWB was most consistently altered (increased) and was also most reliably returned to 

pre-perturbation levels in both systems. Our findings suggest that both cells and the network 

actively and homeostatically restore spike rate during synaptic bursts, thus preventing long-term 

hyperexcitability.  

2.3  Results  

2.3.1 SRWB is homeostatically restored following GABAergic blockade in cortical cultures  

Previous work from our lab has shown that AMPA receptor blockade (CNQX) in cortical cultures 

changed the firing rates and burst frequencies in a highly variable manner 185. Both the degree to 

which firing/burst rates were reduced and the 24-hour homeostatic recovery were variable in these 
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different cultures. We wondered if such variability would similarly be observed if we attempted to 

increase activity. GABAR blockade in cortical cultures has been shown to increase certain features 

of spiking acutely 4, 186, 187. In order to assess the variability of this response and to determine the 

timing of such a recovery, we disinhibited cortical cultures and monitored various firing rate 

characteristics following this perturbation. To this end, we plated mouse cortical cultures on 64-

channel MEAs and allowed for circuit development for 10-14 DIV. We observed typical network 

burst activity, with bursts involving relatively synchronous spikes across multiple channels in semi-

regular intervals. Then, we analyzed overall spike rate, burst duration and frequency, inter-burst 

interval spike rate (IBI, spike rate outside of bursts), and spike rate within a burst (SRWB) (Figure 

2.1). Baseline activity was recorded for several hours before the drug was introduced, and spiking 

features were then monitored for 24 hours after the addition of the GABAR antagonist bicuculline 

(20 µM) or in untreated control cultures. 

 
Figure 2.1. Firing rate characteristics analyzed in cortical cultures. Raster plot of network burst 
activity across all channels in the MEA. Inter-burst interval (IBI) spike rate is the spiking that 
occurred outside of the bursts (spikes are black dots). SRWB is the spike rate that occurs within the 
burst (spikes are red dots). Burst duration is shown by the red lines below raster plot.  

 
 
 



 37 

Overall spike rate 

Previously, it was observed that overall spike rate increased shortly after bicuculline addition, 

although it did not reach significance 188. Here, we tracked overall spiking across individual cultures 

over a 24 hr period. On average (thick black line – Figure 2.2A, Figure 2.3A), this parameter 

increased following bicuculline, and then 24 hours after GABAergic blockade, it had recovered to 

the level of control cultures at 24 hours. However, looking at individual cultures tells a different 

story, as we observed strikingly distinct responses to bicuculline in each culture (shown as different 

colors in Figure 2.2A). While most cultures showed a clear increase in overall spiking, one briefly 

increased and then was reduced, one was unchanged, and two others were profoundly reduced. By 

24 hours, cultures appeared to be above, below, or at untreated control levels (Figure 2.2A). The two 

cultures that were reduced from the onset of bicuculline remained low for the entire 24 hours 

(showed no homeostatic tendency). Consistent with degeneracy, it was clear that following 

disinhibition, there was dramatic variability in both overall spike rate as well as in the homeostatic 

recovery of this feature. In addition, pre-bicuculline values (not normalized) for all parameters are 

shown in Table 2.1.   
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Figure 2.2. Burst dynamic parameters measured following GABAR blockade (bicuculline) in cortical 
cultures. A) Normalized overall spike rate B) Normalized burst frequency C) Normalized inter-burst 
interval (IBI) spike rate and D) Normalized burst duration displayed over a 24-hour period for 
control and bicuculline-treated cultures. Values at each time point are normalized to baseline (pre-
drug) condition. Each color line represents a single culture, with the thick black line representing the 
mean of all cultures. The data shown in A and B are the same data as in our previous publication 
(Gonzalez-Islas et al., 2024), however here we follow individual cultures over time. Estimation 
statistics comparing bicuculline-treated and control cultures at each of the time points establish that 
none are significantly different. This is likely due to the dramatic variability. 
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Figure 2.3. Estimation statistics of burst dynamics parameters from bicuculline-treated cultures for 
A) overall spike rate B) burst frequency C) inter-burst interval (IBI) spike rate and D) burst duration. 
The mean differences at each time point are compared to control and displayed in Cumming 
estimation plots. Upper panel shows raw data from single spinal cord recordings (filled circles), where 
the mean value is represented by the gap in the vertical bars and the SD is represented by the vertical 
bars. Lower panel shows mean differences between control and treated groups as a bootstrap 
sampling distribution (mean difference is represented by filled circle and the 95% CIs are depicted by 
vertical error bars).  
 
 

 
Feature Pre-Bicuculline 

Value 
Overall spike rate 42.51 + 55.36 
Burst frequency 0.24 + 0.24 
Inter-burst interval spike frequency 8.14 + 8.21 
Burst duration 1.07 + 2.23 
Spike rate within a burst 166.27 + 76.46 
Number of channels in a burst 16.24 + 14.11 

 
Table 2.1. Mean and standard deviation of all spiking activity features that were analyzed for culture 
preparations. All features are reported in Hz, except for burst duration (seconds) and the number of 
channels.  

 
 
 
Burst frequency/IBI spike rate 

Since most spikes occurred within bursts, we also assessed burst frequency. Previously, it was found 

that burst frequency increased following bicuculline application, although it did not reach 

significance 188. Here, we show burst frequency tracked across individual cultures over a 24 hr period 

and found that burst frequency showed an apparent homeostatic nature if one only looked at the 

average values following bicuculline treatment (thick black line – Figure 2.2B). However, once again, 

this view was a simplistic one as the dramatic variability to this perturbation complicated such an 

interpretation. Unlike overall spike rate, most cultures reduced burst frequency after GABAergic 

blockade (Figure 2.2B, Figure 2.3B). On the other hand, three of the cultures showed very large 

increases in burst frequency, which did appear to be in the process of recovering back toward 

control levels, although they did not fully recover by 24 hours. The cultures that expressed reduced 

burst frequency following bicuculline either returned to control levels or were maintained at lower 
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levels. Ultimately, we found that cultures demonstrated high variability, and not all demonstrated a 

homeostatic recovery of burst frequency. Very similar results were observed when looking at the 

spike rate across channels in the inter-burst interval (most decreased, some increased, no obvious 

homeostatic response, Figure 2.2C, Figure 2.3C).  

Burst duration 

We also analyzed burst duration (the period of synchronous spiking across channels) and found 

dramatic variability in burst duration following GABAA receptor blockade (Figure 2.2D, Figure 

2.3D). Some cultures increased burst duration, some were unchanged, and some were profoundly 

decreased. However, whether there was an increase, decrease, or no change in burst duration, the 

post-bicuculline value was largely maintained for the 24-hour treatment. The majority of cultures did 

not demonstrate homeostasis of burst duration and responded to bicuculline in a highly variable 

manner. 

Spike rate within a burst 

We analyzed the SRWB, or the total number of spikes across all channels within a burst divided by 

the total duration of the bursts (Figure 2.4). Within the first 30 minutes of disinhibition, there was a 

significant and dramatic increase in the SRWB for all cultures, and this effect persisted to some 

extent until approximately the 6th hour after bicuculline application, when the values homeostatically 

returned to levels seen before bicuculline was added and to levels seen in the untreated cultures at 

the corresponding time points. The first three hours of bicuculline-treated cortical cultures 

demonstrate a significant increase in SRWB, while the 6-hour and 24-hour time points were no 

different than control cultures (Figure 2.4C). This result was remarkable, and so we further analyzed 

this interesting finding. We examined individual SRWBs for each burst in an individual culture and 

plotted the average value and standard deviation of this parameter, and did so without 

normalization. It was clear that following bicuculline, SRWB was increased and homeostatically 
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recovered within several hours of drug application in every single culture (Figure 2.5). Finally, 

bicuculline has been reported to modulate potassium channel conductances 189, so we also tested a 

weaker but more specific GABA receptor antagonist gabazine (5µM) in 3 additional cultures. The 

results were no different than those using bicuculline (Figure 2.6). These striking results suggested 

that the blockade of GABAergic transmission triggered a uniform increase in SRWB that was then 

homeostatically brought back down to control levels.  

 
 
Figure 2.4. Spike rate within a burst (SRWB) following GABA blockade is consistently 
homeostatically recovered in cortical cultures. A and B) SRWB displayed over a 24-hour period for 
(A) control (untreated) and (B) bicuculline-treated cultures. Values at each time point are normalized 
to baseline (pre-drug) condition. Each color line represents a single culture, with the thick black line 
representing the mean of all cultures. C) SRWB is compared for control and bicuculline-treated 
cultures at 0.5hr, 1hr, 3hrs, 6hrs, and 24hrs after addition of bicuculline. The mean differences at 
different time points are compared to control and displayed in Cumming estimation plots. Significant 
differences denoted by * p < 0.05, *** p < 0.001. Upper panel shows raw data from single culture 
recordings (filled circles), where the mean value is represented by the gap in the vertical bars and the 
SD is represented by the vertical bars. Lower panel shows mean differences between control and 
treated groups as a bootstrap sampling distribution (mean difference is represented by filled circle and 
the 95% CIs are depicted by vertical error bars).  
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Figure 2.5. Nine different cortical cultures show that addition of bicuculline triggers an increase in 
SRWB, which then is homeostatically returned to baseline levels. SRWB is calculated as the average 
SRWB across individual bursts and standard deviation of SRWB is shown as error bars. Data is not 
normalized so represents the MEA-wide spike of each culture before and after bicuculline.  

 
 

 
 

Figure 2.6. Three different cortical cultures show that addition of gabazine triggers an increase in 
SRWB, which then is homeostatically returned to baseline levels. SRWB is calculated as the average 
SRWB across individual bursts and standard deviation of SRWB is shown as error bars. Data is not 
normalized so represents the MEA-wide spike of each culture before and after gabazine.  
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Homeostatic index of spiking features 

To better analyze and compare the homeostatic nature of each firing rate property, we assessed a 

homeostatic index (Figure 2.7). We calculated this index to provide a percentage recovery of the 

perturbed state. This was calculated as the most extreme normalized value in the first hour after 

bicuculline minus the normalized value 24 hours after bicuculline (actual recovery); this value was 

then divided by the most extreme normalized value in the first hour after bicuculline minus the 

normalized value in control cultures at 24 hours (full recovery). For example, if the parameter 

increased to 5 times the initial value within the first hour and then returned to twice the 24-hr 

control value, then the index would show a 75% recovery (5-2 / 5-1). In this way, values that don’t 

recover at all are 0%, those that recover completely are at 100%, those above 100% recover but then 

continue past baseline control values, and those that are negative have continued to move in the 

direction of the first hour. We found that there was high variability in terms of homeostatic recovery 

for most of the firing rate properties we measured. However, for each one of the individual cultures 

SRWB was the one property that most consistently returned to control levels (100%) and was 

associated with the smallest variability (coefficient of variation or CV) (Figure 2.7, Table 2.2). These 

studies demonstrate a critical importance of this firing rate property that only occurs when the 

network is synaptically active.  
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Figure 2.7. Homeostatic recovery percentage for firing rate properties. The homeostatic index for 
each bicuculline-treated culture was calculated by subtracting the 24-hr bicuculline time point from 
the greatest bicuculline-induced change in the first hour divided by the immediate bicuculline-induced 
change minus the 24-hr control time point. For example, if the parameter increased 5 times within the 
first hour and then returned to twice the 24-hr control value, then the index would be 75% (5-2 / 5-
1). Horizontal line represents 100% recovery. Spike frequency within a burst is the firing rate property 
that most consistently demonstrates near 100% homeostatic recovery.  
 
 

 
Feature CV Mean 
SRWB 0.19 90.32 
Burst duration 0.86 46.65 
Overall spike rate -7.12 -36.56 
Inter-burst interval spike rate -46.22 -3.32 
Burst frequency 0.99 73.75 

 
Table 2.2. Coefficient of variation (CV) and mean of all spiking activity features that were analyzed 
for culture preparations. All features are reported in Hz, except for burst duration and episode 
duration (seconds). 
 
 
 

SRWB is homeostatically regulated at both the population and single cell levels 

It is possible that individual cells regulated their spike rate within a burst and/or that the number of 

recruited neurons that contributed to a burst was regulated. Therefore, we looked at the number of 

channels contributing to a burst. Following GABAergic blockade, we found that a higher proportion 

of the channels contributed to each burst in all but one culture (Figure 2.8B). Before bicuculline 

treatment different subsets of channels contributed to any given burst, but after GABAergic 
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blockade, the majority of the active channels contributed to most bursts. After 18 hours of 

bicuculline treatment the number of channels per burst recovered to pre-drug values (Figure 2.8B). 

We then looked to identify the SRWB for single units. Different waveforms were identified on 

individual channels at the time the recordings were obtained based on principal component analysis 

of the waveform in the TDT acquisition program (Figure 2.8C1-2). We then examined channels that 

only contained one waveform (Figure 2.8C1). We only accepted these individual waveforms if less 

than 1% of the inter-spike intervals were less than 2ms (refractory period for the spike). This 

eliminated certain cultures entirely and the vast majority of the channels across cultures, while 

leaving us with 12 single unit recordings that we could follow across conditions. We found that most 

of the individual units (11/12) increased to some extent following disinhibition and then returned to 

lower levels over the next 24 hrs (Figure 2.8C). However, SRWB for individual units did not 

respond uniformly, consistent with the idea that there is heterogeneity in the population of recorded 

cells – some increased dramatically, some less so, one remained largely unchanged through the 

perturbation, and some (2 of 12) increased slightly but then went below 50% of their original levels. 

Together, these results suggested that the increase and homeostatic recovery of SRWB was 

occurring both at the level of individual cells and the population.  
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Figure 2.8. Spike rate within a burst (SRWB) following GABAR blockade was homeostatically 
recovered at both the population and single unit level. A) In control cultures, the number of MEA 
channels contributing to a burst remained stable. B) Following bicuculline, the number of MEA 
channels contributing to a burst increased and was then homeostatically restored over a 24-hour 
period. Values at each time point were normalized to the baseline (pre-drug) condition. Each color 
line represents a single culture, with the thick black line representing the mean of all cultures. C) 
Following bicuculline, SRWB for most individual sorted units increased and were homeostatically 
restored over a 24-hour period. Values at each time point were normalized to the baseline (pre-drug) 
condition. Each line represents a single unit from one of four cultures (units from same cultures are 
of the same color), with the thick black line representing the mean of all units. Inset - one (C1) or two 
(C2) waveforms were identified on two different channels (SD shown in shaded area). 
 

 
2.3.2 SRWB is homeostatically restored following GABAergic blockade in the isolated 

chick embryo spinal cord  

The unexpected finding that SRWB was the parameter that was best homeostatically maintained in 

cortical cultures was clear and interesting. However, cultured cortical networks are a somewhat 

artificial circuit predisposed to variability due to many aspects of this system – density of plating, 

glial or inhibitory neuron content, brain regions that contribute to a particular culture 

(somatosensory vs visual). Therefore, it was important to see if similar results might be observed in a 

defined class of neurons in a more intact circuit. Thus, we chose the embryonic chick spinal cord 

preparation, which has been shown to express several homeostatic mechanisms following both in 

vivo and in vitro blockade of GABAergic transmission 27, 190. An important difference from cortical 

cultures is that GABA is depolarizing and excitatory in the embryonic spinal cord 191. As a result, the 

spinal cord is highly active and recruits the majority of neurons in network-wide bursts of activity 

called episodes, which last for several seconds, and in vivo, drive embryonic movements by recruiting 

motoneurons 28, 29. These episodes are also referred to as spontaneous network activity or SNA and 
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occur every 5-10 minutes; each episode is composed of several depolarizing bursts (Figure 2.9) 28, 192. 

We isolated lumbosacral spinal cords with intact ventral roots as described previously (See methods) 

6, 40. We then drove a 32-channel NeuroNexus probe into the spinal cord (Figure 2.9A). Antidromic 

stimulation of the ventral root identified which channels on the probe corresponded to 

motoneurons (Figure 2.10). 

 
Figure 2.9. Firing rate characteristics analyzed in the isolated embryonic chick spinal cord. A) 
Schematic of 32-channel NeuroNexus probe inserted into the spinal cord, specifically penetrating the 
motor column. B) Raster plot of network burst and episode activity across channels on the 
NeuroNexus probe. Episodes caught by the custom-written Matlab program are highlighted in blue, 
with spikes caught in the episodes as red dots. Purple lines below the episodes represent where bursts 
occurred within the episode. Black dots are spikes that occurred outside of the episode. Thus, the 
inter-episode interval spike rate is calculated by taking the spike rate outside of the episodes. C) The 
raster is zoomed into the last episode from (A). The red dots again represent the spikes within the 
episode and the purple lines denote the bursts. From this data, we can calculate the episode spike rate, 
which includes all spikes within the episode, regardless of whether or not the spikes were part of a 
burst. D) The raster is zoomed into the last burst from (B). We calculated the burst duration and 
spike rate within the burst within episodes from this data.  
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Figure 2.10. Antidromic stimulation to identify embryonic chick spinal cord motor neurons. A) 
Asterisks mark the component that identifies motor neurons in the raw trace. B) No motor neuron 
component is present in the interneurons.  
 
 

Recordings were made for approximately 3-4 hours, where the first 30 minutes of the recording 

provided the baseline activity. Then, excitatory GABAergic transmission was blocked with 10 µM 

gabazine or no antagonist was added (control). In order to better quantify spiking activity, we 

divided the length of the recording into 30-minute time bins, and if multiple episodes were 

observed, the episode activity was averaged for that time bin. We analyzed overall spike rate, episode 

spike rate, episode duration, inter-episode interval spike rate (spike rate between episodes), burst 

duration, and SRWB within an episode to determine which firing properties were homeostatically 

maintained. 

Overall spike rate/episode frequency 

First, we analyzed overall spike rate (Figure 2.11A), and noticed a significant decrease in spike rate 

compared to the control cords within the first 30 minutes of gabazine addition, and this decrease 

persisted throughout the length of the recording (Figure 2.12A). Pre-gabazine values for all 

parameters (not normalized) are shown in Table 2.3. This result for the overall spike rate was not 

surprising as previous work has shown that most spikes occur within episodes and that blockade of 

a depolarizing GABAergic transmission reduced the frequency of these episodes 28. We therefore 

analyzed episode frequency in these cords and found that indeed, all cords decreased the frequency 
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of episodes following GABAergic blockade, and we did not observe signs of homeostatic recovery 

in the following hours (Figure 2.13). Since neither the overall spike rate nor the episode frequency 

recovered, it is clear that these features were not homeostatically maintained within the three hours 

of the recording. Thus, we moved on to examine other firing rate properties to see if they were 

homeostatically regulated.  

 
Figure 2.11. Spiking parameters measured following gabazine- blockade in embryonic chick spinal 
cords. A) Normalized overall spike rate B) Normalized inter-episode interval (IEI) spike rate and C) 
Normalized burst duration displayed over a 3-hour period for control (untreated) and gabazine-
treated cords. Each color dot represents a single cord, with the height of the bar representing the 
mean of all cords.  
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Figure 2.12. Estimation statistics of firing dynamics parameters from gabazine-treated spinal cords 
for A) overall spike rate B) inter-episode interval (IEI) spike rate and C) burst duration. The mean 
differences at each time point are compared to control and displayed in Cumming estimation plots. 
Significant differences denoted by ** p < 0.01, *** p < 0.001. Upper panel shows raw data from 
single spinal cord recordings (filled circles), where the mean value is represented by the gap in the 
vertical bars and the SD is represented by the vertical bars. Lower panel shows mean differences 
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mean differences between control and treated groups as a bootstrap sampling distribution (mean 
difference is represented by filled circle and the 95% CIs are depicted by vertical error bars).  
 
 

 
Feature Pre-Gabazine Value 
Overall spike rate 0.19 + 0.06 
Inter-episode interval spike frequency 0.01 + 0.01 
Burst duration 0.09 + 0.02 
Episode spike rate 0.13 + 0.04 
Episode duration 42.74 + 8.16 
Spike rate within a burst 1.72 + 0.71 

 
Table 2.3. Mean and standard deviation of all spiking activity features that were analyzed for spinal 
cord preparations. All features are reported in Hz, except for burst duration and episode duration 
(seconds).  
 
 
 

 
 
Figure 2.13. Episode frequency following GABA blockade in the isolated spinal cord is not 
homeostatically recovered. Occurance of episodes in spinal cords is displayed as the time interval from 
the last episode. Each color dot represents a single spinal cord. Gabazine was added at time point 0 
seconds. A) Episode frequency of control cords. B) Episode frequency of gabazine-treated cords.  

 
 
Inter-episode interval spike rate 

Next, we analyzed spiking within the inter-episode interval, or the spike rate outside of episodes 

(Figure 2.11B). We observed variability in both the control and gabazine-treated spinal cords, such 

that no significant differences were observed at any of the time points and therefore there was no 

homeostatic recovery of inter-episode interval spike rate (Figure 2.12B). 

Episode duration and spike rate 
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We next computed firing properties associated with the episode. We calculated the episode spike 

rate and episode duration (Figure 2.14). Both of these firing properties were variable in control and 

gabazine-treated cords, though both were clearly more variable after gabazine treatment. On 

average, neither property showed any significant changes following gabazine treatment. Further, any 

changes in individual cords that occurred following gabazine appeared to be maintained. Therefore, 

neither episode spike rate nor episode duration showed homeostatic regulation. These results 

showed that GABAergic blockade reduced the frequency of episodes, but when they occurred, the 

average duration and spike frequency within the episode were unaltered. However, it was clear that 

gabazine altered these parameters in very different ways in each individual cord (increasing in some, 

decreasing in others).  

 
Figure 2.14. Episode spike rate and episode duration following GABA blockade are variable in both 
control and gabazine- treated spinal cords. A) Episode spike rate displayed over a 3-hour period for 
control (untreated) and gabazine-treated cords. Values in each 30-minute bin are normalized to 
baseline condition. Each color dot represents a single spinal cord, with the height of the bar 
representing the mean of all cords. B) Episode duration displayed over a 3-hour period for control 
(untreated) and gabazine-treated cords. Values in each 30-minute bin are normalized to baseline 
condition. Each color dot represents a single spinal cord, with the height of the bar representing the 
mean of all cords.  
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Burst duration 

We also examined the duration of the bursts within the episode (Figure 2.11C). Again, we observed 

no difference in the average values between gabazine-treated and control cords (Figure 2.12C). Yet, 

once again burst duration was highly variable in the first 90 minutes of GABAergic blockade. 

Homeostatic control of burst duration was not observed. 

Spike rate within a burst 

Finally, we examined SRWB, in this case, in bursts within an episode (Figure 2.15A-B). We found 

that although the SRWB was highly variable in the first 30 minutes following gabazine addition, 

there was a significant increase in this firing property compared to the control (Figure 2.15C). 

Moreover, the SRWB after the first 30 minutes then decreased and was similar to control cords that 

were not treated with gabazine. These bursts in the spinal cord drive the kicking behavior that we 

have observed in ovo, suggesting that the behavioral output of the system was being maintained at a 

specific set point. In this case, changes in SRWB likely would manifest as changes in movement 

amplitude or speed. Regardless, these changes in SRWB are the same as those observed in the 

disinhibited cortical cultures. This demonstrated that the SRWB was one of the more important 

firing properties because it was homeostatically regulated (see Discussion).  
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Figure 2.15. Spike rate within a burst (SRWB) within episodes following GABA blockade in the 
isolated spinal cord is consistently homeostatically recovered. A and B) SRWB displayed over a 3-
hour period for (A) control (untreated) and (B) gabazine-treated cords. Values in each 30-minute bin 
are normalized to baseline (pre-drug) condition. Each color dot represents a single spinal cord, with 
the height of the bar representing the mean of all cords. C) SRWB is compared for control and 
gabazine-treated cords at 30- minute intervals during the 3-hour recording period. The mean 
differences at each time point are compared to control and displayed in Cumming estimation plots. 
Significant differences denoted by * p < 0.05. Upper panel shows raw data from single spinal cord 
recordings (filled circles), where the mean value is represented by the gap in the vertical bars and the 
SD is represented by the vertical bars. Lower panel shows mean differences between control and 
treated groups as a bootstrap sampling distribution (mean difference is represented by filled circle and 
the 95% CIs are depicted by vertical error bars).  
 

 
If SRWB was increased and homeostatically recovered in individual motoneurons, then we would 

expect to see increases in calcium entry, which are correlated with spike frequency, in individual 

cells. Therefore, we decided to do optical calcium imaging of individual motoneurons labeled with a 

calcium indicator (Figure 2.16A). We retrogradely labeled motoneurons overnight with calcium 

indicator Calcium Green-1 dextran (see methods). We then imaged the calcium transients from 10 
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motoneurons per cord, in three different cords (30 motoneurons total). We triggered episodes and 

recorded the calcium transients (% change in fluorescence) before and during 2+ hours of gabazine 

exposure. As expected, we found that within 30 minutes of blocking GABAergic transmission, the 

calcium transient associated with an episode increased and then more slowly was reduced toward 

baseline values over the next 2 hours (Figure 2.16B). The result was consistent with the idea that 

following GABAergic blockade, individual motoneurons increased their spike rate within a burst and 

then homeostatically regulated this feature.  

 
Figure 2.16. Calcium imaging of gabazine-treated embryonic chick spinal cords. A) Motor neurons 
were labeled with Calcium Green Dextran overnight. Scale bar = 100 μm. B) Results demonstrate an 
initial increase in calcium fluorescence transients associated with episodes followed by a recovery to 
baseline levels. Episodes were stimulated and calcium transients were recorded for three spinal cords 
(black line = average).  

 
 
3.4  Discussion 

In this study, we found that SRWB was the spiking property that was most consistently 

homeostatically recovered following GABAergic blockade. We found that additional firing 

properties were highly variable following GABAR block, consistent with degeneracy. Further, 

homeostatic recovery of these other features was either weak or only occurred in some of the 

preparations. The homeostatic control of SRWB is logical for a circuit that must execute a specific 

action when the network is driven to fire during synaptic bursts.  

3.4.1  Variability in firing properties following GABAergic blockade 
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Following GABAR block, variability was seen across many spiking features. Individual cultures 

demonstrated dramatic variability in overall spike rate after bicuculline application. We might have 

expected an initial increase in overall spike rate since the system was disinhibited. On average, there 

was a slight increase in the first hours (although it did not reach significance, Figure 2.3A). This 

result was largely consistent with similar studies in culture 187, 193. However, when assessing individual 

cultures, we saw dramatic variability in the response to disinhibition as some increased 3-4 fold, 

while others nearly stopped firing. Why would disinhibition cause a reduction in overall spiking? 

One possibility is that it led to a depolarizing block, inactivating voltage-gated sodium channels 194. 

While the overall spike rate in cultures was highly variable following GABAergic blockade, this 

feature was consistently lower than control levels in the isolated spinal cord. This was due to the fact 

that such a perturbation reduced episode frequency, where most spikes occur. In the embryonic 

chick spinal cord, this makes sense because gabazine blocks a depolarizing excitatory current that is 

important in episode generation 34.  

Overall spike rate was highly variable even though SRWB consistently increased and then 

homeostatically recovered. One might have expected that overall spike rate would be impacted by 

SRWB, but this did not appear to be the case, as some cultures decreased overall spike rate at the 

same time SRWB increased, and in all spinal cord preparations overall spike rate decreased 

dramatically at the same time SRWB increased. This occurred because overall spike rate was 

influenced by SRWB, burst frequency, burst duration, and inter-burst interval spiking. For instance, 

in the spinal cord, overall spike rate decreased due to a reduction in the episode frequency, and 

therefore burst frequency. Interestingly, the interaction of SRWB with other activity features was 

itself variable. The interaction of these features can be seen by comparing different cultures.  For 

example, SRWB in the red culture goes up for 9 hrs and then recovers, which is similar to overall 

spike frequency, but different than burst frequency (goes down and stays there) or burst duration 
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(goes up and stays there). On the other hand, the purple culture has a typical increase and recovery 

of SRWB within ~3hrs, which is different than overall spike rate or burst duration (goes down and 

stays there) or burst frequency (largely unchanged).   

Why does such variability exist? This is consistent with the initial hypothesis that there is 

significant variability in synaptic strengths and voltage-gated conductances within neurons in circuits 

expressing similar activity patterns (degeneracy) 17, 178-180, 195. This variability is thought to be driven by 

homeostatic plasticity goals (e.g. achieving proper activity patterns), but different preparations use 

different strategies to accomplish this. In the context of development, these results are particularly 

profound because the many challenges during development are even more consequential and will 

therefore strongly shape the strategies used to accomplish homeostasis. Thus, the response to a 

perturbation will depend on the strategies chosen by that particular network. Therefore, it may not 

be surprising that networks with similar behaviors respond so differently to distinct perturbations. 

For instance, a network that developed using a strategy more strongly dependent on GABAergic 

synaptic strength would likely be more affected by GABAergic blockade. The observations that 

different constellations of ionic conductances and synaptic strengths can produce similar activity 

patterns and that perturbations can uncover such variability have been well documented in 

invertebrate systems 17, 179. However, similar experiments have been carried out far less in vertebrate 

preparations, and our results appear to support the concepts initially recognized in invertebrates. 

Finally, this variability is obvious, but the recognition of this is often lost when simply looking at 

average values, as suggested several years ago 196.  

3.4.2 Homeostasis of SRWB in both preparations 

In both the isolated spinal cord and cortical cultures, GABAergic blockade induced an increase in 

SRWB that displayed far less variability than other activity features – all cultures and 4 of 5 spinal 

preparations increased SRWB, which then recovered. The increase and homeostatic recovery of 
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SRWB appear to be due to changes that are occurring at the individual cellular level as these changes 

were observed in single unit recordings in culture and through calcium imaging of individual 

motoneurons in the spinal cord (Figure 2.8 & 2.16). Such changes are likely to be driven, at least in 

part, by a shift in the driving force for synaptic currents underlying bursts. In control spinal cords, 

the currents associated with SNA are predominantly glutamatergic and GABAergic. Previous work 

has demonstrated that the reversal potential for SNA in E10 chick spinal neurons was around -20 

mV (GABAergic and glutamatergic), close to the GABA reversal potential of -30mV, and this then 

shifted to ~0 mV after the addition of bicuculline (now only glutamatergic) 34. The GABA reversal 

potential is close to the membrane potential during a burst and so it can actually shunt action 

potentials. Moreover, when GABA receptors are blocked, fewer chloride channels would be open, 

thus increasing the input resistance. In the chick embryo, it has been shown that puffing a GABAR 

antagonist onto the cord during SNA can increase burst discharge acutely, presumably by shutting 

off what can be a shunting conductance 197. In cultured cortical neurons, we would expect a similar 

mechanism underlying the increased SRWB following GABA receptor blockade, as input resistance 

should also increase and we are removing a synaptic current that is hyperpolarizing. The increase in 

SRWB following GABAergic blockade appears to be similar to that reported previously 186, 187, 198. 

The consistency across preparations of increased SRWB is likely due to the twofold nature of a 

stronger inward current in a tighter cell (lower input resistance). Such a mechanism could also 

underlie the recruitment of more neurons into each burst as more of the population is brought to 

threshold.  

Since we saw the recovery of SRWB while GABAR blockade was still in effect, there must 

be a mechanism to bring this firing rate back to control levels that is independent of GABAR 

activation. We hypothesize that this effect could be due, in part, to a depolarization of the resting 

membrane potential 38. Previous work from our lab has shown that the resting membrane potential 
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was depolarized about 10mV in motoneurons 1-2 hours after GABAergic blockade. While this 

could suggest the cells are more excitable and could increase firing rate, it is possible that in 

combination with a more depolarized reversal potential for SNA, the cells could enter depolarizing 

block, thus inactivating voltage-gated sodium channels 34. In addition, or alternatively, it is possible 

that rapid activity-dependent changes in intrinsic cellular excitability, such as K+ channel current 

densities, mediate the recovery. Following reductions in voltage-gated Na+ channel conductances, 

acutely dissociated Purkinje cells maintained spikes within a burst through rapid reductions in K+ 

channel currents 199. In the stomatogastric ganglia, it was shown that depolarization of an all-

inhibitory synaptic network reduced spikes within a burst, which then began to recover within the 

first hour by hyperpolarizing the action potential threshold, potentially through reduced K+ channel 

conductance 200.  

It remains unclear how the increase in SRWB is sensed and then triggers whatever 

homeostatic mechanism that restores this feature. One possibility is that the increased firing rate 

leads to an increased calcium transient (Figure 2.16), that could trigger calcium signaling cascades 

that lead to the appropriate homeostatic mechanisms that restore SRWB, thus avoiding cellular 

hyperexcitability that could be deleterious for the cell. Regardless of the mechanism, homeostatic 

control suggests an elevated importance of this feature as it requires a sensor of the feature and the 

metabolic cost to regulate it. Further supporting the importance of the finding is the fact that we see 

this homeostatic regulation of SRWB in 2 very different systems - 2 different cell types, species, 

temperatures, GABAR antagonists, and developmental stages. 

 Previous work has often been ambiguous about the exact variable that is homeostatically 

regulated, but in general, studies have focused on the recovery of overall spike rate after a 

perturbation. However, our current study suggests that SRWB is one important variable that is 

tightly homeostatically controlled in both the in vitro cortical cultures and ex vivo embryonic spinal 
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cords. Although we didn’t see evidence of a full recovery in the overall spike rate in the embryonic 

chick spinal preparation, embryonic movements in ovo did recover after 12 hours 37. Thus, some 

homeostatic mechanisms must exist in the fully intact living embryo for this recovery. This may be 

due to the fact that we only looked at the first 3+ hours of recovery or there may be compensations 

in the periphery, descending input, or neuromodulators that are not recapitulated in the isolated ex 

vivo cord. Regardless, SRWB initially increases, then robustly returns to baseline levels in these 

preparations. Therefore, SRWB represents a critical firing rate property that is homeostatically 

maintained in a reliable manner, but is rarely considered in homeostatic studies. The bursts in culture 

are representative of activity that the network generates, while the bursts in the spinal cord drive 

kicking behavior that we have previously observed in ovo. In both preparations, the bursts are the 

synaptic outcome of the system, and the spike rate within these bursts is the feature that is 

consistently homeostatically regulated following this perturbation. 

2.5  Experimental Procedures  

2.5.1 Cell culture 

Brain cortices were obtained from C57BL/6J embryonic day 17 mice from BrainBits (unknown sex). 

Neurons were obtained after cortical tissue was enzymatically dissociated with papain. Cell 

suspension was diluted to 2,500 live cells per µL and 35,000 cells were plated on planar 

multielectrode arrays (MEAs) coated with poly-D-lysine (Sigma, P-3143) and laminin. The cultures 

were maintained in Neurobasal medium supplemented with 2% B27 and 2mM GlutaMax. No 

antibiotics or antimycotics were used. Medium was changed completely after one day in vitro (1 DIV) 

and half of the volume was then changed every 7 days. Spiking activity was monitored starting ~10 

DIV to determine if a bursting phenotype was expressed and continuous recordings were made 

between 14-20 DIV. Cultures were discarded after 20 DIV. All protocols followed the National 
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Research Council’s Guide on regulations for the Care and Use of Laboratory Animals and from the 

Animal Use and Care Committee. 

2.5.2 Spinal cord dissection 

Experiments were performed on White Leghorn chicken embryos (Hyline North America, 

unknown sex) at embryonic day 11 (E11 or Stage 37 24). The spinal cords were isolated at E11, with 

ventral roots attached, in cooled (14°C) and oxygenated (95% O2/5% CO2) Tyrode’s solution 

containing the following (in mM): 139 NaCl, 12 D-glucose, 17 NaHCO3, 3 KCl, 1 MgCl2, and 3 

CaCl2 6. After dissection, the cord was left overnight to recover in Tyrode’s solution at 18°C. The 

cord was then transferred to a recording chamber and continuously oxygenated in Tyrode’s solution 

that was warmed up to 27 + 1°C and contained 5 mM KCl rather than the 3 mM used in the 

dissecting Tyrode’s solution, which produced more consistent episodes of spontaneous network 

activity (SNA). 

2.5.3 Electrophysiology recordings  

Culture. Extracellular spiking was recorded from cultures plated on a planar 64-channel MEA 

(Multichannel Systems) recorded between 14-20 DIV. MEAs were placed in the MZ60 headstage 

(Tucker-Davis Technologies - TDT), which was housed in a 5% CO2 incubator at 37°C. Drugs were 

added separately in a sterile hood and then returned to the MEA recording system. Recordings were 

band-pass filtered between 200 and 3000 Hz and acquired at 25 kHz sampling rate. For bicuculline-

treated cultures, 20 µM bicuculline was added to the culture following 2-3 hours of baseline activity 

recordings.  

Spinal cord. Ventral roots were drawn into suction electrodes and motoneurons were identified by 

antidromically stimulating the ventral root at 30 µA with an ISO-Flex stimulator isolator. 

Extracellular recordings were made using silicon probes (A1x32-Poly2-5mm-50s-177, NeuroNexus, 

USA) with 32 recording sites covering 775 μm in depth. The probe was inserted at a 30° angle 
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(lateral to medial) into the upper lumbar region of the isolated spinal cord from the ventral side. 

Recordings were band-pass filtered between 300 and 2000 Hz and acquired at 25 kHz. For gabazine-

treated cords, 10 µM gabazine was added to the bath after recording baseline activity for 

approximately one hour. Synapse software (Tucker-Davis Technologies / TDT) was used to 

monitor activity on a TDT electrophysiological platform consisting of the PZ2 pre-amplifier and the 

RZ2 BioAmp Processor for both preparations.  

2.5.4 Calcium imaging  

Calcium indicator Calcium Green-1 dextran (10,000MW) was used to retrogradely label 

motoneurons overnight as described previously 201. After isolation of the embryonic chick spinal 

cord (see above), lumbosacral spinal nerves were drawn into a suction electrode. Saline was then 

withdrawn from the suction electrode and replaced by a concentrated solution of Calcium Green 

(1mg in 10µl of H2O). The indicator then retrogradely labeled motoneuron somata overnight. The 

next morning, the pia was removed in the area of the labeled motoneurons and the preparation was 

moved to a chamber and placed ventral side-down on a coverslip. Images were continuously 

acquired of labeled motoneurons through the ventral white matter using an inverted microscope 

(Olympus IX 70) via an intensified charge-coupled detector video camera (Stanford Photonics). The 

tissue was illuminated using a 75-W xenon arc lamp with an excitation filter of 450–490 nm, dichroic 

of 510 nm, and a barrier filter of 520 nm. Various ND filters were used to reduce photodynamic 

damage. During the experiment, video data (7-15 frames per second) were acquired and stored using 

Simple PCI. Images were then processed and analyzed using Fiji software (WS Rasband, ImageJ, 

National Institutes of Health, Bethesda, MD, http://rsb.info.nih.gov/ ij/, 1997–2006). To record 

calcium transients during episodes of SNA, spinal nerves were stimulated. Video recordings were ~2 

minutes in length. During episodes of network activity, virtually all labeled neurons showed changes 

in fluorescence or became optically active (O’Donovan et al., 1994). An average image was then 
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made in order to draw regions of interest (ROIs) over individually labeled motoneurons. The change 

in fluorescence was monitored by measuring average pixel intensity for 10 ROIs per spinal cord in 

three different cords. To assess the change in fluorescence as a percentage of the baseline 

fluorescence of a motoneuron, we measured fluorescence by taking the ROI value of each frame 

and subtracting the average value of 30 frames before the episode of SNA. We then took the change 

in fluorescence of each ROI and divided it by the average before the episode minus an ROI in a 

non-labeled region (autofluorescence) ((ROI - ROI average before episode)/(ROI average before 

episode - autofluorescence)). 

2.5.5 Data analysis 

Spiking activity from cortical cultures and isolated spinal cords was analyzed offline with a custom-

written Matlab program 188. The recordings (acquired in TDT) were subsequently converted using 

the function TDTbin2mat to Matlab files (Mathworks). A custom written Matlab program identified 

bursts of network spikes using an inter-spike interval-threshold detection algorithm as described 

previously, where “A burst was identified if N spikes occurred in less than T ms, where the 

threshold T was automatically determined from observing the probability distribution of inter-spike-

intervals” – The number of spikes comprising the smallest burst was considered N 202. The program 

plotted the probability distribution for the periods between 10 consecutive spikes. The longest 

duration minima were chosen as the threshold duration (T – Figure 2.17A) to find a user defined 

number of spikes (N) within a burst as described previously 202. Spiking activity was labeled as a 

network burst when it met a user-defined minimum number of spikes across all channels (culture: 

10; cord: 4-8) occurring across a user-defined minimum number of channels (culture: 5-10; cord: 3-

5). We removed channels that did not contribute to bursts or were constantly active (potential 

noise). For example, in Figure 2.17A we plotted the interval between the first and tenth consecutive 

spike and saw the largest minima (dip in the probability distribution) was around 200ms. We then 
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used this value to search for periods where 10 spikes occurred within 200ms and then repeat this 

process after advancing one spike at a time (e.g. spike 1-10 occur within 200ms and then determine 

if spike 2-11 is still within 200ms – if so, the identified burst is lengthened). We then visually 

assessed the bursts identified by the program (Figure 2.17B, the duration of the identified bursts is 

shown as a red line below the burst and spike times can be seen within the burst (red) and outside 

the burst (black). The program also automatically computed network burst metrics including burst 

frequency, overall spike rate, and other characteristics. An additional feature of the program is its 

ability to identify and calculate characteristics of spontaneous network activity (SNA) in the isolated 

spinal cord. SNA presents as a series of bursts within 30-60 seconds (called an episode), followed by 

a 5-10 minute quiescent period. Spiking activity was labeled as an episode when it met user-defined 

criteria. This included episode duration (typically 20-100 seconds). The episodes were then visually 

inspected to ensure that the chosen parameters accurately identified episodes and the bursts within 

the episodes. The program also computed episode metrics, such as the number of spikes, duration, 

and channels involved.  
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Figure 2.17. Program that detects and analyzes bursts. A) Probability distribution of ISI durations 
between 10 consecutive spikes (n to n + 9) largest dip in the distribution (200ms) is used to detect 
bursts in the burst detection subroutine of the program. B) Burst detection program identifying bursts 
that contain at least 10 spikes in 200ms. Burst duration is shown in red line below raster plot. Burst 
spikes are red and spikes in the inter-burst interval are black.  

 
Culture. Each time point (0, 0.5, 1, 3, 6, 9, 12, 18, 24 hrs) indicated in the figures represents 

recordings acquired in a 15-minute interval (900 seconds), where multiple features of spiking were 

calculated. Overall spike rate was defined as the total number of spikes across all channels divided by 

the duration of that recording period (total # spikes /900 sec). The burst frequency was calculated 

as the number of bursts identified in a recording session divided by the total duration of that 

recording session (total # bursts / 900 sec). Inter-burst interval (IBI) spike rate was calculated as the 

number of spikes that occur outside of bursts divided by the total inter-burst interval (combined 

durations of all inter-burst periods) in the 900 sec recording session. Average burst duration was the 

average duration of all bursts in a recording session. SRWB was calculated in 2 different ways – line 

graphs in main figures show the total number of spikes within all bursts divided by the sum of the 

burst durations, or in extended data, line graphs are calculated by averaging all SRWBs calculated for 

each burst thus providing standard deviation for each time point within a culture. Due to the 

mentioned variability between cultures, the line graphs of the main figures show the data normalized 

to baseline. Additionally, in the line graphs of extended data, we show raw data (not normalized). 

Homeostatic recovery of spiking features (homeostatic index) was computed by first calculating the 

recovery in bicuculline-treated cultures (maximum normalized value within the first hour in 

bicuculline minus the normalized value at the 24-hour time point in bicuculline). This number was 

then divided by the maximum normalized value within the first hour in bicuculline minus the 

normalized value in control cultures at 24 hours (typically near 1). The homeostatic index was 

calculated and is displayed for each culture separately (individual dots in Figure 2.7). 
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Spinal cord. Spiking activity was divided into 30-minute bins, and only spiking in motoneuron 

channels, as determined by antidromic ventral root stimulation, was included in the analyses. Within 

each time bin, the following characteristics were calculated: episode duration, episode spike rate, 

burst duration, SRWB, inter-episode interval spike rate, and overall spike rate. Episode duration was 

calculated as the time between the onset of the first burst and the end of the last burst. Episode 

spike rate is the number of spikes in motoneuron channels divided by the episode duration. Burst 

duration is the average burst period within the episodes. SRWB is the total number of spikes across 

motoneuron channels that occur during bursts within the episode divided by the total duration of 

the bursts (spikes that occurred in the episode but outside of the bursts were not included). If more 

than one episode occurred during the 30-minute bin, the metrics were averaged so that only one 

value for each spinal cord is displayed. In addition, in each 30-minute window, the overall spike rate 

(as described above) and the inter-episode interval spike rate (number of spikes outside of episodes 

divided by the inter-episode time window) were calculated. Since each isolated spinal cord had 

different baseline values, all data shown are normalized to baseline (30 minutes of recording before 

drugs).  

2.5.6  Statistical analysis 

Estimation statistics have been used throughout the manuscript. 5000 bootstrap samples were taken; 

the confidence interval is bias-corrected and accelerated. The p values reported are the likelihoods of 

observing the effect sizes, if the null hypothesis of zero difference is true. For each permutation p 

value, 5000 reshuffles of the control and test labels were performed (Moving beyond P values: data 

analysis with estimation graphics 203). 
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Chapter 3: Homeostatic capacity of L5/6 neurons in 
Fmr1 KO mice following unilateral whisker deprivation  
 
3.1 Abstract  

Mouse models of Fragile X Syndrome (FXS) have demonstrated impairments in excitatory and 

inhibitory sensory-evoked neuronal firing. Homeostatic plasticity, which encompasses a set of 

mechanisms to stabilize baseline activity levels, does not compensate for these changes in activity. 

Previous work has shown that impairments in homeostatic plasticity are observed in FXS, including 

deficits in synaptic scaling and intrinsic excitability. Here, we aimed to examine how homeostatic 

plasticity is altered in vivo in an Fmr1 KO mouse model following unilateral whisker deprivation 

(WD). We show that WD in the wild type leads to an increase in the proportion of L5/6 

somatosensory neurons that are recruited, but this does not occur in the KO. In addition, we 

observed a change in the threshold of excitatory neurons at a later developmental stage in the KO. 

Compromised homeostatic plasticity in development could influence sensory processing and long-

term cortical organization.  

3.2  Introduction  

Fragile X Syndrome (FXS) is a neurodevelopmental disorder that is the most common monogenetic 

form of intellectual disability, with up to 50% of FXS male patients receiving a co-diagnosis of 

autism spectrum disorder (ASD) 204. In addition to cognitive impairments, patients with FXS can 

have seizures, circadian rhythm disruptions, and sensory and auditory hypersensitivity 205, 206. FXS is 

caused by a trinucleotide repeat expansion that inactivates the Fmr1 gene on the X-chromosome, 

resulting in the absence of fragile X messenger ribonucleoprotein (FMRP) 207. FMRP is an mRNA 

translational repressor that plays an important role in synaptic function and plasticity 73, 206. For 
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instance, the mGluR (metabotropic glutamate receptors) theory of FXS states that the loss of FMRP 

increases long-term depression (LTD), a protein-synthesis dependent form of plasticity 106, 120. 

 The Fmr1 KO mouse cortex exhibits weaker whisker-evoked activity compared to the wild 

type (WT) 135. For instance, layer 2/3 (L2/3) excitatory and inhibitory neurons in the somatosensory 

cortex (S1) fire less frequently following whisker stimulation compared to WT neurons. 

Homeostatic plasticity encompasses a set of mechanisms thought to maintain activity levels within 

appropriate boundaries 208, 209. When perturbations to cellular or network activity occur, 

compensatory changes in synaptic strength (homeostatic synaptic plasticity) and/or intrinsic 

membrane excitability (homeostatic intrinsic plasticity) are engaged to stabilize neural function. It is 

unclear why homeostatic plasticity does not compensate for the reduced whisker-evoked cortical 

activity in FXS mice. However, previous studies have suggested that both homeostatic synaptic 

plasticity 62, 138, 210, and homeostatic intrinsic plasticity can be impaired in Fmr1 KO mice 63. Since this 

work has been largely performed in cultures or slices, we aimed to test the homeostatic capacity of 

FXS mice in an intact, in vivo system. 

 We chose to examine the barrel cortex for several reasons. The somatosensory cortex (S1) 

somatotopically represents the whiskers on the snout of a rodent; each individual whisker is 

represented in the contralateral cortex by a distinct region called the barrel 141, 147. The whisker system 

is crucial for a mouse’s sensory experience, helping them navigate and interact with the 

environment. Individual whiskers can be stimulated to examine the responsiveness of cortical 

neurons in the corresponding barrel to a relevant sensory input, as the previous study showing 

weakened responses in the Fmr1 KO had exploited 135. Unilateral whisker deprivation, removing all 

whiskers on one side of the snout, has been shown to trigger a homeostatic increase in the 

responsiveness of S1 cortical neurons to whisker stimulation 174. Finally, impairments in whisker-

evoked processing are prevalent in different models of ASD in developing rodents 134, 135, 160, 161, 163, 211. 
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Thus, in order to investigate the homeostatic capacity of the Fmr1 somatosensory cortex, we 

performed unilateral whisker deprivation during a critical developmental window (P14-P21, at the 

onset of whisking) to test homeostatic plasticity in the output layer of S1 (L5/6). We found reduced 

recruitment of L5/6 neurons during whisker stimulation in the KO at P16, but not P21. Further, we 

found that recruitment of this L5/6 cortical population was significantly increased following both 2- 

and 7-day whisker deprivation in the WT cortex, but not in the KO cortex. Our results show that 

while the KO L5/6 mouse cortex has some homeostatic capacity, it fails to compensate for reduced 

sensory input by recruiting a larger portion of the L5/6 population. 

3.3 Results 

3.3.1 P16 WT RS neurons respond to whisker stimulation more than KO RS neurons  

In order to compare excitability in the WT and Fmr1 KO S1 cortex, we examined the regular spiking 

(RS, presumed excitatory) L5/6 neurons, as these layers provide the output of the cortical column, 

projecting to the secondary somatosensory cortex, motor cortex, subcortical structures, and the 

corticothalamic pathway 141, 212. Since FXS and autism are neurodevelopmental disorders, we 

examined evoked responses during an early developmental stage where homeostatic plasticity 

mechanisms are most robustly expressed 160, 209, 213. Mice were lightly anesthetized at postnatal day 16 

(P16), and a 64-channel probe was inserted into the barrel cortex to record spiking activity. We 

stimulated 9 individual whiskers at varying velocities to generate a velocity response curve (VRC) 

that measured the responsiveness of cortical L5/6 RS neurons, and curated units with Kilosort 2.5 

(see methods, Figure 3.1). 
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Figure 3.1. Classification of single units. A) Nine whiskers were inserted into a 3x3 piezoelectric 
stimulator array, ideally inserting the whisker that elicited the strongest response across all 64 channels 
in the middle of the array. B) Example histology section of the barrel cortex. Red fluorescence 
indicates the location of the probe (in this case, D1). C) The bimodal distribution of waveforms from 
extracellular recordings using the trough to peak time. A Gaussian Mixture Model was fit to this 
distribution. The point at which the two curves intersect was used as the boundary between putative 
inhibitory and excitatory units. Overlap area is approximately 10%. D) Mean waveform of all units 
used in the analyses. Blue waveforms represent putative inhibitory neurons, and red waveforms 
represent putative excitatory neurons.  

 
We first tested whether there were any differences in spontaneous activity in WT and KO 

L5/6 excitatory neurons at baseline (no whisker stimulation), and observed that the spontaneous 

firing rate of individual neurons was no different (Figure 3.2A). We then calculated the whisker-

evoked VRC of the columnar whisker (CW, also referred to as the principal whisker), histologically 

identified following the experiment (Figure 3.1B, see methods). The average CW VRC of KO L5/6 

neurons was reduced compared to the WT, demonstrating that these neurons were less responsive 

to whisker stimulation (Figure 3.2B). These VRCs will be referred to as overall VRCs as they include 

all L5/6 RS neurons, whether they were responsive to the CW stimulation or not. Therefore, this 

population response could be due to decreased sensitivity at the single neuron level, decreased 



 72 

proportion of responsive neurons, or both. We found that there was no difference between WT and 

KO VRCs if we only included neurons that significantly respond to CW stimulation (CW-responsive 

neurons; Figure 3.2C), suggesting that there was a reduction in the proportion of CW-responsive 

L5/6 neurons. Indeed, we found a reduced proportion of neurons that were CW-responsive in the 

KO, albeit this did not reach significance (Figure 3.2D). In fact, when we compared the proportions 

of all whisker-responsive L5/6 neurons in WT and KO mice (proportion of neurons responsive to 

any of the 9 whiskers stimulated compared to total number of neurons – whisker responsive or not), 

we found that there was a significant decrease in the KO (Figure 3.3A).  

 
 

Figure 3.2. Baseline WT and Fmr1 KO whisker-responsiveness at P16. A) Spontaneous firing 
rates of WT and Fmr1 KO neurons. B) Overall velocity response curve (VRC) of all neurons 
following columnar whisker (CW) stimulation at varying velocities. Number of units for each 
condition is color-coded and shown at the bottom-right. C) VRC of CW-responsive neurons only. D) 
The proportion of neurons that significantly respond to CW stimulation. * p < 0.05, ** p < 0.01.  
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Figure 3.3. The proportion of whisker-responsive neurons in all experimental conditions, at baseline 
and following whisker deprivation. A) P16 WT vs KO. B) P16 WT vs WT WD. C) P16 KO vs KO 
WD. D) P21 WT vs KO. E) P21 WT vs WT WD. F) P21 KO vs KO WD. *** p < 0.001, **** p < 
0.0001.  

 
We were also interested in evaluating the VRC for the best whisker (BW) of the neuron, 

which is the whisker that elicited the strongest response for that neuron, regardless of the anatomical 

location of the cell (including neurons in barrels and septa). Like the VRC for CW-responsive 

neurons, the average BW VRC was nearly identical in WT and Fmr1 KO L5/6 RS neurons (Figure 

3.4A). These results suggested that at baseline, there were no differences in the excitability of 

whisker-responsive (CW or BW) neurons in WT and KO neurons. Thus, while the proportion of 

neurons recruited in a column was reduced in the KO, the whisker-responsive neurons were similar. 

Since the VRCs produced by stimulating the CW or BW were similar, for clarity we will discuss CW 

VRCs in all further comparisons, but show BW VRCs in Figure 3.4. 
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Figure 3.4. Best whisker (BW) velocity response curves (VRCs) of all experimental conditions. A) 
P16 WT vs KO. B) P16 WT vs WT WD. C) P16 KO vs KO WD. D) P21 WT vs KO. E) P21 WT vs 
WT WD. F) P21 KO vs KO WD. Numbers at the bottom right are neurons per condition. Number 
of units for each condition is color-coded and shown at the bottom-right. * p < 0.05, ** p < 0.01, *** 
p < 0.001, **** p < 0.0001.  

 
3.3.2  P16 2-day whisker-deprived WT and KO neurons increased their responsiveness, but only 

WT neurons increased neuronal recruitment 

In order to test the homeostatic capacity of RS neurons, we unilaterally trimmed whiskers to 2mm at 

P14, and recorded activity from the barrel cortex at P16 (2 days of whisker deprivation – WD). We 

found that following WD, there was an increase in overall VRCs from CW stimulation across all 
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velocities (Figure 3.5B). We also found a slight increase in the VRC of CW-responsive neurons 

(Figure 3.5C). In this case, the main increase in the VRC was due to an increased proportion of 

neurons within a barrel that significantly responded to the CW deflection (Figure 3.5D, ~45% to 

80% after WD). Therefore, following sensory deprivation, more of the WT S1 L5/6 RS neurons 

were recruited in a homeostatic manner, and of those that responded, there was a slight increase in 

the evoked output.  

 We had hypothesized that KO neurons would demonstrate some impairment in homeostatic 

plasticity. CW stimulation shifted the overall VRC significantly upward following 2-day sensory 

deprivation in the KO, for all neurons and for CW-responsive neurons alone (Figure 3.5F and 

3.5G). However, the proportion of neurons that responded to CW stimulation in the KO did not 

increase significantly with WD (34% to 49% after WD, Figure 3.5H). The findings suggest that while 

Fmr1 KO L5/6 neurons at P16 demonstrate some homeostatic capacity following WD, there is an 

impairment in increasing the population recruited by CW stimulation, which is considerably reduced 

compared to the WT WD neurons (49% vs 80%). Interestingly, the spontaneous firing rate 

following WD in both the WT and KO conditions decreased compared to their respective baseline 

values (Figures 3.5A and 3.5E). 
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Figure 3.5. WT and Fmr1 KO whisker-responsiveness following whisker deprivation at P16. 
A) Spontaneous firing rates of WT and WT whisker-deprived (WT WD) neurons. B) Overall velocity 
response curve (VRC) of all WT and WT WD neurons following columnar whisker (CW) stimulation 
at varying velocities. Number of units for each condition is color-coded and shown at the bottom-
right. C) VRC of CW-responsive neurons only for WT and WT WD. D) The proportion of neurons 
that significantly respond to CW stimulation. E) Spontaneous firing rates of KO and KO whisker-
deprived (KO WD) neurons. F) Overall velocity response curve (VRC) of all KO and KO WD 
neurons following CW stimulation at varying velocities. G) VRC of CW-responsive neurons only for 
KO and KO WD. H) The proportion of neurons that significantly respond to CW stimulation. * p < 
0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.  
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3.3.3 P21 KO RS neurons exhibit an increased threshold to whisker stimulation compared to 

WT neurons 

We extended these studies to P21 with a 7-day whisker deprivation, but will first compare the P21 

WT and KO at baseline (without whisker deprivation). We first tested whether there were any 

changes in spontaneous activity between the WT and KO L5/6 RS neurons. We found that, like 

P16, the spontaneous firing rate of single neurons was the same in both genotypes (Figure 3.6A). We 

then examined the overall VRCs from CW stimulation, and interestingly, discovered that the KO 

VRC exhibited a shift in the shape of the curve compared to the WT VRC (Figure 3.6B). This trend 

was even more apparent when we analyzed the VRC using CW-responsive neurons, where the 

lowest velocity whisker deflection to elicit a response was higher in the KO than in the WT (Figure 

3.6C). These results suggested a potential change in the sensitivity or threshold of the KO L5/6 RS 

neurons. Indeed, when we calculated the minimum whisker stimulation velocity that neurons 

required to elicit a significant whisker-evoked response, we found that this velocity was greater in the 

KO condition (Table 3.1). However, at the faster whisker stimulations, we observed no difference in 

the firing rate of KO neurons, indicating that the decrease in spiking activity only occurred at slower 

velocities. Moreover, there was no significant difference in the proportion of neurons that 

responded to CW stimulation at the fastest velocity (Figure 3.6D). These results demonstrate an 

increase in the threshold to activate KO L5/6 RS neurons at P21, but no change in the number of 

cells recruited. Interestingly, this decreased sensitivity is unique to P21 neurons, and this change 

occurred in the responsiveness of KO L5/6 RS neurons in just five days. 
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Figure 3.6. Baseline WT and Fmr1 KO whisker-responsiveness at P21. A) Spontaneous firing 
rates of WT and Fmr1 KO neurons. B) Overall velocity response curve (VRC) of all neurons 
following columnar whisker (CW) stimulation at varying velocities. Number of units for each 
condition is color-coded and shown at the bottom-right. C) VRC of CW-responsive neurons only. D) 
The proportion of neurons that significantly respond to CW stimulation. * p < 0.05, ** p < 0.01, *** 
p < 0.001.  

 

 
 
Table 3.1. Velocity threshold for each condition, calculated using only CW-responsive neurons. All 
values are mean + standard deviation. * p < 0.05, ** p < 0.01, *** p < 0.001.  
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3.3.4 P21 7-day whisker-deprived WT and KO neurons increased their responsiveness, but only 

WT neurons increased neuronal recruitment  

Next, we examined the effect of a longer (7-day) sensory deprivation period on WT L5/6 RS 

neurons. Whiskers were unilaterally trimmed to 2mm at P14 and then trimmed every other day until 

the day of recording, P21. We found that following whisker deprivation, there was a slight increase 

in the overall VRC in response to CW stimulation (Figure 3.7B). VRCs of CW-responsive neurons 

were no different in WT and whisker-deprived WT mice (Figure 3.7C). Instead, the increase in the 

overall CW VRC was a direct result of a strong increase in the proportion of responsive neurons 

(30% to 57% after WD, Figure 3.7D). Thus, a 7-day whisker deprivation in WT mice did not alter 

the responsiveness of L5/6 RS neurons that responded, but the network was able to compensate by 

recruiting twice as many neurons.  

Since the spiking activity of KO L5/6 RS neurons was already different than the WT 

neurons at baseline across the lower whisker stimulation velocities, we were curious to see how 

whisker deprivation would affect responsiveness and recruitment. The overall CW VRC of KO 

neurons following sensory deprivation was higher than the control, demonstrating that these 

neurons homeostatically became more responsive to whisker stimulation (Figure 3.7F). We 

discovered the same result when examining only the VRCs of CW-responsive neurons (Figure 

3.7G). Interestingly, as in P16 KO neurons, the proportion of CW-responsive neurons was not 

significantly different following deprivation in the KO at P21 (Figure 3.7H). Thus, the increased 

VRC was directly due to an increase in the responsiveness of individual neurons that were CW-

responsive. Therefore, although the spiking activity increased in both WT and KO neurons after a 

sensory perturbation, the recruitment of neurons in the cortical column was different: only in the 

WT did the proportion of recruited cells significantly increase. Further, although WD increased the 

overall VRC in the KO, these mice were still less responsive than the WT at the lowest frequencies. 
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Finally, following 7-day whisker deprivation, the spontaneous firing rate of WD neurons in the WT 

significantly decreased, but remained unchanged in the KO at P21 (Figure 3.7A and 3.7E). 

 
 
Figure 3.7. WT and Fmr1 KO whisker-responsiveness following whisker deprivation at P21. 
A) Spontaneous firing rates of WT and WT whisker-deprived (WT WD) neurons. B) Overall velocity 
response curve (VRC) of all WT and WT WD neurons following columnar whisker (CW) stimulation 
at varying velocities. Number of units for each condition is color-coded and shown at the bottom-
right. C) VRC of CW-responsive neurons only for WT and WT WD. D) The proportion of neurons 
that significantly respond to CW stimulation. E) Spontaneous firing rates of KO and KO whisker-
deprived (KO WD) neurons. F) Overall velocity response curve (VRC) of all KO and KO WD 
neurons following CW stimulation at varying velocities. G) VRC of CW-responsive neurons only for 
KO and KO WD. H) The proportion of neurons that significantly respond to CW stimulation. * p < 
0.05, ** p < 0.01.  
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3.3.5 WT and KO FS neurons respond similarly to RS neurons at P16 

Finally, we wanted to test whether there were changes in fast-spiking (FS) putative inhibitory 

neurons for each condition and how they might impact what we observed in the RS neurons. 

Unfortunately, we were not able to record from a sufficient number of FS units at P21 or in CW-

responsive neurons at P16, but here, we present overall VRCs and proportions of responders for FS 

neurons at P16. At baseline, without whisker deprivation, we observed a weakening in the overall 

CW VRC of KO FS neurons compared to WT FS neurons (Figure 3.8A). This was, at least in part, 

due to a slight decrease in the proportion of FS neurons that were recruited following CW 

stimulation (Figure 3.8B). Following a 2-day whisker deprivation in WT mice, we observed an 

increase in the overall VRC, and this was due to an increase in the proportion of neurons recruited 

in WT mice (Figure 3.8C and 3.8D). In the KO mice, we observed an increase in the overall CW 

VRC after WD, but observed no change in the proportion of CW-responsive neurons (Figure 3.8E 

and 3.8F). These results are very similar to what we observed for L5/6 RS neurons at P16, 

suggesting that both excitatory and inhibitory neurons might respond similarly to whisker 

deprivation. 
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Figure 3.8. WT and Fmr1 KO FS whisker responsiveness at baseline and following whisker 
deprivation at P16. A) Overall velocity response curve (VRC) of all neurons following columnar 
whisker (CW) stimulation at varying velocities for WT and KO mice at baseline. Numbers of units for 
each condition is color-coded and shown at the bottom-right. B) The proportion of neurons that 
significantly respond to CW stimulation. C and D) Similar to A and B except for WT and WT WD 
(whisker-deprived) neurons. E and F) Similar to A and B except for KO and KO WD (whisker-
deprived) neurons. Number of units for each condition is color-coded and shown at the bottom-right. 
* p < 0.05.  

 

3.4 Discussion  

In this study, we have asked about the homeostatic capacity of WT and Fmr1 KO L5/6 neurons, as 

this represents the output of the cortical column in the barrel cortex and therefore, the drive to 
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downstream brain regions in the sensory circuit. We observe homeostatic increases in whisker-

evoked responses in this part of the barrel cortex in WT mice following whisker deprivation. 

Further, we show that the KO can express homeostatic plasticity in some ways, but fails in other 

ways. The overall L5/6 whisker-evoked response exhibited a compensatory increase following WD 

in both the WT and KO mice. However, unlike WT littermates, following WD, the KO failed to 

recruit larger proportions of the L5/6 population with whisker stimulation. In addition, at baseline, 

overall whisker-evoked responses were weaker in the KO compared to WT, although this occurred 

through different mechanisms at the two developmental stages. These results suggest that the output 

of the S1 cortex is altered in FXS mice at baseline and in their homeostatic capacity. 

3.4.1 Baseline differences in WT and KO neurons 

Changes in the overall VRCs can occur because of changes in the proportion of neurons that are 

recruited by the evoked synaptic activity (proportion of responsive neurons) and/or changes in the 

responsiveness of neurons that already respond to whisker stimulation. At P16, we observed that 

overall VRCs were reduced for L5/6 KO RS neurons (Figure 3.2B). A prior study had shown that 

KO L2/3 RS neurons demonstrated a decrease in the whisker-evoked overall VRC, in anesthetized 

adult and juvenile Fmr1 KO mice, as well as awake adult mice 135. We further examined what may 

have caused such a reduction in the overall VRC in our study, and found that it was due to a 

reduction in the proportion of L5/6 excitatory neurons that were recruited following CW 

stimulation in the KO mice compared to the WT mice (Figure 3.2D). Similar to these results, 

previous work had demonstrated that fewer L2/3 RS neurons responded to whisker stimulation in 

juvenile Fmr1 KO mice 163. On the other hand, the CW-responsive VRCs were no different in the 

WT and KO mice (Figure 3.2C). Therefore, although fewer L5/6 RS neurons were recruited by 

whisker stimulation in the KO, the ones that were recruited responded to the same extent as the 

WT. The similarity of the VRCs of the whisker-responsive units in the WT and KO could be due to 
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a compensatory increase in intrinsic excitability; increased membrane excitability has been observed 

repeatedly in Fmr1 KO mice in layers 2/3, 4, and 5 65, 134, 135, 214.  

 We observed that L5/6 FS neurons had a reduced overall VRC to CW stimulation, albeit not 

significant (Figure 3.8A). Similar to the L5/6 RS neuronal changes, this reduced VRC appears to be 

mediated by a reduction in the proportion of FS neurons that were recruited. Previous work has 

suggested that L2/3 parvalbumin (PV) neurons are less responsive to sensory stimulation in the KO 

135, 215, 216. This result is plausible given the significant connectivity between RS and FS neurons; thus, 

if fewer excitatory neurons are recruited, fewer inhibitory neurons may also be recruited. Further 

investigation of changes in the GABAergic circuitry and therapeutic strategies to rescue inhibitory 

neuron deficits may prove to be useful in combating FXS circuit deficits 217.  

 Later in development, at P21, we also observed a reduction in the overall VRC of the KO 

compared to the WT, but not in the same way. First, the proportion of CW-responsive neurons was 

no different in the KO, so whisker stimulation was capable of recruiting the same number of L5/6 

RS neurons (Figures 3.6D). This was consistent with a previous study that found no change in the 

proportion of whisker-responsive L2/3 neurons in the adult Fmr1 KO mouse 135. However, while 

the CW-responsive L5/6 RS neurons demonstrated weaker whisker-evoked activity in the KO, this 

only existed in the lower half of the whisker stimulation velocities (Figure 3.6C). This would mean 

that the neurons would need a stronger signal from incoming connections to ensure a full neuronal 

response. Intriguingly, even though KO L5/6 RS neurons initially require a faster whisker 

stimulation to elicit a whisker-evoked response, the VRCs were similar in the WT and KO neurons 

at the three fastest whisker stimulation velocities. Thus, despite the altered sensitivity, once the KO 

neurons were sufficiently stimulated, they responded normally, possibly through homeostatic 

mechanisms. These alterations in response threshold could impact learning abilities, which are an 

important clinical phenotype in FXS patients.  
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 Our results showing differences in the recruitment of neurons at P16 but not at P21 could 

imply that there are developmental changes that occur in the KO mouse model. There may be 

homeostatic compensatory mechanisms at play that allow for the recovery of some cortical function 

by P21. This result is consistent with previous findings demonstrating that early developmental 

deficits in cortical circuitry are eventually resolved, suggesting developmental delays in FXS mice. 

Examples of developmental delay in the Fmr1 KO model include the synaptic strength of the L4 to 

L3 connection, the window for long-term potentiation, and the transition of GABA from 

depolarizing to hyperpolarizing currents 160, 161, 218.  

3.4.2 Plasticity in WT neurons   

In WT mice, we observed that both 2- and 7-day unilateral whisker deprivation led to an increase in 

the overall VRC of L5/6 RS neurons (increase in whisker-evoked spiking). This is consistent with a 

previous study using unilateral whisker deprivation that showed increased spiking in L4 and L2/3 RS 

neurons following CW stimulation by 7-day WD 174. Several previous studies have found that 

removing one row of whiskers (typically the D-row) for 5-10 days leads to a weakening of the 

deprived CW-evoked spiking in excitatory neurons 219-221. However, D-row deprivation represents a 

competitive condition where the CW is deprived but adjacent whiskers can compete for cortical 

space and therefore can trigger Hebbian sorts of plasticity. On the other hand, unilateral whisker 

deprivation appears to trigger a homeostatic increase in RS spiking, as competing whiskers have 

been removed. Therefore, it is likely that selective whisker deprivation may favor Hebbian plasticity, 

while unilateral or complete whisker deprivation triggers a more homeostatic response. The increase 

in the overall VRC that we observed following both 2- and 7-day whisker deprivation in WT mice 

was due to a significant increase in the proportion of CW-responsive neurons (Figure 3.5D & 3.7D). 

How does this homeostatic increase in the recruitment of L5/6 RS neurons occur? Previous work 

has shown that unilateral whisker deprivation can produce alterations in the synaptic circuitry in 
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L2/3 and L5 RS neurons 172, 173. However, several other studies have demonstrated that such a 

deprivation leads to weakening of synaptic strength onto L2/3 and L5 RS neurons, which would 

appear to be anti-homeostatic 174, 219, 222. A likely mechanism underlying the increased responsiveness 

to whisker stimulation is an increase in the excitability of the membrane (intrinsic excitability), which 

has been reported in both L2/3 and L5 RS neurons following unilateral WD 223, 224. Increases in 

intrinsic excitability can explain the stronger sensory-evoked responses, but is surprising in terms of 

the observation that spontaneous activity of RS neurons is reduced after 2- and 7- day WD (Figure 

3.5A & 3.7A). Reductions in spontaneous activity have also been described following complete 

visual deprivation in the monocular visual cortex 225. 

Finally, we examined changes in L5/6 FS inhibitory neurons at P16 as well, and found 

increases in the overall VRCs following 2-day WD (Figure 3.8E). This occurred, at least in part, 

through increases in the proportion of recruited FS neurons (Figure 3.8F). Therefore, the increase in 

excitatory L5/6 neurons after 2-day WD was not due to reduced activity in inhibitory FS neurons. It 

will be important to identity the homeostatic mechanisms exhibited by FS neurons follow unilateral 

whisker deprivation. These findings suggest that RS and FS neurons may share some features of 

plasticity following WD at this age. 

3.4.3 Plasticity in KO neurons 

The homeostatic capacity of Fmr1 KO L5/6 neurons was markedly different than what was 

observed in WT neurons. Following 2-day WD, the overall VRC for L5/6 excitatory neurons did 

increase, but not to the same extent as WT neurons (Figure 3.5B vs 3.5F). This increase appears to 

occur largely through an increase in the CW-responsive VRC (Figure 3.5G). The inability of the KO 

WD VRC to achieve levels similar to the WT WD VRC is due to the fact that the proportion of 

recruited neurons does not increase following WD in the KO (Figure 3.5D & 3.5H). Therefore, 2-

day WD in the KO leads to a compensatory increase in the response of CW-responsive neurons, but 
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cannot recruit larger proportions of these neurons and therefore, the overall increase in the output 

of the cortical column is muted. Similar to our results for the L5/6 RS neurons, L5/6 FS neurons 

show the same deficits in the KO after WD (increase in the overall VRC but not in the proportion 

of CW-responsive neurons – Figure 3.8E & 3.8F).  

Following 7-day WD (P21) in the KO, the overall VRC for L5/6 excitatory neurons did 

increase, but again, was not as effective as in the WT (Figure 3.7B vs 3.7F). While 7-day WD in the 

WT led to a significant increase in the proportion of CW-responsive neurons, again, this did not 

happen in the KO (Figure 3.7H). The increase that was observed in the overall VRC following 7-day 

WD in the KO appears to occur largely through an increase in the CW-responsive VRC (Figure 

3.7G). Thus, as occurred following 2-day WD in the KO, the compensation continued to manifest 

predominantly as an increase in responsiveness among the neurons that were already responsive to 

whisker stimulation. If one of the mechanisms for increased responsiveness following unilateral WD 

is an increase in the intrinsic excitability, then our results could suggest that some neurons can 

increase excitability (CW-responsive), while others do not. This possibility is very similar to what we 

have previously observed in WT and KO cortical cultures exposed to a homeostatic perturbation, 

where some cells increased their ability to fire action potentials while other cells did not 63. Another 

clear difference between 7-day whisker-deprived WT and KO L5/6 neurons was the shape of the 

VRC. As observed at baseline (without WD), the KO VRC after WD was clearly weaker at lower, 

but not higher velocities (Figure 3.7). Therefore, WD did not resolve this feature. 

Our results show a deficit in the ability to increase neuronal recruitment in a compensatory 

fashion. In addition to perturbations in homeostatic intrinsic plasticity, it seems likely that 

impairments in synaptic plasticity contribute. Fmr1 KO cortical neurons show impairments in 

activity-dependent spine dynamics 206, 226. In fact, one particularly relevant study showed that WT L5 

S1 cortical neurons alter the rate of synapse elimination following unilateral WD, but this plasticity is 
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absent in the Fmr1 KO 159. Regardless of the mechanism, reduced recruitment of KO L5/6 neurons 

could result in inappropriate sensory processing and output, as L5/6 neurons are critical for sending 

output to other cortical and subcortical regions. For instance, reduced signaling could adversely 

affect the precision and accuracy of processing tactile information from whiskers, potentially 

impairing the mouse’s ability to detect, discriminate, and respond to sensory stimuli 144. These 

sensory impairments are observed in both FXS animal models and patients. 

Few studies have investigated homeostatic plasticity in the FXS model, but deficits have 

been reported. In hippocampal cultures, previous work has demonstrated an exaggerated 

homeostatic intrinsic plasticity 64 and a failure of homeostatic synaptic scaling 62. Our lab previously 

demonstrated that homeostatic intrinsic plasticity is impaired in Fmr1 KO cortical cultures 63. Our 

current findings of impaired homeostatic recruitment in the Fmr1 KO cortex following a 

physiologically realistic sensory deprivation suggest homeostatic plasticity deficits in the intact 

system, and could explain some of the phenotypes associated with this neurodevelopmental 

disorder. A deeper understanding of these changes could offer insights into how early 

developmental abnormalities may influence long-term cortical organization and sensory processing 

impairments in neurodevelopmental disorders such as FXS and ASDs.  

3.5 Experimental Procedures 

3.5.1 Mice  

Heterozygous female Fmr1 mice (X-linked gene; The Jackson Laboratory, Strain #003025, 

backcrossed on C57BL/6J background) were crossed with wild type (WT) C57BL/6J males 

(Jackson Laboratory) to generate litters of pups with mixed genotypes (Fmr1 KO, Fmr1 

heterozygous, and WT mice). Genotyping was outsourced using Transnetyx, an automated 

genotyping PCR service, after validation with in-house PCR. For all experiments, Fmr1 KO male 

pups were compared to WT male littermate controls. The mice were housed in a 12-hour light/dark 
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cycle and the animal protocol was approved by the Institutional Animal Care and Use Committee at 

Emory University. 

3.5.2 Whisker deprivation  

Mice were lightly anesthetized with isoflurane, and all the whiskers on the right side of the vibrissal 

pad were trimmed to approximately 2 mm at postnatal day 14 (P14). For experiments conducted at 

the 2-day time point (~P16), this initial deprivation was the only occurrence. For experiments 

conducted following a 7-day WD (~P21), whiskers on the right were trimmed every 48 hours, 

allowing for 48-72 hours to pass after the last trimming session in order to ensure whiskers have 

regrown sufficiently for whisker stimulation at P21 or P22. Mice that did not undergo whisker 

deprivation were still anesthetized with isoflurane on corresponding days, and had all the whiskers 

on the right side of the vibrissal pad acutely trimmed immediately before whisker stimulation on the 

day of the experiment. Left whiskers were never trimmed. 

3.5.3 Electrophysiology recordings 

Male mice (P16-P22) were anesthetized with isoflurane and chlorprothixene (0.02 mg dissolved in 10 

mL saline, 1 mL injected intraperitoneally). Mice were transferred to a heating pad (37 °C), and the 

snout was inserted into a nose cone for consistent oxygen and isoflurane. Depth of anesthesia was 

monitored by breathing rate. A head plate was dental cemented onto the skull, and a small 

craniotomy was made over the barrel cortex – 3 mm lateral and 1.5 mm caudal to bregma. 

Anesthesia was then reduced (0.6-1% isoflurane) to maintain a respiratory rate of 1 breath/sec or 

slightly faster to obtain electrophysiology recordings.  

Extracellular recordings were made using silicon probes (H3, Cambridge NeuroTech, United 

Kingdom) with 64 recording sites covering 1275 μm in depth. The probe was first coated in DiI 

stain in order to determine penetration location post-recording. The probe was then inserted at a 30° 

angle with respect to the vertical such that the probe was perpendicular to the surface of the barrel 
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cortex in the left hemisphere. Recordings were acquired at 25 kHz and band-pass filtered above 300 

Hz. Synapse software (TDT) was used to monitor activity on a TDT electrophysiological platform 

consisting of the PZ2 pre-amplifier and the RZ2 BioAmp Processor. All recordings were made 

while blind to genotype.  

3.5.4  Whisker stimulation 

Nine whiskers were inserted into piezoelectric stimulators, generally by inserting the whisker that 

elicited the strongest response across all 64 channels in the middle of the array (Figure 3.1A) 135, 227. A 

custom TDT program stimulated whiskers at different velocities. Each piezoelectric deflection was a 

ramp-hold-return (4 ms – 100 ms – 4 ms). To obtain a velocity response curve (VRC), whiskers 

were stimulated at 0, 65, 195, 326, 456, 587, 797 degrees per second, with varying amplitude and 

velocity throughout the recording period. 25 repetitions of each stimulation combination were 

recorded at 2-second interstimulus intervals, interleaving the deflections of whiskers and velocities. 

Spontaneous firing rate (no whisker stimulation) was measured in the 1 second before whisker 

deflection. 

3.5.5 Histology 

Mice were euthanized with high dose isoflurane and cervical dislocation. The brain was isolated, cut 

at an approximately 30° angle, and sectioned on a vibratome with 225 μm sections. Sections were 

mounted and viewed under a Keyence microscope to determine probe penetration location (Figure 

3.1B).  

3.5.6  Analysis 

Spike sorting. A spike sorting algorithm was used to automatically sort waveforms, and units were 

then manually curated (both visually and with specific criteria) to identify single neurons. 

Recording files in TDT format were converted to a binary file using the TDTbin2mat function in 

Matlab (MathWorks). Data was then run through Kilosort 2.5 (spike sorting algorithm) on 



 91 

Ontologic’s platform (https://www.ontologic.ly/). The following changes were made to the preset 

parameters: threshold = [7 2], spike threshold = -5, sigma mask = 15, minimum firing rate = 0.1 228. 

Manual curation of clusters then took place in Phy 229. During this process, clusters were either 

merged or separated based on waveform shape, cross- and auto- correlogram distributions, and 

template feature view. Noise waveforms (waveforms that did not have the characteristic shape of a 

neuron) were also discarded. All remaining clusters were then analyzed by downstream analysis (see 

below).  

Single unit criteria. In order to ensure that clusters were truly single units, they had to pass certain 

criteria, based on past literature 135, 230, 231. We calculated the inter-spike interval (ISI) to determine the 

refractory period violation, which had to be < 1.5% in the 1 ms bin of the auto-correlogram. A 

mean firing rate was calculated throughout the length of the recording to ensure that units did not 

suddenly come into or out of the recording – less than 10% of the recording could be below 20% of 

the mean firing rate. In addition, < 20% of the missed spikes based on a Gaussian fit of the data was 

acceptable for a single unit. Finally, < 3% of the spike amplitude distribution could be below 11 μV. 

In order to differentiate putative excitatory and inhibitory neurons, we first graphed the trough to 

peak times for all units. We then fit a Gaussian Mixture Model to this distribution, which predicted 

an approximately 10% overlap between the two distributions (Figure 3.1C). For this study, we 

identified putative excitatory neurons as neurons with a half-width of more than 0.72 ms (Figure 

1D). In addition, we re-ran all analyses after removing all units that have a half-width between 0.63 

ms and .80 ms (the overlapping area), and found that the results remained similar, suggesting that 

the overlapping area contained mostly putative excitatory neurons. 

Current source density (CSD). CSD analysis was performed to elucidate the laminar position of 

electrodes on the silicon probe. First, the average local field potential (LFP) from stimulation-

evoked responses of the best whisker (BW) was calculated. Then, the delta source method of inverse 

https://www.ontologic.ly/
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CSD (iCSD) was utilized to locate currents sinks and sources 232. The boundary between L4 and L5a 

was identified by the sharp change between current sink (L4) and current source (L5a). We assumed 

a width of 170 μm for L4 and 700 μm for L5/6 135, 233, 234.  

Analyses conducted. The best whisker (BW) of the neuron was determined by performing a Wilcoxon 

rank sum test with p = 0.0056 (p = .05/9), to account for the 9 whiskers that were stimulated. The 

whisker that elicited the most significant response was deemed the BW for the neuron. The 

columnar whisker (CW) was defined as the whisker that corresponded to the barrel in which the 

probe was inserted. Probe penetrations that resulted in septal recordings were not included in the 

CW analysis, but were included for BW analysis. Velocity response curves (VRCs) were generated 

using both the BW and CW stimulation for the neurons. The spontaneous firing rate for each 

neuron was subtracted from the evoked firing rate at each velocity, and a graph was produced to 

demonstrate how the firing rates changed over increasing velocities. The proportion of neurons that 

significantly respond to a CW stimulation at the highest velocity was also quantified using a one-

sided Wilcoxon rank sum test. Separate VRCs were generated for these neurons to determine if the 

CW-responsive neurons alter their response to whisker stimulation. The minimum stimulation 

velocity needed to elicit a significant whisker-evoked response from a neuron was determined by 

using a one-sided Wilcoxon rank sum test at each stimulation velocity. This analysis was performed 

for all neurons that significantly responded to CW stimulation.  

Statistical analysis. A Two-Way ANOVA (mixed model) was used to determine if VRCs were 

significantly different when comparing two experimental conditions. Tukey’s HSD was then used to 

determine if there was a statistically significant difference at each velocity. In order to determine if 

there was a significant difference in the proportion of neurons that respond to CW stimulation, a z-

score test was used. Finally, the Mann Whitney U test was utilized to compare the spontaneous 

firing rates. 
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3.5.7  Code and Data Availability 

All Matlab code (original and previously published) is available on Github 

(https://github.com/lakhanialishah/WhiskerAnalysis). Data for this paper will be available on The 

DANDI Archive (https://dandiarchive.org/dandiset/001171).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

https://github.com/lakhanialishah/WhiskerAnalysis
https://dandiarchive.org/dandiset/001171


 94 

Chapter 4: General Discussion and Future Directions 
 
4.1 General discussion and future directions for Chapter 2 (cortical cultures 

and embryonic chick spinal cord) 

4.1.1 Variability and degeneracy of firing properties 

The concepts of variability and degeneracy were central to this project. Variability refers to the 

differences in firing patterns and properties of individual neurons or networks, while degeneracy 

refers to the ability of different networks or mechanisms to achieve similar functional outputs. 

Together, these two ideas reveal the complexity and flexibility of nervous system.  

 We observed variability in many of the firing properties, such as burst duration, overall spike 

rate, and inter-burst interval, in both the cortical cultures and the embryonic chick spinal cord. This 

variability can arise from several different sources. One explanation is that a neuron may rely more 

on certain modulatory neurotransmitters or plasticity mechanisms than others. In some 

thalamocortical neurons, for example, noradrenergic and serotonergic inputs heavily influence 

spiking patterns via voltage-gated ion channels 235. Thus, removing these inputs or altering their 

strength will more significantly impact these neurons compared to other neurons that do not rely on 

this neuromodulatory input. Furthermore, each neuron has a different constellation of ion channels 

and receives input from a different combination of synapses. With all the various possible 

arrangements or combinations of ion channels and synaptic strengths, each neuron will differentially 

receive and respond to incoming signals 19. This could also account for the variability in firing 

properties. Regardless of how this variability arises, neurons and networks are typically maintained 

within a parameter space, or a solution space, that is optimal for their final output, which leads us to 

the idea of degeneracy.  
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 In the context of firing properties, degeneracy highlights the redundancy that is present in 

neurons and networks so that the end goal of the system remains consistent. For example, different 

constellations of ion channels have the ability to produce the same firing pattern. Thus, even if some 

channels are not functioning properly, neurons have other channels that can be altered to maintain a 

constant output. Additionally, the different homeostatic plasticity mechanisms represent perhaps the 

most significant way by which degeneracy is achieved. Neurons can alter synaptic strength, 

presynaptic vesicle release, or intrinsic excitability to ensure that stable firing properties are 

maintained 236. Each network develops its own feedback mechanisms that could vary from one 

culture or cord to the next, suggesting that one system could respond to a perturbation differently 

than another system. This redundancy in homeostatic processes is crucial because it maintains the 

functional output, whether that be a network that is involved in information processing, motor 

behavior, or something else.  

Altogether, variability provides a system with the ability to respond to a wide range of inputs 

and perturbations, and encode information in multiple ways. This variability could explain why 

people respond so differently to specific drugs or treatments, and why it is important to include a 

broad range of people in clinical trials 237-239. On the other hand, degeneracy ensures that the 

functional output of the network can be achieved, even if it is through different mechanisms. 

Degeneracy is thought to play an important role in humans through the evolution of complex 

adaptive systems and natural selection 240-242. These concepts provide systems with the ability to be 

adaptable and robust, both at the level of the individual cell and the human population.   

4.1.2 Significance of SRWB homeostasis  

In both the embryonic chick spinal cord and the cortical cultures, we discovered that GABAergic 

blockade induced a consistent increase in SRWB that then recovered to baseline control levels over 

the span of a few hours. In neuronal cultures, bursts of activity represent the collective behavior of 
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the network. These bursts are a fundamental aspect of how neurons encode and transmit 

information and how they respond to stimuli. Thus, homeostatic mechanisms in culture may work 

to ensure that bursting properties remain within a specific range, even when the network experiences 

pharmacological perturbations. This stability is crucial for maintaining consistent neural coding and 

for the proper execution of network functions in a more intact system. Some computational models 

have suggested that the number of spikes in a burst can convey important information about the 

stimulus 243, 244. However, the importance of SRWB in particular has not been previously established 

as far as we know, so it would be important to further investigate this firing property.  

Similarly, in the embryonic chick spinal cord, SRWB could play an important role in driving 

behavior, specifically the kicking movements observed in ovo. The spinal cord generates and 

coordinates motor output, and it appears to rely on homeostatic mechanisms to maintain consistent 

burst patterns and spike rates during these movements. When spontaneous activity is not 

appropriately maintained, it causes disruptions in dorsal-ventral as well as anterior-posterior 

motoneuronal axonal pathfinding 245. This spontaneous activity is also crucial for muscle and joint 

development 25, 26, 246, 247. During development, the nervous system faces numerous challenges to 

activity, such as changes in cell growth, differentiation, and connectivity. The homeostatic strategies 

employed by cells or networks during this critical period are likely to have a profound impact on 

embryonic development. Therefore, the influence of these homeostatic mechanisms is likely more 

impactful during early development compared to later stages, when homeostatic mechanisms 

become more restricted and less adaptable. Thus, it is possible that changes in SRWB may lead to 

abnormal motor circuitry or behavioral deficits that could impact the development of the embryo. 

Furthermore, bursting dynamics in vivo has been shown to impact attention, perception, information 

processing, and learning 248. Therefore, it would be critical to examine how SRWB influences these 

processes in more experimental and computational models.  
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When we found that SRWB was the main firing property under tight regulation, we 

observed that it was maintained at the network level, but also at the individual neuron level, in 

cortical cultures. This was an interesting finding because previous studies have presented data 

showing either that firing rate was maintained at the network level or at the individual cell level, not 

necessarily both. For example, Slomovitz et al. blocked GABA receptors in hippocampal cultures 

and found that this triggered synaptic and intrinsic compensatory changes, but that these changes 

resulted in firing rate homeostasis at the population level, and that homeostasis at the single neuron 

level was not achieved 249. Furthermore, they observed that burst duration and number of spikes per 

burst changed after a perturbation, and then returned to baseline levels, suggesting that the burst 

pattern of the population is maintained even though individual neurons do not maintain this. On the 

other hand, Hengen et al. investigated firing rate homeostasis in an intact model by performing 

monocular deprivation in rats and then recording from V1. They found that even though average 

firing rates of pyramidal neurons could differ by a large magnitude, the firing rate for each neuron 

was maintained around its individual set point and returned to this set point after it was perturbed by 

sensory deprivation 43. Our results could bridge these two theories by showing that SRWB 

homeostasis can be maintained across both levels simultaneously, suggesting a more integrated 

mechanism of this firing property, and can perhaps point to other properties that are similarly 

maintained. Although this is one possibility, it does not have to be the case, as homeostasis at the 

single neuron level could occur independently of network-wide changes. 

4.1.3 Future directions 

This study guides us toward several possible avenues for future research. One such path would be to 

investigate the mechanisms behind SRWB homeostasis. Although we observed that SRWB was a 

firing property that was maintained in two different systems, we do not yet understand how SRWB 

was maintained. Using techniques like patch-clamp electrophysiology, we can examine how changes 
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in voltage-gated ion channel conductances and/or other channels (ex: synaptic) influence SRWB. 

These channels play an important role in shaping firing properties, some of which will be mentioned 

here. Since previous work has suggested that the increase in SRWB is most likely occurring through 

an increase in input resistance and a depolarization of the driving force for currents underlying 

spontaneous network activity, I will mention a channel that might be involved in the restoration of 

SRWB to baseline levels. Changes in the persistent sodium current (INaP) can influence the spike rate. 

In this case, if INaP were reduced, the resting membrane potential would become more 

hyperpolarized, and the neuron would likely become less excitable, which could contribute towards 

the decrease in SRWB. By systematically manipulating channels and observing how SRWB recovers 

following a perturbation, we can gain deeper insights into the underlying mechanisms of firing rate 

homeostasis. 

In my current study, I found that the amplitude of calcium transients of motoneurons in the 

embryonic chick spinal cord increased following GABAR blockade, and that the amplitude of these 

transients were slowly beginning to return to baseline levels within a few hours after adding the 

blocker. Thus, it would be important to explore how calcium signaling pathways, which are 

important for many processes, are impacted during the regulation of SRWB. Previous literature has 

shown that the mitochondrial calcium uniporter complex (MCUc) acts as a calcium sensor that 

triggers a homeostatic response. The insulin-like growth factor-1 receptor (IGF-1R) in mitochondria 

couples spiking activity with downstream mitochondrial calcium via the MCUc 250. This mechanism 

of action was shown to be critical for mean firing rate homeostasis, not necessarily SRWB 

homeostasis. However, it is possible that either these specific mitochondrial molecules or others in 

the mitochondria can detect changes in the calcium level and trigger a downstream signaling cascade 

to return SRWB back to baseline levels. Our lab is currently looking into the possibility of 

mitochondrial matrix calcium as a trigger for homeostasis and have preliminary evidence suggesting 
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that MCUc activity is important in triggering synaptic scaling in the embryonic chick spinal cord 

(Pekala et al., in preparation).  

After understanding the mechanisms and calcium signaling pathways underlying SRWB 

homeostasis, it would also be important to investigate if there are developmental trajectories that 

play a role in SRWB homeostasis. It is possible that SRWB regulation is crucial at certain time points 

in development, but at other time points, it may be that another firing property is maintained 

following perturbations. By exploring these developmental trajectories, future work could identify 

critical periods when SRWB is most vital and how different firing properties may compensate or 

interact with SRWB regulation during various developmental phases. These insights could deepen 

our understanding of how disruptions in SRWB and other firing properties could contribute to 

developmental disorders and aid in the creation of age-specific therapeutic strategies.  

Previous studies have highlighted the importance of computational modeling in homeostatic 

plasticity research 17, 18. Developing these models to now simulate SRWB homeostasis and variability 

of firing properties could possibly prove to be incredibly useful. Models could identify key 

parameters that influence SRWB dynamics and predict how changes in these parameters affect 

network behavior. There have already been studies conducted to analyze how bursting dynamics, 

such as synchronization, impact learning 251, 252. In addition, there have been significant advances in 

technology that could be beneficial in further investigation. For example, combining multi-electrode 

array (MEA) recordings with closed loop stimulation could potentially allow researchers to change 

SRWB in culture, and record other firing properties, or vice versa – change other firing properties 

and observe what happens to SRWB. This could involve the utilization of halorhodopsin, an 

optically activated protein that transfers chloride ions into the cytoplasm to hyperpolarize the cell. In 

an experiment, for instance, if a burst occurs in the embryonic chick spinal cord or cortical culture, 

light stimulation could activate the halorhodopsin, which would result in a decrease in spiking and 
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prevent an increase in the SRWB. On the other hand, using a channelrhodopsin, a protein that 

depolarizes the cell by opening channels permeable to cations, to artificially increase SRWB could 

help confirm that SRWB is the firing property that is homeostatically maintained. These studies 

would allow us to better characterize the interactions between these different spiking characteristics 

and observe changes in SRWB in a bidirectional manner. Ultimately, integrating novel methods with 

computational modeling will allow researchers to better manipulate SRWB homeostasis and 

understand how it impacts neural function.  

As previously discussed in Section 4.1.2, earlier studies investigating firing rate homeostasis 

came to different conclusions, and this might have to do with the fact that some of these studies 

were performed in culture, whereas others were performed in the intact animal model. Extending 

these findings of SRWB homeostasis and variability to in vivo animal models would allow us to better 

understand how homeostatic plasticity operates in a more complex, physiologically intact, model. By 

analyzing SRWB in the context of intact neural circuits, researchers can investigate how fluctuations 

in SRWB affect network dynamics, sensory processing, and cognitive functions. Moreover, 

examining these dynamics in vivo could potentially reveal how disruptions in SRWB homeostasis 

could contribute to neurological disorders. We know that homeostatic plasticity is impaired in both 

neurodevelopmental and neurodegenerative disorders 62, 253, 254. Thus, studying SRWB in these 

contexts and determining if there are changes in this firing property in disease can potentially guide 

the development of targeted interventions. For instance, if a disease is found to alter neuronal firing 

properties that result in certain phenotypes, correcting the changes with pharmacological treatments 

or neurostimulation or inhibition could potentially alleviate some symptoms.   

In summary, this project in my dissertation work provided important information about the 

regulation of SRWB and the variability of other firing properties in two different systems. The 

consistent change in SRWB and its recovery demonstrates the importance of this firing property as a 
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target for homeostatic plasticity mechanisms. The variability in firing properties further underscores 

the significance of degeneracy and the idea that neural circuits can employ different mechanisms to 

reach the same output, which in this case, would be the maintenance of SRWB. Future research 

should focus on elucidating the mechanisms associated with sensing and carrying out SRWB 

homeostasis and the relevance of SRWB homeostasis in in vivo models at different developmental 

time points.  

4.2 General discussion and future directions for Chapter 3 (barrel cortex in 

the Fmr1 KO mouse model) 

4.2.1 Developmental changes in sensory processing in the Fmr1 KO model 

One of the main differences that we observed between the WT and Fmr1 KO mouse model was the 

change in baseline responsiveness of neurons at the later developmental time point. At P21, KO 

whisker-responsive neurons demonstrated a shift in their responsiveness to whisker stimulation, 

becoming less sensitive at lower velocities but similarly responsive at the higher velocities. This 

suggests that KO L5/6 excitatory neurons might initially need a stronger signal from incoming 

connections, but once they are sufficiently driven, they spike normally. This observed shift occurred 

in just five days, over a critical developmental period during which the brain undergoes significant 

changes in synaptic connectivity and maturation 255. As mentioned earlier, the nervous system 

encounters many challenges during development, and the homeostatic strategies that are used by 

cells during these critical periods impact the formation of the network. However, with the absence 

of FMRP, many of these homeostatic mechanisms (both synaptic and intrinsic plasticity) are 

impaired 62, 63. Thus, as the Fmr1 KO mice develop and begin processing sensory input (active 

whisking begins at P14), it may not process this information in the same way as WT mice due to the 

differences in the strategies chosen during this altered development.  
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We know that most KO barrel cortex excitatory neurons (L2-L5) are intrinsically more 

excitable than their WT counterparts, but how does this translate to the shift that we observed 65, 134, 

135, 256? One possible theory is that the increased intrinsic excitability of KO neurons could be 

compensating for a broader network-level deficiency in sensory processing. The reduced sensitivity 

at lower velocities might reflect an imbalance in the network's ability to process weaker changes in 

sensory input, potentially due to altered synaptic scaling or excitatory-inhibitory balance. The normal 

responsiveness at higher velocities might indicate that the KO neurons homeostatically adjusted so 

they are able to respond normally, as long as the neurons have enough drive. This discrepancy 

between the WT and KO cortex could highlight a compensatory mechanism where the neurons 

become more reliant on higher-intensity stimuli to achieve a normal response, which may be a result 

of disrupted or weakened homeostatic plasticity. Another interpretation for the decreased 

responsiveness that we observed could be that the Fmr1 KO cortex strategically shifts its sensory 

processing abilities. In this diseased state, the cortex could prioritize responding to these stronger 

inputs rather than precisely detecting and responding to subtle inputs. This would result in decreased 

sensory discrimination, which has been previously reported in the visual and auditory system in FXS 

models 257, 258.  

Ultimately, the absence of FMRP could disrupt the fine-tuning of sensory processing during 

critical developmental windows. These sensory processing abnormalities are not only important for 

understanding FXS pathology, but they are also crucial for developing targeting therapies to alleviate 

sensory-related symptomology.  

4.2.2 Impaired recruitment of neurons at baseline and following perturbations in the Fmr1 KO 

We discovered that the Fmr1 KO mice can express homeostatic plasticity in some ways, but that it 

fails in other ways, specifically in terms of a larger recruitment of the neuronal population. At P16, 

we observed that at baseline, there was a slight decrease in the proportion of CW-responsive 
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neurons in the KO compared to the WT cortex, albeit not significant. Additionally, after both 2 and 

7 days of whisker deprivation, WT mice demonstrated an increase in the proportion of CW-

responsive neurons, but KO mice did not exhibit a similar increase. These results highlight the 

significant impairment in recruiting neurons following whisker stimulation.  

 The reduced recruitment of the population at baseline at P16 in the Fmr1 KO cortex could 

potentially lead to problems, even though recruitment at P21 was very similar between the WT and 

KO. For instance, sensory processing deficits at this developmentally young age could translate to 

problems later in life. A prior study in a rat model of FXS discovered that the visual cortex 

demonstrated hypoexcitability at an early time point, but by the third and fourth week of 

development, neurons were actually hyperexcitable 259. Although this is different than our finding in 

terms of how recruitment of the population changes (reduced initially, and then the same), it points 

to a potential way in which early developmental changes in cortical excitability could influence later 

sensory processing. A weakened response during the critical period, as we found at P16, could 

trigger changes in other parts of the brain. For example, homeostatic plasticity mechanisms could try 

to compensate for this reduced recruitment further downstream in the processing of sensory 

information, but instead, the compensations could overshoot the target and result in a 

hyperresponsive state elsewhere, for instance in S2. This could account for the hypersensitive 

phenotypes observed later in life in children with the Fmr1 premutation 260, 261. It would be 

interesting to perform my experiments again at an even later time point, say P28, to investigate 

whether there might be further changes and to observe neural activity downstream of L5/6. If this 

shift from hypoexcitability early in life to hyperexcitability later in life is discovered, then it would be 

important to target therapeutic interventions that can prevent this maladaptive shift, or address both 

these components.  
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 The decrease in neuronal recruitment following whisker deprivation in the Fmr1 KO mouse 

could suggest several potential changes occurring in the barrel cortex. One potential change could be 

impaired sensory processing. Since WT mice almost doubled the neurons recruited following 

whisker deprivation but KO mice did not demonstrate this significant increase, the sensory 

perturbation could not trigger the same level of neural plasticity or compensatory responses in the 

KO mice as it did in the WT mice. This would suggest that the underlying mechanisms that detect 

and respond to sensory changes, or the mechanisms for homeostasis, are impaired. Previous 

literature supports this theory, as the Fmr1 KO model demonstrates a lack of homeostatic plasticity 

in different contexts 62, 63, 206, 262. If the KO model is unable to adjust to changes in sensory input, then 

it also likely struggles to accurately process incoming information. Sensory adaptation probably 

requires the recruitment of additional neurons, or the modulation of neurons already recruited. 

Thus, if a population cannot change the recruitment of neurons, as is the case of the KO cortex, it 

would fail to adjust to a new sensory environment. This reduced sensory adaptation has been 

previously observed in the KO mouse model, in which repetitive whisker stimulation did not result 

in neuronal adaptation 163.  

Another possible change that may occur in the Fmr1 KO barrel cortex following whisker 

deprivation is a change in dendrite morphology, which can result in a change in neuronal 

recruitment. Dendrites are crucial for receiving and integrating sensory inputs, and their structure 

can influence neuronal responsiveness and plasticity. One study found that a brief increase in 

activity, which trigger morphological changes in WT dendritic spines, did not result in any changes 

in Fmr1 KO hippocampal neurons, suggesting that activity-dependent plasticity is impaired 226. 

Another more relevant study observed that KO L5 pyramidal neurons in the barrel cortex 

demonstrated an increase in dendritic spine formation and elimination at baseline, and that these 

spines were not as responsive to unilateral whisker deprivation as the WT spines 159. Thus, the KO 
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barrel cortex could exhibit altered dendritic properties that could lead to the differences we observed 

in terms of recruitment and plasticity. If dendritic spines are less responsive to sensory deprivation, 

this could impair the ability of these neurons to synaptically adapt to changes in sensory input. 

Consequently, this may result in the above-mentioned impaired plasticity and sensory processing 

deficits.  

 Finally, it would be important to therapeutically target these lower levels of neuronal 

recruitment. One possible pharmacological strategy is utilizing NMDA receptor (NMDAR) 

modulators. NMDARs play a crucial role in synaptic plasticity and processing incoming information, 

and are a major target for FMRP 263, 264. It is possible that in the Fmr1 KO barrel cortex, NMDA 

receptors are hypoactive, as has been previously discovered in the hippocampus, and therefore 

pharmacologically increasing NMDAR activity could potentially rescue some deficits 265-267.  

 To conclude, Fmr1 KO L5/6 neurons exhibit impairments in recruitment at baseline and 

following whisker deprivation, which demonstrate fundamental disruptions in sensory processing 

and adaptation. These findings emphasize the importance of further investigating the dynamic 

changes in neural recruitment, both at later developmental stages and at the molecular level, to guide 

therapeutic strategies.  

4.2.2 Future Directions 

Since we observed that the Fmr1 KO mouse has some homeostatic capacity, but it is different from 

that of the WT mice, it would be interesting to next investigate what specific mechanisms of 

homeostatic plasticity are impaired. For instance, changes in intrinsic excitability are one mechanism 

by which cells adapt. Previous studies have established that the L2-5 neurons in the Fmr1 KO model 

have increased intrinsic excitability at baseline 65, 134, 135, 211, 256. However, it is difficult to determine 

how sensory perturbations affect intrinsic excitability, as different perturbations trigger different 

changes. A prior study reported that just one day of D-row whisker deprivation caused a reduction 
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in the intrinsic excitability of L2/3 parvalbumin (PV) inhibitory neurons by upregulating voltage-

gated potassium channels 176. Another study reported that the intrinsic excitability of L5 neurons 

increased after unilateral whisker deprivation, but the sensory deprivation began very early in 

development (P3) or after the critical period (P20) 268. Thus, it would be important to investigate the 

differences in membrane excitability and conductances to determine how the sensory perturbation 

of unilateral whisker deprivation, which specifically triggers homeostatic changes, affects WT and 

Fmr1 KO neurons during a critical period in development. Alternatively, compensatory changes in 

synaptic strength represent another potential failed homeostatic mechanism. Many papers suggest 

that synaptic scaling and connectivity is impaired in the Fmr1 KO model 62, 160. We also know that D-

row whisker deprivation weakens the L4 to L2/3 synapse and inhibitory synapses in L4 269, 270. 

However, there are only a few studies that examine changes in L5 of the barrel cortex, even though 

it is the important output of the cortical column. Understanding how these homeostatic plasticity 

mechanisms are altered in L5/6 of the barrel cortex in the Fmr1 KO, both at baseline and following 

sensory deprivation, could provide insight into how Fmr1 KO mice adapt, or fail to adapt, to 

changes in sensory input, and lead the way in potential therapeutic approaches. If certain molecules 

or signaling pathways are impaired, then developing drugs that enhance or mimic these underlying 

mechanisms might resolve some of the sensory phenotypes.  

Along with studying changes in homeostatic plasticity mechanisms, it would also be 

interesting to investigate the excitation-inhibition (E-I) balance and circuitry. Many studies suggest 

that there is an imbalance in FXS and autism in general 56, 134, 271. Examining how the recruitment and 

activity of excitatory and inhibitory neurons in the overall network change following a sensory 

perturbation could shed light on more widespread network dysfunction. 

 After gaining a better understanding of L5/6 homeostatic mechanisms and E-I balance, it 

would be beneficial to analyze other cortical layers to determine whether the deficits we observed 
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are consistent across all layers or specific to L5/6. A prior study has shown that the decrease in 

whisker-evoked responses and recruitment we observed at baseline in the Fmr1 KO also occur in 

L2/3, so it is possible that these changes in the overall responsiveness of excitatory and inhibitory 

neurons take place throughout the cortical layers 135. This could suggest a more global disruption in 

cortical processing. On the other hand, if the changes we observed are layer-specific, it could suggest 

that there are differentially regulated processes and localized circuit dysfunction. It could also 

suggest that each layer compensates for any changes in layer before it in the cortical pathway. 

Additionally, it would be interesting to compare the homeostatic processes and neuronal recruitment 

in the barrel cortex with other sensory cortices (ex: visual cortex or auditory cortex) to determine if 

other sensory modality deprivations also demonstrate similar deficits. Previous literature has shown 

that there are differences in how sensory experience affects network development in other sensory 

cortices 272, 273. Thus, it would be important to compare our results to other brain regions to 

determine if there are any overarching similarities, though this comparison would need to be 

performed carefully as different deprivations might affect cortical neurons differently.  

 Another important result we observed was the difference in baseline recruitment of the 

neuronal population and the sensitivity of neurons from P16 to P21. Thus, it would be important to 

conduct longitudinal studies to explore these developmental changes in more detail. Since we 

observed these changes over just five days, conducting the same experiments in Fmr1 KO mice at 

earlier developmental stages (ex: before active whisking begins) and later developmental stages (ex: 

after the closure of the critical period) could be helpful in assessing how homeostatic plasticity and 

sensory processing abilities evolve over time. This could help identify critical periods when 

interventions might be the most effective, initially in mice, and perhaps later in clinical trials.  

 Finally, analyzing neuronal recruitment and whisker-evoked responses in awake, behaving 

mice would provide a more comprehensive understanding of how sensory processing works. 
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Previous studies demonstrate that the Fmr1 KO mouse model has behavioral deficits when it 

performs paradigms that require information from whiskers 162, 164. However, there are no studies 

that examine how these mice respond to perturbations such as whisker deprivation. It would be 

interesting to observe what homeostasis might look like in mice that are performing tasks or 

exploring the environment. This could reveal how the deficits in neuronal activity we observed in an 

anesthetized animal translate into behavioral impairments, and how sensory integration and 

cognitive functions are affected.  

In conclusion, there are many future avenues of research from this work. Investigating 

intrinsic excitability, synaptic strength, and E-I imbalance in all cortical layers and different brain 

regions would help us determine the extent of the impairments we observed. Longitudinal studies, as 

well as studies in awake mice, would provide a timeline of the impairments and homeostatic 

processes and how sensory processing is disrupted. These potential future directions for this project 

in my dissertation aim to deepen the understanding of the mechanisms underlying altered 

homeostatic plasticity in Fmr1 KO mice and explore potential avenues for therapeutic intervention 

and translational research. 

4.3 What aspect of neuronal activity is homeostatically maintained  

An important question to ask is what exactly is homeostatically maintained after a cell or network 

encounters a perturbation. In my dissertation, I’ve found that in three different systems, the most 

crucial aspect that the system adjusts to is the evoked response. In cortical cultures, after the 

pharmacological blockade of GABA receptors, the spike rate within the burst (SRWB) increased and 

then returned to baseline levels. These bursts represent the final output of the neuronal network in 

culture, as close to a naturally evoked response as possible in this system. In the embryonic chick 

spinal cord, we found that SRWB again was the firing property that returned to baseline levels 

following GABA receptor blockade. The bursts in the spinal cord are representative of the kicks that 
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occur in the embryonic chick. Both the bursts in culture and the bursts in the spinal cord are 

synaptically driven events. Finally, in the barrel cortex, we observed that whisker deprivation triggers 

an increase in the responsiveness of cortical neurons (an increase in the velocity response curve, 

VRC). This increased excitability appears to be a compensation of the sensory pathway in order to 

remain sensitive to the lost input from the whiskers, suggesting that the evoked firing rate is 

important to this system as well. In conclusion, these findings highlight the importance of 

homeostatically maintaining the evoked response. Future studies should focus on understanding the 

mechanisms through which the evoked response is maintained, and how it might be altered in 

disease states.  
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