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Abstract 

5 Million Thoughts about the Past and Future Reveal Shared Reliance on Schemas 

By Robert Thorstad 

 

People frequently think about the future, yet little is known about the cognitive 

processes people use to do so. Recent research suggests that future thinking may rely 

on many of the same cognitive processes people use to mentally time travel into the 

past. I tested this proposal by automatically identifying over 5 million temporal 

references in web blog posts and then using linguistic markers to identify the cognitive 

processes that people used to generate these temporal references. I identified cognitive 

processes uniquely associated with mental time travel by comparing these linguistic 

markers in past and future references to talk about the present, which does not involve 

mental time travel. In Study 1, I found that talk about the past relies on more episodic 

language than talk about the future, but relies on equal amounts of episodic language 

as talk about the present. This result suggests that episodic processing is not uniquely 

associated with mental time travel. In Study 2, I found that talk about both the past and 

future relies more on schemas than talk about the present. This result suggests that the 

use of schemas is uniquely associated with mental time travel. In Study 3, I replicated 

these results using temporal thoughts evoked in the lab. Together, these results 

suggest that past and future thinking rely on a common cognitive process but on a 

different process than was previously believed: the use of schemas, not episodic 

processing. 
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Chapter 1: Introduction 

 

 
How do people think about the future? One possibility is that thoughts about the 

future involve largely the same mental processes that are used think about the past. In 

particular, thoughts about the future might involve mental simulation processes 

associated with the generation of episodic detail (Atance & O'Neill, 2001; Klein, Loftus, 

& Kihlstrom, 2002; Schacter, Addis, & Buckner, 2008). This proposal is supported by 

studies finding significant overlap in the content and brain areas involved in the 

processing of past and future thinking (Benoit & Schacter, 2015; Okuda et al., 2003; 

Spreng, Mar, & Kim, 2009). While there is significant empirical support for shared 

mental processes, several questions remain. One key issue concerns whether the 

processes that have been attributed to past and future thinking are, in fact, uniquely 

associated with these two kinds of mental time travel. The problem emerged in the 

interpretation of a recent study. Addis, Wong, and Schacter (2008) found that when 

older adults described both past and future events, the older adults relied on fewer 

episodic details than did younger adults. Because of age-related declines in 

hippocampal functioning, these results were interpreted to suggest that past and future 

thinking may rely on common episodic processes supported by the hippocampus. 

However, Schacter, Gaesser, and Addis (2013) asked participants to perform the same 

task but also asked older adults to perform a control task that did not involve mental 

time travel: describing a picture in front of them. Surprisingly, the same decline in 

episodic details was observed when older adults simply described a picture in front of 

them, despite the fact that describing a picture does not involve mental time travel. This 

result suggests that the decline in episodic details may not be uniquely associated with 
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past and future thinking, but instead could extend to language production more 

generally. This result also demonstrates a broader logical problem with existing 

evidence for common processing. The logical problem is that demonstrating shared 

processing between past and future thinking involves identifying a process that is not 

just shared between past and future thinking, but is also uniquely associated with past 

and future thinking (for a similar argument, see Hassabis, Kumaran, & Maguire, 2007a; 

Hassabis, Kumaran, Vann, & Maguire, 2007b). Establishing this unique association 

requires the use of control conditions involving neither past nor future thinking, a 

condition often absent in prior literature.  

This dissertation offers a new proposal on what mental processes are shared 

between past and future thinking, namely the use of schemas. The proposal is 

supported by a long history of research showing that people use schemas to think about 

the past. This proposal is also supported by the intuition that schemas might be 

especially relevant to thinking about the future because in the case of the future, people 

cannot rely on accessing stored information. Importantly, this later source of support 

remains based on intuition due to a lack of research investigating the role of schemas in 

future thinking.  

This dissertation reports research that not only tests for the presence of mental 

processes in cognitions where they are expected, but also tests for their absence in 

cognitions where they are not expected. To investigate the mental processes uniquely 

associated with past and future thinking, I will test for mental processes that are not only 

present in past and future thinking, but also absent in thinking that is not associated with 

mental time travel: thoughts about the present. I predict that if schemas are uniquely 
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associated with past and future thinking, then schemas will have a stronger impact on 

the way people think about the past and future than on the way people think about the 

present. This logic will also allow me to conduct a more stringent test than in previous 

accounts of the similarity between future and past thinking. In particular, if episodic 

thinking is a process uniquely associated with past and future thinking, then such 

thinking should not only be present when people engage in past and future thinking, but 

also should be largely absent in thinking that does not involve mental time travel, 

namely thinking about the present. 

In effect, then, the dissertation will answer three questions about how people 

think about the past and future:  

 

Question 1: Is episodic processing uniquely associated with past and future thinking 

compared to thinking about the present? 

 

Question 2: Does thinking about the future involve schemas? 

 

Question 3: Is the use of schemas uniquely associated with past and future thinking 

compared to thinking about the present? 

 

In addition, the dissertation will address these questions using a unique kind of 

methodology. Thoughts about time are typically elicited in the lab, but people think 

about time many times every day. Capturing these natural thoughts about time can not 

only yield a large number of temporal thoughts, but can also avoid the potential 
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limitations associated with eliciting these thoughts through explicit prompting. For these 

reasons, this dissertation will develop several machine learning and natural language 

processing techniques for automatically identifying and analyzing over five million 

naturally occurring thoughts about time.  

 

1.1 Evidence Supporting Common Processes for Past and Future Thinking 

The proposal that past and future thinking rely on common cognitive processes is 

supported by three types of evidence.   

 

1.1.1. Neuroscientific Evidence for Common Processing of Past and Future 

Thoughts 

The first type of evidence for common processing is that when people remember 

the past or imagine the future in an fMRI scanner, a common set of brain regions is 

engaged by both types of mental time travel. These common regions involve a broad 

set of broad set of frontal, parietal, and temporal lobe regions from the default network 

(Raichle et al., 2001). Such a pattern of activation has been observed in several 

individual studies. Szpunar, Watson, and McDermott (2007) found that regions in the 

posterior cingulate cortex, parahippocampal gyrus, and occipital cortex were activated 

both by remembering the past and imagining the future. Okuda et al. (2003) found that 

regions in the frontal pole and medial temporal lobe were co-activated by remembering 

the past and imagining the future. Similar results have been obtained in several other 

fMRI studies (Abraham, Schubotz, & von Cramon, 2008; Addis, Cheng, Roberts, & 

Schacter, 2011; Hach, Tippett, & Addis, 2014; Viard et al., 2011).  
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This common default network activation for past and future thinking emerges not 

only in individual studies, but also in two recent meta-analyses. Benoit and Schacter 

(2015) found in a meta-analysis that past and future thinking jointly engaged the 

hippocampus, parahippocampal cortex, lateral temporal lobe, inferior posterior parietal 

lobe, and parts of the dorsolateral prefrontal cortex. Spreng et al. (2009) found in a 

meta-analysis that past and future thinking jointly engaged parts of the medial temporal 

lobe, precuneus, posterior cingulate cortex, retrosplenial cortex, and temporal-parietal 

junction. Together, these meta-analyses strongly suggest that past and future thinking 

jointly activate many regions in the brain’s default network, suggesting the two 

processes share some common neural correlates. 

In summary, there is strong evidence that past and future thinking both activate a 

shared set of neural regions, especially in the default network. This activation emerges 

reliably in individual studies and in meta-analyses, and could suggest that past and 

future thinking rely on common underlying cognitive processes.  

 

1.1.2 Neuropsychological Evidence for Common Processing of Past and Future 

Thoughts 

 The second type of evidence for common processing of past and future thinking 

is neuropsychological. The key evidence is that when patients have deficits to the 

episodic memory system due to damage to the hippocampus, these patients sometimes 

to also have deficits to their ability to imagine the future. These results are taken to 

suggest that past and future thinking share cognitive processing. These results are 

further taken to suggest that the key shared process may be episodic memory.  
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 The animating idea comes from Klein et al. (2002) who described a patient with 

severe retrograde amnesia (for similar results, see Andelman, Hoofien, Goldberg, 

Aizenstein, & Neufeld, 2010; Maguire, Vargha-Khadem, & Hassabis, 2010; Race, 

Keane, & Verfaellie, 2011; Tulving, 1985). The patient had trouble answering questions 

about the lived past (e.g. what did you do yesterday?) and also about the lived future 

(e.g., what will you do tomorrow?). In contrast, the patient seemed to have preserved 

knowledge of the known past and known future (e.g., what will be some of the most 

important political issues of the next ten years?). These results motivated the proposal 

that past and future thinking may rely on common cognitive processes, especially with 

respect to the lived past and future. An additional key inference comes from the fact that 

the patient’s impairment was to the episodic memory system. Based on evidence such 

as this, it is broadly assumed that if past and future thinking rely on shared cognitive 

processes, then the shared process is likely to be episodic memory (see also Tulving, 

1985).    

 

1.1.3 Behavioral Evidence for Common Processing of Past and Future Thoughts 

 The third type of evidence that past and future thinking may rely on common 

cognitive processes is behavioral. In these studies, people are asked to generate past 

and future thoughts, and aspects of their language are recorded and compared. These 

studies either compare the language directly between the past and future thoughts, or 

explore the effect of manipulating some cognitive process used both to generate the 

past and future thoughts. Similarities are usually observed in the language used to 

describe the past and future.  
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One strategy for behaviorally studying similarities is to ask people to generate 

past and future thoughts, and then to use human ratings to code various aspects of 

people’s language. The underlying logic is that similarities in the language could imply 

that similar cognitive processes were used to generate the language. For example, 

Addis, Wong, and Schacter (2008) cued people to generate past or future events, and 

then coded the number of episodic details in these events using the autobiographical 

memory interview. People who included more episodic details when remembering the 

past also included more episodic details when mentally imagining the future. Spreng 

and Levine (2006) found that when people generated past and future events and rated 

the distance of these events from the present, past and future thoughts both followed 

similar log-linear frequency distributions over temporal distance, although the 

distributions had different slopes. Rubin (2014) asked people to provide 

phenomenological ratings as they generated past and future events, such as the sense 

of reliving, intensity, involuntariness, and sense of perceptually seeing and hearing the 

event. These ratings were highly correlated, such that people who provided higher 

ratings for past events also provided higher ratings for future events.  

 A related method for studying past and future thinking behaviorally has been to 

manipulate some aspect of how people generate both past and future thoughts, and 

then to ask whether these two conditions are affected similarly by the manipulation. The 

underlying logic is that if past and future thinking are similarly affected by some 

manipulation, then they may rely on a common cognitive process being manipulated, 

although again a stronger non-temporal control condition is needed to make this 

inference more compelling. For example, D’Argembeau and Van der Linden (2004) 
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found that when people were asked to remember and imagine positive or negative past 

and future events, the positive events were rated as having a higher feeling of 

experiencing than negative events, regardless of temporal direction. When people were 

asked to imagine temporally close compared to temporally distant episodic past and 

future events, the temporally close events were rated as having more sensory and 

contextual details and being associated with a greater feeling of re-experiencing. 

D’Argembeau and Van der Linden (2006) found that people with higher capacity for 

visual imagery used more sensory details both when remembering past events and 

when remembering future events. Similar results are obtained with an episodic 

specificity induction procedure, where people are induced to imagine both the past and 

future with more episodic detail (Jing, Madore, & Schacter, 2017; Madore, Gaesser, & 

Schacter, 2014; Madore, Szpunar, Addis, & Schacter, 2016).  

 Together, these behavioral studies suggest two similarities between past and 

future events. First, when people are simply asked to generate past and future events, 

the past and future events they generate often use similar language. Second, when a 

common manipulation is applied to the way that people are asked to generate past and 

future events, the manipulation usually has similar effects on both past and future 

thinking. Both of these results have been interpreted as suggesting common cognitive 

processing for past and future thinking. 

 

1.2 Evidence Suggesting Differences in Processing Between Past and Future 

Thinking 
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While several types of evidence suggest commonalities between past and future 

thinking, there are also several types of evidence suggesting differences in processing 

between past and future thinking.  

 

1.2.1 Many Patients with Episodic Memory Deficits Have Intact Future Thinking 

 The first piece of evidence for differences between past and future thinking is that 

many patients with episodic memory deficits have intact future thinking. Some of the key 

evidence for similar processing between past and future thinking comes from patients 

with episodic memory deficits. Some of these patients also have difficulty imagining the 

future, suggesting common processing between past and future thinking and implying 

that episodic memory may be the key shared process. While this evidence is illustrative, 

a number of patients have been observed with impaired episodic memory but intact 

future thinking. The presence of these patients casts doubt on shared processing for 

past and future thinking, and also casts doubt on the role of episodic memory as the key 

shared process.  

There are two types of patient findings that suggest differences between past 

and future thinking. First, several groups have found that patients with impaired episodic 

memory due to medial temporal lobe damage can generate future events with the same 

number of internal episodic details as healthy controls (Hurley, Maguire, & Vargha-

Khadem, 2011; Squire et al., 2010). These results suggest that the future simulations 

generated by patients with episodic memory deficits may not be impoverished, further 

implying that episodic memory may not be necessary for future thinking. Second, a 

number of preserved future thinking abilities have been demonstrated in patients with 
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episodic memory deficits. These preserved abilities include the ability to make decisions 

about the future in delay discounting (Kwan et al., 2012; Kwan et al., 2015) and normal 

scores on survey measures of future time perspective (Kwan, Craver, Green, Myerson, 

& Rosenbaum, 2013; see also Craver, Kwan, Steindam, & Rosenbaum, 2014). For 

example, Kwan et al. (2013) report a patient with episodic memory deficits whose 

highest time perspective score was future orientation. Another episodic amnesiac 

patient in the same study made slightly more future-oriented decisions in a delay 

discounting task than did healthy controls. These results suggest that a number of 

important types of future thinking, including the ability to think regularly about the future 

and to make decisions about the future, do not depend on the episodic memory system.  

 

1.2.2 Much of the Evidence for Shared Processing Lacks an Appropriate Negative 

Control 

 The second reason for caution regarding common cognitive processing is that 

most existing evidence has not established that commonalities are unique to mental 

time travel. Much of the evidence for shared processing, especially the behavioral 

evidence, is based on comparing some aspect of people’s thoughts about the past and 

future. Similarities between these thoughts are usually found, and these similarities are 

taken to imply common cognitive processes. However, these studies suffer from a 

logical gap by failing to establish that the shared process is unique to past and future 

thinking. Establishing uniqueness requires including a control condition that is similar to 

past and future thinking, but does not involve mental time travel. Evidence for common 
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cognitive processes would occur if thoughts about the past and future are more similar 

to each other than to this negative control condition.  

 There is little direct evidence involving such a negative control, but the evidence 

that does exist casts doubt on the amount of shared processing, and specifically 

whether episodic memory is the key shared process between past and future thinking. 

Hassabis et al. (2007a) asked patients with episodic memory deficits to verbally 

describe atemporal scenes such as standing in the main hall of a museum. The 

descriptions generated by these patients were scored as less experiential than the 

descriptions generated by healthy controls, suggesting that episodic memory 

impairment might impair an atemporal scene construction system rather than 

specifically the ability to mental time travel. Also, as previously described, Schacter et 

al. (2013) found that older adults’ reduction in episodic details when describing past and 

future events also extended to the atemporal control task of describing a picture in front 

of them. Both of these studies suggest that while past and future thinking may have 

commonalities, the uniqueness of these commonalities to mental time travel has not 

been established.  

 

1.2.3 Some Brain Regions Respond More Strongly to Future Thoughts than Past 

Thoughts 

 The third reason for caution regarding common cognitive processing is that some 

brain regions are observed to respond more strongly to future thoughts than to past 

thoughts. Some of the strongest evidence for similar processing between past and 

future thinking comes from fMRI studies showing similar activation for past and future 
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thinking. While this evidence is compelling, these studies also reliably find a few regions 

that respond more strongly to thinking about the future than to thinking about the past. 

There is no compelling existing interpretation of these increased activations for future 

thinking compared to past thinking, even though on face such activation is not predicted 

by the view that past and future thinking rely on common cognitive processes. The most 

surprising finding is that the hippocampus, typically implicated in episodic memory, often 

responds more strongly to future thinking than past thinking (Addis, Pan, Vu, Laiser, & 

Schacter, 2009a; Addis, Wong, & Schacter, 2007; Kirwan, Ashby, & Nash, 2014). 

Several other regions are sometimes observed to respond more strongly to future 

thoughts compared to past thoughts, including the anteriomedial frontal pole (Okuda et 

al., 2003), premotor cortex and precuneus (Szpunar et al., 2007). There is no strong 

existing explanation of the increased hippocampal activity in the literature. One of the 

current explanations is that the increased hippocampal activation may reflect increased 

construction demands for future thoughts compared to past thoughts. However, it is not 

necessarily clear how such an explanation would be consistent with common cognitive 

processing for past and future thinking.  

 

1.3 Outline of the Remainder of the Dissertation 

 In the remainder of the dissertation, I outline an approach to studying past and 

future thinking that overcomes some of the limitations of prior literature. I also describe 

three studies comparing the way people think about the past and future. To preview the 

main result, I find that past and future thinking do rely on common cognitive processes 

but that the use of schemas, not episodic processing, may be the key shared process.  
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 In Chapter 2, I outline an approach to studying past and future thinking based on 

mining people’s large-scale, natural talk about time. I also report a preliminary study 

evaluating a method for automatically extracting temporal references against several 

other automated methods and human ratings. Finally, I report the results of a study that 

identifies the episodic processing evident in people’s natural language about the past, 

present, and future.  

 In Chapter 3, I develop an approach for identifying semantic past and future 

thinking in natural language. This approach is based on learning a large-scale model of 

the kinds of conceptual information people use every day from a large social media 

corpus. I then develop and evaluate a method to capture one commonly posited feature 

of schemas – that schemas can fill in missing information – using neural networks. 

Finally, I report the results of a study that identifies the semantic past and future thinking 

in people’s natural language.  

 In Chapter 4, I report the results of a lab-based study of past and future thinking. 

The approach in Chapters 2-3 is based on mining people’s large-scale natural 

language, but it is possible that people could think about the past and future differently 

when they are explicitly prompted under more controlled conditions. I report the results 

of a study replicating the main comparisons of Chapters 2-3 regarding episodic and 

semantic past and future thinking, but based on temporal thoughts in the lab. 

 In Chapter 5, I discuss the broader implications and future directions of this 

research.    

 

1.4 Summary of Chapter 1 
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 Much is known about how people mentally time travel into the past, but much 

less is known about how people mentally time travel into the future. This dissertation 

considers the view that people may use the same processes to mentally time travel into 

the future as they do to mentally time travel into the past. There is existing 

neuroscientific, neuropsychological, and behavioral evidence for common processes for 

past and future thinking. However, this evidence involves a number of limitations, 

including a failure to establish uniqueness to past and future thinking. This dissertation 

asks whether there is a process – episodic processing or the use of schemas – that is 

uniquely associated with thoughts about the future and past compared to thoughts 

about time that do not involve mental time travel: thoughts about the present. I report 

three studies investigating this question in Chapters 2-4.  
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Chapter 2: Episodic Past and Future Thinking 
 

2.1 Introduction 

Some of the earliest evidence for similarities between past and future thinking 

came from studies of episodic future thinking. For example, Tulving (1985) reported a 

patient with episodic memory loss who had difficulty imagining what he would do the 

next day, responding “I don’t know” and describing his mental picture of the next day as 

“blank, I guess.” Klein et al. (2002) reported a patient with episodic memory loss who 

had difficulty answering questions about the lived, episodic future (e.g., what will you do 

tomorrow?) but a seemingly preserved ability to answer questions about the known, 

semantic future (e.g., what will be an important issue in the next 10 years?). Following 

findings like these, the construct of episodic future thinking has been defined by analogy 

to the episodic memory system, and is thought to involve mental pre-experiencing or 

simulation of future events (Atance & O'Neill, 2001; Atance & O’Neill, 2005; Schacter, 

Benoit, & Szpunar, 2017). For example, mentally simulating playing tennis with a friend 

is an episodic future thought (Szpunar, Spreng, & Schacter, 2014).  

Despite the evidence for similarities between episodic past and future thinking, 

this evidence has a number of limitations, as described in Chapter 1. Chief among these 

limitations is the tendency to use explicit prompts to elicit temporal thoughts in the lab. 

Additionally, as discussed in Chapter 1, there have been a number of patients with 

episodic memory loss but seemingly preserved episodic future thinking, again raising 

questions about the degree of similarity.  

In this Chapter, I outline an approach for studying past and future thinking in 

general, and episodic past and future thinking in particular, that goes beyond the 
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limitations of prior literature. Using this new approach, I report the results of a study of 

people’s episodic past and future thinking using this new method. To preview the 

results, I find that episodic past and future thinking may not be the cognitive process 

shared between past and future thinking. In particular, I find that the episodic language 

in people’s natural talk about the past is more similar to the episodic language in 

people’s talk about the present, which does not involve mental time travel, than it is to 

the episodic language in people’s talk about the future. I conclude by discussing the 

implications of these results for the view that past and future thinking rely on common 

cognitive processes.  

 

2.2 Approach 

A strong test of similarities between episodic past and future thinking would ask 

whether these kinds of thinking are similar in people’s natural, unprompted thoughts 

about the past and future. When people naturally talk about time, these thoughts may 

encompass a much wider range of kinds of past and future thinking than the thoughts 

typically generated in lab-based tasks. For this reason, if similarities were still observed 

between the episodic past and future in such a natural, unprompted scenario, it would 

provide strong evidence for similar cognitive processing. On the other hand, it is also 

possible that less similarity will be observed between past and future thinking than is 

traditionally observed in laboratory designs due to the use of natural, unprompted 

temporal thoughts.  

Studying past and future thinking in this way requires three elements. First, this 

approach requires a source of naturally occurring thoughts about the past and future. 
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Below, I outline such a source based on the content of people’s weblog posts. Second, 

this approach requires a method for identifying past and future thoughts in this natural 

source. Below, I identify a method based on automated syntactic and lexical rules for 

identifying temporal references. Third, this approach requires a method to measure the 

degree to which each of these temporal references relies on episodic processing. 

Below, I outline an approach based on automatically identifying the amount of concrete, 

perceptual, and spatial language in people’s temporal references.  

 

2.2.1 A Source for Naturally Occurring Temporal Thoughts: The Blog Authorship 

Corpus 

 A good source for naturally occurring temporal thoughts should meet at least 

three criteria. First, a good source for naturally occurring temporal thoughts should 

involve thoughts that are relatively spontaneous and unprompted. This criterion allows 

the thoughts that result to be unaffected by some of the limitations of prior literature to 

use highly prompted temporal thoughts. Second, a good source of naturally occurring 

temporal thoughts should involve a large number of different individuals generating 

these thoughts. This criterion allows the thoughts that result to capture a wide variety of 

different temporal thoughts. Third, a good source of naturally occurring temporal 

thoughts should involve a reasonable demographic balance of the individuals 

generating these thoughts. This criterion allows the thoughts that result to be unbiased 

by being drawn from particular demographic characteristics such as gender or age.  

 A source of temporal thoughts that satisfies each of these criteria is the Blog 

Authorship Corpus (Schler, Koppel, Argamon, & Pennebaker, 2006). As shown in Table 
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1, the Blog Authorship corpus is a corpus of blog posts from over 19,000 different 

bloggers and encompassing over 140 million total words. The blog corpus satisfies the 

first criterion of relying on unprompted temporal thoughts because bloggers are free to 

write whenever they choose about a topic of their choosing. Indeed, bloggers varied 

heavily in the amount of text they wrote on their blogs (range 45 - 1,453,475 words), the 

length of time they maintained the blog (range 1 – 2,028 days), and the topics of the 

blog posts (some of the topics include work, aging, religion, holidays, technology, days 

of the week, sleep, and dating). The blog corpus satisfies the second criterion of 

involving temporal thoughts from a large number of different people. The blog posts 

include over 19,000 different authors. Finally, the blog corpus satisfies the third criterion 

of balanced demographics because the corpus was matched across different age 

groups (13-17y, N = 8,240; 20-27y, N = 8,086; 33-47y, N = 33-47) and gender (50% 

male, 50% female). While the authors of the corpus could in principle talk about topics 

of their choosing, they frequently made reference to time, including the past, present, 

and future. Examples of such temporal thoughts in the blog corpus are shown in Table 

2. 

 Having identified a source for naturally occurring thoughts about time, it is 

necessary to identify temporal references in these thoughts. In a natural corpus, these 

thoughts do not come pre-identified as about the past, present, or future. Instead, 

linguistic markers in these sentences must be used to categorize them as referring to 

the past, present, or future. On a smaller scale, it may be possible to ask human raters 

to categorize each of these sentences as about the past, present, or future. However, 

because the corpus involves over 100 million words, it is impractical to identify temporal 



19 
 

references using human raters. Therefore in the next section, I describe an automated 

method for extracting temporal references in the blog corpus.  

 

Measure Frequency 

Total Words 145,245,703 

Total Posts 681,237 

Unique Authors 19,320 

Avg. Posts / Author 35.3 

Avg. Words / Post 213.2 

 

Table 1. Descriptive statistics of the Blog Authorship corpus used to extract natural 

temporal thoughts.  

 

Temporal Reference Category 

They were paid by the politicians of the newly setup post-
opposition government. 
 

Past 

We got shut out of the first game, and came back to finish in 2nd 
place in the consolation bracket. 
 

Past 

It is not 11:00 PM on a Sunday evening. 
 

Present 

I am seriously considering starting studying. 
 

Future 

If I don’t get accepted at choice A, then hopefully I’ll get accepted 
somewhere else. 
 

Future 

 

Table 2. Examples of naturally occurring temporal references in the Blog 

Authorship Corpus.  
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2.2.2 A Method for Extracting Naturally Occurring Temporal Thoughts: The 

Copley & Wolff Temporal Reference Classifier 

 Having identified a source of natural temporal thinking, it is necessary to identify 

sentences in the corpus that refer to the past, present, and future. Below, I begin by 

describing the difficulty of identifying temporal references in English. I then describe a 

method for overcoming this difficult to automatically extract temporal references. In the 

Results section, I report a pilot study evaluating this automated method against human 

ratings. 

 Extracting temporal thoughts automatically is a difficult problem in English. It is a 

difficult problem because syntax alone cannot identify temporal references. Syntax 

alone cannot identify temporal references because while there is a dedicated past tense 

morphology for expressing past orientation, there is no analogous morphology for 

expressing future orientation. Sometimes, future references are marked with lexical 

items such as will, as in  

(1) For the tennis match, I will pack a tennis racket.  

(2) It will rain tomorrow. 

However, these lexical items alone are also not sufficient for identifying future 

references. Sometimes future references can be expressed in the present tense, as in  

(3) The tennis match happens tomorrow.  

(4) The music festival finishes tomorrow. 

A further difficulty is that the same lexical items that could indicate the future can be 

present in sentences which are not about the future, as in 
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(5) The man reviewed his will. 

(6) Abraham Lincoln said “leave nothing for tomorrow which can be done today.” 

What these examples suggest is that neither syntax nor lexical items alone are sufficient 

for identifying temporal references. Instead, a successful strategy will likely combine 

both syntactic and lexical items to identify temporal references. 

 I use a method for automatically extracting temporal references developed by 

Copley and Wolff (in prep). As shown schematically in Fig. 1, this method uses a series 

of rules to identify references to the past, present, and future. Each rule is expressed as 

a combination of syntactic items (such as a modal, MD) and lexical items (such as will), 

consistent with the above analysis suggesting that both syntax and lexical items are 

needed to identify temporal references. The rules are expressed in a tree using the 

parse structure of the sentence (Chen & Manning, 2014; Levy & Andrew, 2006). To 

classify a sentence as about the past, present, or future, the sentence is matched 

against each of the rules individually. The basic assumption is that most sentences will 

match at least one of the rules for the past or future. In these cases, a temporal 

reference (past or future) can be assigned by a majority vote among the rules. In some 

cases, a sentence will match neither the past rules nor the future rules. In these cases, 

a sentence is classified as referring to the present. I report a study evaluating these 

rules against human ratings in the Results section. Examples of sentences extracted by 

the classifier are also given in Table 3.  
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Fig. 1. Schematic of the temporal reference classifier. The classifier uses a series of 

rules to identify past and future references, with other references classified as present. 

The rules are expressed in a hierarchical language combining syntactic constructions 

such as the modal, MD, with lexical items such as have and I’ll.  

 

Temporal Reference Category Rule 

The journey will be long and hard but I’m sure I can make 
it 
 

Future MD < can 

I am very excited for these layers to dry so I can rock & roll 
on the little critter! 

Future VBN | JJ < 
excited 

Comparative religions was good as usual, and science 
was…boring, as usual. 

Past VBD 

I wish I could say I had no regrets at all. Past NP << regret 
| regrets 

 

Table 3. Examples of temporal references identified by the Copley and Wolff 

classifier. For each reference, the relevant rule is also provided, expressed in a 

hierarchical language known as TREGEX where < represents subordination and the 
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capitalized abbreviations represent syntactic types. Note that only one of the four 

references was extracted using syntax alone, and that many of the temporal references 

are neither written in the past nor future tense, despite referring to the past or future. 

2.2.3 A Method for Measuring Episodic Past and Future Thinking using Language 

 Once temporal references have been identified in the corpus, a method is 

needed for identifying the degree to which these references rely on episodic past and 

future thinking. In this section, I first review how episodic thinking is typically measured 

in existing literature. I then describe a method which extends these ideas to measure 

episodic thinking in the blog corpus.  

 Episodic thinking is typically measured in one of two ways, but neither of these 

methods can be extended to identify temporal references in the blog corpus. The first 

method for measuring episodic thinking is to instruct participants to report only episodic 

past and future thoughts. Highly specific instructions are used, which typically ask 

participants to report only events that occur in a specific place and time, are highly likely 

to occur to them, are personal events, and are not extended over time. While instructing 

participants to report only episodic thoughts is effective at measuring episodic thinking, 

it is not possible to use such instructions in corpus data. Instead, only the outcome of 

people’s cognition is available (after the thoughts are retrieved), and the problem is to 

infer how much episodic processing was used to generate those thoughts. The second 

method for measuring episodic thinking is to use human raters to code for the presence 

of internal episodic details. In this method, people are interviewed based on the 

modified Autobiographical Memory Interview to generate past and future events 

(Levine, Svoboda, Hay, Wincour, & Moscovitch, 2002). The details of these events are 
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segmented by trained human coders into internal details, which represent a time, place, 

perception, thought, emotion, or detail central to the main event, and external details, 

which represent any other kind of detail. These internal details are taken as a proxy of 

episodic processing (Addis et al., 2008; Irish & Piolino, 2016). While the modified 

Autobiographical Memory Interview is widely used in prior literature, it is neither feasible 

to interview participants nor to code for internal details in a large language corpus (but 

see Peters, Wiehler, & Bromberg, 2017 for a proof-of-concept approach to automatically 

scoring the Autobiographical Memory Interview). For these reasons, a new approach is 

needed to identify episodic processing in the blog corpus.  

 A strong method for identifying episodic processing should draw on key 

principles of prior methods while being possible to extend to a large corpus. The 

underlying principle of the modified Autobiographical Memory Interview is that people’s 

language is a trace of the cognitive processing that generated that language. Following 

this principle, human coders can go backwards, using only the language to identify 

types of details, and by inference these coders can identify the cognitive processes that 

generated these details. While the Autobiographical Memory Interview in particular 

cannot be used in a corpus, a similar principle can be used to identify likely markers of 

episodic processing in people’s language. As with the Autobiographical Memory 

Interview, the key idea is that people’s language can provide a marker of the underlying 

cognitive processes that generated it.  

 There are several widely agreed upon features of episodic past and future 

thinking. My method capitalizes on these features to identify these markers in people’s 

language. The first widely agreed feature is that episodic past and future thinking are 
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highly concrete and perceptual. Indeed, episodic future thinking is typically described as 

a kind of pre-experiencing (Atance & O'Neill, 2001) or simulation (Schacter et al., 2008), 

and both of these descriptions have in mind a highly perceptual experience. The second 

widely agreed feature is that episodic past and future thoughts are thought to occur in a 

specific spatial location. This idea is evident in the fact that episodic future thoughts are 

elicited by instructions to retrieve events in a specific spatial location (Addis et al., 2011; 

Addis & Schacter, 2008). This idea is also evident in prior work using spatial relation 

words as a measure of episodic future thinking in children (Russell, Alexis, & Clayton, 

2010; see also Lourenco & Frick, 2013 for evidence that spatial memory is early 

developing). Thus, my key assumption is that these three features: spatial, perceptual, 

and concrete language, provide a reasonable proxy for episodic processing in 

language. My approach is to measure the presence of this language in temporal 

thoughts as a proxy for episodic past and future thinking.  

 There are broadly available psychometric methods for measuring each of these 

linguistic indicators of episodic processing (Fig. 2). Concrete language can be 

measured based on a set of 40,000 common English lemmas which have been rated for 

their concreteness on a 1-5 scale (Brysbaert, Warriner, & Kuperman, 2014). 

Additionally, both perceptual language and spatial language can be measured using 

lists of words from the Linguistic Inquiry and Word County psychometric dictionary, a 

dictionary constructed and validated for psychological studies of language (Pennebaker, 

Boyd, Jordan, & Blackburn, 2015). Examples of words for each of these categories are 

provided in Table 4.  
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Fig. 2. Schematic of the procedure for identifying episodic language in blog 

posts. I extract three indicators of episodic language in each sentence: concreteness, 

perceptual language, and spatial language.  

 

Example Words Category 

Acrid | Blue | Nasal | Pain | Taste | Whisper | Yell  Perceptual Words 

Above | Across | Below | Inside | Narrowest | 
Uppermost 
 

Spatial Words 

Pickled | Wooded | Orange | Rusted | Minty Highly Concrete 
Words (>4/5) 

Infinite | Unethical | Religion | Mathematical Low Concrete Words 
(<1/5) 

 

Table 4. Examples of words used to identify episodic language. The perceptual and 

spatial words come from the LIWC psychometric dictionary. The concrete words are 

rated 1-5 for concreteness; examples are provided of high concrete words (rated > 4/5 

concreteness) and low concrete words (rated < 1/5 concreteness).  
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2.3 Methods 

Materials: Blog Authorship Corpus. The Blog Authorship Corpus (Schler et al., 2006) 

was used. The corpus contains 681,288 blog posts collected from 19,320 bloggers in 

2004 on www.blogger.com. Users in the corpus also self-identified their age (range 13-

47 years), gender (male or female), and occupation (from 40 categories such as law or 

maritime). The corpus contains an equal number of male and female bloggers and a 

broad range of ages, although users aged 33-47 were less frequent (13-17 yrs, N = 

8,248 users; 23-27 yrs, N = 8,086 users; 33-47 yrs, N = 2,944 users). Users posted on 

these blogs with moderate frequency (M = 35.3 posts/users), and posts had a moderate 

length (M = 213.2 words/post). A broad range of occupations were represented, 

although unknown occupation (N = 6,827 users) and student (N = 5,120 users) were 

most common. 

 

Text Preprocessing. Internet text corpora contain a variety of types of sentences that 

can be problematic for automated analyses, including sentences written in foreign 

languages, extremely short sentences, and sentences with unusual characters such as 

emoticons. The following preprocessing steps were taken to ensure that the sentences 

could be understood by the automated analyses that followed. First, blog posts were 

split into individual sentences (N = 9,453,891 sentences) using the Python Natural 

Language toolkit module (NLTK) version 3.2.2. Next, extremely short sentences (less 

than 10 tokens, including punctuation) were detected using NLTK. Sentences 

containing URLs, as labeled by the authors of the Blog Corpus, were also detected. 

These short sentences and sentences containing URLs (N = 3,402,717) were removed 
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from the corpus. Next, sentences containing emoticons such as :) (N = 44,594) were 

removed using the Python library python-twitter version 3.3. Next, non-standard 

spellings were corrected (N = 1,309,756 words in 816,288 sentences) using a lexical 

normalization dictionary developed for use with online text (Han, Cook, & Baldwin, 

2013). The dictionary defines 44,447 pairs of common misspellings and corrected 

spellings. For each misspelling, all instances of the misspelling in the corpus were 

detected using regular expression search and corrected to the spelling specified in the 

dictionary. Finally, sentences not written in English (N = 117,941) were removed using 

the Python langdetect package version 1.0.7. Langdetect is a machine learning 

classifier that estimates the probability that a sentence belongs to each of 55 

languages. Sentences for which the largest of these probabilities was not English were 

removed. After processing, a total of N = 5,888,640 sentences from 19,315 bloggers 

remained.  

 

Extraction of Temporal References. Each sentence in the corpus was classified as 

about the past, present, or future using the rules defined in Copley and Wolff (in prep). 

In total there were 92 future rules and 16 past rules. First, each sentence was 

constituency parsed using the Stanford Parser (Manning et al., 2014) implemented in 

Stanford CoreNLP version 3.6.0. For each rule, the number of times the construction 

specified by that rule occurred in the sentence was counted. N = 1,914 sentences could 

not be classified in this way and were excluded from analysis, either due to extremely 

long sentences that could not be parsed successfully (N = 1,837 sentences) or 

malformed output from the parser (N = 77 sentences). Next, each sentence was 
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classified as about the past or future by counting the number of past and future 

constructions in the sentences and selecting the larger of these counts as the class 

label. Sentences with an equal number of past and future constructions could therefore 

not be clearly classified as either past or future (N = 489,537) and hence were removed. 

Sentences where no future or past constructions were identified were classified as 

present. In total, N = 2,134,357 sentences (39.5%) were classified as past, N = 

1,428,626 sentences (26.5%) were classified as present, and N = 1,834,206 sentences 

(34.0%) were classified as future, with a total of N = 5,397,189 sentences extracted 

from N = 19,309 bloggers.  

 

Evaluation of Temporal Reference Classifier. A pilot study was conducted to 

evaluate the temporal reference classifier. Human ratings are typically used as a gold 

standard for evaluating natural language processing models. In this study, human 

ratings were collected for whether sentences in the blogs referred to the past, present, 

and future. These human ratings were compared to the judgments of the temporal 

reference classifier, as well as those of several other automated classifiers. 

Participants. N = 40 participants were recruited from Amazon Mechanical Turk 

and compensated $2.00 for participant. Participants were required to be located in the 

United States, have completed at least 100 previous tasks (HITs) on Mechanical Turk, 

and have at least a 95% approval rate for these HITs. Multiple submissions from the 

same participant were prevented programmatically.  
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Materials. N = 1,000 sentences were randomly drawn from the blog corpus with 

the constraint that no more than 1 sentence was written by each individual blogger. 

These sentences were randomly divided into 10 lists of 100 sentences to be rated. An 

additional N=5 sentences with clear answers were added to each list as unmarked 

attention checks. N = 2 sentences were incorrectly presented due to programmatic error 

and excluded from analysis, leaving N = 998 sentences remaining.  

Methods. Each list of 100 sentences (+5 attention checks) was rated by 4 

independent raters for whether the sentence was primarily about the past, present, 

future, not temporal, or unintelligible. Participants completed an online informed consent 

and then read the rating criteria, which provided a definition and example of each 

category. Participants then provided a forced-choice ratings for each sentence, 1 

sentence at a time.  

Classification Algorithms. The full list of sentences were presented to 5 separate 

classification algorithms, each of which rated every sentence as primarily about the 

past, present, or future. The following algorithms were used.  

1. Stanford Temporal Tagger (SUTIME). SUTIME is a rule-based classifier that 

uses a combination of regular expression, such as “yyyy-?MM-?dd,” and keywords, 

such as “tonight,” to identify temporal references (Chang & Manning, 2012). SUTIME 

was used to identify temporal references in each sentence. These references were 

compared to the date the blog post was created to classify it as past, present, or future 

using methods previously described (Thorstad & Wolff, 2018). If no temporal references 

were detected, the sentence was classified as atemporal. N = 4 sentences could not be 

classified due to programmatic error during classification. 
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         2. Schwartz et al 2015. Schwartz et al. (2015) trained a Forest of Extremely 

Randomized Trees machine learning model to identify temporal references in text. The 

model uses several types of temporal features, as well as part-of-speech counts. The 

model was directly replicated as reported in Schwartz et al. (2015), with the following 

parameters: 1,000 estimators, gini impurity measure, and a maximum number of 

features equal to the square root of the total number of features. The model was 

evaluated with 5-fold cross-validation using the Python library scikit-learn version 

0.18.2. 

         3. Linguistic Inquiry and Word Count (LIWC). LIWC (Pennebaker et al., 2015) is 

a keyword-based text analysis program. LIWC includes categories for future-references 

(e.g. “anticipate”, “gonna”), past-references (e.g. “ate”, “met”), and present-references 

(e.g. “is”, “today”). The LIWC 2015 dictionary was used to identify the proportion of past, 

present, and future references in each text. For each sentence, the most frequently 

occurring temporal category was used to classify the sentence as past, present, or 

future. Ties were broken randomly. Sentences where no past, present, or future 

references were detected were classified as atemporal. 

         4. Copley and Wolff (in prep). The Copley and Wolff model was used as 

described above. N = 1 sentence could not be classified due to programmatic error 

during parsing.  

         5. Human. Sentence ratings from the 4th set of human raters (N = 1 rating for 

each sentence) were used to label each sentence as about the past, present, future, 

atemporal, or unintelligible. 
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Identification of Episodic Language. Three different measures of episodic language 

were combined to create a single score for each sentence in the corpus representing 

the amount of episodic language in the sentence. First, the concreteness of each 

sentence was scored from 1-5 using 40,000 English lemmas rated for concreteness 

(Brysbaert et al., 2014). This scoring was done by tokenizing each sentence into 

individual words and then averaging the concreteness scores for each word in the 

sentence. Second, the perceptual language of each sentence was scored using a list of 

perceptual words such as blue and cold from the LIWC dictionary (Pennebaker et al., 

2015). This scoring was done by tokenizing each sentence into individual words and 

then counting the proportion of those words that were identified as perceptual. Third, the 

spatial language of each sentence was scored using a list of spatial words such as 

above and below from the LIWC dictionary (Pennebaker et al., 2015). The scoring 

procedure was identical to the procedure for perceptual language.  

 

2.4. Results 

The main result was that thoughts about the future were less episodic than 

thoughts about the past. This result was observed for all three measures of episodic 

processing. Below, I first provide the results of a pilot study evaluating the temporal 

reference classifier, where I found that the classifier performed better than several other 

algorithms and approached human-level performance. I then describe the episodic 

language identified in these temporal references.  
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2.4.1 Performance of Temporal Reference Classifiers 

To evaluate whether temporal references can be reliably extracted from 

language, I conducted a pilot study where I compared the Copley and Wolff temporal 

reference classifier to several other automated classifiers and to human ratings. I 

conducted this comparison using 1,000 randomly drawn sentences from the Blog 

corpus. To preview the main result, I found that the Copley and Wolff model 

outperformed the other algorithms and performed almost as well as human raters. 

I first verified that human raters understood the task and provided quality 

annotations. Human raters performed well on unmarked attention checks (M = 4.83/5 

correct) representing sentences with clear temporal classes. Nevertheless, inter-rater 

agreement was moderate for human raters in general, 74.4% agreement. This pattern 

of results suggests that while human raters understood the task and broadly agreed 

about clear cases, even human raters often disagree about whether a sentence refers 

to the future.  

Performance of the classification algorithms is shown in Fig. 3. The vertical axis 

plots accuracy as a function of F score (Raschka, 2015), a standard machine learning 

classification metric. An F score of 1 represents perfect performance and 0.33 

represents chance performance. Two automated classification models performed worse 

than chance: the SUTime model (F = 0.251) and the Schwartz et al model (F = 0.296). 

Post-hoc exploratory analyses suggest that the SUTime model had a low ability to 

identify temporal references (recall), R = 0.17 where chance = 0.33, incorrectly labeling 

the majority of cases as atemporal. These analyses also suggest that the Schwartz et al 

model may have overfit to the distribution of the data, learning a strategy of rarely 
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labeling sentences as future (F = 0.020, R = 0.011 for future where chance is 0.33 for 

both measures). A simple keyword-based classifier, LIWC, performed reasonably well 

(F = 0.562), although the model’s ability to successfully identify temporal references, 

recall, was highly inconsistent (range 0.204-0.783 across classes, where chance is 

0.33). The best performing automated model was the Copley and Wolff model, which 

had both high recall (R = 0.660) and high accuracy when a label was chosen 

(precision), P = 0.650. Performance of the Copley and Wolff model approached human 

performance (F = 0.672), although humans raters performed best overall. 

These results suggest that while temporal references are difficult for humans and 

algorithms to identify, the Copley and Wolff model performs almost as well as humans 

and performs better than 3 automated methods from the literature. For these reasons, I 

chose to use the Copley and Wolff model to identify temporal references in the following 

studies. Descriptive statistics of the temporal references identified are shown below in 

Table 5. It can also be seen in Table 5 that people thought frequently about the future 

(34% of all thoughts), almost as frequently as they thought about the past (39.5% of all 

thoughts).  
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Fig. 3. Performance of automated algorithms for classifying temporal references 

based on human ratings of 1,000 sentences from the blog corpus. The vertical axis 

plots performance (F1-score), where 0.33 is chance performance. The Copley & Wolff 

model performed best overall (purple bar) and approached the performance that would 

be expected for a single human rater.   

 

Category Number of 
References 

Percent of 
Sentences 

 
Past  

 
2,134,357 

 
39.5% 

 
Present 1,428,626 26.5% 

Future 1,834,206 34.0% 
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Table 5. Total number and proportion of temporal references extracted from the 

blog corpus.  

 

2.4.2 Episodic Language in Temporal Thoughts 

 Having extracted temporal references from the blog posts, I next identified the 

amount of episodic language in these references separately for references to the past, 

present, and future. To preview the main result and as shown in Fig. 4, I found that 

thoughts about the past involved more episodic language than thoughts about the future 

for all three measures of episodic language.  

First, I compared the episodic language in references to the past and future. I 

found significant differences for all three measures of episodic language. Thoughts 

about the past involved more spatial language than thoughts about the future, t(18,808) = 

48.34, p < 0.001, d = 0.42. Thoughts about the past also involved more perceptual 

language than thoughts about the future, t(18,808) = 23.27, p < 0.001, d = 0.21. Finally, 

thoughts about the past were more concrete than thoughts about the future, t(18,806) = 

46.65, p < 0.001, d = 0.35.  

Second, I compared the episodic language in references to the past and present. 

The general pattern was that thoughts about the past were much more similar to 

thoughts about the present in the level of episodic language than they were to thoughts 

about the future. Thoughts about the past were not significantly more spatial than 

thoughts about the present, t(18,806) = -0.67, p = 0.50, d = 0.001. With respect to 

concreteness and perceptual language, thoughts about the past and present did differ, 

but the magnitude of the effects was much smaller than the differences between the 
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past and future: for concreteness, t(18,806) = 8.39, p < 0.001, d = 0.06 and for perceptual 

language, t(18,806) = 6.92, p < 0.001, d = 0.06.  

Together, these results suggest that thoughts about the future are less episodic 

than thoughts about the past. The results also suggest that in terms of episodic 

language, thoughts about the past are more similar to thoughts about the present than 

to thoughts about the future. 

 

 

Fig. 4. Amount of episodic language in the blog posts (+/- 95% bootstrapped CI). 

The amount of episodic language is plotted separately for each indicator as a 

percentage of words (for spatial and perceptual language) and as a 0-5 rating (for 

concreteness). Colors indicate type of temporal reference.  
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2.5. Discussion 

 In this study, I extracted more than five million naturally occurring thoughts about 

the past, present, and future from a corpus of web blog posts. An automated method 

was used to identify three markers of episodic processing in these posts: the use of 

spatial language, the use of perceptual language, and the use of concrete language. 

Across all three measures, the main finding was that thoughts about the future were 

less episodic than both thoughts about the past and thoughts about the present.  

 These results contrast to existing literature, which sometimes finds similarities in 

the level of episodic processing between past and future thinking. As previously 

discussed, the difference is likely due to two features of the study design. In the current 

study, I investigated naturally occurring thoughts about the past and future, and I 

studied thoughts that were unprompted. In the existing literature, people are typically 

prompted to remember the past and future in a laboratory setting. My results suggest 

that the use of these prompts may increase the similarity between past and future 

thinking, perhaps by instructing people to remember the past and future in very similar 

ways.  

 An additional contribution of the study was to extract one of the largest-scale 

corpora of temporal thoughts to date (for a related experience-sampling approach, see 

Baumeister, Hofmann, Summerville, Reiss, & Vohs, 2018). One of the motivating ideas 

behind the study of prospection is that people think about the future quite frequently, 

perhaps just as often as they think about the past (Baumeister, Vohs, & Oettingen, 

2016; Gilbert & Wilson, 2007). My results are consistent with this idea: people thought 

almost as frequently about the future (34.0% of sentences in the corpus) as they did 
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about the past (39.5% of sentences in the corpus). Indeed, there were over 1.8 million 

future references in the corpus. While I used this corpus of temporal references to study 

episodic language, it should be possible to extend this corpus in many other ways. For 

example, age and gender information are available to investigate whether the frequency 

and content of temporal thoughts differs by age and gender. It should also be possible 

to ask questions about the temporal distance of past and future thoughts (Spreng & 

Levine, 2006; Thorstad & Wolff, 2018) or many of the other phenomenological 

characteristics of past and future thoughts that are typically studied such as valence 

(D’Argembeau & Van der Linden, 2004, 2006; Rubin, 2014; Szpunar et al., 2007). 

 The temporal classifier used in the current study was able to classify sentences 

as about the past, present, or future with nearly human-level accuracy. However, I also 

observed that humans often disagreed about whether a sentence refers to the past, 

present, or future. One reason for this variation might be that most naturally occurring 

thoughts are not purely about one temporal reference, but can simultaneously refer to 

the past and future. For example, the sentence I was thinking about what I will do 

tomorrow refers to both the past and the future. While an empirical investigation of this 

kind of language is beyond the scope of the current study, an interesting extension of 

the automated analysis method would be to identify sub-components of a sentence, 

such as clauses, that may individually refer to the past, present, and future.  

 In the current study, I found that past and future thinking differ in their level of 

episodic processing, which is typically one of the hallmarks of similar processing 

between past and future thinking. Indeed, I found that the level of episodic processing in 

the past was more similar to thoughts about the present, which do not involve mental 
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time travel, than to thoughts about the future. If past and future thinking differ in their 

levels of episodic processing, a natural question is what processes might be shared by 

past and future thinking. It is well known that people draw on their conceptual 

knowledge of the world, often in the form of schemas, to remember the episodic past 

(Bauer, 1993; Bower, Black, & Turner, 1979; Brewer & Treyens, 1981; Fivush, 2002). It 

has also been argued that people need to draw on this schema knowledge when they 

imagine the future (Rubin, 2014; D'Argembeau & Mathy, 2011; Irish & Piguet, 2013). By 

contrast, it seems natural that people may need to draw less on this schema knowledge 

when experiencing the present. For these reasons, in the next chapter I asked whether 

the common processing underlying past and future thinking might involve schema 

knowledge, what is referred to as semantic future thinking.  
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Chapter 3: Semantic Past and Future Thinking 
 

3.1. Introduction 

In Chapter 2, I found that episodic processing may not be the shared cognitive 

process between past and future thinking. However, despite a historical focus on 

episodic processing, the view that past and future thinking rely on shared cognitive 

processes is not limited to episodic processing. Future thinking is typically divided into 

two types: episodic and semantic future thinking (Szpunar, Spreng, & Schacter, 2016; 

Szpunar et al., 2014).  Semantic future thinking is thought to encompass thoughts about 

the future that draw on people’s abstract, high-level factual knowledge about the world 

without the level of re-experiencing characteristic of episodic future thoughts (Irish & 

Piguet, 2013). For example, knowing that a tennis racket should be packed for a tennis 

match tomorrow is a semantic future thought. The distinction between episodic and 

semantic future thinking is inspired by a similar distinction in the study of human 

memory (Tulving, 1972; Vargha-Khadem et al., 1997), as well as by patient data 

showing that damage to the hippocampus can impair patients’ episodic future thinking 

while having little effect on semantic future thinking (Klein et al., 2002; but see also 

Craver et al., 2014 and De Luca et al., 2018). 

In this chapter, I ask whether the main similarity between past and future thinking 

may occur not in episodic processing, but rather in semantic processing. First, I review 

evidence for the use of conceptual knowledge in thoughts about the past and future. 

Second, I review some of the reasons that schemas have been difficult to identify in 

research on future thinking, and I outline an automated approach to detect schemas in 

past, present, and future thoughts. Third, I report the results of a study measuring the 
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use of schemas in people’s naturally occurring thoughts about the past, present, and 

future. To preview the main result, I find that both past and future thoughts rely more on 

schemas than do thoughts about the present, suggesting that semantic past and future 

thinking may rely on common mental processes not as commonly used to think about 

the present.  

 

3.1.1 Evidence for Schema Usage in Past Thinking 

 Here, I describe a long tradition of evidence arguing that people use schemas 

often (or even always) when they remember the past. I begin by outlining some of the 

ways this conceptual knowledge has been operationalized in the literature: namely as 

either schemas or scripts. I then review some of the evidence that people use these 

schemas and scripts to remember the past. 

 The influence of conceptual knowledge on memory has variously been described 

as taking the form or a schema or a script. A schema is thought to be a hierarchically 

structured form of knowledge about the world, such as the knowledge that a chair has 

four legs and is used for sitting (Hintzman, 1986). Conceptual knowledge has also been 

described as taking the form of structured knowledge of events called scripts. An 

example of a script is the knowledge that at a restaurant, a waiter first brings a menu 

and then takes the customers’ orders (Schank & Abelson, 1975).  

There is broad evidence for the influence of schemas on memory. For example, 

when people remember items from an office, they are more likely to remember items 

consistent with their schema of an office such as chairs than items inconsistent with 

their schema such as a Frisbee (Brewer & Treyens, 1981; Pezdek, Whetstone, 
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Reynolds, Askari, & Dougherty, 1989). These schemas are thought to affect memory 

from an early age, as 25 month-old boys better remember sequences showing male-

stereotyped behaviors such as building a house compared to female-stereotyped 

behaviors such as cooking breakfast (Bauer, 1993). Children’s event schemas are also 

thought to affect the way they remember traumatic events in early childhood (Fivush, 

2002). The influence of schemas on memory has been formulated computationally 

(Hintzman, 1986) and neurally (van Kesteren, Ruiter, Fernández, & Henson, 2012).  

Together, these studies imply strong evidence that people’s conceptual 

knowledge about the world influences their memories of the past. 

 

3.1.2 Evidence for Schema Usage in Future Thinking 

 In this section, I describe evidence that people draw on their conceptual 

knowledge not only when they remember the past, but also when they imagine the 

future. I describe two types of evidence based on patients with loss of conceptual 

knowledge due to semantic dementia, and based on behavioral observations of 

people’s thoughts about the future.  

 The first type of evidence that people use conceptual knowledge to think about 

the future comes from patients with deficits to their conceptual knowledge due to 

semantic dementia. When these patients are asked to remember past events or 

imagine future events, the events they produce are scored as impoverished in the 

amount of internal (episodic) details provided based on the Autobiographical Memory 

Interview (Irish, Addis, Hodges, & Piguet, 2012). However, the patients’ impairment is 

larger for thoughts about the future than the past and is distinct from the impairment in a 
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population of patients with only episodic memory deficits, suggesting that damage to the 

conceptual system may more strongly impair future thinking than past thinking.  A 

similar pattern of results was observed in patients with behavioral frontotemporal 

dementia (Irish & Piguet, 2013). These results have two implications. First, the results 

suggest that semantic knowledge is important to remembering the future because the 

loss of conceptual knowledge has a large impact on patients’ ability to remember the 

future (Irish & Piguet, 2013; Irish & Piolino, 2016). Second, the results suggest that 

semantic knowledge may be a shared process between remembering the past and 

future because patients were impaired both when they remembered the past and 

imagined the future, although the impairment was stronger for thoughts about the future. 

Although suggestive, these results are limited due to the use of patient populations and 

small numbers of trials.  

 The second type of evidence that people use conceptual knowledge to imagine 

the future comes from behavioral studies of people generating thoughts about the 

future. When people are asked to verbalize their thoughts about the future as they 

construct these thoughts, people often begin with a schema (e.g., I’m thinking of a 

birthday…) and then use this schema to scaffold the generation of particular details of 

the event such as cake and presents (D'Argembeau & Mathy, 2011). Relatedly, other 

studies have asked people to think about the future, and then have coded the events 

they describe for the presence of cultural life scripts such as weddings or birthdays. 

These life scripts are found frequently in people’s thoughts about the future, especially 

when they write about events in the distant future (Berntsen & Jacobsen, 2008). Finally, 

when people generate future thoughts in response to cues, there is often a schema-like 
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relation between the cue and the event that people generate, such as a causal or 

inclusion relationship, a phenomenon known as event clustering (D’Argembeau & 

Demblon, 2012; Demblon & D’Argembeau, 2014).  

 Together, these results suggest that people frequently use schemas to imagine 

the future, especially when people imagine events in the distant future. The results also 

suggest that damage to people’s conceptual knowledge via semantic dementia impairs 

the ability to imagine the future and may even have a stronger impact on thoughts about 

the future than thoughts about the past.  

 

3.1.3 Absence of Evidence about Similarity of Schema Usage in Past and Future 

Thinking 

 While much is known about how schemas are used to remember the past and 

imagine the future, very little is known about whether people use schemas to the same 

extent (or in the same way) in past and future thoughts. In this section, I describe a 

likely cause of this gap: the absence of existing approaches to identify schemas at scale 

in thoughts about the past and future. I describe reasons that existing approaches 

cannot simultaneously capture schemas in past and future thinking at scale, and in the 

next section I outline an approach that can potentially capture these schemas.  

 There are two common ways to identify schemas in future thoughts, but both 

approaches cannot easily be extended to large corpora. The first approach is to code 

people’s descriptions of future thoughts using the autobiographical memory interview for 

internal episodic details about the main event (Levine et al., 2002). All other details are 

categorized as external, and these external details can be used as a rough measure of 
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semantic processing. However, such an approach is problematic because external 

details can also include cognitions that are not semantic such as details about another 

event or filler-words such as um. Additionally, there is no existing approach to 

automatically score the Autobiographical Memory Interview at scale (although see 

Peters et al., 2017 for a proof-of-concept approach). 

 A second existing approach to identifying schema usage in future thoughts is to 

manually code for the presence of a limited set of schemas such as cultural life scripts 

(Berntsen & Jacobsen, 2008). As previously discussed, these approaches have been 

used to reveal the influence of schemas on people’s thoughts about the future, 

especially thoughts about the distant future. However, one of the major limitations of 

such an approach is the requirement that the schemas be specified in advance, for 

example by limiting the schemas to a set of roughly 30 important cultural life scripts. It is 

likely that people can draw on many more schemas than these when they remember 

the past and imagine the future. Additionally, there is currently no approach to 

automatically identify the use of cultural life scripts at scale in a large corpus.  

 This discussion suggests that what is needed is a method for automatically 

measuring schema usage in a large corpus of thoughts about the past, present, and 

future. In the next section, I describe such an approach.  

 

3.2 Approach 

 Here, I outline an approach to automatically identifying schemas that can extend 

to a large corpus and can simultaneously measure schema usage in thoughts about the 

past, present, and future. Such an approach should meet three criteria. First, the 
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representations learned by the model should at least approximate the types of 

representations understood as a schema. Second, a large corpus of everyday thinking 

is needed for the model to learn the kinds of everyday schemas that people use 

repeatedly and are broadly shared. Third, a method is needed for measuring not just 

whether a thought incidentally conforms to a schema, but whether the schema was 

likely used as part of the cognitive processes that generated the thought. Below, I 

describe an approach that satisfies all three of these criteria. 

 

3.2.1 A Computational Model of Schemas using Topic Modeling 

 Identifying schemas at scale requires a class of models that can learn 

representations that meet some of the characteristics of a schema. Here, I review 

evidence that a class of unsupervised learning models known as topic modeling learns 

representations that meet several of the characteristics of schemas. In the next section, 

I discuss how such topic models can be applied to large language corpora to learn 

common everyday schemas.  

 Distributional semantic models are models that learn the meaning of language 

from the context that words occur in a corpus. Distributional semantic models comprise 

the state-of-the-art in machine learning approaches to processing language (e.g., Wang 

et al., 2018) and are motivated by the linguistic intuition that the meaning of a word is 

largely given by the contexts in which it can appear (Firth, 1950). Early versions of these 

distributional semantic models, such as Latent Semantic Analysis (Deerwester, Dumais, 

Furnas, Landauer, & Harshman, 1990), focused on analyzing the distribution of words 

across documents, while more recent versions such as word2vec (Mikolov, Sutskever, 
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Chen, Corrado, & Dean, 2013), BERT (Devlin, Chang, Lee, & Toutanova, 2018) and 

ELMO (Peters et al., 2018) use neural networks to learn the distribution of words across 

short contexts such as sentences.   

 A particular type of distributional semantic model known as a topic model tackles 

the problem of learning high-level groups of semantically meaningful information from 

text. Here, I describe the most commonly used form of topic model: Latent Dirichlet 

Allocation (Blei, Ng, & Jordan, 2002, 2003); for a recent extension of topic models to a 

deep learning framework, see Cao, Li, Liu, Li, & Ji, 2015).  As shown in Fig. 5, Latent 

Dirichlet Allocation works by capitalizing on the fact that one of the strongest constraints 

on the choice of words is the topic, or topics underlying a particular document. For 

example, an author writing about basketball would be much more likely to write court or 

net than library. Latent Dirichlet Allocation reverses this generative process to use the 

observed distribution of words in documents to learn the likely latent topics that 

generated those documents, typically using an inference procedure called Collapsed 

Gibbs Sampling (Porteous et al., 2008; Griffiths & Steyvers, 2004). The result of the 

model is a set of topics that are typically represented as a set of several words that are 

highly probable in a given topic (although the topic is mathematically expressed as a 

probability distribution over every word in the vocabulary). A more detailed formal 

description of Latent Dirichlet Allocation is available in Appendix 1.  

There is some history of arguing that distributional semantic models, especially 

Latent Dirichlet Allocation, are psychologically effective models of the human 

conceptual system. Griffiths, Steyvers, and Tenenbaum (2007) showed that Latent 

Dirichlet Allocation recovered a number of psychological phenomena, such as 
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predicting the semantic priming resulting from a word, predicting the effect of a semantic 

intrusion in free recall, and predicting people’s word association ratings. One of the 

strengths of Latent Dirichlet Allocation was that the model was able to recover 

asymmetric word associations, for example that text is more highly associated with book 

than book is with text. More recently, Latent Dirichlet allocation has been used to 

recover a number of psychological phenomena from text on social media, especially 

personality (Park et al., 2015; Schwartz et al., 2015) and mental health (Eichstaedt et 

al., 2018; Guntuku, Yaden, Kern, Ungar, & Eichstaedt, 2017). Finally, beyond Latent 

Dirichlet Allocation, there is a long tradition of arguing that models of the same broader 

class – distributional semantic models – can be used to model human semantic 

cognition. These distributional semantic models of human cognition include BEAGLE 

(Jones, Kintsch, & Mewhort, 2006; Jones & Mewhort, 2007) and HAL (Lund & Burgess, 

1996; Rohde, Gonnerman, & Plaut, 2006). Latent Dirichlet Allocation improves on these 

models by not just learning representations for individual words, but also learning 

coherent higher-level semantic groupings among those words. Together, these studies 

suggest that distributional semantic models can provide reasonable accounts of the 

human conceptual system, although these models do fail to capture some features of 

schemas such as the fact that many schemas are hierarchical (but see Griffiths, Jordan, 

Tenenbaum, & Blei, 2004 for a possible extension to learn hierarchical topics). 

 Perhaps the largest gap in applying distributional semantic models to the human 

conceptual system has been the lack of large corpora to train these models. While the 

previous studies suggest that topic models can recover a number of phenomena in the 

human conceptual system, the concepts learned by the model are only as general as 



50 
 

the text the model is trained on. In the next section, I describe an approach to this 

problem that capitalizes on the recent availability of very large, diverse corpora of text 

on social media.  

 

 

Fig. 5. Latent Dirichlet Allocation Method for Identifying Schemas. Latent Dirichlet 

Allocation works by inferring the latent topics (represented by colored boxes) that 

organize people’s choice of words in particular documents (here, represented by Reddit 

posts on the left-hand side). The key assumption is that these latent topics inform the 

choice of which words to write in a particular document, an assumption that allows 

reversing the inference to use the distribution of words across documents to infer the 

likely latent topics used to generate those words. For a more formal definition of the 

model in Bayesian plate notation, see Appendix 1.   

 

3.2.2 Learning Common Schemas: a Corpus Approach 

 The first step to identifying human schemas is to learn these schemas from data. 

The schemas learned should capture a large proportion of the human conceptual 

system. In this section, I describe how the availability of large social media corpora 
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makes possible the training of topic models in a way that can reasonably capture a 

large portion of the human conceptual system.  

 While there has been a large amount of technical development in topic modeling, 

there is a relative gap in training topic models on corpora large and general enough to 

learn about the human conceptual space. Topic models are often trained on restricted 

corpora such as articles in scientific journals (Blei et al., 2003; Blei & Lafferty, 

2007;Griffiths & Steyvers, 2004), relatively small corpora of published books (Griffiths et 

al., 2007), or corpora of news articles (Cao et al., 2015).  One exception is a topic model 

recently trained on a large corpus of Facebook status updates (Schwartz et al., 2013); 

however, this model learned a large enough set of topics (2,000 topics) that many of the 

topics are not semantically interpretable. This analysis suggests that in order to make 

useful inferences about the human conceptual system, a topic model is needed that is 

trained on a large and general corpus of human language. 

 In domains other than topic modeling, large corpora of human behavior have 

been successfully used to make a variety of inferences about human psychology. The 

success of these methods suggests that, in principle, large online corpora could be 

used to train large-scale models of the human conceptual system. For example, Vinson, 

Dale, and Jones (2019) recovered sequential dependencies in decision-making based 

on the dependency of online restaurant reviews on the previous reviews (see also 

Schulz et al., 2019, for a related analysis). Johns and Dye (2019) recovered gender bias 

from a billion-word corpus of published books. Thorstad and Wolff (2018) predicted 

people’s intertemporal decisions from the future thinking implicit in their tweets. 

Thorstad and Wolff (2019) extended these methods to predict whether individuals may 
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have a mental illness based on the text of their posts on social media. The success of 

large-scale online approaches to understanding human behavior has been the subject 

of several recent reviews (Paxton & Griffiths, 2017; Goldstone & Lupyan, 2016; Lupyan 

& Goldstone, 2019; Jones, 2016). These results suggest that large-scale online corpora 

can be used to make inferences about human psychology.  

 What is needed is a method that combines the large-scale corpora that have 

been used to make successful inferences about human behavior with the technical 

developments in topic modeling enabling training of such models on large-scale 

corpora. In the current study, I access a large-scale corpus of everyday cognition based 

on a month of posts (307 million words) on the social media website Reddit. Reddit is a 

forum-like social media website where users can participate in one or more discourse 

communities called subreddits. There are more than 100,000 active subreddits on 

Reddit, and these subreddits are dedicated to a wide variety of different topics including 

sports, cooking, science, chess, mental health, and travel. The key idea is that by 

training a model to infer the most common latent topics across such a wide variety of 

discourse communities, it should be possible to infer some of the most common 

schemas that people bring to their everyday thinking. Critically, because the number of 

topics learned by the model is much lower than the number of discourse communities, 

the model should learn topics that are broadly shared across many different 

communities rather than topics that reflect individual discourse communities. I describe 

the topics learned by the model in more detail in the Results section. Descriptive 

statistics for the corpus are shown below in Table 6. 
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Measure Frequency 

Total Words 307,174,792 

Total Sentences 13,346,004 

Total Posts 2,253,975 

Unique Authors 1,953,324 

Unique Subreddits 115,293 

Table 6. Descriptive Statistics of the Reddit Corpus used to infer common schemas. 

The corpus is based on every post to Reddit in the month of January 2017.  

 

3.2.3. Applying the Learned Schemas: Using Topic Models to Infer Schema Usage 

as a Cognitive Process 

 Detecting schemas in text involves not only learning common schemas, but also 

capturing when these schemas are being applied to a situation. Here, I describe a 

method to detect when schemas are being applied based on the idea that schemas are 

thought to fill in missing information in a situation. I describe a method for using neural 

networks, in combination with the schemas learned by a topic model, to capture this 

filling-in process.  

 Most accounts of schemas argue that people use schemas to fill in missing 

information in a situation. For example, Shank and Abelson’s (1975) Script Applier 

Mechanism (SAM) was developed to take a description of a scene as input and use 

hand-specified schemas to help answer questions about information not explicitly 

provided. For example, given a story about a man ordering food from a restaurant, SAM 

could infer that a waiter brought the food. The notion that schemas are used to fill in 
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missing information was also central to Bartlett’s (1920) account of schemas, where 

people retelling stories progressively retold the story in a way consistent with their 

existing schemas (see also Kintsch & Greene, 1978). Together, these studies suggest 

that a strong way to measure schema usage is to capture the way schemas are used to 

fill in missing information in a situation. 

 This type of filling-in task is frequently used in machine learning, although it is not 

currently understood as a measure of schema usage. For example, state-of-the-art 

language models such as BERT (Devlin et al., 2018) and ELMO (Peters et al., 2018) 

are trained in large part by providing the model with part of a sentence and asking the 

model to fill in a plausible missing word in the sentence. Additionally, topic models are 

sometimes evaluated using a word prediction task where the model needs to predict the 

next word in a sentence (e.g. Wang et al., 2017). Finally, next word prediction is often 

used as the training objective for generative models of language (e.g. Radford, 

Narasimhan, Salimans, & Sutskever, 2018). Together, these training procedures 

suggest that many classes of machine learning models can effectively fill in missing 

information in a sentence. 

 As shown in Fig. 6, my key idea is to combine machine learning approaches to 

word prediction with the idea that schemas fill in missing information. I train a neural 

network to take posts in the Blog Authorship Corpus as input, holding out the last 

sentence in the post. Critically, the neural network represents the input only as a set of 

schemas, since the input is provided to the model in the form a distribution over the 500 

schemas learned by the Latent Dirichlet Allocation Model, as described in the Method 

section 3.3 below. The task of the neural network is to predict the words written in the 
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unseen last sentence of the post using only these schemas. To the extent to which this 

prediction is possible, the neural network is using the schemas evident in the rest of the 

post to fill in information about words that come next. Thus, the relative ability of the 

model to perform this prediction is a proxy for schema usage in the blog posts. In the 

Results section, I describe a preliminary test evaluating this procedure.     

 In summary, I develop a machine learning method to measure the application of 

schemas based on the idea that schemas should predict missing information in a 

sentence. This prediction is operationalized by a neural network using Latent Dirichlet 

Allocation topics to predict unseen words in the next sentence.  

 

 

Fig. 6. Approach for Inferring Schema Usage in the Blog Corpus. The approach is 

based on holding out all but the last sentence of a blog post, and using the trained topic 

model to identify the schemas (N=500) revealed in this text. A neural network is then 
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trained to use these schemas to predict the words in the held-out last sentence of the 

blog post, separately for sentences about the past, present, and future.  

 

3.3 Methods 

As a brief overview and as described in Approach section 3.2, the methods involved 

training a topic model to identify schemas in a large corpus of social media posts. I then 

trained a neural network to detect the application of these schemas by using these 

schemas to predict missing words in the blog posts, separately for posts about the past, 

present, and future. 

 

Learning Schemas: Corpus. I accessed a corpus of social media posts based on 

every post on the social media website Reddit in January 2017. The corpus was 

accessed via a publicly available repository (Baumgartner, 2019). In total, the corpus 

includes 307,174,729 words in 13,346,004 sentences in 2,253,975 posts. Text 

preprocessing involved removing URLs and special characters with regular expression-

based matching and ignoring posts marked as removed or deleted by the Reddit 

repository. Additionally, because topic models learn to identify topics in part based on 

the topic of the document as a whole, I removed extremely short posts defined as posts 

containing only a single sentence. I retained only the most common 10,000 words in the 

posts, a constraint needed computationally to limit the size of the matrices learned by 

the model. I also removed extremely frequent words such as the or and, defined as 

words occurring in more than 5% of all posts. Finally, to evaluate the consistency of the 
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topics over time (described in Section 3.3.4), I also accessed all posts on Reddit from 

February 2017 using the same repository (Baumgartner, 2019).  

 

Learning Schemas: Topic Model. I trained a Latent Dirichlet Allocation model (Blei, 

2003) to identify the 500 most common topics in the Reddit corpus. There are three 

parameters in the model: k (the number of topics) which was set to 500, and two 

parameters controlling the shape of the probability distributions for the latent topics: 

alpha and beta. I set each of these parameters to 0.002 following the convention of 1 / 

number of topics. Setting these parameters equal to each other represents no strong 

prior assumption about the number of topics present in any given document. The model 

was trained for 100 passes over the corpus using the Python library genism, which uses 

a variational Bayes algorithm for model training (Hoffman, Bach, & Blei, 2010). The 

trained model was evaluated by visual inspection of the semantic coherence of the 

topics, and I found in pilot studies that 500 topics provided a large enough selection of 

topics while maintaining the semantic coherence of these topics.  

 

Applying Schemas: Next Word Prediction. Having trained a topic model, I next 

measured people’s use of schemas in the Blog Authorship Corpus using a next-word 

prediction task. First, for each blog post, I found the set of schemas that was most 

closely associated with every sentence in the blog post except the last sentence. The 

result was a 500-dimensional vector where each element in the vector represents the 

probability that a post corresponds to a particular topic. Next, I trained a neural network 

to use the topics revealed in these posts to predict the words in the held-out last 
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sentence of the post. As a preprocessing step, I retained only the most 5,000 common 

words in the held-out last sentence in order to reduce the dimensionality of the 

prediction task. The architecture of the network was based a single fully connected 

hidden layer with 200 neurons and a RELU activation function (Krizhevsky, Sutskever, 

& Hinton, 2012). During training, I randomly inactivated 50% of the units in the hidden 

layer (a procedure known as dropout) as a form of regularization (Srivastava, Hinton, 

Krizhevsky, Sutskever, & Salakhutdinov, 2014; for simulation studies on the 

effectiveness of dropout see Warde-Farley, Goodfellow, Courville, & Bengio, 2013). The 

output of the model was a prediction of the probability that the held-out word 

corresponded to each of the 5,000 most common words in the vocabulary (based on a 

softmax activation function, which converts activations to probabilities). The model was 

trained with a cross-entropy loss and ADAM optimization (Kingma & Ba, 2014). The 

model was trained for 25,000 training epochs with a batch size of 100 in the Python 

library tensorflow version 1.  Visual inspection of the training loss revealed that this 

epoch size was sufficient for the model to converge. I created separate training and test 

sets by randomly holding out 10% of the posts in the blog corpus for model evaluation.  

 

Evaluation of Consistency of Topics. I conducted two tests to evaluate the 

consistency of the topics learned by the model. First, I evaluated consistency over time 

by training an identical topic model on posts from Reddit but in a different month: 

February 2017. All details of corpus acquisition and model training were identical to the 

procedure for the first model. Second, I evaluated consistency across corpora by 
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training a topic model on posts from the blog corpus, again with an identical training 

procedure.  

I also evaluated this consistency against two baselines. As a ceiling, I trained the 

same Reddit model twice on the same corpus of Reddit posts from January 2017. Any 

differences in these two models presents a noise ceiling of inconsistency due to random 

variations acquired over training the topic model. As a floor, I trained the Reddit model 

on a randomly created corpus by randomly shuffling the assignment of words to Reddit 

posts. Since LDA uses the distribution of words in documents to learn semantically 

coherent topics, it follows that the topics learned by this random model should be 

semantically incoherent (which I verified by visual inspection). Nevertheless, it is 

possible that a small amount of alignment between this random model and the model 

trained on real Reddit posts could be observed due to the fact that the alignment 

procedure, described below, can artificially create some similarity between any two 

models. Thus, this measurement captures a floor of similarity that would be expected 

between any two models due to chance.  

 To evaluate consistency across the models, I developed a procedure to align the 

topics learned by the two models and then to measure the consistency of these aligned 

topics. First, I aligned each topic learned by the Reddit model to the most similar topic 

learned by the control model. Because each topic is a probability distribution over the 

vocabulary, these topics can be compared with any vector-based distance metric, of 

which I chose Pearson correlation. I did allow a potential many-to-one mapping in the 

sense that more than one topic in the Reddit model could be most similar to a single 

topic in the control model. Next, I averaged the resulting Pearson correlations to 
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calculate a single score ranging from 0 to 1 representing the similarity between the two 

models. A high correlation indicates that the models have learned similar topics in the 

sense that words that are highly probable in one topic are also highly probable in an 

analogous topic in the second model. In preliminary studies, I obtained similar results 

using other distance metrics, but Pearson correlation was preferred due to the fact that 

each topic contains relatively few highly probable words, a feature captured by the 

sensitivity of Pearson correlation to the squared magnitude of distances. Visual 

inspection also revealed that this procedure recovered reasonable alignments between 

the models by aligning semantically similar topics.  

 

Human Evaluation of Topic Model. To evaluate the semantic coherence of the topic 

model, I asked human raters to judge how semantically coherent the topics learned by 

the model were. As a control, I used the random model trained with the same procedure 

but on randomly shuffled documents from the Reddit corpus. N = 23 raters were 

recruited on Amazon Mechanical Turk and each presented with 36 topics total: 18 

topics from the real topic model and 18 topics from the random topic model. Each topic 

was presented as a list of the top five most probable words in the topic. Participants 

were asked to rate the semantic coherence of each topic on a 1-5 scale.  

 

3.4 Results 

 To preview the main result, I found that both thoughts about the past and future 

involved greater use of schemas than did thoughts about the present. Below, I first 

describe three tests used to evaluate the procedure for learning human schemas and 
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detecting the application of these schemas in text. I find that the model learned 

schemas that meet several characteristics of schemas, including being semantically 

coherent, consistent across time, and sufficiently general to be consistent across 

different corpora. I also find that the procedure for detecting schema application is 

reasonable, as verified by testing the prediction accuracy based on real compared to 

random schemas. Finally, I describe the application of these methods to detect schema 

usage in temporal thoughts in the blog corpus.  

 

3.4.1 Evaluation of Topic Model: Semantic Coherence 

  First, I asked whether the representations learned by the topic model met the 

characteristics of schemas. This step is necessary to ensure that what is being 

measured is reasonably similar to a schema. One characteristic of schemas is that the 

representations should be semantically coherent. For example, the words cake, candle, 

and presents from the birthday schema are highly semantically coherent. I found that 

the topic model learned highly semantically coherent schemas, which also spanned a 

wide variety of different types of concepts. Examples of the schemas learned by the 

model are shown in Table 7, and the full list of schemas is shown in Appendix 2. To 

illustrate the semantic diversity of the schemas, the model learned a schema about 

feelings including the words feeling, feels, felt, pain, worse, and bad. In addition to 

schemas about mental states, the model learned schemas about other semantic 

categories such as common actions such as reading (read, reading, book, books, 

library), a schema about sounds (hear, sound, sounds, audio, hearing, noise), and a 

schema about healthcare (care, health, insurance, letter, legal, medical).  
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 To quantitatively evaluate the semantic coherence of the schemas, I presented 

the schemas to 23 human raters on Mechanical Turk and asked participants to rate the 

semantic coherence of the schemas. As a control, the participants also saw schemas 

generated by a model trained with an identical procedure but on randomly shuffled 

versions of the Reddit posts. Because the topic model uses the distribution of words in 

documents to infer semantically coherent schemas, shuffling these words across topics 

should reduce the semantic coherence of the schemas. As shown in Fig. 7A, I found 

that the topics learned by the real model were rated as more semantically coherent than 

the topics learned by the semantically ablated model, t(21) = 11.68, p < 0.001. As shown 

in Fig. 7B, this difference was observed in every individual rater (23 / 23 raters).  

 

Topic Label Words 

Feelings Feeling | Feels | Felt | Pain | Worse 

Reading Read | Reading | Book | Books | Library 

Studying Study | Subject | Passed | Studying 

Food Food | Eat | Eating | Healthy | Diet 

 

Table 7. Topics Learned by the Latent Dirichlet Allocation Model. Four topics 

learned by the Latent Dirichlet Allocation model, represented by a list of the most 

probable words in the topic. The words are learned by the model; the topic label is a 

human-generated semantic label.  

 



63 
 

 

Fig. 7. Evaluation of topic model (A) Average human rating (1-5) of the semantic 

coherence of words in the real and scrambled topic models (+/- 95% bootstrapped CI). 

(B) Total number of raters who rated the topics from the real and scrambled models 

most highly.  

 

3.4.2 Evaluation of Topic Model: Consistency of Schemas across Time and 

Corpora  

 I also evaluated whether the model learned schema-like representations by 

testing for two further characteristics of schemas. First, because schemas are broadly 

shared across people, schemas should change very slowly, if at all, over time. I tested 

for this property by training the same topic model on social media posts from two 

different months from the same corpus. Second, because schemas are broadly shared 

across people, the schemas learned should be general rather than specific to any 

particular corpus. I tested for this property by training the topic model on two different 
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text corpora – Reddit posts and blog posts – and comparing the schemas learned. I also 

trained two baseline models. The best possible consistency of schemas is limited by the 

consistency that would be observed if the same model were trained twice on the same 

corpus, which is limited by some stochasticity inherent to the training procedure. This 

consistency is given by the top vertical dotted line. Additionally, the procedure I used to 

compare two models can induce a small amount of similarity between any two models, 

even if the models are not inherently similar, simply due to chance (see Methods 

section 3.3.4). I established this chance consistency by generating semantically 

incoherent topics by training the model on randomly shuffled documents of text. I then 

aligned these topics to the topics learned by the real topic model, plotted by the bottom 

vertical dotted line.  

 I found that the schemas learned by the model were strongly consistent across 

time, and were moderately consistent across corpora. I tested for correlation across 

time by training an identical topic model on Reddit posts from January vs. February 

2017. As shown in Fig. 8, the correlation in topics observed across the two models (r = 

0.44) was close to the maximum possible consistency, suggesting strong agreement of 

the topics over time. I also tested for correlation across corpora by training an identical 

topic model but on the Blog Authorship corpus rather than on Reddit posts. As shown in 

Fig. 8, there was still a moderate correlation in the topics learned by the two models 

even when these models were trained on different corpora, r = 0.32. Together, these 

results suggest that the topics learned are moderately consistent across corpora and 

strongly consistent across time. Consistency across the corpora and across time implies 

that the topic learning algorithm discovered packages of ideas that are likely 
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independent of a particular training corpus. Such consistency suggests that the learning 

process discovered generic, widely shared packages of conceptual structure, as should 

be the case, assuming the process was able to learn schemas.  

 

 

Fig. 8 Consistency of schemas across time and corpora. The similarity of the 

schema model is plotted compared to the same model trained on Reddit posts from a 

different month (green bar) and trained on a different corpus (blue bar). The dotted lines 

represent the baseline of the same model trained twice on the same corpus (top dotted 

line) and chance alignment with a random model that is induced by the alignment 

procedure (bottom botted line). Vertical axis is similarity of models, represented as 

Pearson r. Errors +/- 95% bootstrapped CI. 

 

3.4.3 Evaluation of Method for Detecting Application of Schemas 
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 My key idea is that people’s use of schemas can be measured by training a 

neural network to use the schemas implicit in the words people just wrote to predict the 

words people will write next. This method replicates the property that schemas are 

thought to fill in missing information. To evaluate whether the model can in fact use 

schemas to fill in missing information, I trained two versions of this model: a neural 

network using schemas derived from un-randomized text and a neural network using 

false schemas derived from randomized text. While both models can learn to predict 

highly frequent words, only the model based on schemas derived from unrandomized 

text can also rely on schemas to fill in missing information. I therefore predicted that if 

the model can use schemas to fill in missing information, then the predictions of the 

model based on unrandomized schemas would be more accurate than the predictions 

of the model based on randomized schemas.   

 As shown in Fig. 9, prediction accuracy differed across the two models. The 

model trained using real schemas, derived from unrandomized text, made more 

accurate predictions than the model trained using random schemas as based on a 

lower cross-entropy loss of the model on held-out testing data, t(220,174) = 174.26, p < 

0.001. This result suggests that the model can in fact use schemas to fill in missing 

information. 
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Fig. 9. Held-out word prediction accuracy. Prediction accuracy of the neural network 

in predicting held-out words, when the model is provided with either real LDA topics (left 

bar) or randomly generated topics (right bar). The vertical axis plots error (cross-entropy 

loss) where a lower score represents better prediction. Error bars +/- 95% bootstrapped 

CI (the error for the random topics is too small to be visible). 

 

3.4.4 Schema Usage in Thoughts about the Past, Present, and Future. 

 Having established that the model can use schemas to fill in missing information, 

I next measured people’s use of these schemas in the blog corpus separately for 

sentences about the past, present, and future. I did this by dividing the prediction results 

based on whether the sentence being predicted referred to the past, present, or future, 

using held-out testing data that was previously unseen by the model. As shown in Fig. 

10, prediction accuracy differed by temporal class. The model was more accurate in 

using schemas to fill in missing information in sentences about the past compared to 

sentences about the present, t(110,952) = 4.60, p < 0.001. The model was also more 

accurate in using schemas to fill in missing information in sentences about the future 

compared to sentences about the present, t(154,144) = 21.28, p < 0.001. Thoughts about 
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the present presumably do not involve mental time travel. Hence, these results suggest 

that schemas are a key ingredient in mental time travel into both the past and future. I 

also observed that the model was more accurate in using schemas to fill in information 

in sentences about the future compared to sentences about the past, t(175,248) = 18.53, p 

< 0.001. Any interpretation of this result is speculative, but one possibility is that 

thoughts about the future may have relied more on schemas compared to thoughts 

about the past during the construction phase, but equally on schemas during the 

elaboration phase, due to the necessity to construct an event without access to a 

memory trace.  

 

 

Fig. 10. Prediction accuracy by temporal class. Prediction accuracy of the neural 

network in predicting held-out words, separately when the words being predicted come 

from sentences about the past, present, and future. Vertical axis plots error as cross-

entropy loss, where smaller values represent better prediction. Errors +/- 95% 

bootstrapped CI. 
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3.5. Discussion 

 In this chapter, I measured people’s use of semantic past and future thinking. 

First, I developed a method for automatically identifying schemas based on training a 

topic model on a large social media corpus. Second, I developed a method for 

measuring schema usage as a cognitive process based on training a machine learning 

model to use these schemas to predict the words people subsequently wrote next. 

Third, I found that both thoughts about the past and future involved more use of 

schemas than did thoughts about the present, as evident by the increased ability of the 

model to use the schemas evident in people’s writing to predict words in sentences 

about the past and present compared to words in sentences about the future.   

 One of the main contributions of this study is developing a large-scale model of 

people’s everyday schemas. As described in the Approach, there is some history of 

arguing that distributional semantic models such as topic models can effectively model 

the human conceptual system (Griffiths et al., 2007; McRae & Jones, 2013). Despite the 

theoretical success of these models, a challenge has been to train a distributional 

semantic model on a large and diverse enough corpus that the representations learned 

can be argued to capture a large class of people’s everyday schemas. In this study, I 

capitalized on the increasing availability of large-scale, diverse corpora on social media 

to train a topic model to capture a wide variety of schemas. Here, I applied these 

schemas to study past and future thinking, but a variety of applications should be 

possible. For example, while I found that schemas could predict the content of people’s 

references, there were sentences for which the schemas predicted the words that 

followed worse than would be expected by chance. These cases could indicate 
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references (or even individuals) who are less schema-driven or even deliberately violate 

pre-existing schemas in their writing. Additionally, I trained the topic model on a corpus 

of English-language writing, but because the methods used are language-agnostic, it 

should be possible to train several different topic models on language from different 

cultures to compare common schemas cross-culturally. Finally, while the words in the 

schemas were derived automatically, I had to manually provide a label for the topic 

recovered by the schema. Future work could explore automatic approaches to labeling 

schemas, a direction that could help understand the large-scale conceptual information 

being revealed by these schemas (for initial approaches to automatic topic labeling, see 

Magatti, Calegari, Ciucci, & Stella, 2009; Mei, Shen, & Zhai, 2007; Lau, Grieser, 

Newman, & Baldwin, 2011).  

 The other main contribution of the study was the finding that both past and future 

thinking rely more on schemas than do thoughts about the present. One of the driving 

ideas in the study of future thinking has been that thoughts about the past and future 

may rely on common cognitive processes (Schacter & Addis, 2007), a finding supported 

by a wealth of neuroscientific (Benoit & Schacter, 2015; Viard et al., 2011) and 

behavioral evidence (Rubin, 2014; Spreng & Levine, 2006). However, it is typically 

assumed that episodic processing is one of the key, if not the most important, shared 

process between past and future thinking. My results suggest a different interpretation. 

What may be most shared between past and future thinking is the need to rely on 

schemas. When people recall past events, a wealth of literature supports the use of 

schemas (Bauer, 1993; Brewer & Treyens, 1981; Fivush, 2002; Hintzman, 1986). My 

results suggest that schemas are at least as important when people imagine the future, 
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perhaps because schemas provide a scaffolding for people to imagine particular types 

of events where they can fill in episodic details. Thus, my results suggest that the use of 

schemas may be the key shared cognitive process between past and future thinking. 

 One unexpected finding was that while schemas were involved in both thoughts 

about the past and future, schemas were more involved in thoughts about the future 

than the past. I first describe some related results in the literature, and then offer an 

interpretation of this finding. I am not the first to find that some component processes of 

mental time travel are more active for thoughts about the future than thoughts about the 

past. Several studies have found that the hippocampus, typically involved in episodic 

memory, may be even more active for thoughts about the future than the past (Addis et 

al., 2007; Addis & Schacter, 2012; Buckner, 2010). Indeed, one of the original fMRI 

studies of future thinking found a set of default network regions including the inferior 

frontal gyrus, middle temporal gyrus, and hippocampus that were more active during the 

construction of future events than recall of past events (Addis et al., 2007). Any 

interpretation of these results is speculative, but one possibility is that future thoughts 

draw more on schemas than past thoughts during the construction phase, but equally 

on schemas as past thoughts during the elaboration phase. Because future events have 

not happened, initially constructing a future event may be a largely schema-driven 

process. Supporting this interpretation, when people are asked to think aloud while 

imagining the future, people almost always begin by invoking a schema before 

generating specific episodic details (D'Argembeau & Mathy, 2011). Thus, while any 

interpretation is speculative, the difference in schema usage between past and future 

thinking may be due to the initial construction phase.  
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 While I found that the model of schemas captured several key features of human 

schemas, the model does have some limitations. Chief among these limitations, it is 

widely held that people’s schemas are hierarchically structured (Cooper & Shallice, 

2006; Schank & Abelson, 1975). By contrast, the topics learned by the model have no 

such hierarchical structure. There are hierarchical extensions of the topic modeling 

procedure used in the study, and an interesting future extension would be to learn 

hierarchical versions of these schemas (Griffiths et al., 2007; Kataria, Kumar, Rastogi, 

Sen, & Sengamedu, 2011). Additionally, while I found a moderate degree of consistency 

in the schemas when the model was trained on different corpora, the model did learn 

some schemas that may be specific to certain contexts, such as a schema about 

common video games that may be particular to social media. Indeed, topic models are 

sometimes trained on very specific corpora with the goal of learning representations that 

are specific to that corpus, such as topics in American politics (Rule, Cointet, & 

Bearman, 2015) or news articles. Future work could explore training a topic model on 

multiple different large corpora, potentially with a penalty for learning topics that are 

over-represented in any single corpus. Such a procedure could potentially learn even 

more generalizable schema-like representations than the representations in the current 

study.  

 In summary, I developed a method for automatically deriving common schemas 

and detecting the usage of these schemas in people’s writing about the past, present, 

and future. The main result was that past and future thoughts drew more on these 

schemas than thoughts about the past, as evidenced by an increased ability of a neural 

network to use the schemas people had just written about to predict the words they 
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wrote next. This result may suggest that the key similarity between past and future 

thoughts is not episodic processing, but rather is the use of schemas.  
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Chapter 4: Temporal Thoughts in the Lab 

 

4.1 Introduction 

In Chapters 2-3, I studied people’s naturally occurring, unprompted thoughts 

about time. While the results were based on a large and diverse corpus, temporal 

thoughts are often studied in a different way: by eliciting temporal thoughts in response 

to prompts in a lab. As previously discussed, in prior literature, thoughts about time are 

typically evoked with very specific prompts that emphasize the construction of episodic 

past and future thoughts. Participants are typically instructed to imagine single events 

that occur at a specific time instead of being extended over time, are highly likely to 

occur to them and occur in a specific spatial location (e.g. Addis & Schacter, 2008; 

Addis et al., 2011). It is currently unknown whether this method of eliciting temporal 

thoughts can affect how people think about time. Given that the language-based 

methods I developed for studying episodic and semantic processing can naturally be 

extended to other kinds of temporal thoughts, in this chapter I ask whether similar 

results would be obtained by studying temporal thoughts evoked in the lab.  

 

4.2 Approach 

4.2.1 Eliciting Temporal Thoughts in the Lab: the Future Crovitz Task 

 One way to study the contents of people’s memories and future thoughts is to 

prompt participants with a variety of different cue words and then ask people to retrieve 

memories and future thoughts in response to these cues. The key idea is that by using 

a variety of different cue words, a relatively unbiased picture of people’s memories and 

future thoughts should emerge. This idea was originally formulated as the Crovitz task 
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used to study episodic memory (Crovitz & Schiffman, 1974). In the original Crovitz task, 

participants are prompted with a single cue word and asked to use the cue to retrieve 

an episodic memory. The paradigm was originally used to study the frequency of 

episodic memories as a function of temporal distance (Crovitz & Schiffman, 1974).  

 The basic idea of eliciting memories in response to prompts can be extended to 

simultaneously study past and future thinking. In the literature, this is known as the 

Future Crovitz task, and it is the most common way to study past and future thinking in 

the lab (Spreng & Levine, 2006; Bertossi, Tesini, Cappelli, & Ciaramelli, 2016; Szpunar 

et al., 2007; Brown et al., 2014). As shown in Fig. 11, in the modified Future Crovitz 

task, participants receive single word cues, one at a time. On half of the trials, 

participants are prompted to use the cue to remember a past event, and on the other 

half of the trials, participants are prompted to use the cue to imagine a future event. 

Because the procedure for eliciting past and future events is the same, any differences 

observed should indicate differences in the underlying processes of past and future 

thinking. I use a version of the Future Crovitz task based on cue words from Rubin 

(1981), which have been normed and matched for imagery and familiarity. Participants 

completed 30 trials in total: 15 trials where they remembered past events and 15 trials 

where they remembered future events. 
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Fig. 11. Procedure for eliciting temporal thoughts in the lab. In the modified future 

Crovitz task, participants see a series of cue words, 1 at a time (e.g., bird). In a block 

design, participants are instructed to either retrieve a past event in response to that cue 

(N = 15) or imagine a future event in response to that cue (N = 15).  

 

4.2.2. Measuring Episodic and Semantic Temporal Thinking 

 A good method for understanding how our results might differ if temporal 

thoughts were elicited in the lab should vary only the method of eliciting temporal 

thoughts while using as similar as possible a method for measuring episodic and 

semantic processing in language. For this reason, I adapted the language-based 

measurements of episodic and semantic thinking from Chapters 2-3 to measure 

episodic and semantic processing in the lab. In the case of episodic thinking, I used the 

same keyword-based markers of spatial, perceptual, and concrete language to identify 

linguistic markers of episodic thinking. In the case of schema-based thinking, I created 

an analogue of the idea that the schemas revealed in people’s thoughts could predict 

the words that they say next. In the Crovitz task, because people’s responses are quite 

short, it is not feasible to use the first half of the post to identify a schema. However, 

since most thoughts are related in some way to the cue word, the cue word can be 
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thought of as providing the schema. Indeed, a similar logic inspired an event clustering 

approach to identifying schemas in future thoughts, where people’s language was 

coded for schema-like relations to the cue words (Demblon & D’Argembeau, 2014). For 

this reason, I used the word cues to identify a schema (based on the already trained 

topic model) and asked the pretrained neural network to use this schema to predict the 

words in people’s thoughts about the past and future. I also report an unsuccessful 

attempt to learn these schemas directly from people’s talk in the Crovitz task.  

 

4.3 Methods 

Participants. 74 undergraduate participants were recruited from Emory University and 

participated in exchange for course credit. 

 

Materials. Two lists, each composed of 15 single-word cues, were generated from a list 

of word cues from Rubin (1981), with the constraint that the lists be as matched as 

possible for human ratings of imagery and similarity. All of the cues selected were also 

used in the Spreng and Levine (2006) study of future and past thinking. For each 

participant, I randomly assigned one of the lists to be cues for the past condition and the 

other list to be cues for the future condition. The first list consisted of the words 

blossom, money, hide, trouble, engine, month, star, rattle, plant, power, horse, ship, 

window, warmth, and clothing. The second list consisted of the words girl, excuse, 

mother, bird, capacity, kindness, street, mountain, virtue, errand, flower, salad, door, 

table, and menace. These lists did not differ in either imagery or familiarity (all t < 1). 
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The average imagery rating of the words was 0.50/1, and the average familiarity rating 

was 0.60/1.  

 

Crovitz Task. Participants were instructed that they would see simple word cues, one 

at a time, and that their task was to produce a “single and specific personal [past/future] 

event” in response to each cue. The full instructions are available in Appendix 3. 

Participants then completed two blocks in counterbalanced order. In the past block, 

participants generated a past event in response to each of the 15 single-word cues. In 

the future block, participants generated a future event in response to each of the 15 

single-word cues.  

 

Analysis of Episodic Language. Each event was scored for three episodic language 

markers using identical methods to Chapter 2: spatial language, perceptual language, 

and concrete language. These scores were averaged across all events in a block to 

generate a single score for each participant for each of the past and future blocks. 

 

Analysis of Semantic Language. The method from Chapter 3 was adapted to analyze 

semantic language in the Crovitz task. For each trial, the word cue was inputted to the 

pretrained topic model described in Chapter 3 to identify the schemas present in the 

cue. The result was a 500-dimensional vector of the probability that the cue represented 

each of the 500 topics learned by the model. Next, the pretrained neural network from 

Chapter 3 was used to take the schema as input and predict the probability of each 

individual word generated in the Crovitz task. This pretrained neural network was 
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necessary because there was insufficient data to train the neural network directly on the 

Crovitz task. For each participant, I averaged the error of the model, represented as 

categorical cross-entropy, across all trials, separately for the past and future blocks. 

 

Topic Model. One of the major contributions of Chapter 3 was to develop a large-scale 

model of people’s common schemas. The use of social media provided a large-scale 

corpus for training this model, but it is possible that less social-media specific topics 

could be learned using the data generated in the Future Crovitz task. On this basis, I 

trained a topic model using the temporal thoughts elicited in the Crovitz task. All model 

parameters and training procedures were identical to Chapter 3.  

 

4.4 Results 

 To preview the main findings, the results elicited from the lab were highly similar 

to those elicited from blogs and social media in Chapters 2 and 3. As in Chapter 2, I 

found that thoughts about the past relied more on episodic language than did thoughts 

about the future. As in Chapter 3, I found that thoughts about the future relied more on 

schemas than did thoughts about the past. I also investigated training a topic model 

only on the Crovitz task, where I found that the model did not learn semantically 

coherent schemas.  

 

4.4.1 Episodic Processing in Lab-Elicited Temporal Thoughts 

 People’s responses in the Crovitz task were automatically coded for three 

markers of episodic language: spatial, concrete, and perceptual language. This coding 
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was performed separately for trials where participants remembered the past and 

imagined the future. As shown in Fig. 12, I found that thoughts about the future were 

less episodic than thoughts about the past for all three measures of episodic 

processing, although only two of these differences reached statistical significance. 

Thoughts about the future were less concrete (M = 2.72/5 rated concreteness) than 

thoughts about the past (M = 2.77/5 rated concreteness), t(72) = 2.46, p = 0.016. 

Thoughts about the future were also less perceptual (M = 0.064 perceptual words) than 

thoughts about the past (M = 0.074 perceptual words), t(72) = 2.32, p = 0.023. Finally, 

thoughts about the future were marginally less spatial (M = 0.08 spatial words) than 

thoughts about the past (M = 0.09 spatial words), t(72) = 1.96, p = 0.054. Together, these 

results suggest that people rely less on episodic processing when they imagine the 

future than when they remember the past, and that these effects are not specific to 

asking people to generate naturally occurring temporal thoughts in the blog corpus.  

 

 

Fig. 12. Episodic language in lab-elicited temporal thoughts. Spatial and perceptual 

language are measured as percentage of total words (left vertical axis) and 
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concreteness is measured as an average of 1-5 ratings (right axis). Error bars 

bootstrapped 95% CI.  

 

4.4.2 Semantic Processing in Lab-Elicited Temporal Thoughts 

 An analogue of the filling-in procedure from Study 3 was developed to measure 

schematic processing in the Crovitz task. For each trial, the schema evident in the cue 

word was used to predict the words in people’s imagined events, separately for events 

about the past and future. As shown in Fig. 13, the main result was that schemas were 

significantly more effective at predicting words in references to the future (M entropy = 

7.61, where low entropy is better prediction) than the past (M entropy = 7.92), t(7069) = 

3.91, p < 0.001. This result suggests that people more on schematic processing when 

they imagine the future than when they remember the past.  

 

 

Fig. 13. Semantic processing in lab-elicited temporal thoughts. The vertical axis 

plots prediction error as categorical cross-entropy, where a lower number represents 

better prediction. Error bars 95% bootstrapped CI. 
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4.4.3 Lab-Based Topic Model 

 In Chapter 3, I trained a topic model on a large corpus of social media posts to 

learn some of people’s most common schemas. While I found that these schemas were 

moderately consistent across time and across corpora, it is possible that better 

schemas could be learned using the temporal talk elicited in a more controlled 

laboratory environment. For this reason, I trained a separate topic model using the 

events people generated in the Crovitz task. However, I found that the model did not 

learn semantically coherent schemas. Some examples of schemas learned by the 

model include physics, calculate, joy, photos, hang, roommates and hiding, one, better, 

margarine, research, figure. The full list of schemas learned by the lab-based topic 

model is available in Appendix 4. The inability to learn semantically coherent schemas 

was most likely due to the relatively small dataset generated in the Crovitz task. 

Investigating the impact of semantic knowledge on thinking might require, then, access 

to extremely large bodies of text. The results point to how research using large bodies 

of text may open up areas of exploration that are not otherwise accessible using 

traditional data collection methods.  

 

4.5 Discussion 

 In Chapters 2-3, I studied people’s future thinking in a large-scale natural context 

based on a corpus of blog posts. Here, I asked whether similar results would hold if 

people’s thoughts about the past and future were evoked in a more traditional way in 

the lab. Participants completed a modified Crovitz task where they generated past and 

future events in response to simple word cues. The episodic and semantic language 
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evident in these events was measured using very similar techniques to Chapters 2-3. I 

found largely similar results to the previous chapters, namely that people’s talk about 

the past used more episodic language and less schematic language than their talk 

about the future. Together, these results suggest that my results are not merely due to 

the use of natural, unprompted language.  

 While these results suggest that schemas rather than episodic processing may 

represent the common process for past and future thinking, these results are not without 

precedent in prior literature. First, when past and future events are coded for sensory 

details such as vividness, past thoughts are sometimes reported to be more vivid than 

future thoughts. D’Argembeau and Van der Linden (2006) found that thoughts about the 

future relied on fewer visual details and had less spatial context than thoughts about the 

past. Rasmussen and Berntsen (2013) found that future events had a lower sense of 

reliving, were less vivid, and involved less sensory imagery than past events. Second, 

there is some precedent for the idea that future thoughts may rely more on schemas 

than past thoughts. Rasmussen and Berntsen (2013) found that future thoughts relied 

more on a subset of schemas, cultural life scripts, than did thoughts about the past. As 

previously discussed, several studies of patients with semantic dementia also suggest 

that impairment to the conceptual system may have a stronger impact on thoughts 

about the future than the past, although these studies have a number of limitations (Irish 

et al., 2012; Irish & Piguet, 2013; Irish & Piolino, 2016).  

 While I did find that thoughts about the past were more episodic than thoughts 

about the future, the effect was statistically marginal for one episodic language 

measure: spatial language. One possible interpretation of this result could be that the 
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most important differences between past and future in episodic processing are with 

respect to the vividness and perceptual imagery of past and future thoughts. However, 

in Study 2, I did find that the numerically largest difference in past and future thinking 

was with respect to spatial language, with an effect size greater than four-tenths of a 

standard deviation. Thus, caution should be used in interpreting any lack of effect for 

spatial language specifically in the lab, which could also be explained by a smaller 

sample size involving fewer trials. 

 In Chapter 3, I trained a large-scale model of people’s everyday schemas based 

on the words they write on social media. In this Chapter, I also explored training a 

similar model based on the language people write in the lab. I found that the schemas 

learned by the model in Chapter 3, based on social media, were more semantically 

coherent than those schemas learned in the lab. Based on this finding, I used the model 

trained on large-scale social media data to analyze people’s behavior in the lab. This 

finding may point to a broader strategy for combining research on large-scale everyday 

behavior with laboratory designs. Specifically, it may often be possible to train large-

scale classifiers on large everyday datasets, and then transfer the model to people’s 

behavior in the lab. A similar strategy could be useful for detecting mental illness based 

on people’s language (Thorstad & Wolff, 2019; Eichstaedt et al., 2018) or using 

language to predict people’s decision-making (Thorstad & Wolff, 2018).  
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Chapter 5: General Discussion 

 

5.1 Summary of Findings 

 This dissertation asked three open questions about how people think about the 

past and future. First, is episodic processing uniquely associated with past and future 

thinking compared to thinking about the present? I found that episodic processing was 

not uniquely associated with past and future thinking. Instead, I found that the episodic 

processing in past thoughts was more similar to present thoughts, which do not involve 

mental time travel, than to future thoughts. Second, does thinking about the future 

involve schemas, and if so, third, is the use of schemas uniquely associated with past 

and future thinking compared to thinking about the present? I found that thinking about 

the future does involve schemas, and that the use of schemas was uniquely associated 

with thoughts about the past and future compared to thoughts about the present. 

Together, these results suggest that past and future thinking rely on common cognitive 

processes in the use of schemas, but not episodic processing. 

 I studied how people think about the past and future by extracting millions of 

naturally occurring temporal references. I did this by using an automated tool for 

extracting temporal references from language, based on a series of syntactic and lexical 

rules (Copley & Wolff, in prep). Using these rules, I was able to identify more than 5 

million references to the past, present, and future from over 19,000 individuals in a 

corpus of web blog posts. A key feature of these temporal references is that unlike in 

previous research where temporal references were elicited in response to prompts, 

these temporal references were naturally occurring and unprompted.  
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 I developed methods for extracting cognitive processing from the language in 

these temporal references. First, I extracted episodic processing by mining the temporal 

references for indicators of concrete, perceptual, and spatial language. Second, I 

extracted schema-based processing by learning a large-scale model of the kinds of 

topics that people talk about every day on social media. I then developed a procedure to 

identify the filling-in process characteristic of schema usage by training a neural network 

to identify the words people wrote in temporal references based on the schemas 

revealed in their prior writing. These new methods allowed me to go beyond prior 

literature. In particular, there are few existing methods for identifying schemas in past 

and future thinking, although there are some approaches based on manual coding or 

studies of neuropsychological patients. Using these new methods, I was able to 

automatically identify the schema usage in millions of naturally occurring thoughts about 

time.  

 Finally, I compared the way people naturally talk about time to the way people 

talk about time in a lab context. I did this by eliciting temporal thoughts in the lab using 

simple word cues. I then mined the language elicited for the same episodic and 

semantic indicators used to study millions of temporal thoughts in the blog corpus. I 

found largely similar results, suggesting that the results are not specific to studying 

naturally occurring thoughts about time.  

 

5.2 Implications of Big Data for Cognitive Science 

 Some of the techniques used in this research are newly emerging in cognitive 

science. Here, I highlight two of these techniques that may have broader implications. 
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5.2.1 Learning Common Human Schemas 

 Schemas have a long history in psychology and artificial intelligence. However, to 

date there has been no large-scale model of the schemas that are broadly shared 

across people. Here, I describe how the approach to learning human schemas in this 

dissertation makes progress towards such a model by combining the strengths of 

approaches in artificial intelligence and psychology.   

Central to symbolic approaches to artificial intelligence was an attempt to specify 

the full range of human schemas, largely by hand-coding common schemas using 

human intuition (Minsky, 1974; Schank & Abelson, 1975). These attempts continue 

today, in resources such as the ConceptNet database (Liu & Singh, 2004; Speer, Chin, 

& Havasi, 2017), BabelNet (Navigli & Ponzetto, 2012), MENTA (de Melo & Weikum, 

2010) and WikiNet (Nastase, Strube, Börschinger, Zirn, & Elghafari, 2010). One of the 

strengths of these artificial intelligence approaches is their scale, which can include 

many thousands of schemas. A key weakness, however, is that the schemas must be 

specified based on human intuition, which limits the schemas that can be discovered to 

those schemas that are readily intuited (for a similar argument about the limitations of 

intuition in psychology, see Lilienfeld, 2010).  

In Psychology, schemas have typically been studied by specifying a few dozen of 

the most common schemas based on human data, such as a set of cultural life scripts 

(Berntsen & Rubin, 2004). A strength of these approaches is going beyond any 

individual person’s intuition by synthesizing human data to extract the most common 

schemas. However, a weakness of this approach is that it has historically been limited 
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to uncovering small categories of schemas such as cultural life scripts, in part because 

of the difficulty of extracting enough human data to learn more general categories of 

schemas.  

A strong approach to uncovering human schemas would combine the strengths 

of the approaches from artificial intelligence and psychology. Such an approach is 

present in the model of human schemas trained in Chapter 3. Like artificial intelligence 

databases, a topic model can learn a large number of human schemas. Because the 

model is trained on a large social media corpus with millions of different posts on over 

100,000 different topical forums, the schemas learned by the model are likely also very 

general and broad in the types of semantic categories they cover. However, whereas 

one of the weaknesses of the artificial intelligence databases (and a strength of some 

approaches in Psychology) was the requirement that schemas be specified by hand 

instead of learned, the topic model used in the current studies was able to learn 

common human schemas directly from human language. By combining the scale of 

artificial intelligence approaches with the data-driven approach in some psychological 

approaches, the topic model was able to learn schemas that at least approximate a 

sizable portion of the human semantic space. 

 

 5.2.2 Identifying Naturally Occurring Temporal Thoughts 

 Thoughts about time are typically extracted in the lab, yet people mentally time 

travel many times a day in their everyday life. A key challenge in understanding this 

everyday mental time travel is developing a method to identify these everyday temporal 

thoughts from language. At the scale of millions of temporal references, an automated 
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method is needed to identify these temporal references. The current study evaluated 

several of these automated methods against a common standard as well as against 

human ratings, finding that two automated methods are capable of extracting temporal 

thoughts with near human-like accuracy. 

 In most existing studies, temporal thoughts are elicited in the lab. In some of 

these studies, temporal thoughts are elicited in an interview paradigm based on the 

autobiographical memory interview (Kopelman, Wilson, & Baddeley, 1989; Cole, 

Morrison, & Conway, 2013; Addis, Sacchetti, Ally, Budson, & Schacter, 2009b; De 

Brigard & Giovanello, 2012). In other studies, an episodic recombination paradigm is 

used where participants generate several past events, and then are asked to recombine 

features of the different events to generate a novel future event (Addis et al., 2009a; De 

Brigard, Addis, Ford, Schacter, & Giovanello, 2013). While some studies have explored 

eliciting thoughts about time outside the lab using experience sampling (Baumeister et 

al., 2018; Barsics, Van der Linden, & D'Argembeau, 2016; Shepard, Nie, Copley, & 

Wolff, 2017; Beaty, Seli, & Schacter, 2019), these methods have been limited in their 

scope and often still rely on prompting participants at various intervals throughout the 

day to retrieve temporal thoughts.  

 Outside of the lab, there are several approaches for automatically identifying 

temporal thoughts from language. However, these methods are not used in existing 

literature, in large part because they have not been evaluated against a common 

benchmark of human ratings. For this reason, it is unknown how well these algorithms 

perform compared both to each other and to human ratings. Schwartz et al. (2015) 

proposed a method for using decision trees trained on a variety of linguistic features to 
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classify temporal references. Chang and Manning (2012) developed a method for 

identifying temporal references, such as dates, that can be extended to identify 

temporal references. Pennebaker et al. (2015) developed a keyword-based dictionary, 

LIWC, with categories for identifying past, present, and future references. Finally, 

Copley and Wolff (in prep.) developed an approach combining syntactic rules with 

lexical items.  

 I evaluated these automated temporal reference classifiers against a common 

standard of human ratings. I found two main results. First, I found that only two of these 

models performed above chance: the Copley and Wolff model and the LIWC model. 

While both of these models performed above chance, I found that only the Copley and 

Wolff model performed well for all classes, while the LIWC model struggled to identify 

references to the future. Second, I found that when humans are asked to classify 

sentences as about the past, present, and future, these raters often disagree. This 

disagreement may be due to the fact that some sentences contain more than one kind 

of temporal reference. Supporting this interpretation, experience sampling studies have 

found that when people think about the past, people often report thinking about the 

implications of the past for the future (Baumeister et al., 2018). Based on these two 

main results, my findings suggest that the best current model for automatically 

identifying temporal references is the Copley and Wolff model.  

 

5.3 Limitations and Future Directions 

The current studies have a few limitations, primarily arising from the use of novel 

corpus-based and machine learning techniques for studying past and future thinking.  
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5.3.1 Limitations of Topic Models as a Measure of Schemas 

 While the schema model in Study 2 captures several features of human 

schemas, the model does fail to capture two key features traditionally attributed to 

human schemas: that human schemas are structured hierarchically or temporally, and 

that there are several subtypes of human schemas. Because of these limitations, it may 

be more appropriate to label the representations learned by the topic model as a type of 

conceptual structure rather than a schema.  

 There is a long tradition of research arguing that human schemas are structured 

hierarchically and sometimes include information about temporal order. In the case of 

event scripts, this structure is thought to be extended over time. For example, preparing 

coffee involves adding coffee, then adding sugar, and then adding milk (Cooper & 

Shallice, 2000; 2006). Schemas are also thought to be hierarchically structured (Rosch 

et al, 1976). For example, adding coffee can be decomposed into actions such as 

holding, discarding, opening, and closing (Cooper & Shallice, 2006). While human 

schemas are thought to be structured hierarchically and sometimes temporally, a 

limitation of topic models is that they do not represent either hierarchical or temporal 

structure. This absence of structured representation is a limitation of the topic model in 

Study 2, although topic models could potentially be extended to overcome these 

limitations. Hierarchical representation could be added using hierarchical topic models, 

which in principle could be extended to represent more than one layer of hierarchical 

structure (Griffiths, Jordan, & Tenenbaum, 2004). Additionally, event scripts extended 

over time could perhaps be captured by correlated topic models (Blei & Lafferty, 2007). 

Correlated topic models are typically used to model correlations among topics when the 
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corpus is extended over time, but these models could potentially be extended to capture 

topics that evolve over time in a single document.  

 A further limitation of topic models is that humans are thought to have several 

different types of conceptual representations, but the topic model does not distinguish 

among these types. A key distinction is between event scripts, which represent events, 

and schemas, which are typically used to represent objects. Additional types of human 

conceptual representations include those constructed around a particular goal, such as 

ad hoc categories (Barsalou, 1983), and those organized by the correlational structure 

of the world, natural categories (Rosch, 1973; Lassaline, Wisniewsky, & Medin, 1992). 

Topic models do not distinguish between these types of category representation, but 

instead could assign a single probability distribution to each category.  

 For these reasons, it may be more appropriate to label the representations 

learned by the topic model as conceptual structures rather than schemas. The term 

conceptual structure is meant to denote that the topics capture semantically coherent 

packets of information that are consistent over time and sufficiently generic to be 

consistent across corpora. Nevertheless, conceptual structures may fail to capture 

some of the features of schemas such as hierarchical or temporal structure and do not 

distinguishing among different subtypes of representations.  

 

5.3.2 Limitations of Measuring Episodic Processing Using Language 

 The measurement of episodic processing was based on people’s language, 

which is an indirect measure of episodic processing. This measure could be limited 

because only three linguistic correlates of episodic processing were studied, and 
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because it was not possible to ensure that the events extracted were bounded versus 

unbounded in time. While these are limitations of the episodic processing measure, I 

elaborate several reasons below that the results are unlikely to change if episodic 

processing were measured in a different way.  

 Episodic future thinking is typically defined as a type of simulation or pre-

experience of the future (Atance & O'Neill, 2001; Atance & O’Neill, 2005; Schacter, 

Benoit, & Szpunar, 2017). However, more specifically episodic future thinking involves 

not just pre-experiencing, but also an event that is bounded in space and time. It was 

possible to extract two of these features from language – pre-experiencing and spatial 

relational language – but the current study did not extract linguistic measures that could 

determine whether the events referred to were bounded versus extended over time. For 

this reason, it is possible that the measure of episodic processing could have captured 

events which are highly perceptual and spatial, but are extended over time.  

 While the measurement of episodic language is imperfect, there are three 

reasons that the basic result is unlikely to be explained by the way episodic processing 

was measured. First, similar results were obtained for all three correlates of episodic 

processing. If episodic processing is sensitive to the particular method of measurement, 

then one would have expected less consistency among the measures of episodic 

processing. Second, even if temporally unbounded events were captured, there is no a 

priori reason to expect that people use episodic processing similarly for bounded past 

and future events, but differently for unbounded past and future events. Third, even if a 

difference were observed between temporally bounded and unbounded episodic 

processing, such a difference is not predicted by existing accounts of episodic future 
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thinking, and thus would still require explanation. For these reasons, it is likely that the 

basic finding – that episodic processing is not uniquely associated with mental time 

travel – does not depend on the particular way that episodic processing was measured.  

 While my findings are theoretically novel, there are other findings using different 

measures of episodic processing that are consistent with my main result. First, there are 

several reports that patients with deficits to the episodic memory system due to 

hippocampal damage can think about the future in many ways, including normal delay 

discounting and normal future temporal orientation (Kwan et al, 2012; 2013; 2015). 

These results also suggest that episodic processing may not be uniquely associated 

with mental time travel, since loss of episodic processing can affect past thinking 

without affecting thoughts about the future. Second, others have found that thoughts 

about the past are rated as more perceptually vivid than thoughts about the future, 

again suggesting a greater involvement of episodic processing in thoughts about the 

past than thoughts about the future (Rubin, 2014). Together, these findings suggest that 

our results for episodic processing may not be specific to the way episodic processing 

was measured.  

  

5.3.3. Alternative Interpretation of the Role of Schemas in Past and Future 

Thinking 

 The main result of these studies was that the use of schemas is uniquely 

associated with mental time travel. However, differences were also observed between 

past and future thinking. In particular, future thoughts relied relatively more on schemas 

than did past thoughts. This difference in amount could suggest a different conclusion: 

that past and future thinking instead rely on different processes. I argue that this such a 
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conclusion is too strong. The results instead suggest that past and future thinking rely 

on a shared process – the use of schemas – but to a differing degree,  

 One reason that schemas could be used more in future thinking than in past 

thinking is that schemas may be needed relatively more during the construction phase 

of future thinking compared to the retrieval phase of past thinking. Two findings in 

existing literature are consistent with this explanation. First, it is sometimes observed 

that the hippocampus is more active for future thoughts than past thoughts, a finding 

that is typically explained by the increased construction demands needed for future 

thinking compared to past thinking (Addis, Pan, Vu, Laiser, & Schacter, 2009a; Addis, 

Wong, & Schacter, 2007; Kirwan, Ashby, & Nash, 2014). Second, for distant future 

thoughts in particular, a schema may be needed due to the highly unbounded nature of 

distant future events. For example, D’argembeau & Demblon (2012) found that personal 

goals were especially used to structure events in the distant, compared to near, future.  

 

5.3.4 Limitations of the Temporal Orientation Classifier 

 The key variable of interest – the temporal orientation of sentences – was 

extracted using an automated classification model. While the model was extensively 

validated and approached human-level performance, the classifier does have two main 

limitations. While these limitations are unlikely to affect the main results of the studies, 

addressing these limitations is a tractable problem for future work.   

 The first limitation is that there were no rules for classifying present sentences. 

Instead, sentences that were neither classified as past nor future were identified as 

present. This assumption is limited because sentences that refer to neither the past nor 
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the future can also be atemporal, such as the sentence birds have wings. The second 

limitation is that some sentences can have more than one temporal orientation, but the 

classifier assigns only a single temporal orientation to each sentence. For example, the 

sentence I was thinking about what I was going to do tomorrow refers to both the past 

and the present. Future work could consider extending the temporal orientation 

classifier to handle these cases with multiple temporal orientations. Such an extension 

could potentially be accomplished by assigning temporal orientations to units below the 

level of a sentence, such as to individual clauses in the sentence.  

 

5.4 Conclusion 

 In conclusion, the results suggest that past and future thinking may share 

common cognitive processes. The results also suggest that the nature of these common 

processes is different than previously believed. The key shared process may be the use 

of schemas, not episodic processing. More broadly, the results suggest that people’s 

large-scale talk about the past and future can be revealing of their underlying 

psychology. Future work should extend these results by using a more cognitively 

realistic model of schemas and by improving the temporal orientation classifier.  
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Appendix 1: Formal Description of Latent Dirichlet Allocation 

 
In Chapter 3, I describe a Latent Dirichlet Allocation model used to infer common 

schemas. The model is described informally in the main text; here, I provide a more 

formal description of the model. 

 

Latent Dirichlet Allocation (Blei, Ng, & Jordan, 2003) is a Bayesian model, and 

thus can be represented using a Bayesian plate notation. In Fig. S1 below, circles 

represent variables in the model, arrows represent dependencies among those 

variables, and rectangles represent iteration. Variables are separately colored by 

whether they are observed (dark circles) or unobserved (light circles).  

The animating idea for LDA is a generative model of language, that when a 

speaker writes a document, the speaker chooses a multinomial distribution over topics 

to write about, θm and a number of words to write N. Next, for each word in the 

document Nm, the speaker draws a single topic zmn probablistically from the distribution 

θm. Since a topic itself defines a probability distribution over the vocabulary, the speaker 

then draws a word xmn probablistically from the topic and writes this word in the 

document, and continues this process until Nm words have been written. Because the 

distributions of words to topics and topics across documents follow multinomial 

distributions, they are naturally represented by Dirichlet priors α and β. Finally, note that 

Fig. S1 illustrates the generative model for using topics to write a document. The model 

is parameterized (learned) by reversing this generative model to use the distribution of 

words in documents xmn to infer θm and ϕk. 
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Fig. S1. Bayesian plate notation for Latent Dirichlet Allocation. Figure used with 

permission from Matt Gormley. 
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Appendix 2: List of Topics Learned by Topic Model 
 

In Chapter 3, I report a topic model trained on people’s everyday language on social 

media. Examples of some of the topics learned by the model are listed in the main text. 

Below, I report the full 500 topics learned by the model, where each topic is represented 

by the 5 most probable words in the topic.  

Topic Term #1 Term #2 Term #3 Term #4 Term #5 

1 brothers sisters remotely surround insist 

2 track art album band metal 

3 im dont cant ive didnt 

4 gold min assist victory defender 

5 internet access network connect connection 

6 party vote votes parties voting 

7 research responses survey factors insanely 

8 minutes allowed information golden heads 

9 wall floor walls drain ceiling 

10 favorite favorites stamina unexpected meh 

11 ios stable succeed jailbreak rift 

12 added changed fixed removed remove 

13 visa beaten musical hats blanket 

14 vr desk hook hooked virtual 

15 fit size wear smaller small 

16 superior placing ireland irish ontario 

17 lord wise lag chaos jon 

18 deep pool deeper dive businesses 

19 chase pump bullet bite candy 

20 fun talk chat wanna pics 

21 months home month house moving 

22 sa shell null si ti 

23 assets downtown ppl ashamed commute 

24 speed fast seconds slow increase 

25 shooting tournaments aiming drone viewing 

26 boyfriend gf bf 
uncomfortab
le annoyed 

27 hero bill deleted trans submitted 
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Appendix 3: Instructions for Future Crovitz Task 

 

Below, I describe the full instructions presented to participants in the Future Crovitz task 

in Chapter 4.  

 

At the beginning of the task, participants received the following instructions: 

In this task, you will be presented with a word on the screen, for example, 

“WATER.”  

Your task is to type some text in response to this word, which will be either a 

FUTURE event or a PAST event, depending on the trial. 

You will see a total of 60 words, in 2 sets of 30 words. Before each set of 30 

words you will be given more specific instructions. 

 

Before beginning the future block, participants received the following instructions: 

In this part of the task, your task is to type in a FUTURE event in response to 

each word you see. A future event is defined a single and specific personal event 

event that is very likely to happen in the future. The event should occur in a 

specific place and time, and should involve you as the main character. For 

example, in response to the word “WATER”, you might write about your plans to 

go to the Water Park one day during the next Summer Break. 

 

You may use the word you see as inspiration for the event, or you may type 

another event of your choosing.  
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The instructions for the future block were the same as the instructions for the past block, 

except references to the future were replaced by references to the past.  
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Appendix 4: Lab-Based Topic Model 
 

In Chapter 4, I report an attempt to train a topic model using the talk derived from the 

lab-based Future Crovitz task. Below, I list the full schemas learned by this model, 

where each schema is represented by the most probable words in the topic. Visual 

inspection reveals that the majority of these schemas are semantically incoherent, 

despite the model being trained with the same parameters as the model in Chapter 3.   

 

Topic Term #1 Term #2 Term #3 Term #4 Term #5 

1 learned opinions heard see small 

2 next little tuesday ghost thought 

3 money make working wind reread 

4 trouble knew fruit plans smoothies 

5 sunlight hurt south france wall 

6 feel sometime older shorter weekends 

7 see balcony home back mom 

8 hard man hat white many 

9 's thought rate friend ready 

10 plan instead squares draw shapes 

11 task next alwyay things jordan 

12 one day like window somewhere 

13 came hours jacket company major 

14 cubes next thinking n't really 

15 star shooting saw ago blossoming 

16 thinking pleasure virtues therys class 

17 cox grade 2nd field tell 
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20 five six years popcorn tattoos 

21 drive street car summer see 

22 tree playground behind called school 

23 warmth fireplace 's desert israel 

24 get back come please unlocked 

25 setting special next remeber plant 

26 french else liked january essay 

27 said got beach sunrise 's 

28 revolt news reading saw drove 
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52 math personal table studying study 
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63 hike go place work wll 
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65 hall running council imagine across 

66 pakistan face car remember reality 

67 test license telling would go 

68 menace dennis word hated little 

69 mind comes classes speaking buddha 

70 often much niece nephews love 

71 swimming go one 's classroms 
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96 room bought n't emory times 

97 eating salad ducling healthy start 
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99 childhood strive ball hit strikeing 

100 mom n't trash properly see 

101 asked going different opinion spanish 

102 sky fireworks july tank forties 

103 opinions like past opinion moment 

104 finsihed menance google typing mean 
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108 favorite rattle 's toy baby 
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128 priest side friend excuses confessor 
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130 church priest sunday go left 
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132 doll 9 months maybe around 
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134 child never day care least 
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137 make sound cake play next 
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140 english elevator express writing ap 
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142 see around years age 30 
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144 sick would day next school 
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151 joyful named max enjoying see 
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156 angry crashing computer historial revolts 
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166 cars visiting see duc hoped 
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168 drinking started got room trouble 
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171 dc see whatever want day 
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174 snakes 's little super always 
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180 airport interview moments earthquake visit 
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291 manchester united would coming thanksgiving 

292 problems sorry money friend man 

293 art last bee rise hiked 

294 restaurant clear everywhere sitting many 

295 book read reading religion see 

296 last 's ambulance ago police 

297 mountain stone go like would 

298 night last stars watched family 

299 'm see powerpuff week bunch 
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360 class Topic #| sat root calculus number 

361 china rivers different geography little 

362 december back bedroom hampshire new 

363 really english finding n't 11th 

364 honeysuckle '' understand trying old 

365 running work currently time balance 

366 put shut see resteraunt yellowclaw 

367 party birthday cake bake using 
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368 freshman studied year french google 

369 next november blue costa rica 

370 cancer sad pyshcology ridding reading 

371 used draw squares pre-k plan 

372 break winter visit holidays time 

373 lots sugar bake butter cookies 

374 people new wonderful wednesday club 

375 sure made top work excuses 

376 start died car battery engine 

377 grow clean walmart int much 

378 watch comedy movie see go 

379 shirt find hide maybe boyfriend 

380 one morning slice flight beijing 

381 ride horses go would grade 

382 year could outside senior years 

383 midwest falling would flops minnesota 

384 times titanic watched massive next 

385 weather trouble cold called coat 

386 's feeling canoeing rattlesnake tattoo 

387 calling wish leaving laundry healthier 

388 run stressed many without errandsd 

389 excuse lab make gave able 

390 screaming pain last present ambulance 

391 
administratio
n sheridan street new never 

392 cat started vase scold broke 

393 got pink started service coding 

394 water happy rafting white see 

395 2 downtown writing placing explication 

396 hide seek playing go behind 

397 toast called likely lived `` 

398 bed blanket extra pull power 

399 close see priest next back 

400 norway horse friend vacation countury 

401 tommorow snakes rattle paper school 

402 climbing pay minutes 30 korea 

403 enjoy f haiti noise alays 

404 daycare shows like 's miami 

405 find position power roommate setting 

406 old steps years vase use 

407 dress feel rides adult life 

408 opening window roommate one street 

409 warm peach drinking see nectar 
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410 dressed outfit friend gets hoenst 

411 sitting chair next front little 

412 study keep alive one day 

413 love heat iphone often people 

414 closing hopes better ability teaching 

415 walking street see 's excuse 

416 gym working come meetings late 

417 behind means locked one like 

418 know n't better around even 

419 climb large diet go aspire 

420 labeled postdoc lab houston dozens 

421 atlanta excited visit 's market 

422 longer day comic wife wait 

423 week next psychology test preparation 

424 told hot upcoming never say 

425 fly city next york new 

426 green ate lunch 85th called 

427 camp grade last built fire 

428 help people save ceiling one 

429 first name street senior prom 

430 lock door properly 's tania 

431 mountains bulgaria shop next summeer 

432 graduation afternoon see later talking 

433 girl nephew meet 's go 

434 traveling laughing nights dry youtube 

435 morning street crossed busy way 

436 one teachers date due push 

437 3 back moment took least 

438 hope days lighten volunteer 've 

439 blooming laptop flowers go see 

440 watering breeze square chemistry kid 

441 brownies remake sing eve section 

442 girlfriend lunch 'm -- evil 

443 fire went friends one end 

444 getting post go something run 

445 see next temple lot besides 

446 babysitting chinese 
grandparent
s washington history 

447 sister go school dinner pick 

448 go rent paying laundry outfitters 

449 word learnt `` see '' 

450 door open room leave like 

451 husband next reading lying bed 
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452 helping others china get activities 

453 river driving west american closest 

454 fire virtues alarm goes able 

455 's teacher names wrong would 

456 crows crying sun saw clothings 

457 watching movie like act protagonist 

458 little hope day ambulence one 

459 closing dressed coming italy ago 

460 apple outdoor member family emory 

461 band revolt tired got sister 

462 really volunteer 14 procrastinate assignments 

463 flower see missing assignments professors 

464 cream bagel butter cheese parlor 

465 student another school talk tripping 

466 mother 's day choi ellie 

467 path less patient sucess chance 

468 mom shopping grocery see couch 

469 window outside looking house apartment 

470 zoo see think go south 

471 every iris see go blossoms 

472 's elderly dad filled got 

473 clothes 'll fall get see 

474 recently cousins play experience use 

475 playing game 's neighbor video 

476 change world lights engine revolt 

477 time long go vacation physics 

478 
advertisemen
t garage guatemala volcano see 

479 exam pan professor revolt `` 

480 taught song months us remember 

481 halloween taught visited stress emotional 

482 count see discharged military month 

483 field one go staff say 

484 haunted eatting marriage gay subway 

485 day sit questions timelapse bud 

486 day improv one kid good 

487 next europe driving since days 

488 care giving including dad take 

489 math drawer wallet box hid 

490 tournament badly tennis 's politics 

491 table dinner window screen ripped 

492 errand find definition brought way 

493 'm next go emory hospital 
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494 cruise go jumping family around 

495 kitchen window table got tabletalk 

496 two ago months long waited 

497 bar meant old time lied 

498 foward looking people go excuse 

499 dorm return room psychology research 

500 island sailing vacation chance stores 
 

 


