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Abstract 

Charge Separation and Transport Dynamics in One-Dimensional Colloidal 

Nanostructures for Solar Energy Conversion 

By Kaifeng Wu 

Colloidal one-dimensional (1D) semiconductor nanocrystals offer the opportunity to maintain 

quantum confinement in two dimensions and to tune their light absorption and charge separation 

capabilities in the remaining dimension. For this reason, they can be implemented into various solar 

energy conversion applications, such as photocatalysis, which utilizes long distance charge separations, 

and luminescent solar concentrators, where strong light absorptions are needed. In this dissertation, we 

investigated carrier separation and transport dynamics in 1D colloidal nanostructures which are crucial 

for those applications.   

We first demonstrated efficient and long-lived photoinduced electron transfer from CdS and 

CdSe/CdS Nanorods (NRs) to Pt tips, enabled by ultrafast hole trapping in the former and hole 

localization to CdSe seed in the later. These studies reveal that hole immobilization is the key factor 

for efficient charge separation in 1D NRs. In addition, we showed that when using CdS-Pt and 

CdSe/CdS-Pt NRs for light-driven H2 evolution, hole removal was the efficiency limiting step, 

providing guidance for rational improvement of these NRs for solar-to-fuel conversion.   

We then studied plasmon induced hot electron transfer from metal to semiconductor in Au 

tipped NRs. Electron transfer in CdS-Au NRs was found to follow a low-efficiency conventional 

mechanism where the excited plasmon in Au decayed into a hot electron-hole pair and hot electron 

transfer into CdS competed with ultrafast electron relaxation within Au. In contrast, in CdSe-Au NRs 

the plasmon band was strongly damped and highly efficient charge separation was observed. For this, 

we proposed a new plasmon induced charge transfer transition mechanism. These findings suggest an 

exciting possibility of using plasmons as the light harvesting component for solar energy conversion. 

Finally, we studied exciton transport dynamics in CdSe/CdS NRs as a model system for 

luminescent solar concentrators (LSCs). We revealed a competition between band offset driven 

exciton transport and trap states induced exciton localization processes, which resulted in a universal 

length dependence of rod-to-seed exciton localization efficiency. We also showed that exciton 

trapping can be overcome in 2D CdSe/CdTe hetero-nanosheets where unity exciton localization 

efficiency was realized, showing great potentials for efficient LSCs. 
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Figure 6.1. Photoinduced charge separation in CdS-Au nanoheterostructures. a) 

Charge separation induced by exciting the excitonic transitions in the CdS NR domain. 

Also shown are relevant levels in the CdS NR (conduction band (CB), valence band 

(VB) and hole-trap) and the Au tip (Fermi level (Ef)). The green and red arrows 

indicate the charge separation and recombination processes, respectively; and the 



 

purple one indicates the hole trapping process. b) Charge separation induced by 

plasmonic excitation in the Au tip. An excited surface plasmon in the Au tip (SP, red 

peak) can decay non-radiatively (yellow arrow) into a hot intraband electron-hole pair 

(blue dashed line), which can lead to hot electron injection into the CB of the CdS NR 

(green arrow) and charge recombination with the Au tip (red arrow). ...................... 142 

Figure 6.2. Transmission electron microscopy (TEM) image of a) CdS NRs and b) 

CdS-Au NRs. c) Absorption spectra of CdS NRs (black solid line) and CdS-Au NRs 

(blue dashed line), photoluminescence (PL) spectra of CdS NRs (red dotted line) and 

CdS-Au NRs (green dashed-dotted line). Also included is the AM 1.5 solar radiance 

spectrum (gray line).47 ............................................................................................... 144 

Figure 6.3. TA spectra of CdS-Au NRs at indicated delay time windows after 400 nm 

excitation: (a) 0.2 ps to 1000 ps and (b) 2 ns to 3000 ns. Inset in (a): a comparison of 

TA spectra at 1000 ps after 400 nm excitation for CdS (gray dashed line) and CdS-Au 

(cyan solid line) NRs, showing the presence of charge separated state (CS) absorption 

feature at 460 nm in the latter. Inset in the (b): an expanded view of the broad 

photoinduced absorption (PA) signal between 550-700 nm. ..................................... 148 

Figure 6.4. TA kinetics of CdS-Au after 400 nm excitation. a) 1 exciton bleach (XB) 

recovery kinetics of CdS-Au NRs (red circles) and free CdS NRs (gray triangles). The 

latter has been scaled to correspond to the same number of absorbed photons by the 

CdS domain in CdS-Au (see the main text for details). Also shown for comparison is 

the kinetics at the center of SPR bleach of the Au tip (blue squares). The black solid 

lines are fits to these kinetics to models described in the SI. b) Kinetics of 

photoinduced absorption signal (PA) for CdS-Au NRs (red circles) and free CdS NRs 



 

(gray triangles). The black solid line is a fit to the PA kinetics of free CdS NRs. c) 

Kinetics of intraband absorption (IA) probed at 3000 nm for free CdS NRs (gray 

squares) and CdS-Au NRs (green diamond). Also shown are the 1 XB kinetics of 

free CdS NRs (gray dashed line) and CdS-Au NRs (red circles), which have been 

scaled to match the amplitudes of the intraband signals at 5-100 ps. The black solid 

line is a fit to the IA kinetics. d) Charge recombination kinetics in CdS-Au NRs 

probed using both charge separated state (CS, blue triangles) and photoinduced 

absorption (PA, red circles) signals. The black solid line is a fit to these kinetics. ... 151 

Figure 6.5. TA spectra and kinetics of CdS-Au NRs after 590 nm excitation. a) TA 

spectra of CdS-Au NRs (upper panel) and control 2 (lower panel) at indicated delay 

time windows (from 0.2 to 1000ps). Control 2 is a mixture of CdS NRs and Au NPs 

in which the NR concentration and the sample absorbance at 590 nm are the same as 

the CdS-Au NR sample. b) Kinetics probed at 452 nm for CdS-Au NRs (black solid 

line) and control 2 (red dashed line). c) Kinetics probed at 3000 nm for CdS-Au NRs 

(red circles) and control 2 (gay dashed line). The black solid line is a fit to the kinetics 

of CdS-Au. ................................................................................................................. 157 

Figure 6.6. a) Comparison of 1 electron kinetics for CdS-Au NRs after 400 nm 

(blue triangles) and 590 nm (red circles) excitation and their fits (black lines). b) 

Schematic illustration of the electron decay process: (upper panel) under 400 nm 

excitation of the CdS NR, excitons are randomly localized along NRs due to hole 

trapping, leading to a very broad distribution of electron transfer rates; (lower panel) 

under 590 nm excitation of the Au tip, the electron injected into CdS is attracted by 



 

the hole and image charge in Au, which gives rise to faster and less heterogeneous 

back electron transfer rates. ....................................................................................... 160 

Figure 6.7. Mechanism for plasmon-induced hot electron injection process, showing 

all possible desirable (green arrows) and competing (red dashed arrows) elementary 

steps. ........................................................................................................................... 163 

Figure A.6.1. Fit of the absorption spectra of CdS NRs, Au NPs and CdS-Au NRs. a) 

Comparison of the absorption spectra of CdS-Au NRs (black solid line) and a physical 

mixture of isolated CdS NRs and Au NPs (red dashed line). b) Absorption spectrum 

of isolated CdS NRs (red circles) and its fit according to Eq. S1 (black solid line). The 

background function used in the fit is shown in gray dashed line and the excitonic 

Gaussian bands are shown in green solid lines. c) Absorption spectrum of Au NPs 

(red circles) and a fit to the SPR band by a Voigt line-shape function (black solid line). 

The difference between them is the interband absorption profile of Au NPs (blue 

dashed line). d) Absorption spectrum of CdS-Au NRs (red circles). The gray dashed 

line (fit 1) is a fit using the sum of isolated CdS NR and Au NP interband absorptions 

and SPR band of Au tip (blue dashed-dotted line). The black solid line (fit 2) is a fit 

using the sum of SPR band of Au tip, modified interband absorption of Au tip (purple 

dashed line) and broadened CdS absorption (pink dashed line). The green lines are the 

components (background function and Gaussian bands) constituting the absorption 

spectrum shown in pink dashed line. ......................................................................... 175 

Figure A.6.2. a) Absorption spectrum of Au tip in CdS-Au (blue dashed-dotted line), 

and emission spectra of band edge exciton (black dashed line) and trapped exciton 

(red solid line) of CdS NRs. The latter spectra were obtained by decomposing the total 



 

emission spectrum of CdS NRs into two Gaussian peaks. . All the peaks are 

normalized to the same amplitude for better vision. b) Scheme for calculating 

orientation factor between CdS and Au dipoles. The axis is the line connecting the 

center of two dipoles and is also the direction of CdS dipole. The direction of Au 

dipole is randomly distributed with angle of , and therefore the possibility of finding 

an Au dipole at  is proportional to the area of the spherical shell show in the figure 

which is2πrsinαrdα. ................................................................................................. 181 

Figure A.6.3. a) TA spectra of free CdS NRs at indicated delays from 0.2 ps to 500 ns 

after 400 nm excitation. The inset shows the broad photoinduced absorption (PA) 

from 550 nm to 700 nm. b) TA spectra of control 1 (mixture of CdS NRs with Au 

NPs) at indicated delays from 0.2 ps to 1000 ps after 400 nm excitation. c) Kinetics 

probed at 1 exciton bleach in free CdS NRs (black solid line) and control 1 (red 

dashed line). The amplitude of the former has been scaled for number of absorbed 

photons. d) Kinetics probed at plasmon bleach center in CdS-Au NRs (black solid line) 

and control 1(red dashed line). .................................................................................. 184 

Figure A.6.4. a) TA spectra of CdS NR-methylene blue (MB) complexes at indicated 

delays from 0.3 ps to 200 ps after 400 nm excitation. b) Kinetics of 1 exciton bleach 

recovery (XB, red circles), intraband absorption at 3000 nm (IA, green triangles) and 

methylene blue ground state bleach (MB, black line). For better comparison, the MB 

and IA signals have been inverted and scaled. .......................................................... 186 

Figure A.6.5. Pump pulse energy dependence of intraband absorption signal sizes or 

(a) CdS-Au NRs at 590 nm excitation and (b) free CdS NRs at 400 nm excitation. The 

circles are data points and the lines are linear fits. .................................................... 188 



 

Figure 7.1. Metal to semiconductor charge separation pathways. (A) 

Conventional plasmon-induced hot electron transfer (PHET) mechanism in which the 

photoexcited plasmon in the metal decays into a hot electron-hole pair within the 

metal through Landau Damping, followed by injection of the hot electron into the 

conduction band (CB) of the semiconductor. (B) Optical excitation of an electron in 

the metal into the CB of the semiconductor through direct (metal-to-semiconductor) 

interfacial charge transfer transition (DICTT). (C) New plasmon-induced 

(metal-to-semiconductor) interfacial charge transfer transition (PICTT) pathway 

where the plasmon decays by directly creating an electron in the CB of semiconductor 

and a hole in the metal. .............................................................................................. 190 

Figure 7.2. Plasmon-induced metal-to-semiconductor charge transfer transition 

in CdSe-Au NRs. (A) A representative TEM image of CdSe-Au NRs. Inset: a 

representative high resolution TEM image. (B) Absorption spectra of CdSe NRs 

(black solid line), CdSe-Au NRs (red solid line), and CdSe QD-Au dimmers (green 

dashed line) dispersed in chloroform. The gray dashed line is the difference spectrum 

between the absorptions of CdSe-Au NRs and CdSe QD-Au dimmers. (C) Absorption 

spectra (with y-axis plotted in logarithm scale and shifted by +0.01 to avoid negative 

values) of isolated Au nanoparticles (purple dashed line) and CdSe NRs (dashed lines) 

and CdSe-Au NRs (solid lines) with first excitonic peak positions at 555(blue), 

582(green), 605(red) nm. The absorption spectra of CdSe-Au NRs show the same 

onset at ~1450 nm (0.85 eV). (D) Schematic electronic structure of CdSe-Au NRs, 

composed of strongly damped tips with broadened electronic levels and central region 

with relatively unperturbed discrete levels (1e, 1e…). ........................................... 195 



 

Figure 7.3. Plasmon-induced charge separation in CdSe-Au NRs. (A) 

Two-dimensional pseudo-color (ΔAbs) plots of TA spectra of CdSe-Au NRs at 800 

nm excitation (x-axis: probe wavelength; y-axis: pump-probe delay). (B) Intraband 

absorption (probed at ~3000 nm, red circles) and 1exciton bleach (~580 nm, green 

dashed line) kinetics of CdSe-Au NRs after 800 nm excitation. Negligible intraband 

absorption signal is observed in a control sample of a mixture of CdSe NRs and Au 

nanoparticles (gray dashed line). Black solid line is a multi-exponential fit of the 

kinetics. ...................................................................................................................... 198 

Figure 7.4. Quantum yields (QYs) of plasmon-induced charge separation as a 

function excitation photon energies (red open circles and green filled triangles, 

measured with PbS and Cd3P2 QDs as calibration samples, respectively, see SOM for 

details) and predictions according to various Fowler models: equation 1(blue dashed 

line), equation 2 (green dashed line), and equation 3 (purple dashed line). The black 

solid line is a step-function with onset at ~0.85 eV. .................................................. 199 

Figure 7.5. Transient Absorption anisotropy of CdSe and CdSe-Au NRs. (A) 

1exciton bleach kinetics (probed at ~580 nm) in free CdSe NRs after band edge 

(590 nm) excitation with pump and probed beams having parallel (HH, horizontal 

pump and horizontal probe, red solid line) and perpendicular (VH, vertical pump and 

horizontal probe, blue dashed line) polarizations. Inset: calculated anisotropy r as a 

function of pump-probe delay. (B) 1exciton bleach kinetics (probed at ~575 nm) in 

CdSe-Au NRs after 800 nm excitation with pump and probed beams having parallel 

(HH, red solid line) and perpendicular (VH, blue dashed line) polarizations. 

Calculated anisotropy r is shown in the inset. ............................................................ 204 



 

Figure 7.6. QYs for plasmon induced steady state photoreduction of MV2+. a) A 

scheme of the plasmon-induced photocatalysis experiment. A cw light is used to 

excite the Au tip in CdSe-Au NRs and the plasmon-induced reduction of MV2+ into 

MV+. radical is monitored through static absorption change. b) Difference absorption 

spectra of CdSe-Au NRs at indicated illumination times with respect to time zero 

showing accumulation of MV+. radicals. c) MV+. radicals as a function of illumination 

time for CdSe-Au NRs (purple triangles), CdSe NRs (red circles), Au nanoparticles 

(blue squares), and blank sample (no particles, green diamonds). The black solid lines 

are linear fits to extract the initial slopes of MV+. radical generation. ....................... 207 

Figure A.7.1. Transient Absorption (TA) spectra and kinetics of NR and NR-acceptor 

complexes. a) TA spectra at indicated delays after 400 nm excitation and b) TA 

kinetics of exciton bleach (XB) at ~580 nm (red dashed line) and its multi-exponential 

fit (black solid line) of CdSe NRs. c) TA spectra of CdSe NR-BQ complexes at 

indicated delay times after 400 nm excitation. The inset is a scheme of the complex. d) 

TA kinetics of XB (red triangles) and intraband IR transition (black dashed line) in 

CdSe NR-BQ complexes. Also shown for comparison are kinetics of XB (blue circles) 

and intraband IR transition (gray solid line) in free CdSe NRs. ................................ 212 

Figure A.7.2. TA spectra and kinetics of CdSe-Au at 400 nm excitation. a) TA 

spectra of CdSe-Au NRs at indicated delays, showing exciton absorption (XA, ~600 

nm) and exciton bleach (XB, ~575 nm). b) Comparison of XB kinetics in CdSe-Au 

NRs (red triangles) and in free CdSe NRs (gray circles). The signals have been scaled 

to correspond to the same number of absorbed photons by the CdSe rod. c) Kinetics of 

XA (red dashed line) and XB (green dashed line, inverted) after subtraction of the 



 

broad absorption signal (averaged from 670 nm to 700 nm). The black solid line is a 

multi-exponential fit to these kinetics. ....................................................................... 215 

Figure A.7.3.TA spectra of CdSe QD-Au dimmers at indicated delays after a) 400 nm 

and b) 800 nm excitations. c) Kinetics probed at 670-700 nm for CdSe QD-Au 

dimmers and CdSe-Au NRs under both 400 nm and 800 nm excitations. The black 

solid line is a multi-exponential fit to these kinetics. ................................................. 218 

Figure A.7.4. a) A scheme of the laboratory coordinates (x, y, z) and the rod 

coordinates (a, b, c). Eulerian angles (θ,ϕ, ψ) are also labeled. b) 2-D contour plot of 

the calculated anisotropy as a function of both pc and qc........................................... 222 

Figure A.7.5. Transient absorption anisotropy of Mid IR signals of CdSe NRs after 

590 excitation. TA kinetics measured with parallel (red solid line) and perpendicular 

(blue dashed line) pump/probe polarizations. Inset: calculated anisotropy values. ... 223 

Figure A.7.6. Schematics of energy and momentum requirements in hot electron 

transfer a) Excitation of an electron into an energy level higher than the barrier (Eb) 

between Fermi energy of metal and conduction band edge of semiconductor leads to 

hot electron transfer into semiconductor. b) Illustration of momentum conservation in 

hot electron transfer process using “escaping cone” in momentum space. Z direction is 

perpendicular to the semiconductor/metal interface. Therefore, the projection of an 

electron momentum on the z axis has to be larger than an onset momentum (Pon) 

which is determined by Eb. ........................................................................................ 226 

Figure 8.1. a) Representative transmission electron microscopy image of CdSe/CdS 

DIRs. b) UV-visible absorption spectrum (black solid line), photoluminescence (PL) 

spectrum measured with 400 nm excitation (red dashed line) and photoluminescence 



 

excitation (PLE) spectrum measured at 553 nm (green dashed line) of CdSe/CdS 

DIRs dispersed in chloroform. In the PLE spectrum, we have scaled the emission 

intensity to match the absorbance at 540 nm for better comparison. Inset: enlarged 

view of the PL spectrum between 420 and 500 nm. .................................................. 232 

Figure 8.2. a) A schematic structure of a CdSe/CdS DIR prepared by seeded growth, 

showing a CdSe seed surrounded by a CdS rod and bulb-like region near the seed 

(blue dashed line). Also shown are the locations of three types of excitons (X1, X2, 

and X3). b) A schematic energy level diagram for CdSe/CdS DIR, showing bulk band 

edges of CdS and CdSe (black solid lines), lowest electron and hole energy levels in 

CdSe core, CdS bulb and CdS rod (black dashed lines) and sub-band gap hole trap 

states in CdS (gray dotted lines). Also shown are the electron and hole levels of the 

X1, X2 and X3 excitons (green dashed curves) and the three (B1, B2, B3) lowest 

energy optically allowed exciton absorption bands in the static absorption spectra (red 

arrows). c) Schematic electron wavefunctions of X1, X2 and X3 confined in the 1D 

Coulomb potential. ..................................................................................................... 234 

Figure 8.3. TA spectra and kinetics of DIRs (a,b) and DIR-BQ complexes (c,d). a) 

TA spectra of DIRs from 0.1 ps to 50 ns after 540 nm excitation. b) Kinetics of B1 

(red circles), B2 (green triangles), B3 (blue diamonds) bleaches shown in panel a), 

time-resolved PL decay (purple dotted line, measured at 532-650 nm with 400 nm 

excitation) and multiple-exponential fits (black solid lines). c) TA spectra of DIR-BQ 

complexes from 0.2 to 1000 ps after 540 nm excitation. d) Kinetics of B1 (red dots), 

B2 (green triangles) and B3 (blue diamonds) bleaches shown in panel c) and 

multi-exponential fits (black solid lines). .................................................................. 237 



 

Figure 8.4. TA spectra and kinetics of DIRs at early delay time (0-5 ps) after 480 and 

400 nm excitation. TA spectra at indicated delay times (a, c) and formation and decay 

kinetics of B1, B2 and B3 bleach (b & d) after 480 nm (a, b) and 400 nm (c, d) 

excitation. The black solid lines in b) and d) are multi-exponential fits according to a 

model described in the supporting information and fitting parameters are listed in 

Appendix. ................................................................................................................... 242 

Figure 8.5. TA spectra and kinetics of DIR at 5 ps – 1 s after 400 nm excitation. a) 

TA spectra of DIRs at indicated delay time windows. b) Kinetics of B1 (red circles), 

B2 (green triangles), B3 (blue diamonds) features shown in panel 2a, PL decay 

kinetics (purple dotted line) of DIRs measured at 532-675 nm after 400 nm excitation, 

and multi-exponential fits (black solid lines). ............................................................ 244 

Figure 8.6. a) Averaged TA spectra of DIRs from 5 to 10 ps after 400 nm (black solid 

line), 480 nm (purple dashed line) and 540 nm (blue dotted line) excitations. The 

spectrum measured at 540 nm excitation is assigned to X3 excitons. The difference 

spectrum between 480 nm and 540 nm excitation (green triangles) is assigned to X2 

excitons and the difference spectrum between 400 nm and 480 nm excitation (red 

circles) is assigned to X1 excitons. b) 1D electron-hole coulomb potential profile 

(black dashed line) and the corresponding electron probability density of the 1D 

exciton ground state (red solid line) as a function of electron-hole distance along the 

DIR long axis (Z). See main text for details. ............................................................. 248 

Figure 8.7. TA spectra and kinetics of DIR-BQ complexes measured at 400 nm 

excitation. a) TA spectra of DIR-BQ complexes at 0.2 to 1000 ps (upper panel) and 1 

to 2000 ns (lower panel). b) Comparison of kinetics of B1 and B3 and CS (labeled in 



 

panel a) features from 1 to 3000 ns. CS signal has been inverted and all signals have 

been normalized to the same value at 100 – 3000 ns. c) Time-dependent populations 

of X1 (red circles), X2 (green triangles), X3 (blue diamonds) and charge separated 

state (CS, pink squares) from 0 to 3000 ns and their multi-exponential fits (black 

lines). Also shown for comparison is the X3 exciton dissociation kinetics measured at 

540 nm excitation (purple stars). ............................................................................... 254 

Figure A.8.1. Multi-peak fit(red dashed lines) to the static absorption spectrum (blue 

circles) of DIRs below 2.8 eV. The fit consists of three Gaussian bands(dashed lines) 

with peak positions and widths listed in Table S1. .................................................... 267 

Figure A.8.2. TA spectra of DIRs (black solid line) and DIR-MV2+ complexes (red 

dashed line) at 1200 ps (a) after 400 nm and (b) and 540 nm excitation. Insets in a) 

and b) are the expanded view of the spectrum along with the spectrum of the reduced 

MV+• radical signal (blue dotted line). ....................................................................... 269 

Figure A.8.3. Comparison of average TA spectrum (green dashed line) of free DIR at 

1 to 1.5 ps after 540 nm excitation and the simulated spectrum (red solid line). ...... 271 

Figure 9.1.  Quasi-type II CdSe/CdS NRs (2.7 nm seed). (Column 1) 

Representative TEM images, (Column 2) Absorptance (black solid line), 

Photoluminescence (PL, blue solid line) and Photoluminescence excitation (PLE, red 

dashed line) spectra and (Column 3) Wavelength-dependent relative PL QYs of a) 

CdSe2.7/CdS29 , b) CdSe2.7/CdS47, and c) CdSe2.7/CdS117 NRs. Column 1 insets: 

colored coded EDX elemental maps of Se (green, indicating location of CdSe seed), 

Cd (red) and S (blue). Note that they are arbitrarily enlarged and do not share the 

same scale bar as the TEM images. The PLE and absorptance spectra in Column 2 



 

have been normalized at the lowest energy exciton peak (an expanded view is shown 

in the inset). The shaded areas in Column 3: regions of gradual decrease of relative PL 

QYs. ........................................................................................................................... 276 

Figure 9.2. Type-I CdSe/CdS NRs (3.8 nm seed). (Column 1) Representative TEM 

images, (Column 2) Absorptance (black solid line), Photoluminescence (PL, blue 

solid line) and Photoluminescence excitation (PLE, red dashed line) spectra and 

(Column 3) Wavelength-dependent relative PL QYs of a) CdSe3.8/CdS31, b) 

CdSe3.8/CdS48, and c) CdSe3.8/CdS116 NRs. Column 1 insets: colored coded EDX 

elemental maps of Se (green, indicating location of CdSe seed), Cd (red) and S (blue). 

Note that they are arbitrarily enlarged and do not share the same scale bar as the TEM 

images. The PLE and absorptance spectra in Column 2 have been normalized at the 

lowest energy exciton peak (an expanded view is shown in the inset). The shaded 

areas in Column 3: regions of gradual decrease of relative PL QYs. ........................ 278 

Figure 9.3. Electronic structure and exciton dynamics in type I and quasi-type II 

CdSe/CdS NRs. a) Schematic illustration of a CdSe/CdS seeded NR and the 

relaxation processes (localizing to the CdSe seed or trapping at the CdS rod) of an 

exciton generated at the CdS rod. Schematic energy level diagrams of (b) quasi-type 

II (2.7 and 2.5 nm seeds) and (c) type I (3.8 nm seeds) CdSe/CdS NRs, showing bulk 

band edges of CdS and CdSe (gray dotted lines) and lowest electron and hole energy 

levels in CdSe seed and CdS rod (black solid lines) and sub-band gap hole trapping 

states on CdS rod (black dotted lines). Also labeled are excitons trapped on CdS rod 

(X1) and localized at CdSe seed (X2) as well as lowest energy transitions in the CdS 

rod (B1) and the CdSe seed (B2). .............................................................................. 279 



 

Figure 9.4. Averaged Transient Absorption (TA) spectra of NRs with a 2.7 nm (a) 

and 3.8 nm (b) seed measured at 1-2 ps after 575 nm excitation. For comparison, TA 

spectra of corresponding CdSe QDs with similar confinement energies are also shown.
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Figure 9.5. Universal length dependence of exciton localization. a) Measured 

(symbols) and simulated (dashed line) exciton localization efficiencies in CdSe/CdS 

NRs with 2.5 nm (blue triangles), 2.7 nm (red circles) and 3.8 nm (green squares) 

seeds. b) CdS rod absorption cross-section (black solid line) and effective CdSe seed 

absorption cross-section (red dashed line) as a function of rod length. ..................... 285 

Figure 9.6. a) TA spectra of CdSe2.7/CdS117 (black solid line) and CdSe3.8/CdS116 (red 

dashed line) averaged between 5-10 ps after 400 nm excitation. The inset is the 

expanded view of the photoinduced absorption (PA) signal from 640 nm to 760 nm. b) 

Formation kinetics of PA signal for CdSe2.7/CdS29 (red triangles), CdSe2.7/CdS47 

(green circles), CdSe2.7/CdS117 (blue squares), and CdSe3.8/CdS116 (purple diamonds). 

The black solid line is a fit using single exponential formation. ............................... 287 

Figure A.9.1. a) A scheme showing the competition between exciton energy transfer 

and exciton trapping. The localization efficiency is an average over all the excitons 

generated randomly along the rod. b) Measured and simulated exciton localization 

efficiencies. The 2.7 nm and 3.8 nm seeded NRs with different lengths are shown in 

red circles and green squares, respectively. The black solid line is simulated exciton 

localization efficiency using FRET model. ............................................................... 298 

Figure 10.1. a) A schematic depiction of charge transfer exciton formation in Type-II 

CdSe/CdTe nanosheets. Photo-generated excitons in both CdSe and CdTe localize to 



 

the interface to form charge transfer excitons with electrons in CdSe and holes in 

CdTe. b) Energy level diagram in Type-II CdSe/CdTe nanosheets. T1 (T3) and T2 

(T4) are lowest energy heavy (1hh) and light (1lh) hole to electron (1e) transitions, 

respectively, in CdTe (CdSe) and the charge transfer (CT) band corresponds to 

transition between heavy hole in CdTe and electron in CdSe. The charge separation 

processes are also indicated ....................................................................................... 303 

Figure 10.2. a) TEM images and b) absorption (solid line) and Photoluminescence 

(PL, dashed lines) spectra of CdSe/CdTe NSs at indicated growth times (starting with 
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Figure 10.3. a) HAADF STEM image of CdSe/CdTe nanosheet. b) Overlaid 

elemental maps of Cd (red), Se (green), and Te (blue). Elemental maps of c) Cd, d) Se 
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Figure 10.4. a) Photoluminescence Excitation (PLE, red dashed line) and absorptance 

(Abt, black solid line) spectra of CdSe/CdTe NSs. These curves are normalized at the 

CT band. b) Relative emission QYs (the ratio between absorptance and PLE) as a 

function of excitation wavelength.  The relative QY was set to 1 at the CT band. . 308 

Figure 10.5. TA spectra of CdSe/CdTe heteronanosheets measured at 625 nm 

excitation of the CT band. a) TA spectra at indicated delays (up to 100 ps). b) 

Normalized comparison of TA Kinetics of CT (red circles), T3 (blue triangles), and 

T4 (green squares) features and their fit (black solid line). The fit shows an 
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100-300 ps, red solid line) excitation. Inset: expanded view of CS feature of T1 from 
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(610-650 nm, red circles), T3 (511 nm, blue triangles), and T1 (555 nm, green squares) 
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(black solid lines). d) Comparison of electron lifetime (T3 exciton bleach recovery) in 

core-only CdSe (red circles) and CdSe/CdTe (green squares) NSs. The black solid 
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Figure 10.7. Comparison of time-resolved PL decay (green dashed line) and TA T3 

(CT) bleach recovery kinetics of (blue dashed line) in CdSe/CdTe type II NSs 

measured with 400 nm excitation. The black solid lines are multi-exponential fits and 
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Figure A.10.1. T3 kinetics at different powers of 625 nm excitation (a) and T1 
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Chapter 1. Introduction 

 

Reproduced in part with permission from Acc. Chem. Res. 2015, 48, 851. Copyright 

2015 American Chemical Society. 

 

1.1. Low-Dimensional Nanostructures beyond QDs for Solar Energy 

Conversion 

One of current society’s most daunting challenges is the search for sustainable 

supplies of clean energy.1 Solar energy conversion is one of the most promising 

approaches to addressing this problem, considering that energy of sunlight striking the 

earth’s surface in one hour (4.3﹒1020 J) is as much as the current world total energy 

consumption in one year (~4.7 · 1020 J).1 Therefore, the challenge is transformed to 

developing efficient and cost-effective solar energy conversion techniques.2 Generally, 

there are two ways to utilize solar energy:2 solar energy conversion into electricity 

through photovoltaic devices (solar cells) and solar energy conversion into chemical 

fuels (solar-to-fuel conversion). However, until 2013, solar cells provided less than 

0.9% of the world’s energy and solar-to-fuel conversion is in its infantry stage, far 

from mass production.3 The two major factors that hinder widespread solar energy use 

are low conversion efficiencies and high manufacturing costs. These limitations often 

result from the light absorber component, which plays the role for both light 

harvesting and charge separation in solar energy conversion devices. Two 
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representative examples are the p-n junction in traditional silicon solar cells4 and 

molecular chromophores in dye sensitized solar cells (DSSCs) 5 or organic 

heterojunction solar cells.6 The former usually has relatively high power conversion 

efficiencies but expensive high temperature and vacuum conditions are required to 

manufacture defect-free and controllably-doped semiconductor materials. In contrast, 

the latter utilizes solution-processable low-cost organic materials but suffers from low 

power conversion efficiencies because of inefficient light absorption and charge 

separation and transport in organic materials. 

Solution-processed colloidal semiconductor nanocrystals or quantum dots (QDs) have 

the potential to combine the advantage of cost-effective productions of organic 

materials with strong and broad light absorption properties of inorganic 

semiconductor materials.7,8 In addition, the quantum confinement effect in QDs gives 

rise to new properties that are unachievable in traditional materials.9-13 For example, 

the electron and hole energy levels and therefore band gaps can be tuned through their 

sizes.14-17 Confinement induced strong carrier-carrier interactions lead to enhanced 

efficiency of multi-exciton generation (MEG) in QDs,18-27 a process of generating 

multiple excitons by absorbing one high energy photon. Efficient MEG may 

potentially be used to develop third-generation solar cells that can exceed 

Shockley-Queisser limit.28,29 For these reasons, QDs have been extensively studied for 

solar conversion related applications.17,30-37 To date, however, the solar energy 

conversion efficiencies of QD based devices remain low,8,38 due to intrinsic 

limitations of these zero-dimensional (0D) materials. The small size in all three 

dimensions limits the light absorption cross sections of QDs (scaled with their volume) 
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and the distance and therefore lifetime of charge separations.10,39 These limitations 

motivate us to seek better low-dimensional materials for solar energy conversion.  

Recent advances in nanocrystal shape control have led to the synthesis of colloidal 

quantum-confined one-dimensional (1D) semiconductor nanostructures, such as 

nanorods (NRs) and tetrapods.40-43 Unlike 0D QDs,44 in which the exciton is quantum 

confined in all three dimensions, exciton motions in 1D NRs (with diameters of a few 

nanometers and lengths of 10-100 nanometers) are quantum confined in the radial 

direction but are bulk like along the axial direction.45-47 Thus NRs can simultaneously 

possess the properties of quantum confined QDs (such as size-tunable band gaps and 

strong carrier-carrier interactions) and bulk crystals ( such as large absorption cross 

sections and long distance charge transport and separation),48 as shown in Figure 1.1.  

In addition to single component 1D nanostructures, advances in compositional control 

of colloidal synthesis have led to various 1D heterostructures,49 such as dot-in-rod 

NRs,50-52 tetrapods50,51 and nanobarbells.53,54 In these 1D heterostructures, the concept 

of “wavefunction engineering” can be applied. The spatial distribution of conduction 

band (CB) electrons and valence band (VB) holes in excitonic states can be tuned by 

the sizes and compositions of the constituent materials to control their photo-physical 

properties, including the lifetimes of single and multiple excitons and the rates of 

charge separation and recombination in the presence of charge acceptors.55   

The diameter-tunable energetics and length-tunable light absorptions and charge 

separations, combined with the capability of wavefunction engineering through 

heterostructure formation, make 1D colloidal NRs a family of functional materials 
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with strong potentials for various solar energy conversion applications. The research 

presented in this dissertation is motivated by these potentials. In our study, we apply 

ultrafast spectroscopic techniques, mostly pump-probe transient absorption 

spectroscopy, to investigate the light absorption and emission and charge transport, 

separation and recombination dynamics in a series of NRs and hetero-NRs. The 

understanding of these processes provides valuable insights for two general ways of 

solar energy conversion using 1D nanostructures (Figure 1.1). The first one utilizes 

the dimensions of NRs to set up long-distance charge separations for 

photocatalysis56-61 and the other one uses NRs as light-harvesting antennas to absorb 

light and transport excitations into engineered emitting centers for luminescent solar 

concentrations.62-65  

 

 

Carrier 

transport

Quantum

confinement
QD NR Bulk

D<aB

L>>aB

L>>aB

h+ e-

Solar concentration

e-h+

Photocatalysis

Solar Energy Harvesting and Conversion



5 

 

Figure 1.1. The scheme of solar energy harvesting and conversion using 1D 

semiconductor Nanorods (NRs) and related heterostructures. NRs bridge the gap 

between QDs and bulk semiconductors: they simultaneously maintain QD like 

quantum confinement effect in the radial direction and bulk like transport properties 

in the axial direction. This leads to tunable light absorption and charge separation 

capabilities using NRs. Various heterostructures of NRs further enrich their 

functionalities. Here we show two ways of utilizing hetero NRs for solar energy 

conversion: one uses CdSe/CdS dot-in-rod NRs for luminescent solar concentrations 

and the other efficiently separate charges using triadic Pt tipped CdSe/CdS dot-in-rod 

NRs for photocatalysis. 

 

1.2. Electronic structure of NRs  

 

To understand the spectroscopy of 1D NRs, it is necessary to present a brief 

introduction of their electronic structure. The static absorption spectra of three CdS 

NRs with similar diameter but different lengths are displayed in Figure 1.2.a.66 It 

illustrates that when the length of NR is much larger than exciton Bohr diameter (~5.5 

nm in bulk CdS67,68), the excitonic transition energies are determined by the rod 

diameter. In NRs with cylindrical symmetry, quantum confinement in the radial 

direction leads to discrete electron and hole levels labeled as 1, 1,……47,69 Because 

the carrier motion in the radial direction is much faster than the axial direction, 

electron-hole interaction (Ve-h) can be described by an effective 1D Coulomb potential 
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that depends on their separation along the long axis of the NR (Figure 1.2.b). This 1D 

potential between the 1electron and hole forms a manifold of bound 1Σ() 

exciton states with the oscillator strength largely concentrated on the lowest energy 

exciton state, 1Σ0(147,69 Following this model, the peaks at ~390 nm and 450 nm 

can be attributed to the lowest energy 10 and 1Σ0 transitions, respectively, as shown 

in Figure 1.2.a.47,70 It is also important to note that as a general property of 1-D 

materials, the exciton binding energy in NRs (on the order of hundreds of meV47) is 

much larger than that in QDs, as a result of reduced dielectric screening and 

dimensionality effect . 71 72,73  

 

Figure 1.2. Electronic structure and optical property of NRs. a) Static absorption 

spectra of three CdS NRs with similar diameters (3.8 nm) and different lengths (L). b) 

Illustration of fast electron and hole motions in the quantum confined radial direction 

and the effective 1D coulomb interaction, Ve-h(z), that gives rise to 1D bound 
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exciton states in NRs. The center of mass of this bound exciton is free to move along 

the axial direction. 

 

1.3. Charge Separation and Recombination Dynamics in 

Photocatalytic Pt-tipped Nanorods 

 

Because the tips of NRs with wurtzite crystal structures are often associated with 

high-energy facets,74 selective growth of metal nanoparticles (such as platinum and 

gold74,75) at the tip can be readily achieved. It is well known that these metal 

nanoparticles can act as electron acceptors and catalytic centers, such as Pt for H2 

evolution. Thus, in principle, these integrated semiconductor/metal NR 

heterostructures, consisted of well positioned light absorbing, charge separating and 

catalytic components, can be ideal materials for solar-to-fuel conversion.56,57,70,76 

The overall light driven catalytic conversion reaction involves many forward and 

backward elementary steps. Here we use Pt tipped CdSe/CdS dot-in-rod 

(CdSe/CdS-Pt) NRs as a model system to illustrate these steps, as depicted in Figure 

1.3.77 In this triadic structure, CdS domain acts as light absorbers due to its large 

absorption cross section, CdSe acts as hole acceptors due to the valence band offset 

between CdSe and CdS,62,78 and Pt acts as electron acceptors as well as catalytic 

centers for H2 generation.56  
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Ideally, photogenerated holes in CdS are driven to the CdSe core (with a time 

constant of HL) by valence band offset62,78 while electrons can be dissociated from 

holes and transported to the Pt domain (ET). This long distance spatial separation of 

electrons and holes in the axial direction over three domains prolongs the lifetime of 

the charge-separated states (CS). The strong quantum confinement in the radial 

direction also facilitates fast hole removal by electron donor (HT), which enables the 

accumulation of electrons in the Pt tip to carry out reduction of two protons to form 

H2 (CAT). These forward charge separation steps compete with backward 

recombination processes, including the intrinsic electron-hole recombination within 

the NR (IN), the loss of electrons in the Pt by recombination with the holes in the 

CdSe (CR) and with the oxidized donor (L). Furthermore, due to large surface to 

volume ratio, photo-generated carriers are susceptible to trapping along the rod, 70,79 

which can localize excitons at the trap sites through the large electron-hole binding 

energy in NRs.47,78,79 Thus, rational improvement of the photocatalytic efficiencies in 

such triadic nanoheterostructures requires a detailed understanding of the rates of 

these competing processes and their dependences on the constituent materials, 

dimensions and surface properties.. 
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Figure 1.3. Photo-generation of H2 in CdSe/CdS-Pt triadic NRs. a) Schematic 

illustration of a triadic NR: a CdSe core embedded in a CdS NR with a Pt nanoparticle 

at one tip. Upon photoexcitation, electrons are transferred to Pt tip for the catalytic 

reduction of 2H+ to H2, while holes are transferred to CdSe core and then removed by 

external electron donors. b) Schematic diagram showing relative energy levels in 

CdSe, CdS and Pt and charge separation (forward) and recombination (backward) 

processes relevant to photo-catalytic H2 generation.  

 

1.4. Plasmon Induced Charge Separation in Au-tipped NRs 

 

The light absorption and charge separation behaviors of 1D semiconductor/metal NR 

heterostructures become more interesting than simply using metallic domains as 

a)

b)
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electron acceptors and catalytic centers if the metallic domains can support Surface 

Plasmon Resonance (SPR).80-83 SPR is the collective oscillation of conduction band 

electrons driven by light and has long been a subject of intense research interests.84-89 

The SPR bands are tunable from UV to near-IR, depending sensitively on the 

nanostructure (materials, size and shape) and the dielectric properties of the 

surrounding environment. 87 For these reasons, plasmonic nanostructures have been 

used to enhance the efficiency of semiconductors based solar energy conversion 

devices.90-96 One of the most interesting enhancing mechanisms is recently reported 

plasmon induced hot electron transfer from excited metal nanostructures into 

semiconductors.97,98 This novel plasmon-exciton interaction mechanism suggests that 

plasmonic nanostructures can potentially function as a new class of widely tunable 

and robust light harvesting materials for photo-detection or solar energy 

conversion.97-104  

So far, most reported efficiencies of plasmon-induced hot electron injection from 

metal to semiconductor are low because hot electrons can quickly relax to lower 

energy levels via ultrafast electron-electron and electron-phonon scatterings, 105-107 

losing the energy needed to overcome the electron transfer barrier between metal and 

semiconductor. Because the electron-electron scattering process takes place on the 

tens to hundreds of femtoseconds time scale,107 electron transfer on this or faster time 

scales is required for the efficient utilization of plasmons. This requirement is difficult 

to meet in many semiconductor-metal hybrid materials in which these two domains 

are connected by molecular linkers108 or insulating layers.109,110  
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1D semiconductor/metal NR heterostructures are an ideal system for exploring the 

plasmon-induced hot electron injection phenomenon. 74,75,111 First, the direct contact 

between semiconductor and metal domains can lead to strong electronic couplings for 

ultrafast interfacial electron transfer.112-114 Second, similar to the strategy for 

long-lived charge separations in triadic CdSe/CdS-Pt NRs, engineered NR 

heterostructures with efficient charge transport and separation offer opportunities for 

long-lived plasmon induced charge separation. Last but not the least, the well-defined 

electronic structure of semiconductor NRs provides direct spectroscopic signatures for 

following plasmon induced hot electrons. In our study, we use transient absorption 

spectroscopy to directly probe plasmon induced hot electron transfer processes in Au 

tipped CdS or CdSe NRs (CdS-Au or CdSe-Au, respectively),115 as shown in Figure 

1.4. Charge separation and recombination dynamics as well as charge separation 

efficiencies are directly measured. This fundamental study reveals the mechanisms 

and efficiency limiting factors of plasmon induced hot electron transfer and provides 

directions for further improving this process for possible applications in solar energy 

conversion systems.  
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Figure 1.4. A scheme for plasmon induced charge separation in Au tipped CdS NRs. 

An excited surface plasmon in the Au tip (SP, red peak) can decay non-radiatively 

(yellow arrow) into a hot electron-hole pair (blue dashed line), which can lead to hot 

electron injection into the CB of the CdS NR (green arrow) and charge recombination 

with the Au tip (red arrow).  

 

1.5. Exciton Transport Dynamics in Hetero NRs for Luminescent 

Solar Concentration  

 

In most nanocrystal based solar energy conversion devices, the nanocrystals function 

as both light absorption and charge separation components.55 However, charge 

separation processes are usually complicated due to many competing forward charge 

transfer and backward charge recombination steps,48 as we illustrated above. 

Long-term experimental and theoretic studies are required to reach rational control 
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over these steps before the implementation of these colloidal nanostructures. An 

alternative way to utilize nanocrystals for solar energy conversion is to harness their 

excellent light emitting properties.63-65,116-119 Unlike the complicated nature of charge 

separation, light emission from nanocrystals is relatively easy to control and improve. 

Indeed, near unity photoluminescence (PL) quantum yields (QYs) have been achieved 

using, for example, core/shell QDs.120,121 Therefore, it is possible to use nanocrystals 

to absorb light and then efficiently re-emit light in a controllable manner into a 

high-performance solar energy conversion device such as Si or GaAs solar cells. The 

control over charge separation in the latter has been much more well-established 

compared with nanocrystals. This is the idea of luminescent solar concentrators (LSCs) 

for enhanced solar energy conversion efficiencies.122-127  

A LSC typically consists of a lumophore embedded in a polymer sheet, in which 

sunlight is absorbed by the lumophore and emitted into the waveguide modes of the 

polymer sheet and directed to the place where a high-performance solar cell is 

attached, as shown in Figure 1.5.b.122,123,128,129 Since the area of the polymer sheet is 

much larger than that of the solar cell, concentration of the solar photon flux can be 

achieved. Thermodynamically, LSCs rely on the Stokes shift of lumophores.128,130,131 

Without sufficiently large Stokes shift, an emitted photon can be reabsorbed by other 

lumophores when travelling through the LSC. Every reabsorption event presents an 

opportunity for luminescence concentration loss for two reasons.63,64 The first one is 

nonradiative decay due to none unity PL QYs of most lumophores and the second one 

arises from isotropic nature of light emission process which creates the possibility of 

photon emission into the escape cone. For this reason, single-component QDs cannot 
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be used for efficient LSCs because of their small Stokes shifts and therefore strong 

re-absorption of emitted photons.119 Reabsorption can be partially mitigated in 

core/shell QDs such CdSe/CdS by increasing the CdS shell size. However, limited by 

current colloidal synthesis, the shell thicknesses have so far been limited to around 10 

nm and also the PL QYs of CdSe/CdS QDs decrease with shell thickness.64 

 

Figure 1.5. CdSe/CdS dot-in-rod NRs for solar concentration. a) Absorption (black 

solid line) and PL (red dashed line) spectra of a typical CdSe/CdS NRs (~5.6 nm in 

diameter and 120 nm in length). The inset shows that absorption from the CdSe seed. 

b) The minimized re-absorption of emitted light makes this structure highly desirable 

for building luminescent solar concentrators (LSCs) where the emitted lights travels 

with little re-absorption loss to the attached solar cell. c) Microscopically, there exists 

a possible competition between exciton transport from CdS rod to CdSe seed and 

exciton trapping on CdS rod, which is important in determining LSC performances.  
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1D hetero NRs, such as CdSe/CdS dot-in-rod NRs, offer unique designs to overcome 

the limits of core and core/shell QDs for efficient LSCs.  First, it is possible to grow 

much larger volumes of CdS in the NR geometry than in the core/shell geometry by 

simply increasing the NR length, resulting in diminishing re-absorption of emitted 

photons, as shown in Figure 1.5.a.50,51,63 Second, unlike in core/shell QDs, the 

CdSe/CdS interface is not perturbed with continuously growing NR length and 

therefore PL QY decrease can in principle be avoided during volume increase. 

Therefore, these CdSe/CdS NRs should be excellent candidates for efficient LSCs. 

However, transfer of photo-excited excitons from the CdS rod to CdSe seed in these 

hetero NRs involves not only energy relaxation from higher to lower energy states but 

also charge transport over a length scale of 10-1000 nm.78,132 Such long distance 

exciton transport is susceptible to energetic disorder along the length of the rod 

caused by diameter variations and trap states.62 In our study, we investigate the 

competition between band offset driven exciton transport and trap states induced 

exciton localization processes in CdSe/CdS NRs, a shown in Figure 1.5.c . CdS rod 

length dependent rod-to-seed exciton transport efficiencies are measured to obtain a 

universal scaling law that can provide directions for designing highly efficient 1D 

hetero NRs based LSCs.  

 

1.6. Conclusion 
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In conclusion, we have conducted comprehensive spectroscopic studies of 

charge transport, trapping, and separation dynamics in a series of colloidal 1D 

semiconductor NRs, semiconductor/semiconductor hetero NRs, and 

semiconductor/metal hetero NRs, aiming at providing mechanistic insights for the 

application of 1D nanostructures in solar energy conversion.  Our studies reveal two 

general directions to utilize 1D NRs. The first one harnesses the physical dimensions 

of these NRs for long-distance and therefore long-lived charge separations in 

solar-to-fuel conversion. The second one takes advantages of excellent light 

absorption and emission properties of hetero NRs for luminescent solar concentrations. 

Under the first category, we measured charge separation and recombination dynamics 

in photocatalytic Pt tipped CdS (CdS-Pt) and CdSe/CdS (CdSe/CdS-Pt) NRs . Hole 

trapping in CdS NRs or localization to an engineered site (CdSe seed) in CdSe/CdS 

NRs was identified as the key contribution to efficient and long-lived charge 

separations. When applying these structures to light-driven H2 generation reactions, 

efficiencies were limited by hole removal from these trapping or localization sites. As 

to the application of hetero NRs for luminescent solar concentrations, we found a 

competition between band offset driven exciton transport and trap states induced 

exciton localization processes in CdSe/CdS NRs. We also illustrated how this 

competition led to saturation of solar concentration capability as a function of NR 

length, raising a key issue when designing 1D hetero NRs based LSCs. 

The rest of this dissertation is organized as follows: Chapter 2 summarizes the 

experimental procedures, including the preparation of samples and experimental 

techniques. Chapter 3 studies the exciton quenching mechanism in CdS-Pt NRs and 
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shows that electron transfer from CB of CdS NRs to Pt is the dominant quenching 

channel due to ultrafast hole trapping and for the same reason the charge separated 

states are long-lived. Chapter 4 further illustrates this principle using Pt tipped 2D 

CdSe nanosheets in which energy transfer from CdSe nanosheets to Pt becomes 

dominant quench pathway for lack of efficient hole trapping. Chapter 5 studies charge 

separation and recombination dynamics in CdSe/CdS-Pt NRs with engineering hole 

localization sites (CdSe seeds) and compares CdS-Pt and CdSe/CdS-Pt NRs for 

light-driven H2 evolution.  Chapter 6 and 7 study plasmon induced hot electron 

transfer from metal to semiconductor using Au tipped CdS (CdS-Au) and CdSe NRs 

(CdSe-Au) as model systems. Electron transfer in CdS-Au NRs follows a 

low-efficiency conventional mechanism where the excited plasmon in Au decays into 

a hot electron-hole pair and then injects the hot electron into CdS. In contrast, highly 

efficient electron transfer is observed in CdSe-Au NRs with strongly coupled 

interfaces, which we attribute to a new plasmon induced charge transfer transition 

mechanism. Chapter 8 examines the competition between band offset driven exciton 

transport and trap states induced exciton localization processes in CdSe/CdS NRs and 

reveals multiple exciton species existing on the NRs as a result of this competition. 

Chapter 9 systematically studies the dependence of this competition on rod lengths 

and shows a universal length-dependent rod-to-seed exciton localization efficiency. 

This dependence is discussed under the context of luminescent solar concentrations. 

Chapter 10 presents 2D CdSe/CdTe hetero nanosheets where this size-dependence can 

be overcome and unity exciton localization efficiency can be realized, showing great 

potential for luminescent solar concentrations. 
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Chapter 2. Experimental Methods 

 

2.1. Sample Preparation 

 

2.1.1. Synthesis of CdSe and CdS Quantum Dots 

CdSe quantum dots (QDs). CdSe QDs capped with Trioctylphosphine oxide 

(TOPO), Trioctylphosphine (TOP), and Octadecylphosphonic acid (ODPA) were 

synthesized according to a literature procedure. 1 Typically, 0.06 g Cadmium Oxide 

(CdO), 3 g TOPO, and 0.3 g ODPA were degassed under vacuum for 1 hour at 150 ℃. 

After heating to 350 oC under nitrogen for half an hour, the mixture turned into clear 

solution, indicating the dissolution of CdO. At this point, 1.8 mL TOP was injected to 

the solution. After TOP injection, the temperature was raised to 370 oC. 0.75 mL 

Se/TOP stock solution, prepared by dissolving 1.16 g Selenium (Se) powders in 15 

mL TOP by sonication, was swiftly injected into. The solution turned orange in 5s and 

was instantaneously cooled by removing the heating mantle. In this way, small CdSe 

QDs (with the first exciton peak at 500 nm) were obtained, corresponding to a 

diameter of 2.4 nm.2 CdSe QDs of other sizes can be tuned through the reaction 

temperature and time. These QDs were precipitated out of the reaction crudes by 

addition of ethanol and followed by centrifuge. The precipitation processes were 

repeated for several times. 
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CdS quantum dots (QDs). CdS QDs with oleic acids (OA) were synthesized 

according to a literature procedure.3 In a typical synthesis, 0.077 g Cadmium Oxide 

(CdO), 0.5 mL Oleic acid (OA) and 15 mL 1-octadecene (ODE) were heated to 280 

oC under nitrogen until complete dissolution of CdO. After the temperature stabilized, 

3 mL of sulfur stock solution (0.1 M of S in ODE) were injected. The reaction was 

stopped after 30 s by injection of 10 mL ODE solution and removing the heating 

mantle. The CdS QDs were precipitated out by addition of ethanol followed by 

centrifuge at 4000 rpm for 10 min. The precipitation processes were repeated for 

several times. As-prepared CdS QDs have the first exciton peak at 375 nm, 

corresponding to a diameter of 2.6 nm.2  QDs of other sizes can be prepared by 

varying the amount of OA used, with higher OA concentration facilitating formation 

of larger QDs.  

 

2.1.2. Synthesis of CdSe, CdS and CdSe/CdS Nanorods 

CdSe Nanorods (NRs)  CdSe NRs were synthesized by previously-reported 

procedures with slight modifications.4,5 Briefly, a mixture of 0.104 g Cadmium Oxide 

(CdO), 0.401 g octadecylphosphonic acid (ODPA), 0.07 g hexylphosphonic acid 

(ODPA), and 1.43 g tri-n-octylphosphine oxide (TOPO) was degassed at 150 °C for 1 

h and then heated to 320 °C under argon atmosphere until it turned clear. 0.136 g Se 

powder was dissolved in a mixture of 0.5 mL tri-n-butylphosphine (TBP) and 2.85 

mL tri-n-octylphosphine (TOP) as the Se stock solution. At 320 °C, 1 mL of Se stock 

was swiftly injected, which brought the temperature down to 290 °C. The reaction 
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was kept at 290 °C for 7 min for growth of CdSe NRs before it was stopped by 

removing the heating mantle. The resulting NRs have their first excitonic absorption 

peak at ~582 nm. NRs of other diameters can be obtained by tuning the growth 

temperature and time, with higher temperature and longer time favoring formation of 

thicker NRs. Products were precipitated out of the reaction crudes by addition of 

toluene and ethanol. The precipitation processes were repeated for several times to 

remove excessive surfactants. Final products were dispersed in chloroform for optical 

measurements. 

CdS Nanorods (NRs)  CdS NRs were synthesized following a seeded-growth 

procedure reported in the literature.6-8 In a typical synthesis, 0.06 g O Cadmium Oxide 

(CdO), 3 g Trioctylphosphine oxide (TOPO), 0.29 g Octadecylphosphonic acid 

(ODPA), and 0.08 g hexylphosphonic acid (HPA) were degassed under vacuum for 1 

hour at 150 ℃. After heating to 350 oC under argon for half an hour, the mixture 

turned into clear solution, indicating the dissolution of CdO. At this point, 1.8 ml 

Trioctylphosphine (TOP) was injected to the solution. In a separated container, sulfur 

injection solution (0.12g S in 1.8 mL TOP) was mixed with CdS quantum dot seeds 

with first excitonic transition at 370 nm. The amount of seeds in a typical synthesis 

was 4×10-8 mol. When the temperature of the CdO-containing solution was stabilized 

at 350 ℃, the seed-containing Sulfur injection solution was quickly injected. The 

temperature dropped down upon the injection and recovers to 350 ℃ in ~1 min. The 

solution was allowed to grow for 3-8 min. Nanorod with different lengths and 

diameters could be achieved by tuning the growth temperature and time. Reactions 
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were stopped by removing the heating mantle. Products were precipitated out of the 

reaction crudes by addition of ethanol. The precipitation processes were repeated for 

several times. Final products are dispersed in chloroform.  

CdSe/CdS Nanorods (NRs)  To synthesize CdSe/CdS  dot -in-rod  hetero NRs, 

0.06 g CdO, 3 g TOPO, 0.29 g ODPA, and 0.08 g HPA were degassed under vacuum 

for 1 hour at 150 ℃. After heating to 350 oC under nitrogen for half an hour, the 

mixture turned into clear solution, indicating the dissolution of CdO. At this point, 1.8 

ml Trioctylphosphine (TOP) was injected into the solution. In a separated container, 

sulfur injection solution (0.12g S in 1.8 mL TOP) was mixed with CdS or CdSe QDs. 

The amount of seeds in a typical synthesis was 8×10-8 mol.   When the temperature 

of the Cd-containing solution was stabilized at 350 ℃, the seed-containing Sulfur 

injection solution was quickly injected. The temperature dropped down upon the 

injection and recovered to 350 ℃ in ~1 min. The solution was allowed to grow for 8 

min. Products were precipitated out of the reaction crudes by addition of ethanol. The 

precipitation processes were repeated for several times. Final DIRs were dispersed in 

chloroform. 

 

2.1.3. Synthesis of Metal Tipped Nanorods 

CdS-Pt NRs  CdS NRs with Pt nanoparticle at one tip were synthesized according to 

a reported procedure with slight modifications.9 Briefly, a mixture of 0.2 mL oleic 

acid, 0.2 mL oleylamine, 43 mg 1,2-hexadecanediol and 10 mL diphenyl ether was 
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degassed under vacuum for 1h at 80 ℃. Then the temperature of the solution was 

raised to 190 ℃ under argon. 10 mg Pt acetylacetonate was added to a suspension of 

NRs in dichlorobenzene and sonicated for 5 minutes to dissolve the Pt precursor. This 

solution was injected into the diphenyl ether solution. The reaction was allowed to 

proceed for 9 min and quenched by water bath. The products were washed twice by 

precipitation with ethanol followed by centrifugation, and finally dispersed in 

chloroform. Platinum nanoparticles for control experiments were synthesized under 

similar conditions without the addition of NRs. The growth time was slightly longer, 

typically 15 minutes, because the homogeneous nucleation of platinum nanoparticles 

was slower than the heterogeneous nucleation on the surfaces of CdS NRs. 

CdS-Au NRs  CdS NRs with Au nanoparticle at one tip were synthesized using the 

method developed by Banin et al, with slight modifications.10 Briefly, ~1×10-8 mol of 

CdS NRs were dispersed in 3 mL toluene in a sealed vial and purged with Argon gas. 

The gold stock solution was made by dissolution of 10 mg gold(III) chloride (AuCl3), 

15 mg of didodecyldimethylammonium bromide (DDAB, 98%) and 40 mg of 

dodecylamine (DDA) in 6 mL toluene in another sealed vial. After sonication for 

about 1h, AuCl3 was completely dissolved and formed a pale yellow solution. The 

NR-containing vial was placed in an ice bath, which was critical for suppression of 

Au growth along the sides of NRs.10 2 mL of Au stock solution was injected into this 

vial under vigorous stirring. The vial was irradiated with a Xeon lamp (20 W) to 

deposit Au tips on one end of NRs. The reason why Au tip only grows on one end of 

CdS NR is not clear. It is proposed that the intrinsic electrical dipole moment of the 



29 

 

wurtzite structure may drive photogenerated electrons exclusively to one end of NR or 

there is a preferential crystal matching between gold and certain facets of CdS NR.11 

After 1 hour, the reaction was stopped and ethanol was added to precipitate CdS-Au 

NRs. The precipitation process was repeated for several times to remove excessive 

surfactants. Final products were dispersed in chloroform for optical measurements. 

Au NPs for control experiments were synthesized by thermal reduction of gold(III) 

chloride (AuCl3).
12 Briefly, 4 mL of oleylamine was degassed at 120 °C for about 30 

minutes and cooled down to 50 °C. 20 mg of AuCl3 was added and the temperature 

was raised to 90 °C. After reaction of 1 h, it was stopped by addition of toluene. 

Spherical Au NPs with diameter ~7 nm were produced. The Au NPs were precipitated 

out by addition of ethanol. 

CdSe-Au NRs.  Au tipped CdSe NRs were synthesized using the method of Banin 

and coworkers with slight modifications.10 Briefly, 1 mL of CdSe NRs with optical 

density (OD) of 2 at 582 nm (1mm light pathlength) in chloroform was dried and 

re-dispersed in 4 mL toluene in a sealed vial and purged with Argon gas. The gold 

stock solution was prepared by dissolution of 33 mg gold(III) chloride (AuCl3), 30 mg 

of didodecyldimethylammonium bromide (DDAB, 98%) and 115 mg of 

dodecylamine (DDA) in 9 mL toluene in another sealed vial. It was also purged with 

Argon before use. The Au deposition reaction was initiated by adding 3 mL of Au 

stock solution drop-wise to the CdSe NR solution over a period of 3 min in an ice 

bath. The ice bath was found to effectively suppress Au growth along the wall of NRs 

and preserve the well-defined exciton properties of NRs.10 After another 10 min, the 

reaction was stopped and ethanol was added to precipitate CdSe-Au NRs. Final 
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products were dispersed in chloroform for optical measurements. Similar procedures 

were applied to synthesize QD-Au dimmers and CdSe-Au NRs with different NR 

diameters. 

 

2.1.4. Synthesis of CdSe, Pt tipped CdSe, and core/crown CdSe/CdTe Nanosheets 

CdSe nanosheets (NSs) CdSe NSs were synthesized following procedures reported in 

the literature, with slight modifications.13-15 In a typical synthesis, 170mg of Cadmium 

myristate (Cd(myr)2) and 15ml of 1-Octadecene (ODE) were mixed in a three-neck 

flask and degassed under vacuum for 1 hour at 100 oC. The mixture was then heated 

under argon flow at 240 oC and injected swiftly with 1ml of Selenium (Se) solution 

(0.15 M in ODE). After 10 seconds, 80mg of Cadmium acetate dihydrate 

(Cd(Ac)2·2H2O) dispersed in ODE (in a slurry form) were introduced to initiate 

nanosheet formation. The reaction continued for 10 minutes at 240 oC before 

quenching by water bath. At room temperature, 1mL of oleic acid (OA) was added to 

the mixture for better dispersion of NSs. The product was a mixture of quantum dots 

(QDs) and NSs. NSs were separated from the QDs using centrifugation at 3000 rpm 

for 10 minutes. Final NSs were dispersed in chloroform for optical studies.  

CdSe NS-Pt  Pt nanoparticle tipped CdSe NSs were synthesized in a similar way to 

a reported synthesis procedure for Pt tipped CdS nanorods.9 Briefly, a mixture of 0.2 

mL oleic acid (OA), 0.4 mL oleylamine (OLAm), 40 mg 1,2-hexadecanediol (HDT) 

and 10 mL diphenyl ether (DPE) was degassed under vacuum for 1 hour at 100 oC. 

After that, the temperature of the solution was raised to 195 oC under argon flow. 15 

http://www.sigmaaldrich.com/catalog/product/aldrich/74740
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mg Pt acetylacetonate was added to a suspension of NSs in dichlorobenzene and 

sonicated for 5 minutes to dissolve the Pt precursor. This solution was swiftly injected 

into the DPE solution at 195 oC. The reaction was allowed to proceed for 3.5 min 

before quenched by water bath. The product was washed by precipitation with ethanol 

followed by centrifugation, and finally dispersed in chloroform. To independently 

obtain the absorption spectrum of Pt nanoparticles, free Pt nanoparticles were also 

synthesized under similar conditions without the addition of CdSe NSs. The growth 

time was longer, typically 15 minutes because the homogeneous nucleation of Pt 

nanoparticles was slower than the heterogeneous nucleation on the surfaces of CdSe 

NSs. 

Core/crown CdSe/CdTe nanosheets (NSs) 80mg Cd(Ac)2·2H2O, 50 uL of OA, and 

10ml of ODE were introduced into a 25mL three-neck flask and degassed under 

vacuum for 1 hour at 100 oC. The Te precursor was made by sonicating a mixture of 

12.7 mg Te powder, 400 uL Trioctylphosphine (TOP), and 5ml ODE. 3 mL CdSe NSs 

(with optical density of 1 at 512 nm in 1 mm cuvette) in chloroform were dried and 

then dispersed in 1 mL ODE or dichlorobenzene. At 200 oC, the CdSe NSs were 

swiftly injected. The temperature was then set at 190 oC. After 5 seconds, the Te 

precursor was slowly injected using a syringe pump at a rate of 1 ml/hour. Aliquots of 

colloidal solution were withdrawn using a syringe to monitor the CdTe crown growth. 

The reaction was quenched after ~ 1 hour and the product was washed by 

precipitation with ethanol followed by centrifugation, and finally dispersed in 

chloroform for optical characterizations. 
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2.1.5. Preparation of Water Soluble Nanorods  

The original ligands on DIRs and NRs were replaced by 11-mercaptoundecanoic 

acid (MUA) molecules through a reported procedure. 16,17 Typically, 10 mg of MUA 

and 8 mL of 0.1 M aqueous solution of KOH were added to 10 mL chloroform 

solution of DIRs or NRs. The mixture was vigorously shaken and then left stirring for 

~2h to transfer the DIRs or NRs into the aqueous phase. The upper layer was taken 

out and 10 mL of methanol was added to precipitate out the MUA-capped DIRs or 

NRs. The precipitates were re-dissolved water. The DIR-Pt and NR-Pt are transferred 

to water phase using the same method. 

 

2.1.6. Representative Sample Images  

Figure 2.1 shows a “stamp collection” of Transmission Electron Microscopy 

(TEM) and Energy Dispersive X-ray Spectroscopy (EDX) images of some 

representative nanocrystals, including QDs, NRs, NSs, and hetero-NRs. TEM is the 

most straightforward technique for morphologic characterizations of various 

nanocrystals whereas EDX is powerful for element mappings and heterostructure 

identifications. These nanocrystals and heterostructures are building blocks for 

various solar energy conversion applications and their ultrafast carrier dynamics is the 

focus of the rest chapters of this dissertation. 
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Figure 2.1. A “stamp collection” of TEM and EDX images of some representative 

nanocrystals and heterostructures. a-f) TEM images of a) CdSe QDs, b) CdS NRs, c) 

CdSe NSs, d) Pt tipped CdS NRs, e) Au tipped CdSe NRs, and f) Pt tipped CdSe NSs. 

g-i) EDX elemental maps of a) CdSe/CdS seeded NRs, b) CdSe/CdTe core/crown 

NSs, and i) Pt tipped CdSe/CdS NRs.  

 

2.2. Time Resolved Spectroscopy Setup 
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2.2.1. Femtosecond Transient Absorption Setup 

 

Visible Transient Absorption Spectrometer  Our tunable femtosecond 

transient absorption setup is based on a regenerative amplified Ti:sapphire laser 

system from Coherent (800 nm, 130 fs, 3 mJ/pulse, and 1 kHz repetition rate), 

nonlinear frequency mixing techniques and the Helios spectrometer (Ultrafast 

Systems LLC). Briefly, the 800 nm output pulse from the regenerative amplifier was 

split in two parts with a 10% beamsplitter. One part, with 0.3 J/pulse was used to 

pump a Coherent Opera Optical Parametric Amplifier (OPA) which generates two 

tunable near-IR pulses from 1.1 to 2.5 m. This signal and idler beams were separated 

with a dichroic mirror, and used separately to generate the 495 and 565 nm excitation 

beam by sum frequency mixing with the 800 nm fundamental beam in a type I -BBO 

crystal. The transmitted 800 nm beam, with pulse energy of about 2.7 J, was split 

again into two parts.  One part, with ~ 2.4 J/pulse, was frequency doubled in a 

-BBO crystal to generate the 400 nm excitation pulses at 400 nm. The remaining 800 

nm beam was used to generate a white light continuum (WLC) in a sapphire window, 

which were split into a probe and a reference beams. The probe beam was focused 

with an Al parabolic reflector onto the sample (with a beam diameter of ~150 μm at 

the sample). The reference and probe beams were focused into a fiber optics coupled 

multichannel spectrometer with CMOS sensors and detected at a frequency of 1 KHz. 

The intensity of the pump pulse used in the experiment was controlled by a variable 

neutral-density filter wheel. The pump beam diameter at the sample was ~360 μm. 
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The delay between the pump and probe pulses was controlled by a motorized delay 

stage. The pump pulses were chopped by a synchronized chopper to 500 Hz and the 

change in optical density at the sample resulted from the pump pulse was calculated. 

For all spectroscopy measurements, the samples were kept in a 1 mm cuvette and 

constantly stirred by a magnetic stirrer to avoid photodegradation. 

 

Mid-IR Transient Absorption Spectrometer A Clark-MXR IR optical 

parametric amplifier was pumped with 1 mJ/pulse of the 800 nm fundamental beam to 

generate two tunable near-IR pulses from 1.1 to 2.5 m (signal and idler, 

respectively). They were combined in a 1-mm-thick AgGaS2 crystal to generate the 

mid-infrared probe pulses from 3 to 10 m by difference frequency generation (DFG). 

The DFG signal was collimated with a 50 cm CaF2 lens before it was focused into a 

1mm path length cell containing the sample, and at the focal point, it overlapped with 

the temporally delayed 400 nm or 590 nm excitation pulse. The waist of the probe 

beam at the sample was 83 m and the waists of the 400 nm and 590 nm pump beams 

were 107 and 102 m, respectively. The mid-IR probe was then dispersed in a 

monochromator and the intensity change of the IR light induced by photoexcitation 

was monitored as a function of time with a 32-element HgCdTe array detector. The 

pump beam was chopped by a New Focus Model 3501 Chopper at 500 Hz. The IRF 

of this spectrometer was determined to be 210 fs using a thin silicon wafer. 

 

2.2.2. Nanosecond Transient Absorption Setup 
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Nanosecond (0.5 ns to 1 μs) transient absorption was performed with the EOS 

spectrometer (Ultrafast Systems LLC). The pump pulses at 400 nm were generated in 

the regenerative amplified Ti:sapphire laser system as described above. The white 

light continuum pulse (380 -1700 nm, 0.5 ns pulse width, 20 KHz repetition rate) was 

generated by focusing a Nd:YAG laser into a photonic crystal fiber. The delay time 

between the pump and probe pulses was controlled by a digital delay generator 

(CNT-90, Pendulum Instruments). The probe and reference beams were detected by 

the same multichannel spectrometers used in the femtosecond setup. To correct for 

slight difference of excitation intensity of the data acquired by fs and ns instruments 

under the single exciton conditions, the signal size of the ns kinetics was slightly 

scaled such that  these transient kinetics overlap at the 0.6-1.4 ns. 

 

2.2.3. Time Resolved Fluorescence Setup 

 

Time–resolved fluorescence measurements were performed in the 

time-correlated single photon counting (TCSPC) mode under right-angle sample 

geometry.11 A modelocked Ti:Sapphire laser (Tsunami oscillator pumped by a 10 W 

Millennia Pro, Spectra- Physics) was used to generate femtosecond laser pulses (~100 

fs) with a repetition rate of 80 MHz. Pump pulses at 400 nm were produced by 

doubling the output centered at 800 nm in a BBO crystal. The emission was detected 
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by a micro-channel-platephotomultiplier tube (Hamamatsu R3809U-51), the output of 

which was amplified and analyzed by a TCSPC board (Becker & Hickel SPC 600). 

 

 

2.3. Light Driven H2 Evolution 

The H2 generation reaction was performed in a cylindrical cuvette (NSG, 

32UV10) with a total volume of ~2.5 mL and light path of 1cm. The reaction 

solutions are MUA capped NR-Pt or DIR-Pt in 1:10 volume ratio of methanol/water 

or in 0.1 M sodium sulfite water solution. The optical densities of all the samples are 

adjusted to~1.5 at 455 nm. The reaction solution was constantly stirred and 

illuminated by a 455 nm monochromatic LED light (15 mW). H2 generated in the 

reaction headspace was detected using a HP5890A model gas chromatograph 

equipped with a thermal conductivity detector and a HP-MOLESIEVE capillary GC 

column (30m x 0.535 mm x 25.00 μm) packed with 5Å molecular sieves. Argon was 

used as a carrier gas. 

 Typically, the H2 amount was quantified by withdrawing a gas sample from the 

headspace at certain intervals without stopping the reaction. Two independent 

measurements were performed for each sample to ensure the reproducibility. 

Quantum efficiency (QE) for H2 generation is calculated using: QE = 2Δ(H2)/ Δ(ħv), 

where Δ(H2) is the H2 generation rates (number of generated H2 molecules per second) 

extracted from the H2 evolution slope and Δ(ħv) is the number of absorbed photons 

per second calculated from the excitation power and sample optical density. To obtain 
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the internal QE, number of absorbed photons by DIR or NR is used as Δ(ħv), which is 

obtained by excluding the light absorbed or scattered by the cuvette and Pt particles 

from the total number of absorbed photons. 
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Chapter 3. Ultrafast Charge Separation and Long-lived 

Charge Separated State in Photocatalytic CdS-Pt Nanorod 

Heterostructures 

 

Reproduced with permission from J. Am. Chem. Soc. 2012, 134, 10337. Copyright 

2014 American Chemical Society.   

 

3.1. Introduction 

In recent years, a new class of colloidal nanoheterostructures containing both 

semiconductor nanorods and metallic domains has been prepared.1-10 These materials, 

combining the size tunable light harvesting ability of quantum-confined 

semiconductor nanocrystals with the catalytic activities of small metal nanoparticles, 

show promising applications for photocatalysis, including light-driven H2 production. 

For examples, CdS-Pt nanorod (NR) heterostructures, in which a Pt nanoparticle is 

grown selectively at one end of a CdS nanorod, can generate H2 under illumination in 

the presence sacrificial electron donors.11-14 Upon absorption of light, excitons are 

generated in the semiconductor NR. As shown in Figure 3.1.a, the excitons can decay 

by electron, hole and energy transfer to the metallic domain. The generation of H2 

requires the selective transfer of electrons from the semiconductor to the metal while 

suppressing the charge recombination, hole transfer and energy transfer pathways. 

The competition between these pathways determines the photo-catalytic quantum 
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efficiency of these heterostructures. To date, the rates of these processes in 

strongly-coupled semiconductor-metal heterostructures have not been determined and 

the mechanism for their photocatalytic activity remains unclear. Furthermore, in 

heterostructures with plasmonic metallic domains, the exciton and Plasmon 

interaction provides additional mechanism to control the properties of these 

“plexcitonic”nanomaterials.15-17  

 

Figure 3.1. a) Schematic energy level and exciton quenching pathways in CdS-Pt NR 

heterostructures. In addition to the intrinsic exciton decay within CdS NRs, the 

presence of Pt introduces interfacial electron transfer (ET), hole transfer (HT) and 

energy transfer ( not shown) pathways.  b) Absorption (solid lines, left axis) and 

emission (dashed lines, right axis) spectra of CdS NRs (black) and CdS-Pt NR 

heterostructures(red). CdS-Pt shows absorption features of both the platinum 

nanoparticle and CdS NR and significant quenching of band edge and trap state 

emissions. Inset: schematic structure of CdS-Pt. 
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In this Chapter, we choose CdS-Pt NRs as a model system to investigate the 

competition of electron, hole and energy transfer processes in semiconductor-metal 

heterostructures. Using transient absorption (TA) spectroscopy in conjunction with 

known molecular electron acceptors, we first identify spectral signatures for electrons, 

holes and charge separated state in CdS NRs. Following these spectral signatures, we 

show that electron transfer from excited CdS to Pt is the main exciton quenching 

pathway in CdS-Pt. We find that the electron transfer process is ultrafast (~3.4 ps) and 

the charge separated state is surprisingly long-lived (~0.6 s). This slow charge 

recombination is attributed to ultrafast hole trapping (~0.7 ps) in CdS NRs. This 

finding reveals the mechanism of photodriven H2 generation in these CdS-Pt NRs and 

provides insight into the design of NR heterostructures for efficient photocatalysis. 

 

 

Figure 3.2. TEM images of CdS NRs a) and platinum tipped CdS NRs b), inset in a) 

is the length distribution for NRs. 

 

a)
b)
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3.2. Results and Discussion 

 

3.2.1. Sample synthesis and characterizations   

CdS-Pt heterostructures, in which a Pt nanoparticle is grown at one end of a CdS 

nanorod, were synthesized according to a literature procedure.6 TEM images of CdS 

NRs before and after platinum tips growth (Figure 3.2.) indicates an average length of 

26.9±2.1 nm and diameter of 3.8±0.3 nm for the CdS NR and diameter of 2.3±0.2 

nm for the Pt tip. The absorption and photoluminescence (PL) spectra CdS NRs and 

CdS-Pt are compared in Figure 3.1.b. The CdS NR exhibits discrete transitions arising 

from quantum confinement in the radial direction.18-21 The first absorption peak 

centered at 456 nm can be attributed to the 1 exciton band. In CdS-Pt, the CdS 

exciton bands remain unchanged (no obvious broadening or shifting), while additional 

broad absorption features, extending from the UV to near IR, is also observed. The 

latter can be attributed to the strong d-sp interband transition of platinum 

nanoparticles.22 PL of CdS NRs shows two distinct emission bands, with a narrow 

band-edge emission at 463 nm and a broad trap-state emission centered at 650 nm.23 

In CdS-Pt, the trap-state emission is completely quenched while the band-edge 

emission is also significantly reduced, indicating a faster decay of electron and/or 

holes in the excited NR.   
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Figure 3.3. a) TA spectra of CdS NRs at indicated time delays after 400 nm 

excitation: 0 – 1 ps (top) and 3-3000 ns (bottom). Inset: expanded view of the broad 

photo-induced absorption (PA) spectra. b) TA kinetics for three spectral features: 

exciton bleach (XB at ~ 456 nm, black line, top), photoinduced aborption (PA from 

550 to 700 nm, red line, middle), and hot-exciton induced shift (XA1 at ~470 nm, 

green line, bottom). A fit to the rise of the PA signal (with a single exponential time 

constant of 0.7 ps) is also shown in the middle panel (grey dashed line). 

 

3.2.2. Carrier dynamics in free CdS NRs and NR-molecular acceptor complexes  

In order to reveal the exciton quenching mechanism in CdS-Pt NRs, we use 

transient absorption (TA) spectroscopy to follow the carrier dynamics in CdS and 

CdS-Pt NRs. The details of instrument set-up are described in Chapter 2.2.24,25 We 

first identify the spectral signatures of electron, hole, and charge separation in CdS 
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NRs. Unlike the well-studied quantum dots (QDs),26-32  these spectral signatures in 

the one-dimensional NRs have yet to be unambiguously assigned.11,33,34 Previous 

studied CdSe NR- methyl viologen  complexes is a less complicated system than 

CdS-Pt because electron transfer is the only interaction mechanism and the generation 

of reduced formation of the MV+• radical can be used to unambiguously determine 

electron transfer rate.34 Previous work on CdS-Pt relied on exciton bleach feature 

alone to measure electron transfer rate from CdS to Pt, which is problematic since 

various channels can lead to exciton bleach recovery.11 In fact, to our best knowledge, 

all the previous works on metal tipped semiconductor NR mentioned electron transfer 

from semiconductor NR to metal tips, but none of them provide unambiguous 

evidence for it.11-14,33,35 Therefore, identifications of electron, hole and charge 

separated state signals on TA spectra are necessary. The TA spectra of CdS NRs after 

400 nm excitation (Figure 3.3.a) shows a red-shifted absorption feature (XA1) at early 

delay time that decays rapidly (with a time constant of 70 fs) to form a bleach of the 

1 band (XB) and a derivative-like feature of higher energy exciton bands (XA2). In 

addition to these exciton band features, a broad photoinduced absorption band (PA) at 

wavelength longer than 500 nm is also formed with a rise time of 0.7 ps (Figure 3.3.b, 

middle panel). These spectral features are remarkably similar to those observed in 

CdS36-38 and CdSe28,39-41 QDs and are assigned in the same manner. The XA1 feature 

at 470 nm can be attributed to hot excitons in the NR, whose presence shifts the 

1exciton band to lower energy. The decay of hot carriers to the 1orbitals gives 

rise to the state filling induced bleach of 1 exciton band (XB). Because of the 

state-specific biexciton interaction energy, this exciton relaxation process also affects 
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the higher energy exciton transitions, giving rise to the growth of the higher energy 

XA2 feature and the decrease of XA1 feature. The XA2 features reflects the 

interaction of the 1 exciton with other exciton bands and can be well described by a 

red-shift of these transitions (see Fig. A.3.1).42  The XB feature shows only slight 

decay (~16%) within 1 ns (Fig. 3.3.b), indicating the dominance of long-lived single 

exciton state at this excitation intensity (Fig. 3.3.b).  

In CdSe and CdS QDs the XB signal is attributed to the state filling of the 

electron level with negligible contribution from the hole due to a higher degeneracy of 

the hole levels.30-32 The assignment of the broad PA signal is less clear and has been 

attributed to both the electron41 and hole.28,36-38 In order to identify the carrier 

contribution to both XB and PA signals in CdS NRs, known electron acceptors, 

methyl viologen (MV2+) and benzoquinone (BQ) molecules, are used to selectively 

remove the excited electrons by interfacial electron transfer. The TA spectra of 

NR-MV2+ complexes (Figure 3.4.) show an ultrafast recovery of the 1 XB signal 

within 100 ps and a corresponding formation of the MV+• radicals absorption band 

centered at 620 nm and a derivative like feature of the 1 exciton band.41 These 

spectral features confirm the ultrafast transfer of electrons from the NR and support 

the assignment of the XB feature in the CdS NR to the state filling of the 1 electron 

level.  
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Figure 3.4. a) TA spectrum of CdS NR-methyl viologen complexes at indicated time 

delays. Inset: expanded view of the spectra at later delay times, showing the methyl 

viologen radical absorption band at ~ 620 nm and the derivative like SE feature of the 

NR. b) Normalized kinetics for CdS NR exciton bleach recovery (black circles) and 

methyl viologen radical formation (red circles)  

 

The overlap of the MV+• radical absorption with the PA signal hinders an 

unambiguous assignment of the latter. For this reason, we also studied CdS-BQ 

complexes, in which the reduced BQ anion has negligible absorption in the visible 

region.43 As shown in Figure 3.5., the electron transfer process in CdS-BQ complexes 

leads to a faster recovery of the XB compared to free NRs. However, the ET process 

does not affect the PA signal, suggesting that the PA signal can be attributed to holes 

in the NR. The PA signal in NR-BQ complexes decays more slowly than that in free 

NRs (in the 100-10000 ns time scale, Figure 3.5.b inset), which can be attributed to 

slow charge recombination in this system. It is interesting to note that the ~0.7 ps rise 

time of PA signal (Fig. 3.3.b, middle panel) is similar to the hole trapping time in CdS 
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QDs determined by fluorescence up-conversion measurement,44 suggesting the PA 

signal in the NR is likely due to the trapped holes.36-38 Time-resolved PL 

measurement (Fig. 3.6.b) shows an ultrafast decay (<< 25ps) of the band-edge 

emission and ultrafast formation (<<25ps) of the trap-state emission, consistent with 

the ultrafast trapping of the valence band hole and the small band edge emission 

quantum yield (0.1%,). Furthermore, the decay of trap-state emission and the XB and 

PA TA signals follow the same kinetics (Fig. 3.6.c), suggesting that the main decay 

pathway of the 1 electron is through recombination with the trapped holes in the 

CdS NR.  

 

Figure 3.5. a) TA spectra of CdS-BQ complexes at indicated delay time windows 

after 400 nm excitation: 0.2-5 ns (upper panel) and 10-3000ns (lower panel). Inset in 

the upper panel shows the formation of charge separation induced Stark effect signal 

(SE). b) TA kinetics for the XB (black solid line, top), PA (red solid line, middle), and 

XA1 and SE (green solid line, bottom) features in CdS-BQ complexes. In each panel, 
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the kinetics of free CdS NRs (grey dashed line) is also included for comparison. Inset:  

kinetics for PA and SE signals from 10-3000 ns, reflecting the charge recombination 

process. 

 

Figure 3.6. a) Photoluminescence spectrum of CdS NRs (black circles) and a fit by 

the sum of two Gaussian functions (red lines), showing a sharp band edge emission 

and a broad trap-state emission. Photoluminescence decay (black circles) and 

multi-exponential fit (red line) of band-edge b) and trap-state (c) emission. Also 

shown in c) is the exciton bleach recovery (green line) and PA decay (pink dashed 

line) shown in Figure 2b in the main text. 

In addition to the small PA feature, the TA spectra of the charge separated state 

of the NR-BQ complexes (> 1 ns) show pronounced derivative-like features of the 

exciton bands that are similar to those observed in the charge separated state of 

QD-acceptor complexes and can be assigned to the Stark-effect (SE) induced exciton 
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band shift in the presence of the charge separated pair (NR+-BQ-).24,25 This feature 

leads to the reappearance of the red-shifted 1 and higher energy exciton bands (SE, 

Figure 3.5.b, bottom panel) at ~1 ns. Although similar to the bi-exciton induced shift 

(XA), the SE feature is much weaker in comparison. The kinetics of the formation of 

the SE signal and XB recovery agrees with each other, supporting the assignment of 

the SE feature.  After 1 ns, the SE signal decays with the same kinetics as the PA 

feature (inset of Figure 3b) due to the charge recombination process. This suggests 

that both the PA and SE spectral features can be used to follow the charge 

recombination kinetics, although the latter will be used in the NR-Pt complexes due to 

its larger signal amplitude. 

 

3.2.3. Charge separation and recombination dynamics in CdS-Pt NRs 

After the assignment of TA signals of the electron, hole and charge separated 

state in CdS NRs, we investigated the exciton quenching mechanism in CdS-Pt NRs.  

A control experiment of Pt nanoparticles shows negligible TA spectral signatures in 

the visible region after 400 nm excitation. Therefore all TA features in CdS-Pt (Fig. 

3.7.a) can be attributed to the excitation of the CdS domain. However, due to the 

absorption of Pt, their amplitudes are reduced by a factor of two compared to free CdS 

NRs under the same conditions. The TA spectra of CdS-Pt NRs shows that, in the first 

100 ps, the XB feature decays by ~ 90% while the PA signal displays negligible 

change, indicating the depopulation of 1 electrons without the removal of the 

trapped holes. This suggests that ultrafast electron transfer (with a half-life time of 
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~3.4 ps) from the excited CdS NR to the Pt tip is the main exciton quenching 

pathway.  

 

Figure 3.7. a) TA spectra of CdS-Pt NRs at indicated time delays: 0.2 ps -2 ns (upper 

panel) and 3 – 3000 ns (lower panel). b) TA kinetics of XB (black solid line, top), PA 

(red solid line, middle) and XA1 and SE (green solid line, bottom) spectral features 

for CdS-Pt NRs. Also shown for comparison are kinetics for CdS NRs (grey dashed 

lines) at the same wavelengths, whose amplitudes are a factor of two larger compared 

to CdS-Pt. Inset: comparison of SE and PA  kinetics in CdS-Pt after 10 ns.  

 

The 1 exciton bleach recovery is accompanied by the formation of a 

derivative-like feature of exciton bands similar to that observed previously in CdS-BQ 

complexes. The TA spectra can be simulated as a sum of the SE and XB features ( Fig. 

A.3.2). The SE signal amplitude is smaller in CdS-Pt, likely reflecting the different 

dipolar field strength of the charge separated state in these complexes. The simulation 
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also shows that at ~3-5 ns, the charge separation efficiency in CdS-Pt is near unity. 

The charge recombination process can be monitored by the decay of the SE signal 

(Figure 3.7.b), which has a half life time of 600 ns and is 105-fold slower than the 

charge separation time. The large difference in the charge separation and 

recombination rates are surprising because, as shown in Figure 3.1.a, there exist 

continua of empty and filled states (above and below the Pt Fermi level, respectively) 

for both electron and hole transfer from CdS to Pt. The 1 electron is delocalized in 

the rod and has considerable overlap with the empty accepting levels in Pt, leading to 

a fast ET process. The ultrafast trapping of the hole in the CdS reduces its overlap 

with the filled Pt levels, slowing down the hole transfer process (in the initial exciton 

state and in the charge separated state). This large difference in the charge separation 

and recombination rates enables the removal of the trapped hole in the presence of 

hole acceptors, leading to the accumulation of electrons in the Pt tip and 

photocatalytic H2 production.13,14  Thus, the hole trapping induced asymmetry in the 

electron and hole transfer times is essential for efficient photoinduced charge 

separation and photocatalysis in these NR-Pt heterostructures. 

 

3.3. Conclusion 

 

In conclusion, the mechanism of exciton quenching and charge separation in the 

CdS-Pt NR heterostructure has been investigated by transient absorption spectroscopy. 

The dominant exciton quenching pathway is ultrafast interfacial electron transfer 
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(~3.4 ps) from the CdS NR to the Pt tip.  The charge recombination process is 

surprisingly slow (~0.6 s). The asymmetry in the electron and hole transfer rates 

across the CdS-Pt interface can be attributed to the efficient trapping of the hole in the 

NR. This asymmetry is essential for efficient accumulation of the transferred electrons 

in the Pt tip and photocatalysis.  
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 Appendix 1. 

 

Simulation of TA spectrum of CdS NRs 

The TA spectra can be modeled by the sum of state filling induced exciton 

bleach (XB) and the shift of exciton band due to exciton-exciton interaction. 

State-filling results from the Pauli exclusion principle ---the occupancy of the 

photo-excited electrons in the 1electron level inhibits transition to this level, thus 

leading to a decrease of absorption (bleach) of the 1 exciton. Bi-exciton effect 

results from the coulomb interaction between the first exciton prepared by the pump 

pulse and the second exciton prepared by the probe pulse. This interaction usually 

lowers the energy of the second exciton thus red-shift the absorption spectrum, giving 

rise to a derivative-like feature in the difference spectrum.  

The ground state absorption spectrum of NRs can be fitted by a sum of exciton 

bands, each represented by a Gaussian function Gi (with area of bi, center energy of 

iE and width of i ), and a broad background function (bg). To account for the 

heterogeneity in diameter distribution of the NRs, the width of the Gaussian functions 

is assumed to correlate with the center energy iE
 through :  

2 ( )i i g

R
E E

R


  

                        (A.1) 

where R and R are the standard deviation and average of the NR diameters and Eg is 

the bulk band gap. The ground state absorption spectrum is :                                                                     
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       (A.2) 

Accounting for state filling and bi-exciton effects, the excited spectrum is given by: 

24
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  (A.3) 

i is 0.5 for i=1,2 and 1 for i=3,4 in equation (A.3),  accounting for bleach of only 

the 1σ1/2h-1σe and 1σ3/2h-1σe transitions by the occupation of the two-fold degenerate 

1σe electron level. ,BX i
 is bi-exciton interaction energy. The transient absorption 

spectrum is the difference between the excited and ground state absorption spectra: 

( ) ( )e gNRTA C Abs Abs   
                (A.4) 

where C is a scaling factor that is proportional to the number excited NRs.   

 As shown in Figure A.3.1, the ground state absorption spectrum can be well fit by 

equation (A.2). The fitting parameters are tabulated in Table A.3.1. A quadratic 

background function gives the best fit to the data. Similarly, in an early work on CdSe 

quantum dots, a cubic background function was included to fit the absorption 

spectrum. Figure S3b shows that the TA difference spectrum simulated using equation 

(A.4), which agrees qualitatively with the experimental spectrum. The discrepancy 

may arise from the 1-D exciton band structure of NRs, with each exciton band in the 

absorption spectrum consisting of a manifold of exciton transitions. We also note that 

a reasonable fit with this model requires different bi-exciton interaction energies for 

different exciton bands, consistent with the state-specific bi-exciton interaction energy 
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reported for QDs. These values ( i ), the binding energies between the 1σ1/2h-1σe 

exciton and the first four excitons, are also listed in Table A.3.1.       

 

Figure A.3.1 a) CdS NR absorption spectrum (open circles) and fit (red solid line) by 

a sum of Gaussian bands and a background function. The individual components of 

the fit function are also shown (green dashed line). b) Transient absorption spectrum 

of CdS NRs (open circles) and best fit (red solid line) according to the model 

described in the text.  

            Table A.3.1. Fitting parameters for CdS NR absorption spectrum 

 G1 G2 G3 G4 

bi (a.u.) 0.040 0.071 0.258 0.444 

iE
(eV) 

2.70 2.78 3.04 3.52 

Energy (eV)
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s
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rp
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i (eV) 
0.034 0.066 0.147 0.223 

,BX i
 (eV) 

0.01 0.02 0.04 0.05 
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Appendix 2. 

 

Simulation of TA spectrum of charge separated states in CdS-BQ and 

CdS-Pt 

The TA spectrum of NR-electron acceptor complexes contains two parts: the 

excited and charge separated state. The excited complexes can be represented by the 

TA spectrum of free NRs (equation (A.4)). In the charge separated state, the electric 

field of the charge separated pair leads to shifts of the NR exciton bands (CS,i). This 

Stark-effect induced shift can be represented by a red-shift of absorption spectrum. 

We thus can represent the absorption spectrum of charge separated state as: 

    

24
,

2
1

[ ( ) ]
( ) e x p

22

i C S ii
CS

i ii

Eb
Abs bg

 




  
   

  


           (A.5) 

The TA difference spectrum due to the charge separated state is: 

( ) ( )CS gCS C Abs Abs   
                         (A.6) 

The total TA difference spectrum in NR-A complexes is then:  

1 2( ) ( ) ( )ComTA A NRTA A CS     
                       (A.7) 

where A1(t) and A2(t) reflects the population of excited and charge separated species 

in the sample.   

 Fits to the average TA spectra of CdS-BQ and CdS-Pt at 3-5 ns using equations 

(A.5)-(A.7) are shown in Figure A.3.2. At this delay time the charge separation has 
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nearly completed and the extent of charge recombination is small. The fitting 

parameters are listed in Table A.3.2. There are several interesting findings in the 

fitting results. Firstly, the charge separation induced exciton peak shifts in both 

CdS-BQ and CdS-Pt are on the order of 0.1- 0.7 meV, much smaller than the 

bi-exciton binding energy in free NRs. One possible reason is the dipolar electric field 

of the charge separated pair is much weaker than the field of electron-hole pair inside 

the NRs. Secondly, the peak shifts in CdS-Pt is about half the values in CdS-BQ. This 

difference may be caused by the larger charge separation distance and the image 

charge effects in CdS-Pt. Finally, we can use the amplitudes of state filling and charge 

separation signal to estimate charge accumulation efficiency in these systems. In 

CdS-BQ, at 3-5 ns, 93% of the excitons has decayed and 80% of the excited 

complexes are in the charge separated   state. For CdS-Pt at the same delay time, 98% 

of the excitons has decayed and 97% of the excited complexes are in the charge 

separated state, which corresponds to a near unity charge separation efficiency.  

 

Table A.3.2. Fitting parameters for charge separated states spectrum 

 
,1CS

 

(meV) 

,2CS
 

(meV) 

,3CS
 

(meV) 

,4CS
 

(meV) 

A1 A2 

CdS-BQ 0. 7 0. 2 0. 2 0. 2 0.07 0.80 

CdS-Pt 0. 3 0. 1 0. 1 0. 1 0.02 0.97 
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Figure A.3.2. Measured (open black circles) and simulated (solid red lines) TA 

spectrum of a) CdS-BQ and b) CdS-Pt complexes at 3-5 ns. 
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Chapter 4. Ultrafast Exciton Quenching by Energy and 

Electron Transfer in Colloidal CdSe Nanosheet-Pt 

Heterostructures 

 

Reproduced with permission from Chemical Science 2015, 6, 1049. Copyright 2015 

Royal Society of Chemistry 

 

4.1. Introduction 

Colloidal quantum confined semiconductor-metal nanoheterostructures that 

combine tunable light absorption of the semiconductor domain and catalytic activity 

of metal nanoparticles, are promising materials for solar energy conversion. 1-4 To 

date, heterostructures of 0D (QDs) and 1D NRs semiconductors have been prepared 

and studied.5-20 Our previous Chapter examined exciton quenching mechanism and 

charge separation and recombination dynamics in 1D Pt tipped CdS NRs. More 

recently, 2-dimensional (2-D) semiconductor nanomaterials are receiving tremendous 

interests due to their attractive light absorption and charge transport properties.21,22 

Among them are colloidal CdSe nanosheets (NSs) with atomically precise thickness 

of only a few CdSe layers.23-28 CdSe nanosheets (NSs) have atomically precise 

thickness of only a few CdSe layers.23-28 In addition to strong quantum confinement in 

the thickness direction, these nanosheets have large absorption cross sections29, high 

photoluminescence (PL) quantum yield,25,30 and fast in-plane carrier transport,30-32 
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making them a promising light-absorbing material for photocatalysis. As shown by 

the energy level scheme in Figure 4.1.a, the band alignment between CdSe NSs and Pt 

nanoparticles also allows exciton quenching through electron, hole and energy 

transfers to the Pt domain.20 Unlike CdS NRs, the atomically precise thickness of 

CdSe NSs may lead to ultrafast in-plane exciton motion and alter the exciton 

quenching mechanisms. For this reason, these NS-Pt heterostructures serve as an 

interesting model system for fundamental understanding of the interaction between 

excitons in 2-D nanomaterials with metal nanoparticles.  

 

Figure 4.1. a) Absorption and photoluminescence (PL) spectra of CdSe NS (black 

solid line, green dashed line) and CdSe NS-Pt heterostructures (red solid line and blue 

dashed line). Inset: a representative TEM image of NS-Pt. b) Schematic energy levels 

and possible exciton quenching pathways in NS-Pt and NS-MV2+ complexes. In 

addition to radiative e-h recombination, electron trapping (ETr) and hole trapping 

(HTr) pathways within the CdSe NS, excitons can be quenched through interfacial 
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electron transfer (ET), hole transfer (HT) and energy transfer (EnT) to Pt. In contrast, 

ET is the only quenching pathway in NS-MV2+ complexes. 

 

4.2. Results and Discussion 

 

4.2.1. Sample synthesis and characterizations 

CdSe NSs were synthesized according to literature procedures.23-25 Pt deposition 

on nanosheets was achieved by thermal reduction of Pt(II) acetylacetonate in the 

presence of oleic acid and oleylamine as both reducing reagents and capping ligands, 

similar to the reported procedure of Pt deposition on CdS nanorods.7 These NSs 

typically exhibited rectangular morphology with average dimensions of 39. 2 (±4.9) 

nm×11. 3 (±2.0) nm. Their thickness was estimated to be ~1.52 nm from their 

absorption spectrum (see below). The average dimensions of NSs with Pt nanoparticle 

(3.1±1.2 nm in diameter) were 39. 9 (±5.8) nm×10. 9 (±1.6) nm, showing 

negligible etching of NSs during the Pt deposition process. Interestingly, instead of 

the highly-exposed (001) basal plane,24 the procedure selectively deposited only one 

Pt tip at either the edge or vertex of the rectangular NS(Figure 4.1.a inset), which 

likely resulted from high surface energies or sparse ligand coverage at these sites. 30 

Similar preferential deposition of Au nanoparticles at the edge over the basal plane of 

CdSe nanobelts has been observed in a previous study. 30 However, in that system, 

many Au nanoparticles were deposited on the edges of each nanobelt. The reason for 
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this difference is not clear, but likely due to different metal precursor concentrations 

used in the synthesis. There existed a broad size distribution of the Pt nanoparticles 

deposited on our NSs, which, in principle, can lead to a large heterogeneity in 

quenching kinetics of NSs by Pt nanoparticles, as will be discussed later.  

    

The absorption and photoluminescence (PL) spectra of CdSe NS and CdSe 

NS-Pt are compared in Figure 4.1a. The CdSe NS exhibited sharp and discrete 

transitions arising from quantum confinement in the thickness direction.23-25 The two 

lowest energy peaks at 553 nm and 521 nm can be attributed to transitions to n=1 

conduction band (CB) electron level from n=1 valence band (VB) heavy hole (hh→e) 

and n=1 light hole (lh→e) levels, respectively.23  The width of (lh→e) absorption 

band was only ~35 meV (Figure A.4.1), indicating a uniform thickness. These 

transition energies corresponded to a thickness of ~1.52 nm (2.5 times Zinc Blende 

CdSe lattice constant or 5 monolayers of CdSe).33 The absorption spectrum of CdSe 

NS-Pt showed a broad feature extending from UV to the near IR in addition to the 

CdSe exciton bands. This feature was the same as free Pt particles and could be 

attributed to the strong d-sp interband transition of Pt nanoparticles.34 In addition, the 

sharp CdSe exciton peaks were slightly red-shifted and broadened compared to free 

CdSe Ns. PL of CdSe NSs was dominated by a sharp band edge emission centered at 

554 nm with a small Stokes shift of ~ 4meV and a quantum yield (QY) of 36%, 

consistent with previous reports.25 In CdSe NS-Pt, the PL of NS was completely 

quenched, indicative of strong electronic interaction between the CdSe NS and Pt 
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particle. It also indicates that all the NSs are in contact with Pt particles, although 

some of these particles are too small to be clearly observed under TEM. In addition, 

there exists a possibility of PL quenching by surfaced adsorbed Pt(0) or Pt(II) species, 

similar to previously observed CdSe/CdS nanorods quenching by Au precursors used 

for Au nanoparticle deposition.35  

 

4.2.2. Carrier dynamics in free CdSe NSs and NS-molecular acceptor complexes 

To examine the potential of this NS-Pt heterostructure as a photocatalyst, we 

investigated the quenching mechanisms using pump-probe transient absorption (TA) 

spectroscopy. As a comparison and to facilitate spectroscopic assignment, we also 

studied the exciton quenching in NS-methyl-viologen (MV2+) complexes, in which 

only the ET pathway is energetically allowed (Figure 4.1.b). We first examine carrier 

dynamics and their transient spectral signatures in free CdSe NSs. The transient 

absorption (TA) spectra of CdSe NSs (Figure 4.2.a) measured with 400 nm excitation 

show an exciton bleach (XB) feature at ~552 nm and an exciton absorption (XA) 

feature at ~560 nm. In this measurement we have used low excitation flux to ensure 

that the signal is dominated by NSs with single excitons (Figure A.4.2), excluding the 

complications of multi-exciton annihilation dynamics. Detailed assignments of these 

TA features in NSs have yet to be reported, although XA and XB features have been 

observed in a previous study of multiple exciton dynamics of NSs,36 and are well 

understood in QDs and NRs.37-41 As will be discussed below (Figure 4.3.), the XB 

feature in CdSe NSs is dominated by CB electron state filling induced bleach of the 
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lowest energy exciton band and can be used to follow the dynamics of in the CB 

electron level. The XB feature in free NSs (Figure 4.2.c) grew in with a time constant 

of 80±27 fs, corresponding to the time scale of hot electron relaxation from the 

excited level to the CB n=1 level. Fitting the XB decay by multiple exponential 

functions requires four components (see Table 4.1).  

  

Figure 4.2. TA spectra and kinetics of CdSe NSs measured with 400 nm excitation. a) 

TA spectra of NSs at indicated time. b) Kinetics of XA (blue triangles) and XB (red 

circles) in NSs and their fits (black solid lines) c) Comparison of XB bleach (green 

dashed line) and PL decay of NSs (red circles). XB is scaled and vertically shifted for 
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comparison. Also shown are the IRF of PL decay experiment (gray line) and a fit to 

the PL decay (black solid line). 

Table 4.1 Fitting parameters for XB and PL of free NSa 

 τf,1/fs τ1/ns (a1)  τ2/ns (a2) τ3 /ns (a3) τ4 /ns (a4) τ1/2 /ns 

XB 80±27 0.108±0.009  

(16.8±0.4%) 

0.617±0.012 

(50.9±0.5%) 

10.9±0.3 

(23.4±0.3%) 

220±8 

(8.9±0.2%) 

0.63±0.03 

 τf,PL/ns A1  τHtr/ns  A2  τQD /ns  τ1/2 /ns 

PL <<0.24  91.9±0.7% <<0.24 ns 8.1±0.4% 6.0±0.2 0.18±0.02 

a The kinetics was fitted to the following equation: 𝑋𝐵(𝑡) = 𝐴𝑋𝐵[∑ 𝑎𝑖𝑒
−𝑡/𝜏𝑖4

𝑖=1 −

𝑒−𝑡/𝜏𝑓] , where τf is the formation rate of XB and ai and τi are the amplitude and time 

constant for ith component of XB decay, respectively. 

 

In addition to state-filling XB signals, the presence of an exciton also shifts the 

energy of all exciton transitions due to exciton-exciton interaction, giving rise to the 

XA feature in TA spectra.37 Because state-specific exciton-exciton interaction 

strength, the XA feature provides a sensitive probe of the initial exciton relaxation 

dynamics.41,42 The XA feature in free CdSe NS forms instantaneously (<<150 fs, IRF) 

and decays with a time constant of 0.41±0.12 ps (Figure 4.2.c). In QDs and NRs, this 

decay leads to the growth of XB formation, and can be attributed to cooling of 

electrons from the higher levels to the band edge.37,43,44 In contrast, in CdSe NSs, the 

decay of XA signal is much slower than the growth of the XB signal (80±27 fs). 
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Furthermore, the TA spectra at early-time (Figure 4.3.) showed a red shift of XA and 

XB features during XA decay, indicting a decrease of bi-exciton interaction but not 

the population of electrons at the lowest energy (n=1) CB level. We tentatively 

attribute this XA decay to in-plane exciton localization (i.e. the loss of extra kinetic 

energy of in-plane motion) and trapping process. 37,43,44  

 

 

Figure 4.3. Spectral evolution (red-shifting) of 400 nm excited CdSe NSs within 2 ps. 

 

While the XB recovery probes the electron decay dynamics from the n=1 CB 

level, band edge PL decay depends on both the CB electron and VB hole. The XB 

recovery and band-edge PL decay agree well on the ~300 ps to 3 ns time scale (Figure 

4.2d), consistent with previously-reported lifetime of band edge excitons in related 

NSs.25 The slower electron (XB) decay components (10.9±0.3 ns and 220±8 ns with 

32.4±0.5% of the total XB amplitude, Table 4.1.) are much longer than the band edge 

PL decay, suggesting an electron decay process that does not lead to band edge PL. 
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This can be attributed to electron recombination with trapped holes, which are 

typically slower due to reduced electron-hole overlap.20 The PL decay shows an 

instrument response (~240 ps) limited fast decay component with an amplitude that is 

much larger than XB recovery on the same time scale, suggesting the presence of 

ultrafast hole decay (Table 4.1.). The comparison of the TA and PL results suggests 

that in the NS ensemble, 32.4±0.5% of excitons undergo fast hole trapping, which 

leads to the long-lived (>3ns) XB (CB electron) signal and the fast decay (< 240 ps) 

in the PL signal. The remaining 67.6±0.5% excitons decay via fast radiative and 

nonradiative recombination on the < 3 ns time scale.  

 

To help assign XB spectral signature and to identify TA spectral signature of 

charge separated state, we have also examined the charge separation and 

recombination processes in CdSe NS-MV2+ complexes, in which photo-reduction of 

MV2+ forms MV+•  radicals with distinct absorption band at ~610 nm. In the TA 

spectrum of CdSe NS-MV2+ complexes (Figure 4.4.a), the XB feature, generated 

upon 400 nm excitation of the NS, completely recovered in 200 ps and the resultant 

spectrum contained derivative-like signals of NS exciton bands and a positive 

absorption band of MV+• radicals at ~610 nm. The decay kinetics of XB (Figure 4.4.b) 

agrees well with the formation kinetics of MV+• radicals, suggesting that excitons in 

CdSe NS decay by electron transfer to MV2+. It also confirms that XB feature is due 

solely to the state filling of the CB electron level with negligible contribution of the 

VB holes, consistent with previous observations in 0D (QD)37,45,46 and 1D (NR)20,43,44 
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II-VI nanocrystals. The derivative-like feature of NS exciton bands can be attributed 

to the effect of charge separation on the exciton, caused by either the hole in the CdSe 

NS and/or the electric field of the separated charges (NS+- MV+•). As shown in Figure 

4.4.b, the CS formation kinetics follows that of MV+• radical formation and XB 

bleach recovery. The subsequent decay of the CS and MV+• radical signals can be 

attributed to the charge recombination process. Therefore, the CS signal provides a 

convenient probe for the formation and decay of the charge separated state, especially 

in systems where the reduced electron acceptors lack clear spectral signatures (such as 

NS-Pt complexes to be described below). It should be noted that the CS signal 

resembles the XA feature because both result from the shift of exciton bands caused 

by interaction with additional charges/excitons. However, as shown in Figure 4.4, 

these features have different red-shift amplitudes (due to different interaction 

strengths) and different formation and decay kinetics (the XA signal decays within the 

first ps). 
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Figure 4.4. TA spectra and kinetics of CdSe NS-MV2+ complexes measured with 400 

nm excitation. a) TA spectra evolution from 0.3 ps to 500 ns. The first two spectra 

have been reduced by a factor of 20 for better comparison.  b) Kinetics of MV+• 

radical (green circles) and the complementary NS XB (red solid line) and XA/CS 

signal (blue dashed line). The latter have been scaled for better comparison.  The 

black dashed line is a multi-exponential fit to the formation and decay kinetics of 

MV+• radical signal. 
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The TA spectra of NS-Pt after 400 nm excitation are shown in Figure 4.5.a. Our 

previous study on NR-Pt heterostructures shows that Pt nanoparticles can absorb 400 

nm light and reduce the number of photons absorbed by the NSs, although the excited 

Pt do not show any TA spectral signatures in the visible region.20 To account for this 

effect, we scaled the TA signal of NS-Pt to correspond to the same number of 

absorbed photons by the NS in both samples. After this correction, the initial XA and 

XB signal amplitudes in NS-Pt are only 36% those of free NSs (Figure 4.5.b), 

indicating ultrafast electron decay that is faster than the instrument response time of 

our TA measurement (<<150 fs). This initial loss was followed by a XB recovery 

(much faster than free NSs) and a concomitant spectral evolution from the XB feature 

to a derivative-like feature within 300 ps (Figure 4.5.a upper panel). The 

derivative-like feature (Figure 4.5.a lower panel) can be attributed to the CS state 

(NS+-Pt-) generated by ET from the NS to the Pt nanoparticle, similar to the CS 

features observed in CdSe NS-MV2+ (Figure 4.4.a) and in CdS NR-Pt 

heterostructures.20  

 

The formation and decay kinetics of the CS state was monitored at 577 nm 

(Figure 4.5.b). The signal at this wavelength in free NSs (Figure 4.2.b) showed a fast 

XA decay (0.41±0.12 ps) and negligible TA signals afterwards. As shown in Figure 

4.5.b, in NS-Pt, the XA feature shows a faster decay (0.18±0.06 ps), consistent with 

ultrafast exciton quenching process. After the ultrafast decay of the XA signal, the CS 
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signal grew in at <300ps due to charge separation and decayed at longer delay times 

due to charge recombination. Multiple exponential fit of the kinetics (Figure 4.5.b) 

revealed half-lives of 9.4±0.7 ps and 75±14 ns for charge separation and 

charge-recombination, respectively. Further support of the above assignment is 

provided by comparing the kinetics at 577 and 553 nm. Because the latter contains the 

contributions of XB bleach and CS signals, its decay kinetics should be identical to 

that at 577 nm after the completion of the charge separation process. Indeed, these 

signals decay with the same kinetics after 300 ps, reflecting the charge recombination 

processes. During the charge separation process, XB recovery should agree with the 

formation of CS, which is also shown in Figure 4.5.c. Here, we have scaled the 

kinetics at 577 nm and displaced it vertically to allow better comparison with the 

bleach recovery at 533 nm.  Indeed, these two kinetics agree from ~1.5 to ~ 300 ps, 

indicating that exciton quenching after 1.5 ps is purely due to electron transfer. The 

amplitude of ~553 nm at 1.5 ps is 13.4±0.5% that of free NS (Figure 4.5.c). Since 

charge separation has negligible contribution within 1.5 ps, this ratio is approximately 

the charge separation yield in NS-Pt. The time-dependent populations of electron (XB) 

in NSs and CS states are shown in Figure 4.5.d. 

 

The comparison above reveals that 87% of the excitons undergo ultrafast 

quenching (before 1.5 ps) without forming CS states. We attribute this pathway to 

rapid energy transfer from free excitons in the NS to Pt. As described in Appendix 2, 

due to its large transition dipole, the energy transfer time of a free exciton in contact 
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with the Pt particle (separated by ~2.0 nm, the sum of the radii of the Pt nanoparticle 

and exciton in the CdSe NS) is estimated to be ~ 29 fs. For excitons generated far 

away from the Pt, their quenching is limited by exciton transport rate. Due to large 

in-plane exciton mobility, the average exciton quenching time is estimated to be ~ 200 

fs, which is in qualitative agreement with the observed half-life of the fast XB 

recovery component of < 150 fs. 

 

 

Figure 4.5. TA spectra and kinetics of CdSe NS-Pt measured with 400 nm excitation. 

a) TA spectra at indicated time delays from 0.3 ps to 300 ps (upper panel) and from 2 

ns to 5 us (lower panel). b) Comparison of TA kinetics at ~553 nm (XB, averaged 

between 551-555nm, blue dashed line) and ~577 nm (average between 573-580 nm, 
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green circles). Also shown is the kinetics at 577nm that has been scaled and displaced 

vertically (red dashed line).  Kinetics at ~553 nm in free NS (gray solid line) has 

been reduced by a factor of 2.8 for better comparison. The black solid line is a fit to 

kinetics at ~577 nm. c) Time-dependent population of XB (blue triangles) and charge 

separated states (CS, red circles). The black solid lines are multi-exponential fits to 

them. The gray dashed line indicates the efficiency of exciton dissociation 

(13.4±0.5%). The gray dashed circle indicates ultrafast exciton quenching by energy 

transfer pathways. In b and c, the delay time axes are in linear scale at early delay 

times and in logarithmic scale at longer decay time.
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The remaining 13.4±0.5% of excitons was dissociated by ET to Pt, as shown in Figure 

4.6. We attribute this to ultrafast hole trapping, which reduced the mobility of 

excitons and enabled effective competition of electron transfer with ultrafast energy 

transfer. The trapping of hole also leads to long-lived charge separated state (75±14 

ns). This assignment is supported by the presence of ultrafast hole trapping and 

long-lived conduction band electrons in free CdSe NSs. Similar hole-trapping induced 

long-lived charge separation has also been observed in CdS NR-Pt and CdS 

NR-Au.20,47 In the presence of hole acceptors, these long-lived charge separated states 

allow removal of trapped holes and accumulation of electrons in the Pt tip for H2 

production.16,17  The key differences between CdSe NSs and CdS NRs are that in the 

latter, exciton quenching through diffusion and energy transfer is slow compared to 

hole trapping, leading to near unity yield of charge separation in CdS NR-Pt20. This 

difference can be attributed to atomically precise thickness in the quantum-confined 

dimension in NSs, which minimizes energy disorder and enables ultrafast exciton 

diffusion. This insight suggests that a possible way to improve the charge separation 

yield in NSs is to use nanosheet heterostructures with efficient hole localization at 

selective domains, such as the recently reported CdSe NS/CdS crown heterostructure 

where holes are confined in CdSe NS.33,48 Similar strategies have been successfully 

demonstrated in CdSe/CdS dot-in-rod nanorod heterostructures. 17,18 
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Figure 4.6. Competition between energy and electron transfer pathways in CdSe 

NS-Pt. Fast in-plane exciton mobility leads to fast energy transfer quenching. Trapped 

excitons can be dissociated by electron transfer to Pt. 

 

4.3. Conclusion 

In conclusion, in this Chapter we have prepared Pt tipped CdSe nanosheets with 

well-defined morphology and strong interaction between the semiconductor and metal 

domains. The mechanisms of efficient exciton quenching in these heterostructures 

have been investigated by TA spectroscopy. The result revealed ultrafast quenching of 

86.6% excitons (half-life <150 fs) by fast exciton transport to the NS/Pt interface 

followed by rapid energy transfer. The remaining 13.4% of excitons were first 

localized due to hole trapping and then dissociated through interfacial electron 

transfer (~9.4 ps) from the CdSe NS to the Pt tip.  The charge-separated state was 
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long-lived (~75 ns) as a result of the hole trapping, which provides potentials for 

charge accumulation. The comparison with unity efficient charge separation yield 

achieved in Pt tipped CdS NRs studied in last Chapter emphasizes the importance of 

immobilize holes for efficient and long-lived charge separation in these 1D and 2D 

semiconductor/metal nanostructures. To apply the NS-Pt heterostructures in solar 

driven H2 generation, the exciton dissociation yield needs to be improved, which can 

potentially be achieved by using nanosheet heterostructures with engineered hole 

localization sites, such as CdSe/CdS hetero nanosheets.  
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Appendix 1. 

 

Absorption spectrum fitting for CdSe and CdSe-Pt Nanosheets 

The ground state absorption spectrum of CdSe NSs can be fitted by a sum of 

multiple exciton bands, each represented by a Lorentzian function Li (with peak 

height of Hi, center energy of 
iE and half width of 

i ), and a broad background 

function (bg). The use of Lorentzian instead of Gaussian is due to negligible 

inhomogeneous broadening in NS thicknesses. The origin of the background function 

is unclear but it could be Rayleigh scattering or unresolved transitions. The ground 

state absorption spectrum of NS can be fit to the following function :                                                                     

4

2 2
1

( ) ( )
( )

i
NS

i i i

H
Abs bg

E
 



 
 

        (A.4.1). 

The fitting curve is shown in Figure A.4.1.a and the fitting parameters are listed in 

Table A.4.1. The fitted background function is:  

1/2( ) ( )gbg C E    ,         (A.4.2) 

where Eg is the band gap of NS (2.2 eV) and C is a pre-factor.  

The ground state absorption spectrum of CdSe NS-Pt can be approximately 

treated as superposition of NS absorption with Pt absorption AbsPt (ω). The latter was 
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obtained from free Pt nanoparticles in chloroform. Therefore, we fit NS-Pt absorption 

spectrum according to the following equation: 

4
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( ) ( ) ( ) ( ) ( )
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NS Pt NS Pt Pt

i i i

H
Abs Abs Abs bg Abs

E
    






 
     

  
   

(A.4.3). 

The fitting curve is shown in Figure A.4.1.b and the fitting parameters are listed in 

Table A.4.1. Comparison of the fitting parameters in CdSe NS and CdSe NS-Pt 

reveals that the exciton bands are red-shifted and broadened in the latter. The 

broadening is more prominent for lowest energy exciton band, which implies that the 

broadening results more likely from energy level dependent electronic interaction 

between the NS and Pt than dielectric environment change caused by the Pt. 
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Figure A.4.1. Fitting of the absorption spectra of a) CdSe NSs and b) CdSe NS-Pt, 

showing the absorption spectra (black open circles) and their fits (red solid line) by a 

sum of Lorentzian bands (blue dashed lines) and a background function (green dashed 

line) and Pt absorption (purple dashed line, in b only). 

 

    Table A.4.1. Fitting parameters absorption spectra of CdSe and CdSe-Pt NSs 

 CdSe NS CdSe NS-Pt 

 Center (eV) Width (eV) Center (eV) Width (eV) 
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L1 2.236 0.035 2.223 0.056 

L2
 

2.262 0.066 2.256 0.096 

L3
 

2.377 0.120 2.373 0.140 

L4
 

2.733 0.200 2.728 0.225 
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Appendix 2. 

 

Single exciton experimental condition 

Estimating average number of photo-generated excitons on each CdSe NS 

requires absorption cross section of these NSs, which is not measured in this work. 

However, to ensure that our experiments were performed under single exciton 

conditions, i.e. each NS has either one or zero exciton, we measured power-dependent 

exciton kinetics for these NSs. As shown in Figure A.4.2, the kinetics at three 

indicated powers agree well with each other after scaling. Also, the initial signal 

amplitudes are proportional to excitation powers (inset). Therefore, these experiments 

were in the linear regime, or single exciton excitation conditions. All of our 

experiments shown in the main text correspond to excitation power of 19 uW. 

 

Figure A.4.2. XB recovery kinetics at different excitation powers. They are scaled for 

better comparison and the scaling factors are labeled. The inset is a plot of initial 

signal amplitudes as a function of excitation power. 
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Appendix 3. 

 

Exciton quenching by diffusion and energy transfer in CdSe NS-Pt 

We assume that excitons in CdSe NS can be quenched by Pt through Forster 

Resonant Energy Transfer (FRET) mechanism. Previous studies have confirmed the 

applicability of this model to these nanoscale objects even though the donor and/or 

acceptor dimensions are similar to their separations. The Forster radius, the distance 

between donor and acceptor at which the fluorescence quenching efficiency is 50%, is 

given by the following equation:  

                 R = 0.211[κ2ΦDJ(λ)/n4]1/6                      (A.4.4), 

in which κ2 is dipole orientation factor. The general expression for κ2 is given by:  

                 κ2 = 〈(cos α − 3cos β cos γ)2〉                     (A.4.5), 

where  is the angle between the donor and acceptor transition moments,  is the 

angle between the donor moment and the line joining the centers of the donor and 

 and the line joining the 

centers of the donor and acceptor. The transition dipoles in the spherical Pt 

nanoparticle can be assumed to be isotropic. The emission dipole in the NS is likely 

randomly-distributed in the plane, as demonstrated by the 2-D polarized emission in 
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NSs. In this case, , , and are all allowed to range from 0 to .π and the κ2 in 

equation S15 is averaged to 2/3 . 

 ΦD is emission quantum yield of donor, J(λ) is the overlap integral between donor 

emission and acceptor absorption spectra, and n is the refractive index of the medium. 

The overlap integral can be calculated using: 

                      J(λ) =
∫ dλID(λ)εA(λ)(λ)4

∫ dλID(λ)
                           

(A.4.6), 

where ID(λ)  and εA(λ)  are donor emission spectrum and acceptor molar 

absorptivity, respectively. The molar absorptivity of Pt nanoparticles are estimated 

from the molar absorptivity of NS and the absorption spectrum of NS-Pt, by assuming 

1:1 molar ratio of NS to Pt. The molar absorptivity of NS is estimated from NS-MV2+ 

electron transfer experiments where we assume that one electron in NS bleaches half 

of NS transition and after transfer the electron generates one MV+·
 radical.  

With the Foster radius, the energy transfer time constant can be calculated as: 

                             τEnT = τ0(
r

R
)6                            

(A.4.7), 

Where τ0 is the donor excited state lifetime in the absence of the acceptor and r is 

the donor-acceptor distance. The overlap integral between CdSe NS emission and Pt 

absorption is calculated to be 8.7×1017 M-1cm-1nm4.  
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According to Table 4.1, we have 50.9% band edge electron-hole pairs undergo 

radiative and non-radiative recombination with a time constant of 617 ps. Since the 

QY of these NSs is 38%, the QY of these band edge electron-hole pairs is ~74.7%. 

The radiative life-time of band-edge exciton is then estimated to be ~826 ps. 

Therefore, the Forster radius calculated from equation A.4.4 is 14.1 nm, using the 

refractive index of chloroform (1.49). 

    Since energy transfer rate is sensitive to donor-acceptor distance, we calculate 

two cases when the excitons are near the NS/Pt interface and at the center of NS, 

respectively, as shown in Figure S8. In the former case, accounting for the bulk Bohr 

radius for CdSe (4.9 nm) and the diameter of Pt tip (3.1 nm), the approximate energy 

transfer distance is 6.45 nm. Using e equation A.4.4, the energy transfer time constant 

at this distance is calculated to be ~7.65 ps. This time changes drastically with used 

Bohr radius value. For example, if we assume a Bohr radius of 1 nm, the energy 

transfer time is 29 fs. Recognizing the tightly-bound nature of e-h pair in NS, a Bohr 

radius smaller than bulk value should be used. Based on these estimations, the energy 

transfer occurs on 10s of fs time scale at the NS/Pt interface. If the exciton is located 

at the center of NS, the energy transfer distance is 20.7 nm, corresponding to an 

energy transfer time constant of 8.4 ns.  

 The above estimate suggests that exciton quenching via energy transfer is likely 

limited by the transport excitons to the NS/Pt interface, as shown in Figure A.4.3. The 
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exciton transport time can be estimated by assuming that exciton in-plane motion can 

be described by diffusion. The drift mobility of electron μe and hole μh in bulk 

CdSe is reported to be ~720 cm2/V.s and ~75cm2/V.s, respectively. Due to strong e-h 

binding in NS, coupled e-h pair (i.e. exciton) diffusion is expected. We calculate the 

center of mass drift mobility of exciton according to:  

                 μX =
meμe+mhμh

me+mh
=220 cm2/V.s         (A.4.8), 

where me (0.13 m0) and mh (0.45 m0)are effective mass of electron and hole in 

bulk CdSe, respectively. The exciton diffusion constant DX is related to its mobility 

via: 

                             DX =
μXkT

e
= 5.5 cm2/ s                 

(A.4.9), 

where k is Boltzmann constant, T is temperature and e is electron charge. Due to 

randomly-distributed exciton positions on NS upon photon absorption, numerical 

simulations are required to reproduce the diffusion times of excitons in NS. Here we 

provide a qualitatively estimate of time scale of this process. We assume the exciton 

is at the center of NS with the distance between exciton and Pt being 20.7 nm. In the 

case of 2-D diffusion, tD~
L2

4D
= 195 fs.  This estimated time scale qualitatively 

agrees with the value calculated from equation A.4.7. Therefore, it is a reasonable 

model for exciton quenching in NS-Pt. From this model, the ultrafast exciton 
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quenching can be attributed to both giant emission dipole induced fast energy transfer 

rate and fast in-plane exciton transport in NS.  

 

Figure A.4.3. A scheme showing the mechanism of exciton diffusion controlled 

energy transfer. Energy transfer from exciton near the nanosheet/Pt interface is fast. 

The overall exciton quenching rate is limited by in-plane diffusion, which is still on 

the ultrafast time scale due to large in-plane exciton mobility.  

 

 

  

τEnT~10s fs

τEnT~10s ns
X

τD~100s fs
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Chapter 5. Hole Removal Rate Limits Photo-driven H2 

Generation Efficiency in CdS-Pt and CdSe/CdS-Pt 

Semiconductor Nanorod-metal tip Heterostructures 

 

Reproduced with permission from J. Am. Chem. Soc. 2014, 136, 7708. Copyright 

2014 American Chemical Society. 

 

5.1. Introduction 

Efficient artificial photosynthesis requires optimal integration of multiple 

functional components, including light absorbers, electron and hole acceptors, and 

catalysts.1,2 It has been well demonstrated that in donor-light absorber-acceptor 

molecular triads, the spatial separation of electron donors and acceptors can lengthen 

the lifetime of charge separated states and facilitate their coupling with catalysts for 

efficient selective light driven oxidation or reduction reactions.3-5 Recent advances in 

colloidal nanostructure synthesis have led to the development of triadic 

nanoheterostructures, in which multiple functional components are integrated in 

single all-inorganic structures and their spatial and energetics arrangements can be 

systematically optimized.6-12 Compared to molecular systems, these all-inorganic 

nanostructures have superior long-term stability that is hard to achieve with molecular 

systems 13 and the energetics of the components can be readily tuned by their size 
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through the quantum confinement effect.14 For these reasons, a series of 

semiconductor-metal nanoheterostructures, especially platinum or gold nanoparticle 

decorated semiconductor nanorods (NRs) and nanowires have been successfully 

synthesized and investigated for photo-catalysis applications.11,12,15-22 Among them, 

CdSe/CdS dot-in-rod (DIR) nanorods with a platinum nanoparticle at one end 

(CdSe/CdS-Pt) serve as an ideal model system for examining the design principle of 

these triadic photo-catalytic nanoheterostructures.11 From the relative energetics of 

CdSe, CdS and Pt, photo-excitation in these triads can, in principle, lead to a 

long-lived charge separated state with the electron at the Pt tip and the hole confined 

in the CdSe core that is tens of nanometers away. Indeed, in the presence of electron 

donors, these structures have been shown to carry out photoreduction of protons to 

form hydrogen molecules with a conversion quantum efficiency (QE) of as high as 

20%.11 Interestingly, the conversion QE appears to depend on the CdSe seed size and 

CdS rod length, suggesting the possibility of further optimization. Despite these 

reported promising performances, it is unclear what factors limit the overall QE of 

photo-reduction and how QE depends on the chemical nature and dimension of the 

components.23-25 
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Figure 5.1. Photo-generation of H2 using CdSe/CdS-Pt NRs. Schematic illustration of 

a) three distinct exciton states (X1, X2, X3) in CdSe/CdS NRs and b) three charge 

separated states (CS1, CS2, CS3) in CdSe/CdS-Pt triadic nanoheterostructures with 

the hole localized in the CdS rod (X1 and CS1), CdS bulb region surrounding the seed 

(X2, CS2) and CdSe seed (CX3, CS3). Also shown in b) is the photo-catalytic 

generation of H2 from protons in the presence of electron donors D. c) Simplified 

schematic energy levels and charge separation and recombination processes relevant 

to photo-catalytic H2 generation. The figure corresponds to the initial formation of 

CS3. The hole location for CS1 and CS2 are also labeled (dashed green circles) for 

comparison. See the main text for details. All band edge positions and redox 
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potentials correspond to aqueous solution at PH=7, the condition for the 

photo-catalytic experiments. 

 

The photo-generation of H2 in triadic nanoheterostructures such as CdSe/CdS 

DIR-Pt involves a series of desirable forward charge transfer and efficiency-reducing 

recombination processes, as shown in Figure 5.1. Because of the quasi-type II band 

alignment between the CdSe seed and CdS rod, it is often thought that in the excited 

CdSe/CdS NRs, the valence band (VB) hole should localize to the CdSe seed (with a 

time constant of HL) while the conduction band (CB) electron can delocalize among 

the CdS rod and CdSe seed, forming the lowest energy exciton state in the 

heterostructure (labeled as X3 in Figure 5.1.a).26-29 However, the carrier relaxation 

dynamics and final locations of carriers in CdSe/CdS NRs are recently found to be 

excitation-energy dependent.30,31 As shown in Figure 5.1.a, our recent study reveals 

that after the rod excitation, in addition to X3, there exist two other distinct long lived 

exciton states in CdSe/CdS NRs with the hole localized in the CdS rod (X1) and CdS 

bulb region surrounding the seed (X2).30 As a result, further transfer of the electron to 

the Pt tip (with a time constant of ET) should form three different charge separated 

states with holes localized in the CdS rod (CS1), CdS bulb region (CS2) and CdSe 

core (CS3), as shown in Figure 5.1.b. This is likely a common feature in CdSe/CdS-Pt 

nanorods, although the branching ratio for forming X1, X2 and X3 excitons, which is 
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dependent on trap state density and morphology of the CdS rod, can vary among 

samples. For simplicity, we have only depicted the relevant processes for CS3 in 

Figure 5.1.c. Hole removal by electron donor D (with a time constant of HT) enables 

the accumulation of electrons in the Pt tip to carry out reduction of two protons to 

form H2 (with a time constant of CAT). These forward processes compete with the 

recombination of electrons and holes within the NR (with an intrinsic lifetime of IN), 

the loss of electrons in the Pt by charge recombination with the holes in the CdSe 

(with a time constant of CR) and with the oxidized donor, D+ (with a time constant of 

L) and via other pathways. Thus, rational improvement of the photo-driven hydrogen 

generation efficiency in these materials requires a detailed understanding of the rates 

of these competing processes.  

In this Chapter, we examine the factors that limit the photo-catalytic H2 

generation QE of CdSe/CdS-Pt and CdS-Pt NRs. The latter was included as a 

comparison to investigate the effect of quasi-type II band alignment in CdSe/CdS-Pt. 

We observed that the steady state H2 generation QE using these nanorods depended 

on the nature of the electron donor. With methanol as an electron donor, higher QE 

was observed for CdSe/CdS-Pt than CdS-Pt. Using sulfite as an electron donor, the 

QEs were improved for both, but the QE for CdS-Pt became higher than CdSe/CdS-Pt. 

To investigate the mechanism of the observed electron donor dependent QE, we used 

transient absorption spectroscopy and time resolved fluorescence decay to measure 
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the charge separation, recombination and hole removal rates in these systems. In all 

cases, the initial charge separation efficiency (electron transfer from NRs to Pt ) was 

nearly 100% in these materials. The hole transfer rates were dependent on the nature 

of the electron donor and the NR, and correlated with the steady state H2 generation 

QEs. Thus, these results suggest that hole removal is the main efficiency limiting 

factor in these systems. We discuss how these insights provide possible approaches 

for improving the photo-catalytic H2 generation properties of these 

nanoheterostructures.  

                    

5.2. Results and Discussion 

 

5.2.1 Absorption and emission properties of CdSe/CdS-Pt 

 

CdSe/CdS dot-in-rod NRs were prepared by a seeded-growth procedure.32,33 

These CdSe/CdS NRs have an average length of 16.5 (±1.0) nm and diameter of 3.5 

(±0.3) nm, as well as a bulb region surrounding the CdSe seed with slightly larger 

diameter than rest of the rod. The static absorption and emission spectra of CdSe/CdS 

NRs are displayed in Figure 5.2. The lowest absorption peak at ~540 nm (B3) can be 

assigned to the X3 exciton transition (from the top of valance band in CdSe core to 
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the lowest energy conduction band level); the pronounced peaks at ~450 nm (B1) and 

400 nm, can be attributed to the 1D excitonic transitions of the CdS rod region; and a 

small shoulder at 470 nm (B2) can be attributed to the transition from the VB top to 

the CB bottom of CdS in the bulb region surrounding the CdSe seed.23,30 It is shown 

that the B2 and B3 transitions share the same CB electron level, reflecting the 

quasi-type II band alignment in this heterostructure. The photoluminescence (PL) 

spectrum of CdSe/CdS NRs measured with 400 nm excitation (Figure 5.2) was 

dominated by the emission of the X3 exciton state.  

Platinum deposition on the CdSe/CdS NRs was done by thermal reduction of 

Pt(II) acetylacetonate.6 These as-prepared CdSe/CdS-Pt heterostructures showed 

well-defined morphology, containing ~2%, 93% and 5% NRs with 0, 1 and 2 Pt tips, 

respectively. The absorption spectrum of CdSe/CdS-Pt can be well modeled by a 

linear combination of CdSe/CdS and Pt contributions (Figure A.5.1). The latter is a 

broad featureless absorption tail extending to the near IR.34 The PL of CdSe/CdS was 

completely quenched after the attachment of the Pt tips. We have also prepared CdS 

and CdS-Pt NR samples with similar dimensions (average rod length of 18.1±1.8 nm 

and rod diameter of 3.5 ±0.3 nm) according to previously published procedures.6,33  
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Figure 5.2. Static absorption (solid lines) and photoluminescence (PL, dashed lines) 

spectra of CdSe/CdS NRs (black lines) and CdSe/CdS-Pt NRs (red lines). 

 

5.2.2. Effect of electron donors on H2 generation efficiency 

 

We first compare the photo-catalytic H2 generation efficiencies of CdS-Pt and 

CdSe/CdS-Pt heterostructures. The as-prepared NRs samples were capped by 

phosphonate ligands and dispersed in chloroform solutions.  They were transferred 

to aqueous solutions by replacing the phosphonate ligands with 

11-mercaptoundecanoic acid (MUA) according to ligand exchange procedures.11,12 

The steady-state H2 generation measurements were carried out in reaction solutions of 

MUA capped CdS-Pt or CdSe/CdS-Pt NRs in 1:10 volume ratio of methanol/water 

(methanol/MUA as electron donor) or in 0.1 M sodium sulfite water (sulfite/MUA as 

electron donor). As shown in Figure 5.1.c, although the redox potential becomes more 
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positive from sodium sulfite (-0.25 V vs NHE36) to methanol (~0 V vs NHE35) to 

MUA (~0.81 V vs NHE36), hole transfer from the CdSe and CdS valence bands to 

these molecules are energetically allowed. The optical densities of all the samples 

were adjusted to ~1.5 at 455 nm to ensure the same photon absorption rates in all 

solutions. The samples were illuminated by 455 nm LED light (15 mW) and H2 was 

detected by gas chromatograph. We first repeated previously-reported experiments in 

which methanol was used as a sacrificial donor.11 Figure 5.3.a shows the H2 evolution 

kinetics measured in the first 40 min of light illumination. The induction period, in the 

first 10 min, can be attributed to the solubility of H2 in the aqueous solution37 or 

remaining O2 due to imperfect purge of the system with Argon38. After this period, the 

amounts of H2 increase linearly with time, the slope of which indicates H2 generation 

rate. From the ratio of H2 generation and photon absorption rates, the photo-driven H2 

generation QE can be calculated. After correcting for light absorption and scattering 

loss due to the cuvette and Pt particles, the internal QE is determined, as shown in 

Figure 5.3.b. Using methanol as electron donors, the H2 generation QEs of CdS-Pt and 

CdSe/CdS-Pt are 0.78±0.03% and 1.8±0.4%, respectively. These values are in good 

agreement with previous reports for NRs of similar lengths.11   

Previous comparison of photo-reduction between CdSe/CdS-Pt and CdS-Pt 11 

and between CdSe/CdS and CdS39 have also reported higher efficiencies in CdSe/CdS 

NRs. The better performances in CdSe/CdS NRs have often been attributed to the 
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quasi-type II band alignment between CdSe and CdS, which promotes internal 

electron-hole separation between the CdSe and CdS domains. If this was indeed the 

efficiency-limiting factor for these heterostructures, CdSe/CdS-Pt should have better 

performance than CdS-Pt under the same conditions regardless of the electron donors 

used. To test this hypothesis, we performed the same comparison of photo-catalytic 

H2 generation efficiencies of CdS-Pt and CdSe/CdS-Pt NRs using sodium 

sulfite/MUA as the electron donors. Their H2 generation kinetics traces and the 

calculated internal QEs are shown in Figure 5.3.a and 5.3.b, respectively. Compared 

to values measured with methanol/MUA as electron donors, the internal QE for both 

samples are considerably higher  and, more surprisingly, the QE of CdS-Pt (9.6±

0.5%) become 3 times higher than CdSe/CdS-Pt (3.2±0.1%). This result indicates 

that H2 generation efficiencies of CdS-Pt and CdSe/CdS-Pt depends strongly and in 

different ways on the electron donors. We notice that the higher H2 generation 

efficiency from CdS-Pt  NRs  with sulfite as sacrificial donor than with methanol  

has been reported by Berr et al.40 In addition, they investigated a series of donors with 

different redox potentials and constructed a positive correlation between H2 

generation efficiency and the reductivity of donor.40 Nonetheless, the comparison 

between CdS-Pt and CdSe/CdS-Pt NRs under different donors is studied here for the 

first time.   
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Figure 5.3. Steady state H2 photo-generation using MUA-capped CdSe/CdS-Pt and 

CdS-Pt NRs. a) H2 evolution kinetics traces for CdS-Pt with methanol (red circles) 

and sulfite (green squares), and CdSe/CdS-Pt with methanol (blue diamonds) and 

sulfite (purple triangles) as electron donors. The black solid lines are linear fits to the 

traces from 10 to 40 min, from which the H2 generation rates were determined. b) 

Calculated H2 generation internal QEs for CdS-Pt and CdSe/CdS-Pt with methanol or 

sulfite electron donors. 

 

5.2.3. Charge separation and recombination in CdSe/CdS-Pt and CdS-Pt 
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To unveil the mechanism for the observed nanorod and electron donor dependent 

steady-state H2 generation efficiencies, we carried out transient absorption and 

time-resolved fluorescence decay measurement of CdSe/CdS-Pt and CdS-Pt NRs to 

determine the rates of various competing processes shown in Figure 5.1.c. We first 

measured the rates of electron transfer (ET) from these nanorods to the Pt tip and the 

subsequent charge recombination(CR) processes in the absence of a hole acceptor. 

Because thiol is a hole acceptor, for this experiment, we used NRs capped by 

phosphonate and dispersed in chloroform solution. By comparing with intrinsic 

exciton lifetime measured in CdSe/CdS and CdS nanorods without Pt tips, we 

determined the QE for the initial charge separation (i.e. electron transfer from to Pt) 

process.   

As illustrated in Figure 5.1.a, optical excitation of CdSe/CdS at 455 nm creates 

an electron-hole pair in the CdS rod region that can decay by three pathways to form 

X1, X2 and X3 excitons.30 To simplify the data analysis, we first measure TA spectra 

with 540 nm pump pulse, which selectively excite the lowest energy exciton band and 

generates only the X3 exciton state in the NR.30 X3 in free CdSe/CdS NRs is 

long-lived with a half-life of ~8.3 ns.30. Figure 5.4.a shows the TA spectra of 

CdSe/CdS-Pt at indicated time delays after 540 nm excitation. The TA spectrum at 

early delay time (< 1 ps) shows two pronounced bleach of B3 (540 nm) and B2 (475 
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nm) transitions, similar to free CdSe/CdS NRs. These features have been attributed to 

CB electron state filling induced bleaches, which provide a convenient probe of the 

lifetime of the X3 excitons.30,41 The presence of X3 exciton also leads to the bleach of 

B2 transition, indicating that the lowest energy CB electron level extends into the CdS 

bulb region, consistent with the quasi-type II band alignment in this heterostructure. 

Compared to free CdSe/CdS NRs, these bleach features recover with a much faster 

rate, indicating shorter-lived CB electrons. Accompanying the decay of X3 signals, 

derivative-like features formed in the range of 430-500 nm. Similar features are 

commonly observed in the TA spectra of quantum dot-acceptor complexes and are 

attributed to charge separation induced Stark effect signals (CS).30,42,43 Therefore, 

both the fast bleach recovery and CS spectral signatures confirm photo-induced 

electron transfer from the CdSe/CdS NR to the Pt tip. The lower panel of Figure 5.4.a 

shows that the CS features decay from 1 ns to 3000 ns due to the recombination of the 

electron in the Pt tip with the VB hole in the CdSe core. 

The rates of charge separation and recombination processes were measured by 

following the decay kinetics of X3 exciton bleach and CS signals, respectively. Due 

to spectral and temporal overlaps of these two signals, we fit the TA spectra as a 

linear combination of X3 and CS signals to obtain the time-dependent X3 and CS 

coefficients, which were used to construct the charge separation and recombination 

kinetics, respectively.30 The TA spectrum of DIR-Pt at 1ps was taken as the pure X3 
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spectrum and the TA spectrum averaged from 30 to 50 ns the pure CS spectrum. This 

is justified by the fact that charge separation is completed at 30 ns, after which all the 

spectral features decay in the same way, as shown in Figure 5.4.b. The 

time-dependent population coefficients for X3 and CS signals obtained from the fit 

are displayed in Figure 5.4.c. Note that the coefficients for CS after 30 ns were 

directly taken from TA kinetics at 453 nm which were scaled and connected with the 

fitted coefficients. The X3 and CS kinetics were fitted with multi-exponentials, from 

which half-lives of 43.5±4.7 ps and 211±38 ns for charge separation and 

recombination, respectively, were obtained.  

 

Figure 5.4. Transient absorption spectra and kinetics of CdSe/CdS-Pt measured at 

540 nm excitation. a) Transient absorption spectra of CdSe/CdS-Pt at indicated time 

delays: 0.2 ps to 1000 ps (upper panel) and 1 ns to 3000 ns (lower panel). b) Kinetics 



107 

 

probed at indicated wavelength ranges from 1 to 3000 ns. c) Time-dependent 

populations for X3 (red circles) and charge separated states (CS, blue triangles) from 

0.4 ps to 3000 ns extracted from fitting the TA spectra (see main text) and their fits to 

multi-exponential functions (black solid lines). 

 

For CdSe/CdS NRs, absorption at wavelengths shorter than 460 nm is dominated 

by transitions within the CdS rod due to its large volume and absorption cross 

section.27 To mimic the initial absorption conditions created by 455 nm excitation 

used in the steady state H2 generation experiment, we measured transient absorption 

spectra of phosphonate capped CdSe/CdS and CdSe/CdS-Pt NRs at 400 nm excitation. 

We have previously shown that the e-h pairs generated with 400 nm excitation of CdS 

rods relax into three spatially separated excitons: X1, X2 and X3, as shown in Figure 

5.1a, with formation probabilities and half-lives of (~46%, 22.5 ns),  (7%, 32.1 ns) 

and (47%, 8.3 ns), respectively. 30 The formation of X1, X2 and X3 is driven by hole 

localization from the CdS rod valence band to trap states at the CdS rod (with a time 

constant of HL1=0.48 ps), the CdS bulb (HL2=0.42 ps) and CdSe seed (HL3=0.42 ps), 

respectively.   

The TA spectra of CdSe/CdS-Pt at indicated delay times following 400 nm 

excitation are shown in Figure 5.5.a. The bleaches at the B1, B2 and B3 transitions 

recovered quickly with concomitant formation of derivative-like charge separated 



108 

 

state (CS) signals. The initial signal amplitudes of B2 and B3 were only 67% of those 

in free DIRs (Figure 5.5.b), suggesting ultrafast electron transfer to Pt prior to the 

formation of X2 and X3. From the signal amplitudes of B2 and B3 and the kinetics of 

B1 the time constant of fast electron transfer process from these free excitons was 

determined to be 𝜏𝐸𝑇=0.47 ps  

After 2 ps, all the exciton localization processes were completed and the TA 

spectra could be fitted to a linear combination of exciton state filling and CS signals 

for X1, X2 and X3 excitons. Briefly, the spectra of X1, X2, and X3 were first 

identified (Figure A5.5.a). The charge separation and recombination rates as well as 

charge separated state spectra (CS3) of X3 excitons have been independently 

determined in the measurement with 540 nm excitation (Figure 5.4). Because exciton 

X2 and X3 share the same conduction band electron level (due to quasi-type II band 

alignment.) and have holes localized in the bulb region, we assume that the 

dissociation of these excitons generate charge separated states, CS2 and CS3, 

respectively, with similar Stark effect TA spectra and lifetimes. Subtracting their 

contribution from the TA spectrum at 30 ns (measured with 400 nm excitation), 

consisting of the CS states (CS1+CS2+CS3) only, yields CS1 TA spectrum. The 

time-dependent population coefficients for X1, X2, X3 and CS1, CS2 and CS3 signals 

obtained from fitting the TA spectra are displayed in Figure 5.5.c. These kinetics were 

fitted to multi-exponential functions and the fitting parameters are listed in Table S2. 
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From the fit, we obtained half-lives of 1.75±0.22 ps, 30.1±3.5, and 43.5±4.7 ps for 

charge separation and 102±29 ns, 211±38 ns and 211±38 ns for charge 

recombination for X1, X2 and X3 excitons, respectively. Further details of the fitting 

procedure are discussed in the Supporting Information.    

     

 

Figure 5.5. Transient absorption spectra and kinetics of CdSe/CdS-Pt measured with 

400 nm excitation. a) TA spectra of CdSe/CdS-Pt at indicated delay times: (upper 

panel) 0.2 ps to 1000 ps, showing charge separation process, and (lower panel) 3 ns to 

3000 ns, showing mostly the charge recombination process. b) Kinetics of B1 (~450 

nm, red lines), B2 (~480 nm, green line) and B3 (~540 nm, blue line) of CdSe/CdS-Pt 

(dashed lines) and CdSe/CdS (solid lines) within 5 ps. The black solid line is a fit to 
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B1 kinetics within 2 ps. c) Time-dependent populations for X1 (red filled circles), X2 

(green filled triangles), X3 (blue filled diamonds) excitons and their charge separated 

states CS1(red open circles), CS2 (green open triangles), and CS3 (blue open 

diamonds) from 0.4 ps to 3000 ns. The black solid lines are multi-exponential fits to 

these kinetics. 

  

5.2.4. Comparing charge separation and recombination in CdS-Pt and CdSe/CdS 

NRs 

As a comparison, we have also measured TA spectra of CdS-Pt of similar 

geometries (length and diameter) with 400 nm excitation. The assignment of spectral 

signatures in CdS-Pt nanorods and the extraction of charge separation and 

recombination rates from the TA spectra have been reported previously.23 The 

half-lives for charge separation and recombination in CdS-Pt were determined to be 

2.15±0.35 ps and 149±52 ns, respectively.  

Due to significant spectral overlap between CdSe/CdS emission and Pt 

absorption (Figure 5.2), the possibility of energy transfer should be considered.44,45 

We have estimated the energy transfer rate from the X3 exciton state, the main 

emissive state in CdSe/CdS NRs, to the Pt tip based on the Forster resonant energy 

transfer (FRET) model.46 As shown in the Appendix 2, the estimated upper limit of 
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energy transfer rate is ~1/38.7 ns-1, which is too slow to compete with electron 

transfer from X3 to Pt. In addition, we have previously shown that energy transfer 

from CdS NR to Pt tip cannot compete with electron transfer either, due to an ultrafast 

hole trapping process.23,47 

Listed in Table 5.1 are the charge separation and recombination rates for 

CdSe/CdS-Pt and CdS-Pt measured at 400 nm excitations, along with the intrinsic 

exciton lifetimes in free CdSe/CdS and CdS NRs. We define the charge separation 

yield (Φ) as: Φ = (
1

τCS
−

1

τIN
)/(

1

τCS
) = (τIN − τCS)/τIN , where τIN and τCS are the 

conduction band electron half lives in NRs without and with Pt tips respectively. τIN 

depends on the “intrinsic” radiative and nonradiative decay processes within the 

semiconductor domain (in the absence of Pt tip). We have assumed that the growth of 

the Pt tip adds an electron transfer pathway (1/ET) and does not affect the rate of the 

intrinsic decay processes (1/CS = 1/ET + 1/IN ). For CdSe/CdS NRs, three types of 

excitons have their individual charge separation yields. Therefore, the population 

weighted charge separation yield is taken as the effective yield: Φeff = ∑ ai
3
i=1 Φi, 

where ai  and Φi  are the population percentage and charge separation yield for 

exciton Xi (i=1,2,3) in CdSe/CdS-Pt NRs. The calculated Φ values for both CdS-Pt 

and CdSe/CdS-Pt (listed in Table 1) are nearly 100%, indicating that all excitons in 

the semiconductor domain dissociate by electron transfer to the Pt tip. Therefore, the 
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charge separation efficiencies in DIR-Pt and NR-Pt are not the factor that limits the 

photo-catalytic efficiency. 

 

Table 5.1. Comparison of charge separation (CS), charge recombination (CR) and 

intrinsic half lifetimes (IN) in CdSe/CdS-Pt and CdS-Pt 

 

 CdSe/CdS -Pt CdS -Pt 

X1 X2 X3 

CS (ps) 1.75±0.22 30.1±3.5 43.5±4.7 2.15±0.35 

CR (ns) 102±29 ns 211±38 ns 211±38 ns 149±52 ns 

IN (ns) 22.5±1.7* 32.1±2.2* 8.34±0.31* 24.7±0.9 

Φ(%) 99.99 99.91 99.47 99.99 

Φeff(%)               99.82 99.99 

* Taken from Ref. 25. 

 

Although efficient charge separation and long-lived charge separated states are 

achieved in both CdSe/CdS-Pt and CdS-Pt NRs, there are interesting differences in 
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their mechanisms. In CdS-Pt NRs, rapid trapping of holes on CdS NR surface 

generates a charge separated state with long lifetime. In CdSe/CdS-Pt NRs, there exist 

three excitons. The charge separated states resulted from X1 and X2 (53% of the total 

population) excitons are similar to CdS-Pt nanorods. It should be noted that the X2 

exciton is not explicitly considered in our analysis of the TA spectra of CdS-Pt NRs 

because its contribution, dependent on sample growth conditions, is too small to be 

accurately determined. The X3 exciton leads to long-lived charge separated state by 

localizing the hole at the CdSe seed far away from the Pt tip. In comparison, instead 

of the poorly understood surface traps on CdS rod, localization of hole on CdSe seed 

may provide a better path towards rational control of the distance (and lifetime) of 

charge separation in CdSe/CdS-Pt and other dot-in-rod NRs.  

 

5.2.5. Hole filling of CdSe/CdS and CdS NRs by electron donor 

As shown in Figure 5.1.b, in addition to efficient charge separation, charge 

accumulation and turn-over on the Pt catalyst requires fast hole removal to suppress 

the charge recombination processes.12,39,40 Hole transfer rates to electron donors can 

be measured by time-resolved photoluminescence (PL) decay of CdS and CdSe/CdS 

NRs (without Pt tip) in the presence of electron donors. These experiments were 

performed in aqueous solutions using MUA-capped NRs under conditions used for 

the steady-state photo-catalytic H2 generation measurements. In addition to methanol 
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and sodium sulfite, the native ligand, MUA (~0.81 V vs NHE36), is an efficient donor 

itself and the hole filling rate by MUA can be extracted by comparing the PL decay 

rates of MUA capped NRs in aqueous solution and phosphonate capped NRs in 

organic solvents.12,39,48 Figure 5.6a and 5.6b show the static PL spectra of CdS and 

CdSe/CdS NRs, respectively, in the presence of different electron donors after 400 nm 

excitation. The PL intensities of CdS and CdSe/CdS NRs were quenched by 22 and 

45 folds, respectively, upon exchanging the phosphonate by MUA ligands, indicating 

that MUA is an effective hole acceptor. Adding methanol into the aqueous solution of 

MUA-capped CdS and CdSe/CdS NRs had negligible effects on the PL intensities. In 

contrast, in the presence of 0.1 M of sodium sulfite, the PL of NRs and DIRs were 

further quenched to ~25% and ~63% of MUA capped NRs, respectively.  

To determine the hole transfer (HT) rates, we also measured the PL decay 

kinetics for these samples between 532 and 675 nm after 400 nm excitation. For CdS 

NRs, PL in this spectral region is dominated by the broad trap-mediated emission 

band (Figure 5.6a), which is shown to be the main recombination channel because of 

the fast trapping of photo-generated holes.23 For CdSe/CdS NRs, it probes the 

emission from the X3 exciton, which accounts for 47% of the excited NRs. The 

remaining 53% of excitons are localized on the CdS rod, whose emission quantum 

yield (~0.2%) is too small to be accurately measured in the presence of the much 

stronger X3 exciton emission (QE ~48%).  The PL intensities of NRs with and 
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without electron donors were measured under the same conditions (excitation power 

and sample absorbance), such that both the absolute intensities and decay times can be 

compared. Compared to phosphonate capped NRs (Figure 5.6c and 5.6d), the PL of 

MUA-capped NRs shows a smaller initial amplitude and faster decay. The former 

indicates a PL decay component that is faster than the instrument response (~240 ps). 

PL decay kinetics of MUA-capped NRs was not affected by the addition of methanol, 

but was affected by sulfite, consistent with the effect of this electron donors on the 

steady emission intensity (Figure 5.6a and 5.6b). To quantify the hole transfer rates, 

these kinetics were fitted to multi-exponential decay functions. From the fitting 

parameters, we calculated the amplitude-weighted average PL decay rate for 

NRs (kave,NR), NRs with MUA (kave,NR−MUA) and NRs with MUA and sulfite 

(kave,NR−MUA+sulfite) . The hole transfer rates to MUA and sulfite were then 

calculated according to equations (5.1) and (5.2).49,50 

kHT,MUA = kave,NR−MUA − kave,NR                    (5.1) 

kHT,sulfite = kave,NR−MUA+sulfite − kave,NR−MUA         (5.2) 

The calculated average hole transfer times (τHT,i = 1/kHT,i) are listed in Table 

5.2. Hole transfer times from both CdS and CdSe/CdS NRs to methanol were too slow 

to be determined (>>100 ns). Hole transfer rate from CdSe/CdS to MUA was ~4.9 

times faster than CdS while hole transfer from CdS to sulfite was ~2.5 times faster 

than CdSe/CdS. We speculate that the differences in hole transfer rates can be 
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qualitatively understood from the nature and location of the holes in CdS and 

CdSe/CdS NRs. The broad trap-mediated emission in CdS NRs was previously 

attributed to a broad distribution of trapping states,51 but a recent model suggests that 

it is more likely due to localized holes with strong coupling to phonons.52,53 The fact 

that the observed emission quenching is the same for the whole broad band (Figure 

5.6a) agrees better with the later model. In this model, the strong coupling between 

holes and phonons requires a larger reorganization energy and driving force for fast 

hole transfer.52-54 As for the CdSe/CdS NRs, the exclusive and high quantum yield 

(Figure 5.6b) emission form X3 indicates well-passivated holes in the CdSe core due 

to large valence band offset (~0.45 eV) between CdSe and CdS.32,33 Therefore, in the 

case of using weakly reductive MUA (~0.81 V vs NHE36), the rate for transferring the 

surface-trapped holes in CdS NRs is slower than the VB holes from the CdSe seed. In 

contrast, the more strongly reductive sulfite (-0.25 V vs NHE36) provides a larger 

driving force for removing the surface-trapped holes in CdS NRs.36 In this case, the 

hole transfer rate becomes slower in CdSe/CdS due to its confinement within the 

CdSe core that is harder to access by the electron donor. The increase of hole transfer 

rates from CdS NRs to donors with driving force also explains Berr et al’s 

observations.40 
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Figure 5.6. Static PL spectra (a,b) and PL decay kinetics (c, d) of CdS (a,c) and 

CdSe/CdS (b,d) NRs. Four samples are compared in each panel: phosphonate capped 

NRs in chloroform (black solid line or circles) and MUA capped NRs in in water (red 

dashed line, triangles), in 1:10 volume ratio of methanol/water (green dashed-dotted 

line or squares), and in 0.1 M sodium sulfite water solution (blue dashed line or 

diamonds). All samples were excited at 400 nm. The PL kinetics were measured 

between 532 and 675 nm. The black solid lines in c) and d) are multi-exponential fits.  
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Table 5.2. Apparent hole transfer times and H2 generation quantum efficiency (QE) 

 CdS-Pt+MeOH CdS-Pt+sulfite CdSe/CdS-Pt 

+MeOH 

CdSe/CdS-Pt 

+sulfite 

Apparent 

HT (ns) 

MUA MeOH MUA sulfite MUA MeOH MUA sulfite 

0.218 

±0.003 

>>100 0.218 

±0.003 

0.0607

±0.018 

0.0441

±0.008 

>>100 0.0441 

±0.008 

0.154 

±0.022 

QE (H2)  0.78±0.03% 9.6±0.5% 1.8±0.4% 3.2±0.1% 

 

The measured average hole transfer times and H2 generation QEs for CdS and 

CdSe/CdS NRs are compared in Table 5.2, which shows a positive correlation 

between the hole transfer rate and H2 generation QE. Specifically, i) The H2 

generation QEs and hole transfer rates are higher with sulfite than methanol for both 

NRs. And ii) the relative QE follows the trend of hole transfer rates when comparing 

CdS-Pt with CdSe/CdS-Pt NRs. Furthermore, a control experiment showed that 

methanol has negligible effects on the H2 generation QEs of MUA capped NR-Pt, 

which is consistent with its negligible effects on the hole transfer rates (from both PL 

decay and static PL quenching of NRs). The positive correlation between hole transfer 
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rate and H2 generation QE and the observed unity quantum yield for the initial charge 

separation suggests that hole removal is an efficiency-limiting step in photo-catalytic 

H2 generation using these NR heterostructures. Indeed, previous studies of CdS 

nanoparticles show that using a mixture of sulfite and sulfide (S2-/SO3
2-) as electron 

donors can lead to H2 generation efficiencies higher than 50%.55-58 This may be 

attributed to the higher reduction power of S2-(-0.45 V vs NHE59), which should give 

rise to faster hole removal rates. We have avoided using sulfide in this study because 

it can lead to charging of nanocrystals and complicate the assignment of measured PL 

intensities and lifetimes.60 It should be noted that sulfite appears to have negligible 

effect on the absorption spectra of the QD, suggesting negligible degree of QD 

charging.60  

The H2 generation QE of CdS-Pt obtained with sulfite electron donor (9.6%) is 

comparable to the highest reported values for these colloidal heterostructures.18,36,39,61 

However, the steady state H2 generation efficiency is still far from unity, despite the 

unity initial quantum yield of electron transfer to Pt. According to Table 5.1 and 5.2, 

the removal rates of holes in CdSe core or on CdS surface traps by electron donors are 

considerably faster than the rates of their recombination with the electrons in Pt. This 

result may suggest that the holes that are transferred to MUA or to sulfite (i.e. the 

one-electron oxidized sulfite and MUA intermediate) can still recombine with 

electrons in Pt, reducing the H2 generation efficiency.38  
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The findings of this study suggest possible pathways for designing more efficient 

solar-to-fuel conversion systems using semiconductor-metal nanostructures. The first 

approach is to use hole scavengers with faster hole transfer rates. While using more 

reductive donors such as S2- and SO3
2- can achieve the goal by providing a large drive 

forces for hole transfer,38,55-57,62 it reduces the net energy gain in (and hence the 

solar-to-fuel energy conversion efficiency of) the fuel forming reaction. Another way 

to improve hole transfer rates is to utilize electron donors that can more readily access 

the NR surface. The morphology of the nanorod can be optimized to expose the hole 

trapping domains to the electron donor. For example, a recent study showed that 

etching the lateral dimension of CdSe/CdS NRs could significantly increase the H2 

generation rate because it exposed the hole-containing CdSe core to the electron 

donors.17 Alternatively, NR growth methods that can locate the CdSe seed (or other 

hole containing seed) at one end of the rod structure should also improve the hole 

transfer rate.  

 

5.3. Conclusion 

In conclusion, we have observed electron donor and nanorod structure dependent 

photo-catalytic H2 generation performances of MUA capped CdSe/CdS-Pt and 
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CdS-Pt NRs. Compared to methanol, using sulfite as electron donor improves the H2 

generation QEs for both NRs. The relative performance of these two NRs depended 

on the nature of the electron donor: higher QE was observed for CdSe/CdS-Pt using 

MUA/methanol, while with MUA/sulfite higher QE was achieved in CdS-Pt. Using 

ultrafast transient absorption spectroscopy, we showed that electron transfer 

efficiencies to the Pt tip were near unity for both CdS and CdSe/CdS NRs. The 

transfer rates of holes localized at the CdS rod surface and CdSe seed were measured 

by time-resolved PL decay. We found a positive correlation of the observed hole 

transfer rates with the steady state H2 generation quantum yields, indicating that hole 

transfer was a key efficiency-limiting step. Our finding suggests that the H2 

generation quantum efficiency can be further improved by using faster hole acceptors 

or designing nanorod structures that facilitate hole transfer. 
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Appendix 1 

Absorption spectrum of DIR-Pt 

    The absorption spectrum of DIR-Pt can be treated as the sum of DIR and Pt 

absorptions because the interaction between these two domains are not strong enough 

to perturb their individual electronic transitions, as shown in Figure A.5.1. Slight 

deviations of the fitting can be a result of dielectric changes upon mutual contact of 

DIR and Pt domains. The fitting also shows that at 400 nm the DIR contributes 39% 

of total optical density (OD) of DIR-Pt. This number will be used as the scaling factor 

for number of absorbed photons in DIR-Pt in order to compare with free DIR.  

 

Figure A.5.1. UV-vis absorption spectrum of DIR-Pt (red dashed line) and its fit 

(black solid line) using sum of DIR (blue line) and Pt (green line) absorptions. 
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Appendix 2 

Estimation of energy transfer rate between CdSe core in DIR and Pt tip 

We use Forster resonant energy transfer (FRET) model to estimate energy 

transfer from DIR to Pt tip. Because energy transfer from the rod part to tip has been 

proved to be negligible compared with electron transfer, here we only need to treat 

FRET between CdSe core and Pt. This can be done in a standard way. The Forster 

radius is defined as the distance between donor and acceptor at which the 

fluorescence quenching efficiency is 50% and it can be calculated according to the 

following equation: 

     R = 0.211[κ2ΦDJ(λ)/n4]1/6               (A.5.1), 

in which κ2 is dipole orientation factor, ΦD is emission quantum yield of donor, 

J(λ)  is the overlap integral between donor (DIR) emission and acceptor (Pt) 

absorption spectra, and n is the refractive index of dielectric medium. The overlap 

integral can be calculated using: 

                      J(λ) =
∫ dλID(λ)εA(λ)(λ)4

∫ dλID(λ)
                      (A.5.2), 

where ID(λ)  and εA(λ)  are donor emission spectrum and acceptor molar 

absorptivity, respectively. 

 J(λ) between CdSe core and Pt is calculated to be ~1.05×1017 M-1cm-1nm4. 

Previous studies on CdSe/CdS DIR have shown partially-polarized emission due to 
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electron delocalization from the core into the rod.28,33,63 Therefore, the orientation 

factor κ2 lies between 2/3 and 4/3, with the former corresponding to randomly 

distributed dipole orientation in CdSe core and the latter corresponding to 

linearly-polarized dipole along the NR. Here, we only consider the upper limit for the 

Forster radius, i.e. κ2 = 4/3. The emission quantum yield of the CdSe core is 

measured to be 48.7%.30 Using these values, the Forster radius R is calculated to be 

~10.3 nm.  

With the Foster radius, the energy transfer time constant can be calculated as: 

                             τEnT = τ0(
r

R
)6                    (A.5.3), 

where τ0 is the donor excited state lifetime in the absence of the acceptor and r is the 

donor-acceptor distance. The lifetime of CdSe core was previously measured to be 

~13.0 ns.30 The donor-acceptor distance is estimated to be ~12.4 nm, assuming that 

the CdSe core is located at the 1/4 length of DIR and the Pt particles are the end far 

from CdSe core. 26,64 Therefore, using Eq. S3, the energy transfer time constant can be 

calculated to be ~38.7 ns. Note that this value is overestimated because we are 

assuming the all the Pt absorption in the sampel is due to Pt tip on DIR, which is not 

the case, considering that there are a considerable portion of free Pt particles in the 

solution. Nonetheless, even this upper limit value is too slow to compete with the 

electron transfer rate measured in the main text. Therefore, we can conclude that the 
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quenching mechanism in these DIR-Pt heterostructures is almost exclusively electron 

transfer. 
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Appendix 3 

TA spectra of free DIRs under 540 nm and 400 nm excitations 

    TA spectra of free DIRs at indicated delay times after 540 nm and 400 nm 

excitations are shown in Figure A.52.a and A.5.2.b, respectively. The state-filling 

signals are long-lived. We have previously determined the lifetimes for the excitons 

contributing to these signals.30 

 

Figure A.5.2. TA spectra of free DIRs at indicated delay times after a) 540 nm and b) 

400 nm excitations. 
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Appendix 4 

Charge separation and recombination kinetics in DIR-Pt after 540 nm excitation  

The TA spectra in Figure 2a were fit to the linear combinations of X3 and CS 

signals according to equation S4. 

                 ∆𝐴(𝑡) = 𝑚(𝑡) ∙ 𝑆(𝑋3) + 𝑛(𝑡) ∙ 𝑆(𝐶𝑆)             

(A.5.4), 

𝑆(𝑋3) and 𝑆(𝐶𝑆) are TA spectra of X3 and CS signals, respectively, and 𝑚(𝑡) and 

𝑛(𝑡) are their time-dependent coefficients. 𝑆(𝑋3) is taken from the TA spectrum of 

DIR-Pt at 1 ps, when all population is in the X3 exciton state, prior to dissociation. 

𝑆(𝐶𝑆) = 𝑆(30 − 50𝑛𝑠) ∗ 𝐶 where 𝑆(30 − 50𝑛𝑠) is the average TA spectrum at 30 

to 50 ns. The scaling factor C accounts for the fact that although at this delay time, the 

TA spectra contain only the CS3 state, their amplitudes are no longer 100% due to 

charge recombination. The scaling factor C(=1.56) as well as m(t) and n(t) were 

obtained by fitting TA spectra at different time delays. Fitted TA spectra at selective 

times between 0.4 ps and 30 ns are displayed in Figure A.5.3.  

The time-dependent coefficients for X3 and CS are shown in Figure 2c and they 

are fitted with multiple exponential decay functions: 

                𝑚(𝑡) = ∑ 𝑎𝑖𝑒
−𝑡/𝜏𝑖3

𝑖=1                              (A.5.5), 

and             𝑛(𝑡) = ∑ 𝑎𝑖𝑒
−𝑡/𝜏𝑖3

𝑖=1 − 𝑚(𝑡)                       (A.5.6), 
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in which ai and τi are the amplitude and time constant for ith component of the 

multiexponential decay function. The second term of Eq. S6 indicates that the growth 

of n(t) is complementary to the decay of m(t). The fitting parameters are listed in 

Table S1. The amplitude-weighted average lifetime (τave) is calculated as: 𝜏𝑎𝑣𝑒 =

∑ 𝑎𝑖𝑖 𝜏𝑖

 

and the half life time (τ1/2) is the time when 50% of initial signal decays. 

Table A.5.1. Fitting Parameters for Charge Separation and Recombination Kinetics of 

DIR-Pt under 540 nm Excitation 

 τ1/ps (a1)  τ2/ps (a2) τ3 /ps (a3) τave /ps τ1/2 /ps 

m(t) 5.67±0.52 

(31.7±1.5%) 

72.4±5.7 

(40.8±1.5%) 

1950±140 

(27.4±0.85%) 

566±58 43.5±4.7 

 τ1/ns (a1)  τ2/ns (a2) τ3 /ns (a3) τave /ns τ1/2 /ns 

n(t) 14.9±1.4 

(33.7±3.0%) 

442±18 

(41.1±0.59%) 

>>1000 

(25.2±0.41%) 

NA 211±38 
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Figure A.5.3. a) TA spectra of X3 (black dashed line) and charge separated states (CS, 

red solid line), b-l) TA spectra (black dashed line) and their fits (red solid line) of 

DIR-Pt at indicated delay times after 540 nm excitation. 
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Appendix 5 

Charge separation and recombination kinetics in DIR-Pt after 400 nm 

excitation 

At 400 nm excitation, electron transfer from the CdS rod to Pt contains a fast 

component that can compete with the exciton localization within the NR. We can 

assume that this fast component is a single exponential process, the time constant of 

which (𝜏𝑒𝑡) can be derived in two ways. In the first way, it can be determined from 

the signal sizes of B2 and B3 in Figure 5.3b. We have previously determined that ~53% 

of total excitons are localized to the core/bulb region (X2 and X3) with a time 

constant of ~0.42 ps (𝜏1) and the rest are localized on the rod (X1).30 Assuming that 

these are parallel pathways, we can determined a time constant for the latter process 

of ~ 0.48 ps (𝜏2). In DIR-Pt, the signal amplitudes of B2 and B3 in DIR-Pt are only 

~67% those of free DIRs, indicating 36% of total excitons partition into X2 and X3. 

From this, the time constant of electron transfer to Pt can be calculated by: 

                        
1/𝜏1

1/𝜏1+1/𝜏2+1/𝜏𝑒𝑡
= 0.36                  

(A.5.7), 

which gives 𝜏𝑒𝑡 of 0.47 ps.  
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Alternatively, 𝜏𝑒𝑡 can be obtained by fitting the kinetics of B1 (Figure 5.5b) 

within the first 2 ps to equation A.5.8  

              ∆𝐵1(𝑡) = 𝐴 ∙ [𝑎 ∙ 𝑒−𝑡/𝜏0 + (1 − 𝑎) − 𝑒−𝑡/𝜏𝑓]          

(A.5.8), 

Here we have assumed a fast decay (𝜏0) component of the free exciton and a slow 

electron transfer components of X1 exciton on the >> 2ps time scale. 𝜏𝑓 (0.066 ps) is 

the formation time constant for B1 that we have previously determined. The best of 

the data (shown in Figure 5.3.b) gives 𝜏0 = 0.215 ± 0.014 𝑝𝑠  and 𝑎 = 69.5 ±

3.2%. Because 𝜏0 =
1

1

𝜏1
+

1

𝜏𝑒𝑡

, 𝜏𝑒𝑡 can be calculated to be 0.44 ps, which agrees well 

with the time constant estimated above from the B2 and B3 amplitude. 

Due to this fast electron transfer process, the initial amplitudes of X2 and X3, 5% 

and 31%, respectively, are smaller than free CdSe/CdS NRs. The fast electron transfer 

component comes from the dissociation of excitons before they are localized to form 

X1, X3 and X3. Because the free exciton spectra on the CdS rod has the same TA 

spectral signature as X1, we group it into X1 for simplicity. Therefore, the percentage 

of X1 is 64%.  

 

The TA spectra between 2 ps and 30 ns are fitted according to equation A.5.9. 
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∆𝐴(𝑡) = 𝑚1(𝑡) ∙ 𝑆(𝑋1) + 𝑛1(𝑡) ∙ 𝑆(𝐶𝑆1) + 𝑚2(𝑡) ∙ 𝑆(𝑋2) + 𝑛2(𝑡) ∙ 𝑆(𝐶𝑆2) +

𝑚3(𝑡) ∙ 𝑆(𝑋3) + 𝑛3(𝑡) ∙ 𝑆(𝐶𝑆3)                                       

(A.5.9) 

Here (𝑆(𝑋1), 𝑚𝑖(𝑡)) and (𝑆(𝐶𝑆𝑖), 𝑛𝑖(𝑡)) are the TA spectra and time-dependent 

coefficients for Xi and CSi, respectively. Although S(X1), S(X2), and S(X3) have 

been determined in previous study of free CdSe/CdS NRs, their amplitudes need to be 

rescaled to account for the changes in the branching ratios in CdSe/CdS-Pt due to the 

presence of fast electron transfer process. Specifically, branching ratios of X1, X2 and 

X3 are 46%, 7%, and 47%, respectively, in free CdSe/CdS and are 64%, 5%, and 31%, 

respectively, in CdSe/CdS-Pt. Therefore, S(X1), S(X2), and S(X3) in DIR-Pt were 

obtained by multiply those in free CdSe/CdS NRs by a scaling factor of 1.39, 0.70, 

and 0.70, respectively.  

    S(CS) were determined from the average TA spectra at 30-50 ns measured by 

540 nm and 400 nm excitations (Figure A.5.4a). At this decay time, the TA spectra 

are dominated by charge separated states. As shown in Figure A.5.4b, 400 nm 

excitation generates a mixture of CS1, CS2, and CS3; while 540 nm excitation only 

generates CS3. Because CS spectra mainly depend on spatial distribution of the hole 

and both CS2 and CS3 have holes localized in the bulb region, we assume that the TA 

spectra and lifetime of CS2 and CS3 are the same.  With these assumptions, the 

contributions of CS2 and CS3 to the total CS spectra measured at 400 nm excitation 
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can be subtracted to obtain CS1 spectrum. As shown in Figure A.5.4a, the CS1 TA 

spectrum contains a large contribution at B1 and smaller signal near B3, consistent 

with CdS rod localized hole (Figure A.5.4b). S(CS1), S(CS2) and S(CS3) can be 

obtained by scaling these average TA spectra by factors C1, C2, and C2, respectively, 

to account for the extent of charge recombination at 30 to 50 ns. 

 𝑚3(𝑡),𝑛3𝑖(𝑡) and C3 are directly taken from the fitting result of A.5.4 and the 

same parameters are used for 𝑚2(𝑡), 𝑛2𝑖(𝑡), and C2. The fitted spectra at selected 

times are shown in Figure A.5.5. The time-dependent coefficients for Xi and CSi are 

shown in Figure 3c. The kinetics for X2 and X3 are fitted with multi-exponentials. 

The kinetics for X1 is fitted with a power law: m1(t) = A ∙ t−α.   
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Figure A.5.4. a) Charge separated spectra obtained by 540 nm (black solid line) and 

400 nm (red dashed line) excitations and derived CS1 spectrum (blue dash-dotted 

line). b) Scheme showing the spatial distribution of charges in charge separated states 

CS1, CS2, and CS3. 

 

Table A.5.2. Fitting Parameters for Charge Separation and Recombination Kinetics of 

DIR-Pt under 400 nm Excitation 

 τ1/ps (a1)  τ2/ps (a2) τ3 /ps (a3) τ4 /ps (a4) τ1/2 /ps 

m1(t) power law (𝑡−𝛼) with =0.443±0.004 1.7±0.22 

m2(t) 5.59±0.40 

(38.7±1.2%) 

89.6±5.2 

(42.3±1.1%) 

1300±104 

(19.0±0.92%) 

NA 30.1±3.5 

m3(t) 5.67±0.52 

(31.7±1.5%) 

72.4±5.7 

(40.8±1.5%) 

1950±140 

(27.4±0.85%) 

NA 43.5±4.7 

 τ1/ns (a1)  τ2/ns (a2) τ3 /ns (a3) τ4 /ns (a4) τ1/2 /ns 

n1(t) 4.79±1.5 

(23.6±3.1%) 

39.5±5.7 

(25.1±2.5%) 

628±49 

(24.9±0.74%) 

>>1000 

(26.3±0.47%) 

102±29 

n2,3(t) 14.9±1.4 442±18 >>1000 NA 211±38 
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(33.7±3.0%) (41.1±0.59%) (25.2±0.41%) 

 

 

Figure A.5.5. a) TA spectra of exciton signals (X1, X2, and X3) and charge separated 

states signals (CS1, CS2,CS3), b-j) TA spectra of DIR-Pt (black dashed line) at 

indicated delay times after 400 nm excitation and their fits(red solid line). 
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Chapter 6. Plasmon-Induced Hot Electron Transfer from the 

Au Tip to CdS Rod in CdS-Au Nanoheterostructures 

 

Reproduced with permission from Nano Lett. 2013, 13, 5255. Copyright 2013 

American Chemical Society. 

 

6.1. Introduction 

 

Surface Plasmon Resonance (SPR), the collective oscillation of conduction band 

electrons, in metal nanostructures has long been a subject of intense research 

interests.1-6 The SPR bands are tunable from UV to near-IR, depending sensitively on 

the nanostructure (materials, size and shape) and the dielectric properties of the 

surrounding environment, and have been widely explored for biological imaging and 

sensing applications.4 In more recent years, plasmonic nanostructures have also been 

used to enhance the efficiency of semiconductors and/or molecular chromophore 

based solar energy conversion devices.7-13 The enhancement effects in these 

nanostructures can generally be attributed to the following three extensively examined 

weak plasmon-exciton interaction mechanisms:14 increase light absorption by 



140 

 

chromophore through the enhanced local field near metal nanostructures,15-17 increase 

effective light path length of the absorber by the strong scattering cross sections of 

metal nanostructures,16 and energy transfer from metal nanostructures to 

semiconductors.18,19 In addition, strong interaction between the plasmon and exciton 

in plexcitonic materials has also received intense current interest.20-22   

In the last few years, it has been shown that excitation of plasmons in metal 

nanostructures can lead to the injection of hot electrons into semiconductors.23,24 This 

novel plasmon-exciton interaction mechanism suggests that plasmonic nanostructures 

can potentially function as a new class of widely tunable and robust light harvesting 

materials for photo-detection or solar energy conversion.23-30 However, 

plasmon-induced hot electron injections from metal to semiconductor are still 

inefficient because hot electrons can quickly relax to lower energy levels via ultrafast 

electron-electron and electron-phonon scattering, 31-33 losing the energy needed to 

overcome the electron transfer barrier between metal and semiconductor. Because the 

electron-electron scattering process takes place on the several to hundreds of 

femtoseconds time scale,33 electron transfer on this or faster time scales is required for 

the efficient utilization of plasmons. This requirement is difficult to meet in many 

semiconductor-metal hybrid materials in which these two domains are connected by 

molecular linkers34 or insulating layers.35,36 In this context, recently-developed 

colloidal semiconductor-metal nanoheterostructures, in which the metal and 
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semiconductor domains are connected directly by epitaxial growth, should constitute 

an ideal system for exploring the plasmon-induced hot electron injection phenomenon. 

37-39  

In this chapter, we choose colloidal CdS nanorods (NR) with a Au nanoparticle 

at one end (CdS-Au) as a model system to demonstrate that the optical excitation of 

either the Au tip and CdS NR can lead to charge separation across the 

semiconductor-metal interface, as shown in Figure 6.1. CdS NRs are chosen for this 

study because it has well-defined excitonic transitions that are well-separated from the 

SPR band of Au, allowing selective excitation of the metal or semiconductor 

domains.40-44 Using transient absorption spectroscopy in the visible and infrared 

spectral regions, we show that the photo-generated exciton in the CdS NR can 

dissociate by electron transfer to the Au tip; the excited plasmon in the Au tip can 

decay into hot electron-hole pair, followed by the injection of a hot electron into the 

CdS NR.  
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Figure 6.1. Photoinduced charge separation in CdS-Au nanoheterostructures. a) 

Charge separation induced by exciting the excitonic transitions in the CdS NR domain. 

Also shown are relevant levels in the CdS NR (conduction band (CB), valence band 

(VB) and hole-trap) and the Au tip (Fermi level (Ef)). The green and red arrows 

indicate the charge separation and recombination processes, respectively; and the 

purple one indicates the hole trapping process. b) Charge separation induced by 

plasmonic excitation in the Au tip. An excited surface plasmon in the Au tip (SP, red 

peak) can decay non-radiatively (yellow arrow) into a hot intraband electron-hole pair 

(blue dashed line), which can lead to hot electron injection into the CB of the CdS NR 

(green arrow) and charge recombination with the Au tip (red arrow). 

 

6.2. Results and Discussion 

 

6.2.1. Static absorption and emission spectra of CdS-Au 
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CdS NRs with an Au nanoparticle at one end (CdS-Au) were synthesized 

following a photo-deposition method.37,39 We note that the absorption properties of 

CdS-Au depend sensitively on the preparation methods.37,45 Thermal reduction of 

gold chloride under high temperature produces samples with suppressed exciton and 

SPR transitions;42 photo-reduction, in contrast, yields CdS-Au with well defined 

exciton and SPR bands.40,44 The details for CdS and CdS-Au NR synthesis are 

provided in Chapter 2. All samples were dispersed in chloroform for optical 

characterizations. Figure 6.2.a. and 6.2.b. show the transmission electron microscopy 

(TEM) images of CdS NRs before and after Au deposition. The average length and 

diameter (±standard deviation) of CdS NRs are 26.7(±1.7) nm and 3.6(±0.3) nm, 

respectively. The rod length and radius are longer and smaller, respectively, than the 

bulk exciton radius (2.8 nm46), leading to quantum confinement in the radial direction. 

The CdS dimensions in CdS and CdS-Au NRs are similar, indicating negligible NR 

etching during Au deposition and the average diameter of Au tips in CdS-Au NRs is 

5.4 (±1.4) nm. 
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Figure 6.2. Transmission electron microscopy (TEM) image of a) CdS NRs and b) 

CdS-Au NRs. c) Absorption spectra of CdS NRs (black solid line) and CdS-Au NRs 

(blue dashed line), photoluminescence (PL) spectra of CdS NRs (red dotted line) and 

CdS-Au NRs (green dashed-dotted line). Also included is the AM 1.5 solar radiance 

spectrum (gray line).47 

 

As shown in Figure 6.2.c, the absorption spectrum of CdS NRs show peaks at 

~453, 401 and shorter wavelengths. The two lowest energy bands can be assigned to 

11e-1h and 11e-1h exciton transitions between discrete conduction band 

(CB) and valence band (VB) levels that result from quantum confinement in the radial 

direction.48 The absorption spectrum of CdS-Au NRs (with the same concentration as 
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CdS NRs) shows CdS NR exciton bands as well as a broad feature centered at ~533 

nm and enhanced absorption in the near UV region. The latter two spectral features in 

CdS-Au can be attributed to the Au tip. For Au nanoparticles of this small size (5.4 

nm), their extinction spectrum is dominated by absorption instead of scattering,33,49,50 

consisting of a surface plasmon resonance (SPR) band centered at 533 nm (2.37 eV) 

and a less well resolved interband absorption feature from ~506 nm (2.45 eV) to the 

near UV region.51-53 As shown in Figure A.6.1, comparing to a physical mixture of 

isolated Au nanoparticles of similar size and CdS NRs (prior to the growth Au tips), 

the 1 and higher energy exciton bands are broadened and Au plasmon bands are 

broadened and red-shifted in CdS-Au NRs , indicating strong electronic interactions 

between the CdS and Au domains.54 The peak shift and broadening are confirmed by 

fitting the absorption spectrum of CdS-Au to the sum of the contributions of the CdS 

exciton bands, Au SPR band and Au interband transition. The details of the fit are 

described in the Appendix 1 and the fitting parameters are listed in Table A.6.1 and 

A.6.2. The fit also reveals an enhanced absorption cross section that increases at 

shorter wavelengths, compared to isolated Au and CdS components. Although the 

exact origin of the enhanced transitions is unclear, it cannot be attributed to the 

enhanced CdS absorption by the Au plasmon band, which should show the largest 

enhancement factor at the peak of SPR band.   
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It is interesting to note that the absorption cross section of the Au tip (with a 

volume of ~82 nm3) is stronger than that of the CdS NR (with a volume of ~280 nm3) 

due to the large oscillation strength of the SPR band. Combining the absorptions of 

both metallic and semiconducting domains, the CdS-Au NRs are photo-active in a 

very broad solar spectrum window. In fact, the solar photon absorption rate, obtained 

by integrating the overlapping area between the CdS-Au absorption and solar 

irradiation spectrum, is ~6 times larger than CdS NR alone. Figure 6.2c also shows 

the photoluminescence (PL) spectra of the CdS NR and CdS-Au. The PL of CdS NRs 

is comprised of band edge and trap state emissions.43,55,56 Both emissions are 

quenched in CdS-Au, similar to the emission quenching observed in CdS-Pt NRs and 

providing another evidence for strong CdS and Au interactions.43           

 

 

6.2.2. Electron transfer from excited CdS NRs to Au tips 

We next investigate the mechanisms of exciton and plasmon interaction in the 

CdS-Au heterostructure by following the dynamics of excited states in either the 

semiconductor or metal domains by pump-probe transient absorption (TA) 

spectroscopy. The set-ups of femtosecond and nanosecond visible TA, and 

femtosecond mid-IR TA are described in the SI. In these TA experiments, physical 



147 

 

mixtures of CdS NRs (prior to the growth of the Au tip) and isolated Au NPs (7 nm in 

diameter) are used as controls to compare with dynamics observed in CdS-Au. CdS 

NRs in the control samples have the same NR concentration as in CdS-Au samples. 

The concentrations of Au NPs were adjusted such that the optical density of the 

control sample is the same as the CdS-Au sample at the excitation wavelength. Under 

these conditions the control and the CdS-Au samples absorb the same number of 

excitation photons. The control samples for TA studies at 400 nm and 590 nm 

excitation are labeled as control 1 and control 2, respectively.     

The total OD (1.30) of CdS-Au at 400 nm consists of contributions of the Au 

SPR band (0.09), Au inter-band (0.75) and CdS NR 1 exciton band (0.46). 

Therefore, 400 nm pump can excite the 1 exciton band of CdS NRs as well as the d 

to sp interband transition and SPR of the Au tip. Figure 6.3 shows the TA spectra of 

CdS-Au NRs at 200 fs to 3000 ns after 400 nm excitation. TA spectra consist of 

changes in both the CdS NR and Au SPR bands at early delay times (< 4ps); at 

longer delay times, the latter decays almost completely and only the CdS NR TA 

features remain. TA spectra of Control 1 show similar features of CdS NR and Au 

SPR bands. These TA features of Au nanoparticles have been extensively examined 

in the literature and are well understood.33,57-61  Optical excitation of the interband 

transition and SPR band of Au nanoparticles leads to the generation of hot electrons, 

giving rise to a bleach at center and absorption features at the high and low 
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frequency sides of the SPR band. This TA feature decay quickly due to the 

electron-phonon interaction.33,57-61 Fitting the SPR bleach center in Figure 6.4a 

reveals an electron-phonon scattering time of 1.23±0.12 ps (Table S3) which is 

nearly the same as in isolated Au NPs in control 1. 

 

 

Figure 6.3. TA spectra of CdS-Au NRs at indicated delay time windows after 400 nm 

excitation: (a) 0.2 ps to 1000 ps and (b) 2 ns to 3000 ns. Inset in (a): a comparison of 

TA spectra at 1000 ps after 400 nm excitation for CdS (gray dashed line) and CdS-Au 

(cyan solid line) NRs, showing the presence of charge separated state (CS) absorption 

feature at 460 nm in the latter. Inset in the (b): an expanded view of the broad 

photoinduced absorption (PA) signal between 550-700 nm. 
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The TA spectra of CdS-Au at early delay time shows a pronounced bleach of the 

1  exciton band at ~450 nm, which has been assigned to the filling of 1σe electron 

level in the CdS NR.43 Similar 1 exciton bleach can also be seen in free CdS NRs 

and control 1. Fitting of these bleach recovery kinetics shows an average lifetime of 

1σe electron of 38.0±1.3 ns in CdS NRs. As can be seen in Figure 6.3a and Figure 

6.4a, The 1 exciton bleach recovery in CdS-Au NRs is much faster than CdS NRs, 

indicating shorter-lived 1σe electrons. The shortened 1σe electron lifetime in CdS-Au 

can be caused by electron or energy transfer from CdS to Au. As we have established 

previously in CdS-Pt, the key to distinguishing these exciton decay pathways is 

through the identification of both electron and hole signals.43 Energy transfer leads to 

the decay of both electron and hole signals, while only the electron signal is affected 

in the electron transfer pathway. 

The evolution of the CdS spectral features in CdS-Au NRs resembles that of 

CdS-Pt.43 As shown in Figure 6.3a, 1 exciton bleach recovery leads to the formation 

of derivative like-features of 1 exciton band (labeled as CS) that can be attributed to 

Stark effect spectrum caused by the electric field of the charge separated state. In 

addition, there is also a broad photoinduced absorption (PA) from 550 to 700 nm that 

has been assigned to the absorption of holes in CdS NRs. This signal can be more 

readily seen in free CdS NRs and in CdS-Au at t> 5ps (Figure 6.3b inset).The average 
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hole PA kinetics (from 550 to 650 nm) of CdS and CdS-Au NRs are compared in 

Figure 6.4b, in which the signals have been scaled to correspond to the same number 

of absorbed photons by the CdS rod. To do this, CdS-Au and CdS NR samples were 

kept to the same OD (1.30) at 400 nm and the TA signal for free CdS NRs is scaled 

by 0.352, which is the percentage of CdS contribution to the total OD of CdS-Au, and 

corresponds to the fraction of the total absorbed photons by the CdS rod. A derivation 

of this scaling procedure is provided in the SI. For CdS NRs, the hole PA signal 

shows a formation time of 0.750±0.045 ps and negligible decay within 1000 ps (Table 

S3). The same PA signal amplitude and kinetics are observed in CdS-Au, although the 

formation kinetics is obscured by the Au SPR TA signals in t< 4ps. This agreement 

suggests that in CdS-Au, there is negligible decay of holes in the CdS region and 

exciton quenching is caused by electron transfer from the excited CdS NR to Au tip. 

A similar ultrafast exciton quenching by electron transfer has been observed CdS-Pt 

NRs.43  

It is interesting to point out that despite significant spectral overlap between CdS 

NR emission and Au absorption, negligible energy transfer quenching is observed. 

We have estimated the energy transfer rates from the CdS rod to Au tip as described 

in the SI. For band edge excitons, the upper limit of energy transfer rate is 4.1 ps, 

which is considerably slower than the hole trapping time and accounts for efficient 

trapping of excitons (with electrons bound to trapped holes).62 The energy transfer 



151 

 

rate from the trapped exciton to Au is estimated to be 133 ns, which is significantly 

slower than energy transfer rate from the band edge excitons due to its much slower 

radiative decay rate, and is slower than the observed electron transfer rate.   

 

 

Figure 6.4. TA kinetics of CdS-Au after 400 nm excitation. a) 1 exciton bleach (XB) 

recovery kinetics of CdS-Au NRs (red circles) and free CdS NRs (gray triangles). The 

latter has been scaled to correspond to the same number of absorbed photons by the 

CdS domain in CdS-Au (see the main text for details). Also shown for comparison is 

the kinetics at the center of SPR bleach of the Au tip (blue squares). The black solid 

lines are fits to these kinetics to models described in the SI. b) Kinetics of 

photoinduced absorption signal (PA) for CdS-Au NRs (red circles) and free CdS NRs 
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(gray triangles). The black solid line is a fit to the PA kinetics of free CdS NRs. c) 

Kinetics of intraband absorption (IA) probed at 3000 nm for free CdS NRs (gray 

squares) and CdS-Au NRs (green diamond). Also shown are the 1 XB kinetics of 

free CdS NRs (gray dashed line) and CdS-Au NRs (red circles), which have been 

scaled to match the amplitudes of the intraband signals at 5-100 ps. The black solid 

line is a fit to the IA kinetics. d) Charge recombination kinetics in CdS-Au NRs 

probed using both charge separated state (CS, blue triangles) and photoinduced 

absorption (PA, red circles) signals. The black solid line is a fit to these kinetics. 

 

In principle, electron transfer rate can be determined by fitting the 1 exciton 

bleach recovery kinetics, which unfortunately, has significant spectral overlap with 

the Au SPR TA signal at early delay times. SPR of Au NPs differs significantly from 

that of CdS-Au, which hinders a reliable subtraction of the Au contribution to the total 

TA signal at 1 band. In this report, we show that 1σe electrons in CdS NRs can also 

be followed by their intraband absorption in the mid-IR. In this spectral region, 

spectral overlap between the CdS and Au TA features can be avoided because Au NPs 

of similar sizes have no TA features.23,63 Although it has yet to be reported, the 

intraband transition from 1σe to 1πe CB electron levels should be optically allowed, 

similar to the 1Se to 1Pe transition in quantum dots.64-66 According to the static 

absorption spectrum, the energy difference between the 1 and 1 excitonic levels is 
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0.42 eV. Considering the much denser hole levels than electron levels for CdS,67 this 

difference can mostly be attributed to the difference between the 1σe and 1πe CB 

levels, which corresponds to an estimated intraband transition at 3047 nm. As shown 

in Figure 6.4c, 400 nm excitation of CdS NRs generates an intraband absorption (IA) 

signal at 3000 nm, which shows negligible decay in 100 ps, similar to the 1 exciton 

bleach kinetics. This assignment is further supported by the study of electron transfer 

from CdS NRs to adsorbed methylene blue (MB+) molecules described in Appendix 4 

(Figure A.6.4).  

The 1 electron intraband absorption kinetics (at 3000 nm) of CdS and CdS-Au 

NRs are compared in Figure 6.4c. After correcting for the number of absorbed 

photons, as described above, the IA signal amplitude and the formation and decay 

kinetics for free CdS NRs and control 1 (result not shown) are exactly the same. The 

signal in CdS-Au NRs shows a smaller initial amplitude (81%) and faster decay than 

CdS NRs. The smaller initial amplitude in CdS-Au indicates a smaller intraband 

absorption cross section and/or 1σe electron population. Based on the broadened 1 

transition in CdS-Au, it is possible that some of 1e electrons are transferred to the Au 

tip before they relax to 1σe level and the 1σe to 1πe intraband transition cross section at 

3000 nm is reduced, compared to CdS NR, due to a broadened 1e level. The decay of 

the IA signal reflects the electron transfer kinetics from the CdS to Au tip. 

Unfortunately, due to a limited length of delay stage used for this study, the IA 
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kinetics is limited to 100 ps, before the completion of the decay process. However, a 

comparison of the 1σe electron intraband transition with the 1 exciton bleach 

recovery kinetics in Figure 3c shows that they agree well with each other between 5 

and 100 ps, suggesting that electron transfer kinetics at longer delay times can be 

monitored via the 1 exciton bleach signal. The discrepancy at < 5ps is caused by the 

contribution of Au SPR signal to the 1 exciton bleach. Therefore, the kinetics of 1σe 

electron measured by intraband absorption (<100ps) and interband bleach (5-1000 ps) 

can be connected to obtain the complete kinetics for 1σe electron decay, which is 

shown in Figure 6.4c. The connected kinetics follows a power law with a half-life of 

4.85 (±0.46) ps. The power law kinetics indicates a very broad distribution of electron 

transfer rates, although the origin for which is yet to be understood in these NRs. 

Furthermore, as shown in Figure 6.4a, the 1 exciton bleach can be fit to the sum of 

1σe electron power law decay and the contribution of the SPR band (see SI for details). 

The latter can be approximately described by the kinetics at the center of SPR band, 

even though the SPR TA signal in Au NPs is wavelength-dependent.33 We note that a 

similar study on CdS-Au NRs has observed charge separation on sub-20 fs timescale 

40 The reason for much slower charge separation in our system is not clear, but likely 

due to different dimensions (length and diameter) as well as capping ligands and 

dispersing solvent of CdS NRs (mercaptoundecanoic acid capped NRs in water in 
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their study). Moreover, the focus of our work is the plasmon-induced charge 

separation by Au domain excitation which will be discussed in the next session.    

 Charge separation between CdS and Au leads to the formation of charge 

separated state signal (CS), which has been attributed to the Stark effect induced 

exciton peak shifts by the electric field of the charge separated state.43 This CS signal 

is not present in CdS NRs, which can be seen in the comparison of TA spectra of CdS 

and CdS-Au at 1000 ps in the inset of Figure 6.3a. Similar CS features has been 

reported and assigned in CdS NR-Pt and CdS NR-benzoquinone complexes, 

accompanying the charge separation processes in those systems.43 As shown in Figure 

6.3d lower panel, both CS and PA signals decay with the same kinetics due to charge 

recombination.43 The half life of charge separated state is determined to be 1.5 (±0.6) 

μs. This long lifetime of the charge separated state can be attributed to hole trapping 

on CdS NR surfaces, consistent with previous result on CdS NR-Pt.43 

 

6.2.3. Plasmon induced hot electron transfer from Au to CdS 

The TA spectra of CdS-Au NRs at indicated delay times after 590 nm excitation 

are shown in Figure 6.5a. This excitation is below the onset of CdS and Au interband 

transitions. Therefore, the SPR band is selectively excited. The spectra are dominated 

by heating induced Au SPR spectral change as discussed above. Comparison of the 
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TA spectra of CdS-Au NRs and control 2 (Figure 6.5a) under the same excitation 

conditions shows that the bleach of SPR signals in both samples are formed 

instantaneously (instrument response limited, Table S4) and decays rapidly. The 

formation time for the SPR TA signal is the electron-electron scattering (hot electron 

relaxation) time, which occurs from several to 100s of fs time scale depending on the 

excessive energy of the hot electron above the Fermi level, i.e. τr ∝ (
Ef

Ei−Ef
)

2

 (Ei is 

the initial energy of the hot electron and Ef is the Fermi energy).31,32,68 Under 590 nm 

excitation, the excited plasmon mostly transforms into an intraband hot electron-hole 

pair that has very large excessive energy and therefore fast relaxation. In contrast, 400 

nm excitation creates interband electron-hole pairs that has small excessive energy 

and therefore a longer (0.137 ps) electron-electron scattering time. SPR kinetics at the 

bleach center after 590 nm excitation are fitted with two-exponential decay 

accounting for the electron-to-phonon and hot phonon relaxation processes.33,59,60 

From the fit, both CdS-Au and control 2 have electron-phonon scattering time of 2.4 

ps. In contrast, the hot phonon relaxation times are different in these materials: the 

former is 125 ps and the latter is 349 ps. The faster phonon relaxation time in CdS-Au 

may be attributed to higher thermal conductivity of CdS than the solvent.  

The comparison between CdS-Au and control 2 in Figure 6.5a also reveals a 

bleach of the 1 band at ~450 nm in the former that is absent in the latter. 

Comparison of the kinetics probed at 452 nm for CdS-Au and control 2 in Figure 6.5b 
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also shows noticeable difference, consistent with the presence of a bleach of CdS 1 

band in CdS-Au. The absence of this signal in control 2 suggests that it cannot be 

attributed to direct excitation of CdS NR by two photon absorption.69 Therefore, this 

bleach signal can only be attributed to plasmon induced hot electron transfer from the 

Au tip to CdS NR. We note that plasmon induced energy transfer from metal to 

semiconductor has been observed in Au/Cu2O
18 and Ag/Cu2O

19 core/shell structures, 

which is unlikely here because the energy of excited plasmon is much smaller than the 

absorption onset of CdS (~475 nm). 

             

 

Figure 6.5. TA spectra and kinetics of CdS-Au NRs after 590 nm excitation. a) TA 

spectra of CdS-Au NRs (upper panel) and control 2 (lower panel) at indicated delay 

time windows (from 0.2 to 1000ps). Control 2 is a mixture of CdS NRs and Au NPs 
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in which the NR concentration and the sample absorbance at 590 nm are the same as 

the CdS-Au NR sample. b) Kinetics probed at 452 nm for CdS-Au NRs (black solid 

line) and control 2 (red dashed line). c) Kinetics probed at 3000 nm for CdS-Au NRs 

(red circles) and control 2 (gay dashed line). The black solid line is a fit to the kinetics 

of CdS-Au. 

 

Further support for hot electron transfer can also be obtained by direct 

observation of 1 electron intraband absorption at 3000 nm. Comparison of the TA 

kinetics at 3000 nm for both CdS-Au and control 2 after 590 nm excitation are shown 

in Figure 6.5c. The intraband absorption is not observed in control 2, consistent with 

the lack of 1 bleach in the visible TA spectra. In CdS-Au NRs measured under the 

same conditions, the intraband signal can be clearly observed. It can be fit with a rise 

time of 0.097±0.022 ps and a multi-exponential decay with a half-lifetime of 

1.83±0.22 ps (Table S4). The formation of this electron signal can be attributed to 

plasmon induced hot electron injection from the Au tip into the CdS NR. To our best 

knowledge, this is the first direct observation of plasmon induced hot electron transfer 

process in epitaxially-grown colloidal nanoheterostructures, although it has been 

proposed in gold-iron oxide heterostructures.70,71 Note that the 97 fs formation time 

reflects the overall arrival time constant of electrons at the 1σe level, which includes 

multiple steps to be discussed later. The fast injection rate can be justified because 
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this process competes with ultrafast hot electron relaxation (electron-electron 

scattering) in Au.31,32,68 The decay of the electron signal can be attributed to back 

electron transfer process from the CdS NR to Au, which can occur via the dense 

manifold of unfilled conduction band levels above the Fermi level of Au.  

It is interesting to compare the recombination kinetics of injected hot electrons 

with forward electron transfer from excited CdS NR to Au because both processes 

involve transferring an electron from the CdS CB to the dense manifold of unfilled 

levels above the Fermi level of Au. As can be seen in Figure 6.6a, the former (1.83 ps 

half life) is faster than the latter (4.85 ps half life). More importantly, the kinetics of 

former can be well fitted by a two-exponential function, while the latter follows a 

power-law kinetics spanning 6 decades in time, indicating broadly distributed electron 

transfer rates. In the latter process, photogenerated excitons can localize randomly 

along the NR due to rapid hole trapping. The broad distributions of trapped exciton 

locations and possibly trap energy give rise to a broad distribution of electron transfer 

rates to the Au tip. Electron transfer from the Au tip to CdS NR generates an electron 

in the NR that is likely bound by the image charge of Au, which leads to relatively 

faster and more uniform recombination rates. This comparison is schematically shown 

in Figure 6.6b. 
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Figure 6.6. a) Comparison of 1 electron kinetics for CdS-Au NRs after 400 nm 

(blue triangles) and 590 nm (red circles) excitation and their fits (black lines). b) 

Schematic illustration of the electron decay process: (upper panel) under 400 nm 

excitation of the CdS NR, excitons are randomly localized along NRs due to hole 

trapping, leading to a very broad distribution of electron transfer rates; (lower panel) 

under 590 nm excitation of the Au tip, the electron injected into CdS is attracted by 

the hole and image charge in Au, which gives rise to faster and less heterogeneous 

back electron transfer rates.  

 

Next, we seek to quantify the quantum yield (QY) of plasmon induced hot 

electron transfer in CdS-Au NRs using the signal size of the intraband transition of 

1σe electrons. In the small signal limit, where multi-exciton states are negligible, the 

absorbance change of 1σe electrons is proportional to the number of absorbed photons 

and the proportional factor is related to the absorption cross section and photon-to-1σe 
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electron conversion efficiency.72 Because every absorbed 400 nm photon by free CdS 

NRs generates a 1σe electron, the QY is given by the ratio of the TA signal sizes 

under 590 nm(∆A(590 nm)) and 400 nm (∆A(400 nm)) excitation after correcting for 

the numbers of absorbed photons at these wavelengths according to Eq. 1. 

      QY =
∆A(590 nm)

(1−10
−OD(590 nm))·j(590 nm)

/
∆A(400 nm)

(1−10
−OD(400 nm))·j(400 nm)

             

(6.1). 

Here OD(590 nm) and OD(400 nm) are optical densities of CdS-Au at 590 nm and free 

CdS NR at 400 nm, respectively; j(590 nm) and j(400 nm) are the photon fluxes of 590 

nm and 400 nm pump beams, respectively. Realizing that the signal sizes in TA 

experiment is sensitive to pump/probe beam intensity attenuation along the sample 

path and overlap profile, we ensured the same sample ODs at the pump wavelength 

and similar pump beam sizes for 590 nm and 400 nm excitation(see SI for details). To 

improve the signal/noise ratio of the measurement, we carried out the measurement at 

4 excitation pulse energies. As shown in Figure A.6.5, the TA signal amplitudes 

increase linearly with pump pulse energy, indicating that these experiments fall in the 

small signal limit. The average QY of hot electron injection is determined to be 

~2.75(±0.07)%. The details of the calculation can be found in Appendix 5. The low 

QY is a result of multiple competition energy dissipation pathways in the process of 

hot electron injection, which will be further discussed below.  
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All the elementary processes involved in plasmon-induced hot electron transfer 

are shown in Figure 6.7. An incident photon can be scattered by the NP or absorbed to 

either excite the interband transition or a plasmon.  The excited plasmon has two 

main decay channels: radiative decay into a photon and nonradiative decay into an 

intraband or interband electron-hole pair. 73 The fluorescence quantum yield of metal 

NPs is extremely low (on the order of 10-10 to 10-5),74-76 indicating that the radiative 

decay is not a competitive plasmon deactivation pathway. Nonradiative decay of a 

plasmon into an electron-hole pair has been observed.77,78 Devices based on this effect, 

including photodetectors,29,79 transistors,80 and photoelectrochemical cells,24,25,81,82 

have been demonstrated. Interestingly, the reverse process, i.e. excitation of surface 

plasmon by the loss of hot electron energy, has also been observed.83,84 Finally, the 

plasmon generated electron-hole pairs undergo two competing pathways: relaxation 

through electron-electron scattering and hot electron transfer into acceptors. Therefore, 

the absorbed photon to hot electron transfer quantum yield (QY), is the product of the 

efficiencies for all elementary steps, i.e. QY = ϕph→pl × ϕpl→e−h × ϕinj , where 

ϕph→pl , ϕpl→e−h , and ϕinj are the efficiencies for absorbed photon to plasmon 

conversion, excited plasmon to intraband electron-hole pair conversion and hot 

electron transfer from the Au tip to the CdS NR, respectively. We have assumed that 

hot electron transfer to CdS NR is negligible for interband electron-hole pairs due to 

insufficient energy of the hot electron as described below. 
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Figure 6.7. Mechanism for plasmon-induced hot electron injection process, showing 

all possible desirable (green arrows) and competing (red dashed arrows) elementary 

steps.  

 

For selective excitation of the Au tip in CdS-Au NRs under 590 nm excitation, 

ϕph→pl is near-unity because scattering is negligible and the excitation is below the 

onset for interband absorption. ϕpl→e−h is less than unity: although the radiative 

decay channel is negligible, the plasmon could decay into an interband electron-hole 

pair with a hot electron near the Fermi level and a hole in the d band of Au.33 Because 

the 1σe level of CdS NR is about 1.1 eV above the Au Fermi level, the electron in the 

interband electron-hole pair has insufficient energy for injection into the CdS 

conduction band. On the other hand, the electron level in the intraband electron-hole 

pair is estimated to be at 2.10 eV above the Au Fermi level,33 which enables the hot 

electron injection into the CdS NR, as indicated in Scheme 1b. ϕinj is the QY 

limiting step because the electron-electron scattering is a ultrafast process on the time 
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scale of several to 100s of fs.33-35, 76 Because both hot electron transfer to CdS and 

electron-electron scattering have rate constants faster than our instument response, 

unambiguous determination of these two processes is not possible. We note that in 

addition to the aforementioned mechanism, it is also possible that the excited plasmon 

in the Au tip directly decays into a hot electron in the conduction band of CdS NRs 

through a charge-transfer type carrier scattering process.85 The broader homogeneous 

linewidth in Au tips than in isolated Au NPs may indicate this possiblity.23,86  

 

It is interesting to compare the hot electron injection yield and charge 

recombination time of this system with previous a report on Au sensitized TiO2 

nanoparticles.23 In that work, the plasmon induced injection yield is measured to be as 

high as 40% and the recombination time can be as long as 100s of ps.23  The high 

injection yield in Au sensitized TiO2 is attributed to a fast electron injection rate 

resulted from a high density of accepting states in TiO2.
23,87 The relatively slow 

recombination in Au sensitized TiO2 can be attributed to electron diffusion inside 

TiO2 nanoparticles63 and possibly due to the formation of a Schottky barrier which 

expels electrons away from the semiconductor-metal interface where recombination 

happens.25,29 Although the CdS-Au system shows a much lower injection yield and 

faster recombination, these quantum confined nanorods offer interesting opportunities 

for improvement because of the ability to tune their electronic properties by size and 
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shape.88,89 For example, the injection yield in CdS-Au can likely be enhanced using 

CdS NRs with bigger diameters which lowers the band edge and increases the density 

of CB states.90 Longer CdS-Au NRs may be able to slow down charge recombination 

by the formation of CdS-Au Schottky barrier. Furthermore, the diameter of the CdS 

NRs can be varied gradually along the rod axis to provide a gradient of confinement 

energy to drive the electron away from the interface. Alternatively, the size and shape 

of Au tip can be engineered to optimize the efficiency of plasmon decay into hot 

carriers, as predicted by recent theoretic investigations.91                       

 

6.3. Conclusion 

 

In summary, we have examined the plasmon-exciton interaction mechanisms in 

colloidal CdS-Au NR heterostructures. compared to isolate CdS NRs and Au particles, 

the CdS-Au NRs show broadened exciton bands as well as broadened and red-shifted 

plasmon bands, indicative of strong interactions between the semiconductor and 

metallic domains. Excitation of either the CdS NR or Au tip can lead to charge 

separation across the CdS/Au interface. The exciton generated in the CdS NR (via 400 

nm excitation) dissociates by electron transfer to the Au tip (with half life of 4.8 ps). 

Neither energy transfer or hole transfer is competitive exciton quenching pathway 
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because of an ultrafast hole trapping to the CdS surface (with time constant of 0.75 

ps). The charge-separated state is long-lived, which decays to the CdS-Au NR ground 

state with a half-life of 1.5 μs. Excitation of the plasmon band in the Au tip leads to 

ultrafast electron injection into the CdS nanorod with a quantum yield of ~2.75%. 

This charge-separated state (with an electron in the CdS NR and hole in the Au tip) is 

relatively short-lived and recombines in 1.8 ps. To our best knowledge, this is the first 

demonstration of plasmon-induced hot electron transfer process in colloidal quantum 

confined semiconductor nanorod-metal nanoheterostructures. This finding offers a 

promising new approach to expand the photo-response range of current 

semiconductor-based devices, such as photo-detectors and solar energy conversion 

cells. Future work will be focused on improving both the hot electron injection yield 

and charge-separated state lifetime through engineering the size and shape of the 

colloidal structure.  
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 (2) Giannini, V.; Fernández-Domínguez, A. I.; Heck, S. C.; Maier, S. A. Chem. 

Rev. 2011, 111, 3888. 

 (3) Eustis, S.; El-Sayed, M. A. Chem. Soc. Rev. 2006, 35, 209. 

 (4) Kelly, K. L.; Coronado, E.; Zhao, L. L.; Schatz, G. C. J. Phys. Chem. B 2002, 

107, 668. 

 (5) Kamat, P. V. J. Phys. Chem. B 2002, 106, 7729. 

 (6) Halas, N. J. Nano Lett. 2010, 10, 3816. 



167 

 

 (7) Li, P.; Wei, Z.; Wu, T.; Peng, Q.; Li, Y. J. Am. Chem. Soc. 2011, 133, 5660. 

 (8) Hirakawa, T.; Kamat, P. V. J. Am. Chem. Soc. 2005, 127, 3928. 

 (9) Thomann, I.; Pinaud, B. A.; Chen, Z.; Clemens, B. M.; Jaramillo, T. F.; 

Brongersma, M. L. Nano Lett. 2011, 11, 3440. 

 (10) Liu, Z.; Hou, W.; Pavaskar, P.; Aykol, M.; Cronin, S. B. Nano Lett. 2011, 11, 

1111. 

 (11) Gao, H.; Liu, C.; Jeong, H. E.; Yang, P. ACS Nano 2011, 6, 234. 

 (12) Thimsen, E.; Le Formal, F.; Grätzel, M.; Warren, S. C. Nano Lett. 2010, 11, 

35. 
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Appendix 1 

Analysis of CdS-Au absorption spectrum 

Comparison between the absorption spectra of CdS-Au NRs and a physical 

mixture of CdS NRs with Au nanoparticles (NPs) clearly shows that the surface 

plasmon resonance (SPR) band in CdS-Au is significantly damped and red-shifted 

compared to isolated Au NPs and the excitonic bands of CdS are broadened, 

particularly for those bands below 400 nm, compared to free CdS NRs. In order to 

quantify the peak shift and broadening, we fit the CdS-Au spectrum by decomposing 

it into the contributions of CdS and Au domains and compare to the absorption of 

isolated CdS NRs and Au NPs.  

The absorption spectrum of free CdS NRs can be fitted to a sum of four Gaussian 

bands and a continuous background feature (BG(E) ∝ (E − Eg)3, :  

      AbsCdS(E) = C ∙ (E − Eg)3 + ∑
Ai

√2πΓi
2

4
i=1 ∙ exp [−

(E−Eci)2

2Γi
2 ]            

(A.6.1), 

where C is a proportional constant, E is the energy, Eg is the bulk band gap for CdS 

(2.5 eV), and Ai, Γi, and Eci are the area, half width, and center of the ith Gaussian 

band. The continuous feature represents unresolved transitions and has also been 

included for fitting the PLE spectrum of CdSe QDs. The fit is shown in Figure S3b 

and the peak positions and widths are listed in Table A.6.1. Peak1 and Peak 2 are 
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both 1exciton bands that involve the same 1e electron level and different hole 

levels. Peak 3 and Peak 4 can be assigned to 1and 1excitons, respectively. 

For isolated Au NPs, because the interband absorption starts at ~2.45 eV, the 

absorption at lower energy can be attributed exclusively to the SPR band. Therefore, 

we first fit the SPR band for Au NPs in Figure A.6.1c to a Voigt line-shape according 

to Eq A.6.2. 

              SPRAu(E; E, σ, γ) = ∫ G(
+∞

−∞
E; Ec, σ)L(E − E′;  Ec, γ)dE′         

(A.6.2), 

where G and L are Gaussian and Lorentzian functions with their center at xc and half 

widths of and , respectively. The Voigt line-shape takes into account of both 

intrinsic broadening (Lorentzian) and inhomogeneous broadening due to size and 

shape distributions (Gaussian). The fitting parameters are listed in Table A.6.2 and the 

fitted SPR band is shown in Figure A.6.1.c. Subtracting the SPR contribution from the 

total absorption spectrum gives the interband absorption profile of isolated Au NPs, 

which has an onset at 2.43 eV. 

In principle, the absorption spectrum of CdS-Au NRs can be decomposed into 

the contributions of Au and CdS domains. Similar to that in isolated Au NPs, We fit 

the SPR band of Au tips in CdS-Au (Figure A.6.1d) to the Voigt line-shape and the 

fitting parameters are also listed in Table A.6.2. It is clear that compared to free Au 
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NPs, the peak position is red-shifted and both the Lorentzian and Gaussian widths are 

broadened. Thus, the broadening of SPR band cannot be accounted for by different 

degrees of inhomogeneous broadening in the isolated Au NPs and Au tips in CdS-Au. 

If we assume that the interband absorptions of Au and CdS domains are the same as 

those of isolated Au NPs and CdS NRs, we can add them to the SPR band of Au tip to 

simulate the absorption profile of CdS-Au NRs. The result is shown as fit 1 in Figure 

A.6.1d. The fit fails to reproduce the broadening of CdS exciton bands and also the 

enhanced absorption in the UV region. It should be noted that the extent of absorption 

enhancement increases at higher energy, suggesting that it cannot be explained by the 

enhanced field strength caused by the SPR band of the Au particle. The reason for this 

enhanced absorption in the near UV region is not clear.   

Table A.6.1. Fitting parameters of CdS excitonic bands 

 CdS NR CdS-Au NR 

Peak 1 Center (eV) 2.74 2.74 

Width (eV) 0.088 0.090 

Peak 2 Center (eV) 2.82 2.82 

Width (eV) 0.15 0.16 

Peak 3 Center (eV) 3.09 3.07 
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A satisfactory fit to the absorption spectrum of CdS-Au can be obtained using a 

modified function to represent the interband absorption and and broadening CdS 

exciton bands, according to the following equation: 

AbsCdS−Au(E) = SPRAu tip(E) + A ∙ (E − 2.45 eV)B + C ∙ (E − Eg)3 + ∑
Ai

√2πΓi
2

4
i=1 ∙

exp [−
(E−Eci)2

2Γi
2 ]                                            (A.6.3), 

where SPRAu tip(E) is the Voigt fitting to SPR band of Au tip, A and B are constants 

used to fit the interband absorption of Au tip, and Ai, Γi, and Eci are the area, half 

width, and center of the ith Gaussian band of CdS. The fitting result is shown as fit 2 

in Figure A.6.1d. The fitted values of A and B are A= 1.07, B=0.822 and the Gaussian 

positions and widths are also listed in Table A.6.1. Compared to CdS NRs, the peak 

positions are almost the same but the widths are broadened in CdS-Au. The 

broadening becomes more pronounced for exciton bands with higher energy, 

suggesting it is not caused by larger heterogeneity in rod diameters in the CdS-Au 

sample.  Therefore, we conclude that the broadened excitonic bands in CdS-Au 

likely indicates strong electronic coupling between the CdS and Au domains. All the 

Width (eV) 0.31 0.35 

Peak 4 Center (eV) 3.60 3.61 

Width (eV) 0.65 0.81 
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aforementioned evidence (shifted and broadened SPR band, enhanced Au interband 

absorption, broadened CdS exciton bands) suggests strong interactions between the 

Au and CdS domain in CdS-Au NRs. 

Table A.6.2. Fitting parameters of SPR band 

 Peak Center (eV) Lorentzian Width 

(eV) 

Gaussian Width 

(eV) 

Au NPs 2.37 0.405 0.219 

Au in CdS-Au 2.32 0.591 0.381 

 

 

Figure A.6.1. Fit of the absorption spectra of CdS NRs, Au NPs and CdS-Au NRs. a) 

Comparison of the absorption spectra of CdS-Au NRs (black solid line) and a 
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physical mixture of isolated CdS NRs and Au NPs (red dashed line). b) Absorption 

spectrum of isolated CdS NRs (red circles) and its fit according to Eq. S1 (black solid 

line). The background function used in the fit is shown in gray dashed line and the 

excitonic Gaussian bands are shown in green solid lines. c) Absorption spectrum of 

Au NPs (red circles) and a fit to the SPR band by a Voigt line-shape function (black 

solid line). The difference between them is the interband absorption profile of Au NPs 

(blue dashed line). d) Absorption spectrum of CdS-Au NRs (red circles). The gray 

dashed line (fit 1) is a fit using the sum of isolated CdS NR and Au NP interband 

absorptions and SPR band of Au tip (blue dashed-dotted line). The black solid line (fit 

2) is a fit using the sum of SPR band of Au tip, modified interband absorption of Au 

tip (purple dashed line) and broadened CdS absorption (pink dashed line). The green 

lines are the components (background function and Gaussian bands) constituting the 

absorption spectrum shown in pink dashed line. 
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Appendix 2 

Estimation of energy transfer rate from CdS NR to Au tip 

    The estimation below is based on dipole approximation and Forster Resonant 

Energy Transfer (FRET) model. Previous studies have investigated the applicability 

of this model to these nano-objects. Specifically, based on time-dependent density 

functional theory, it has been shown that the dipole approximation still works when 

donor and/or acceptor is a spherical QD, even if two QDs are in direct connect with 

each other, which is in direct contrast to the breaking down of dipole approximation 

when distances between donor and acceptor molecules are at length scales 

comparable to the molecular dimensions.8 In addition, energy transfer rates between 

CdSe/ZnS QD and Au NP have been measured and fitted to FRET model even when 

the separation between them is much smaller than the Au NP size. Therefore, the 

FRET model should a valid way to estimate energy transfer rates between CdS NRs 

and Au tips.  

Since CdS NRs are susceptible to hole trapping (in ~0.7 ps), we estimate energy 

transfer rates both before and after the holes are trapped. The emission spectra of band 

edge exciton and trapped exciton are obtained by decompose the PL spectrum of CdS 

NR into two emission bands. Indeed, both band edge exciton emission (PL 1) and 

trapped exciton emission (PL2) overlap with the absorption spectrum of Au tip 
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(Figure A.6.2). We firstly estimate energy transfer rate from band edge exciton and 

then the same procedure can be applied to trapped exciton.  

The Forster radius, the distance between donor and acceptor at which the 

fluorescence quenching efficiency is 50%, is given by the following equation:  

                 R = 0.211[κ2ΦDJ(λ)/n4]1/6                      

(A.6.4), 

in which κ2 is dipole orientation factor, ΦD is emission quantum yield of donor, 

J(λ) is the overlap integral between donor emission and acceptor absorption spectra, 

and n is the refractive index of dielectric medium. The overlap integral can be 

calculated using: 

                      J(λ) =
∫ dλID(λ)εA(λ)(λ)4

∫ dλID(λ)
                           

(A.6.5), 

where ID(λ) and εA(λ) are donor emission spectrum and acceptor molar 

absorptivity, respectively. With the Foster radius, the energy transfer time constant 

can be calculated as: 

                             τEnT = τ0(
r

R
)6                            

(A.6.6), 

Where τ0 is the donor excited state lifetime in the absence of the acceptor and r is 

the donor-acceptor distance.  
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The overlap integral between CdS band edge exciton emission and Au 

absorption is calculated to be 2.82×1017 M-1cm-1nm4. The emission quantum yield 

ΦDis unknown. As an estimate of the upper limit, ΦD is assumed to be 1 and, 

correspondingly, τ0 in equation A.6.6, which is ~1ns from our previous study, can 

be taken as the radiative lifetime of band edge exciton. The general form for κ2 is 

given by:  

                 κ2 = 〈(cos α − 3cos β cos γ)2〉                     

(A.6.7), 

where  is the angle between the donor and acceptor transition moments,  is the 

angle between the donor moment and the line joining the centers of the donor and 

acceptor, and  is the angle between the acceptor moment and the line joining the 

centers of the donor and acceptor. For CdS-Au NR, in which the emission dipole of 

the 1D band edge exciton is polarized along the NR axis, we have and 

 κ2 = 〈4(cos α)2〉. Assuming randomly-polarized Au absorption dipole (see Figure 

S4b for the scheme), the orientation factor κ2 is calculated to be: 

                κ2 = 〈4(cos α)2〉 =
∫ 4(cos α)2(2πr sin α

π
0 )rdα

∫ (2πr sin α
π

0
)rdα

=4/3             

(A.6.8). 

The Forster radius calculated from equation S12 is 13.7 nm, using the refractive index 

of chloroform (1.49). We note that this is the upper limit for Forster radius because in 
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CdS-Au NR donor and acceptor dipoles also interact significantly through the volume 

of CdS and Au which has much higher refractive index than chloroform.  

The initially generated excitons are randomly distributed along the CdS rod. This 

corresponds to an average energy transfer time of17.9 ns. However, because the band 

edge exciton may move freely along the NR, the distance between its dipole and 

dipole of Au is not well-defined. Here, we consider the upper limit for energy transfer 

rate that corresponds to the closest distance between CdS and Au dipoles. Assuming 

the closest distance of the center of exciton from the edge of the rod is given by the 

bulk Bohr radius for CdS (2.8 nm), and accounting for the diameter of Au tip (5.4 nm), 

the closest energy transfer distance is 5.5 nm. Using equation S14, the energy transfer 

time constant at this distance is calculated to be ~4.1 ps, which is almost an order of 

magnitude slower than the hole trapping rate. Considering that this is the upper limit 

for energy transfer rate, we can conclude that the energy transfer from CdS band edge 

exciton to Au tip is not a competitive exciton quenching pathway.        

    Similarly, the Forster radius between trapped CdS exciton and Au tip is 

estimated to be 5.24 nm, using the emission QY of ~0.18%. The orientation factor is 

assumed to be the same as the band edge exciton, although the trapped exciton may 

not be polarized along the NR axis. Because of the longer lifetime of trapped excitons 

(~100 ns), the calculated energy transfer time ( ~133 ns) is much slower than band 

edge excitons, and much slower than the observed exciton quenching rate in CdS-Au 
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(with half life of 4.85 ps). Our estimate shows that, for both band edge and trapped 

excitons, energy transfer is not a competitive exciton quenching pathway.  

 

Figure A.6.2. a) Absorption spectrum of Au tip in CdS-Au (blue dashed-dotted line), 

and emission spectra of band edge exciton (black dashed line) and trapped exciton 

(red solid line) of CdS NRs. The latter spectra were obtained by decomposing the 

total emission spectrum of CdS NRs into two Gaussian peaks. . All the peaks are 

normalized to the same amplitude for better vision. b) Scheme for calculating 

orientation factor between CdS and Au dipoles. The axis is the line connecting the 

center of two dipoles and is also the direction of CdS dipole. The direction of Au 

dipole is randomly distributed with angle of , and therefore the possibility of finding 
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an Au dipole at  is proportional to the area of the spherical shell show in the figure 

which is2πr sin α rdα. 
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Appendix 3 

 

TA spectra and kinetics of of free CdS Nanorod (NR) and control sample under 

400 nm excitation 

TA spectra of free CdS NRs at indicated delays from 0.2 ps to 500 ns after 400 

nm excitation are shown in Figure A.6.3a. Figure A.6.3b shows the TA spectra for 

control 1 which is a physical mixture of CdS NRs with Au NPs. The kinetics of CdS 

NRs and Au NPs are not affected by each other: the CdS NR 1 exciton (Figure 

A.6.3c) is long-lived as in free NR and the signal of Au NPs shows typical fast 

cooling kinetics (Figure A.6.3d). In Figure A.6.3c, we show the kinetics of 1 exciton 

bleach for both free CdS NRs and control 1. The amplitude of the former is scaled by 

the correction factor (
ODA1

ODA1+ODB
= 0.352) and the latter is the original amplitude. 

Indeed, except for the early time (<4 ps) when the 1 exciton bleach in the control is 

overlapped with the positive SPR signal, both amplitude and kinetics agree in CdS 

NRs and control 1. The signals at the center of plasmon bleach in CdS NRs and 

control 1 are compared in Figure A.6.3d. The electron-phonon scattering kinetics is 

very similar in both cases.    
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Figure A.6.3. a) TA spectra of free CdS NRs at indicated delays from 0.2 ps to 500 ns 

after 400 nm excitation. The inset shows the broad photoinduced absorption (PA) 

from 550 nm to 700 nm. b) TA spectra of control 1 (mixture of CdS NRs with Au 

NPs) at indicated delays from 0.2 ps to 1000 ps after 400 nm excitation. c) Kinetics 

probed at 1 exciton bleach in free CdS NRs (black solid line) and control 1 (red 

dashed line). The amplitude of the former has been scaled for number of absorbed 

photons. d) Kinetics probed at plasmon bleach center in CdS-Au NRs (black solid line) 

and control 1(red dashed line). 
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Appendix 4 

 

Assignment of CdS NR intraband absorption at 3000 nm 

The intraband absorption of NRs has not been assigned before. To ensure that the 

probed absorption at 3000 nm is purely contributed by 1σe to 1πe transition, we carried 

out selective carrier removal study in CdS NR-methylene blue (MB+) complexes. On 

the basis of relevant energy levels of QDs and MB+, electron transfer from QD to 

MB+ is the only exciton quenching pathway.14 As can be seen from the visible TA 

spectra of this complex measured at 400 nm excitation (Figure A.6.4a), the recovery 

of 1 bleach is much faster than free CdS NRs and is accompanied by formation of 

MB+ ground state bleach, indicating electron transfer from the CdS NR to MB+. A 

comparison of the 1 bleach recovery, intraband absorption decay at 3000 nm and the 

growth of the MB+ ground state bleach in Figure A.6.4b shows that the kinetics of 

these features agree with each other, which unambiguously confirms that that 

absorption at 3000 nm is due to 1σe to 1πe intraband transition. Therefore, it can be 

used to follow the dynamics of 1σe electrons in CdS and CdS-Au NRs. 
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Figure A.6.4. a) TA spectra of CdS NR-methylene blue (MB) complexes at indicated 

delays from 0.3 ps to 200 ps after 400 nm excitation. b) Kinetics of 1 exciton bleach 

recovery (XB, red circles), intraband absorption at 3000 nm (IA, green triangles) and 

methylene blue ground state bleach (MB, black line). For better comparison, the MB 

and IA signals have been inverted and scaled. 
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Appendix 5 

 

Pump fluence dependence of signal size 

    To quantify the plasmon-induced hot electron injection yield, we need to ensure 

the experiments fall into the small signal limit so that the signal size on TA spectrum 

is proportional to number of absorbed photons. Furthermore, measurements at 

multiple excitation intensities also help improve the signal-to-noise ratio of the 

measured value of injection quantum yield. As shown in Figure A.6.5a and A.6.5b, 

the TA signal amplitudes increase linearly with pump pulse energy, with slopes (in 

the unit of mOD/nJ) of S(400 nm) and S(590 nm) for 400 nm and 590 nm excitations, 

respectively, indicating that these experiments fall in the small signal limit. The 

injection quantum yield can be more conveniently calculated from the slopes and the 

photon flux per nJ (j′
(590 nm,1nJ)

 and j′
(400 nm,1nJ)

, at 590 and 400 nm, respectively) 

according to Eq. S25, which is equivalent to Eq. 1 in the main text: 

         QY =
S(590 nm)

(1−10
−OD(590 nm))∙j′

(590 nm,1 nJ)

/
S(400 nm)

(1−10
−OD(400 nm))·j′

(400 nm,1 nJ)

    (A.6.9). 

The parameters involved in the efficiency calculation, including pump photon 

energy, pump beam waist, sample OD at pump wavelengths, slope, and photon flux 

per nJ, are summarized in Table A.6.3. 

                Table A.6.3. Parameters used for QY calculation 

 Photon energy 

(10-19J) 

Beam 

waist (µm) 

Sample 

OD 

Slope (mOD/nJ) Flux per nJ 

(1012·m-2·s-1) 

QY (%) 
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400 nm  4.97 107 0.82 0.113±0.001  5.58 100 

590 nm  3.37  102 0.82 0.00925±0.00016 9.05 2.75±0.07 

 

 

 

Figure A.6.5. Pump pulse energy dependence of intraband absorption signal sizes or 

(a) CdS-Au NRs at 590 nm excitation and (b) free CdS NRs at 400 nm excitation. The 

circles are data points and the lines are linear fits. 
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Chapter 7. Plasmon Induced Interfacial Charge Transfer 

Transition for Efficient Hot Electron Transfer from Metal 

Nanostructures 

 

This work is submitted to Science and currently under revision.  

 

7.1. Introduction 

 

Surface plasmon resonance (SPR) of metallic nanostructures has been widely utilized 

to improve the efficiency of photovoltaics,1-5 photocatalysis,6,7 and photodetectors,8,9 

by either increasing light absorption through enhanced local fields near the metal 

nanostructures,10 or by plasmon induced charge transfer from the excited metal.11-13 

The latter enhancement mechanism suggests the possibility of utilizing plasmonic 

metal nanostructures as a novel class of light absorbers with unique properties that 

include broad spectral tunability, exceptionally large absorption cross sections, 

superior long term stability, and low cost colloidal synthesis. 14,15 So far, all reported 

plasmon-induced charge separation processes are believed to go through a 

conventional plasmon induced hot electron transfer (PHET) mechanism (Figure 

7.1.A), in which a plasmon decays into a hot electron-hole pair within the metal 
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through Landau Damping, followed by transfer of the hot electron into adjacent 

semiconductors or molecules.16 Unfortunately, hot electron transfer competes with 

electron relaxation through rapid electron-electron scatterings in the conduction band 

(CB) of metal on the several to 10s of femtoseconds time scale.17,18 Efficient PHET 

requires interfacial charge separation on an even faster time scale, which is difficult to 

realize in many semiconductor-metal hybrid materials. Therefore, the reported device 

efficiencies based on plasmon-induced charge separation concepts are still too low for 

practical applications. 6-8 

 

Figure 7.1. Metal to semiconductor charge separation pathways. (A) 

Conventional plasmon-induced hot electron transfer (PHET) mechanism in which the 

photoexcited plasmon in the metal decays into a hot electron-hole pair within the 

metal through Landau Damping, followed by injection of the hot electron into the 

conduction band (CB) of the semiconductor. (B) Optical excitation of an electron in 

the metal into the CB of the semiconductor through direct (metal-to-semiconductor) 

interfacial charge transfer transition (DICTT). (C) New plasmon-induced 
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(metal-to-semiconductor) interfacial charge transfer transition (PICTT) pathway 

where the plasmon decays by directly creating an electron in the CB of semiconductor 

and a hole in the metal. 

 

Metal to semiconductor hot electron transfer efficiencies can be enhanced if the 

competition with ultrafast electron-electron scatterings in the metal can be avoided. 

One approach is to create a direct metal to semiconductor charge transfer transition 

(DICTT) that can be directly excited to promote an electron from metal into 

semiconductor CB, as shown in Figure 7.1.B. There have been reports of such 

transitions between metal adatoms and semiconductor electrodes,19 and a 

metal-to-adsorbate resonance for CO adsorbed on Pt nanoparticles.20,21 However, 

these interfacial transitions are too weak compared with bulk metal transitions or 

plasmon bands 19,22,23 and therefore cannot be an efficient light-harvesting pathway. 

Ideally, a desirable photoinduced hot electron transfer pathway should combine the 

strong light absorbing power of plasmonic transitions with superior charge separation 

properties of direct interfacial charge transfer transition, as shown in Figure 7.1.C. In 

this plasmon-induced metal-to-semiconductor interfacial charge transfer transition 

(PICTT) pathway, the metal plasmon serves as a light absorber, but strong 

inter-domain coupling and mixing of the metal and semiconductor levels leads to a 

new plasmon decay pathway - the direct generation of an electron in the 
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semiconductor and hole in the metal domains. Herein, for the first time we propose 

and experimentally demonstrate this new plasmon induced charge separation pathway 

in colloidal quantum confined CdSe-Au nanorod (NR) heterostructures. In these 

heterostructures, strong Au-CdSe interaction led to strong damping of the plasmon 

band of the Au tip through the PICTT pathway. The proposed pathway was verified 

by observing highly efficient plasmon induced Au-to-CdSe charge separation with > 

24% quantum efficiencies upon the excitation of the Au tip. Transient absorption 

anisotropy measurements showed more efficient Au-to-CdSe charge transfer when 

exciting the plasmon along the nanorod axis, consistent with the PICTT mechanism. 

The charge separation efficiencies were shown to be independent of excitation photon 

energy, which are inconsistent with the conventional PHET mechanism and support 

the proposed PICTT pathway.  

 

7.2. Results and Discussion 

 

7.2.1. Absorption spectra of CdSe-Au 

 

Colloidal CdSe-Au NRs was synthesized according to a published procedure 24, 

which is described in Chapter 2. Representative TEM images of CdSe and CdSe-Au 
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NRs are shown in Figure 7.2.A. These images show well-defined dumbbell-like 

morphologies for CdSe-Au, with two Au nanoparticles at both ends of a single 

crystalline CdSe NR. Static absorption spectra of CdSe and CdSe-Au NRs dispersed 

in chloroform are displayed in Figure 7.2.B. The discrete absorption peaks of CdSe 

NRs at ~480 and ~582 nm are attributed to the 1 and 1 exciton bands, respectively, 

arising from quantum confinement in the radial direction.25 Compared to free Au 

nanoparticles, the SPR band of Au tips (diameter ~4.1 nm) was strongly damped, 

showing a continuous absorption feature extending to the near IR, consistent with 

previous observations.24,26 It has been suggested that such drastic change of the SPR 

band cannot be accounted for by dielectric effects alone and indicates strong 

electronic interactions between CdSe and Au domains through some yet to be 

understood mechanisms.26 Indeed, ultrafast quenching (<100 fs) of excitons in CdSe 

NR by the Au tip was observed (Figure A.7.2), consistent with previous reports in 

related CdSe-Au NRs.27 In contrast to the severe broadening of the Au plasmon band, 

changes of the CdSe excitonic bands are not apparent in Figure 7.2.B. It is important 

to realize that because the length of the nanorod is much longer than the strongly 

interacting metal/semiconductor interface region, the ends of the CdSe NR (i.e. at the 

CdSe/Au interface) are likely strongly perturbed, while the center is relatively 

un-perturbed.28 To mimic the tip region of the CdSe-Au NRs, we synthesized CdSe 

QD-Au dimmers using CdSe QDs with a lowest energy exciton band similar to CdSe 
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NRs. In these dimmers, both excitonic peaks of QDs and the plasmon band of the Au 

were completely damped (Figure 7.2.B), showing a continuous absorption feature that 

agreed well with that in CdSe-Au NRs. Subtracting this feature from the CdSe-Au NR 

absorption revealed an absorption spectrum that was slightly blue-shifted from free 

CdSe NRs (Figure 7.2.B), which can be attributed to NR etching during the growth of 

the Au tips.24 Thus, the electronic structure of CdSe-Au NRs can be viewed as a sum 

of the strongly interacting tip region that resembles the CdSe QD-Au dimmers (with 

strongly damped plasmon and exciton bands) and the center part that is similar to 

unperturbed CdSe NRs, as depicted in Figure 7.2.C.  
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Figure 7.2. Plasmon-induced metal-to-semiconductor charge transfer transition 

in CdSe-Au NRs. (A) A representative TEM image of CdSe-Au NRs. Inset: a 

representative high resolution TEM image. (B) Absorption spectra of CdSe NRs 

(black solid line), CdSe-Au NRs (red solid line), and CdSe QD-Au dimmers (green 

dashed line) dispersed in chloroform. The gray dashed line is the difference spectrum 

between the absorptions of CdSe-Au NRs and CdSe QD-Au dimmers. (C) Absorption 

spectra (with y-axis plotted in logarithm scale and shifted by +0.01 to avoid negative 

values) of isolated Au nanoparticles (purple dashed line) and CdSe NRs (dashed lines) 

and CdSe-Au NRs (solid lines) with first excitonic peak positions at 555(blue), 

582(green), 605(red) nm. The absorption spectra of CdSe-Au NRs show the same 

onset at ~1450 nm (0.85 eV). (D) Schematic electronic structure of CdSe-Au NRs, 

composed of strongly damped tips with broadened electronic levels and central region 

with relatively unperturbed discrete levels (1e, 1e…). 

 

As shown in Figure 7.2.C, the broad feature-less near IR absorption of CdSe-Au 

NRs showed a clear onset at ~ 1450 nm (0.85 eV) for three NRs with 1 exciton 

bands at 555, 582 and 605 nm (with a corresponding shift of conduction band edge 

position of ~150 meV).19 This result suggests that this transition cannot be attributed 

to direct metal-to-semiconductor optical transition (DICCT, Figure 7.1.B), which 

should have an onset wavelength that shifts with the CdSe CB edge. Instead, we 
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attribute the broad near IR absorption feature to a strongly damped Au plasmon 

caused by the strong mixing of Au and CdSe electronic levels. Such strong interaction 

introduces the PICTT pathway (Figure 7.1.C), a new plasmon decay pathway that is 

not present in isolated Au nanoparticles.  

 

7.2.2. Electron transfer from excited Au to CdSe NRs 

 

In the PICTT pathway, the damped plasmon decays via direct excitation of an 

interfacial electron-hole pair (with an electron in CdSe and a hole in Au). Direct 

evidence to support the proposed mechanism is provided through ultrafast transient 

absorption (TA) studies, in which, a pump laser with photon energy below the 

bandgap of CdSe was used to excite the Au tip and the electron transferred to the 

CdSe domain was probed through either the bleach of 1exciton in the visible 

(caused by state filling of the 1e level) and/or the 1ee intraband absorption in 

the mid-IR (Figure Figure 7.2.D).29,30. The assignment of these spectral signatures 

was confirmed by comparison transient spectra of CdSe NRs and CdSe-benzoquione 

(electron acceptor) complexes. As shown in Figure A.7.1, the kinetics of the 

1exciton bleach at ~580 nm and intraband absorption at ~3000 nm agreed with each 

other in free CdSe NRs and electron transfer from CdSe to adsorbed electron 
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acceptors led to faster decay of both spectral features in NR-electron acceptor 

complexes. The TA spectra of CdSe-Au NRs (Figure 7.3.A) showed a pronounced 1 

exciton bleach feature at ~575 nm, indicating the formation of CdSe CB electrons 

through the excitation of the damped Au plasmon band at 800 nm. This bleach 

overlapped with a broad positive TA feature that was also present in the TA spectra of 

CdSe QD-Au dimmers (Figure A.7.3). This broad feature was subtracted from the 

total TA signal to obtain the TA kinetics (Figure 7.3.C) of 1bleach. 800 nm 

excitation also generated an intraband absorption feature at 3000 nm and the 

formation and decay kinetics of this signal and the 1 bleach were in good agreement 

with each other (Figure 7.3.B), further confirming the presence of CB electron in 

CdSe. These intraband and interband signals were absent in control samples 

composed of a mixture of CdSe NRs and Au nanoparticles (Figure 7.3.B). Fitting 

these kinetics yielded a formation time of ~20±10 fs and a bi-exponential decay with 

a half-life of ~1.45±0.15 ps, which corresponded to plasmon-induced hot electron 

transfer and charge recombination times, respectively.30 Such ultrafast charge 

separation time is consistent with the PICTT mechanism, according to which the 

decay of plasmon instantaneously generates an electron in CdSe (to give rise to the 

observed inter- and intra-band features) and a hole in Au near the CdSe/Au interface. 

The injected electron quickly relaxes back to the Au with a recombination time of 
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1.45 ps, which indicates negligible band bending induced recombination barrier at the 

CdSe/Au interface, consistent with the short rod length used in this study. 

 

Figure 7.3. Plasmon-induced charge separation in CdSe-Au NRs. (A) 

Two-dimensional pseudo-color (ΔAbs) plots of TA spectra of CdSe-Au NRs at 800 

nm excitation (x-axis: probe wavelength; y-axis: pump-probe delay). (B) Intraband 

absorption (probed at ~3000 nm, red circles) and 1exciton bleach (~580 nm, green 

dashed line) kinetics of CdSe-Au NRs after 800 nm excitation. Negligible intraband 

absorption signal is observed in a control sample of a mixture of CdSe NRs and Au 

nanoparticles (gray dashed line). Black solid line is a multi-exponential fit of the 

kinetics. 
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7.2.3. Excitation Wavelength Independent Charge Separation Yields 

 

The transient quantum yields (QYs) of Au-to-CdSe charge separation as a function of 

excitation wavelength is shown in Figure 7.4. These QYs were determined by the 

peak amplitude (averaged between 0.2-0.4 ps) of the CdSe intraband absorption signal 

(see SOM for details). The pump wavelength (energy) was tuned over a >1 eV range 

below the bandgap of CdSe NRs: 670 nm (1.85 eV), 710 nm (1.75 eV), and 750 nm 

(1.65 eV), 800 nm (1.55 eV), 1160 nm (1.07 eV), 1340 nm (0.92 eV), and 1550 nm 

(0.80 eV). As shown in Figure 7.4, within experimental errors, the measured QYs 

were constant (~24%) above ~0.85 eV, the onset of the near IR absorption feature 

shown in Figure 7.2.B. Below the onset, no measurable electron signals were 

observed due to a lack of photon absorption.  

 

Figure 7.4. Quantum yields (QYs) of plasmon-induced charge separation as a 

function excitation photon energies (red open circles and green filled triangles, 
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measured with PbS and Cd3P2 QDs as calibration samples, respectively, see SOM for 

details) and predictions according to various Fowler models: equation 1(blue dashed 

line), equation 2 (green dashed line), and equation 3 (purple dashed line). The black 

solid line is a step-function with onset at ~0.85 eV. 

 

In the conventional PHET mechanism (Figure 7.1.A), the excitation energy 

dependence of charge separation QYs can be well described by the Fowler’s 

equation:31 

         (7.1), 

where ℏω is the energy of excitation photon, Eb is the barrier height between metal 

and semiconductor, and EF is the Fermi energy of the metal. Indeed, most of the hot 

electron transfer based devices reported to date were shown to follow this model.8,32-34 

For small nanoparticles, QYs of metal-to-semiconductor photoemission generally 

follow the same functional form, but can be enhanced by a factor C through a 

geometric effect35,36 and lowering of escape barrier37:  

          (7.2). 

Recently, it is also found that momentum conservation requirement can be relaxed if 

electrons only scatter at the semiconductor/metal interface.38 Under this condition, the 

QY is described by (see Appendix 4): 

 
2

( ) 4b FQY E E   

 
2

( ) 4b FQY C E E    
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               (7.3). 

The predicated QYs according to eq. 7.1, 7.2 and 7.3 are shown in Figure 7.4. For eq. 

7.2, we have chosen the value of C so that the predicted QY at 1.85 eV agreed with 

the experiment. It is clear that these Fowler type conventional hot electron transfer 

models predict an increasing QY at higher excitation energy (because of the increase 

of hot electrons with energy above the semiconductor CB edge), and are inconsistent 

with our experimental data.  

The measured QYs are consistent with the PICTT pathway. In this pathway, the 

plasmon decays by direct excitation of an electron from Au to CdSe and the QY is 

independent of the excess energy of the electron above the CB edge. The strongly 

damped plasmon bandwidth is likely dominated by homogeneous broadening: as long 

as the excitation energy is above the absorption threshold (~0.85 eV), the same 

plasmon is excited and therefore the charge separation QY is independent of 

excitation energy. Such a homogeneous line-width (of ~1eV) would correspond to a 

plasmon dephasing time of ~1 fs, which is consistent with observed fast hot electron 

formation time. Furthermore, the observed quantum yield is about an order of 

magnitude higher than the reported value for CdS-Au NRs (2.75%).30 In CdS-Au, the 

Au plasmon band is weakly perturbed and the plasmon induced hot electron transfer 

occurs through the conventional PHET mechanism (Figure 7.1.A), where the 

competition of hot electron transfer with ultrafast relaxation reduces its efficiency. 

 ( ) 2bQY E   
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The observed QYs in CdSe-Au is still less than unity for at least two reasons. First, 

PICTT is likely not the exclusive decay channel for the strongly damped plasmon. It 

can also be damped in the Au domain to proceed via the much less efficient 

conventional PHET pathway.30 Second, the electron generated in CdSe can either 

quickly relax back into the Au or escape into the center of CdSe NR (and recombine 

on the 1.4 ps time scale) and only the latter was detected in our measurements. 

Therefore, the measured QYs represent a lower limit of plasmon induced electron 

transfer in this system. 

 

 

7.2.4. Polarization Dependent Charge Separation Yields 

Further insight into the nature of the PICTT pathway can also be obtained by 

polarization dependent TA study. It can be expected that plasmons polarized in the 

direction parallel to the NR may be more strongly coupled to the CdSe than those in 

the direction perpendicular to the rod. Because optical transition of the CdSe is 

strongly polarized,25,39 this should lead to dependence of the TA signal on the relative 

polarization of the pump and the probe beams. This polarization dependence can be 

conveniently quantified by the anisotropy of the TA signals r=(SHH-SHV)/(SHH+2SHV), 

where SHH and SHV are TA signals with the polarizations of pump and probe beams 
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parallel or perpendicular, respectively, to each other. As shown in Figure 7.5.A, for 

band edge (590 nm) excitation of free CdSe NRs (without Au tip), 1exciton bleach 

signal amplitude SHH is larger than SHV. The calculated anisotropy was 0.12 and 

showed negligible decay in 10 ps (Figure 7.5.A inset), which indicates that the band 

edge absorption transition dipole has 70% and 30% axial and radial components, 

respectively, consistent with previous reports (see Appendix details).40,41 The 

intraband 1ee transition showed negligible anisotropy value. Therefore, we use 

1exciton bleach to probe anisotropy in CdSe-Au NRs. As shown in Figure 7.5.B, 

for 800 nm excitation of CdSe-Au NRs, the resulting 1exciton bleach signal 

amplitude SHH is larger than SHV with an anisotropy value of 0.10. This result suggests 

a more efficient hot electron transfer by plasmons polarized parallel to the NR axis, 

consistent with the PICTT mechanism. In contrast, in CdS-Au NRs where the 

conventional PHET mechanism dominates,30 we detected negligible anisotropy in the 

CdS 1exciton bleach signal generated by exciting the Au plasmon band (Appendix).            
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Figure 7.5. Transient Absorption anisotropy of CdSe and CdSe-Au NRs. (A) 

1exciton bleach kinetics (probed at ~580 nm) in free CdSe NRs after band edge 

(590 nm) excitation with pump and probed beams having parallel (HH, horizontal 

pump and horizontal probe, red solid line) and perpendicular (VH, vertical pump and 

horizontal probe, blue dashed line) polarizations. Inset: calculated anisotropy r as a 

function of pump-probe delay. (B) 1exciton bleach kinetics (probed at ~575 nm) in 

CdSe-Au NRs after 800 nm excitation with pump and probed beams having parallel 

(HH, red solid line) and perpendicular (VH, blue dashed line) polarizations. 

Calculated anisotropy r is shown in the inset. 

 

7.2.5. Reduction of methyl viologen by plasmon-generated electrons 
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For the cw light driven MV2+ reduction experiment, the concentration of aqueous 

CdSe-Au NRs was tuned to have an OD of 0.2 at 800 nm in a 1 cm pathlength cuvette. 

1 mg methyl viologen dichloride (MV2+) was added to 3 mL above solution. 1 mg 

sodium sulfide (Na2S) was added as sacrificial donors. The concentration of MV2+ 

and Na2S were kept low so that the dark reaction rate between them was slow. The 

reaction solution was purged with Ar for 15 min and then constantly stirred and 

illuminated by a red light (680±30 nm, 34.5 mW) that was produced from a Xeon 

lamp by applying a band pass filter. MV.+ radicals generated in the reaction were 

detected by measuring the absorption change of the solution. The amounts of MV.+ 

radicals were calculated from the difference absorbance with respect to time zero 

using the reported extinction coefficient.42 The experimental scheme is shown in 

Figure 7.6a. 

Time-dependent differential absorption spectra of the CdSe-Au-MV2+ system 

with respect to time zero are shown in Figure 7.6b, which clearly shows the 

accumulation of MV.+ radicals. The accumulation kinetics is plotted in Figure 7.5c. In 

addition, we performed a series of control experiments to investigate the role of 

plasmonic light absorption in radical formation. As shown in Figure 7.6.c, removing 

CdSe-Au NRs from the reaction solution (referred to as the blank sample) showed a 

much slower MV+. radical formation rate, which can be attributed to slow reduction of 

MV2+ (-0.446 V vs NHE) by S2- (-0.450 V vs NHE) in the dark. Replacing CdSe-Au 
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NRs by Au nanoparticles (referred to as Au sample) with the same sample absorbance 

at the excitation wavelength yielded similar radical generation rate as the blank 

sample. It implies that direct plasmon induced hot electron transfer from Au 

nanoparticles to MV2+ cannot compete with the ultrafast e-e thermalization within Au. 

Replacing CdSe-Au NRs by CdSe NRs (of the same concentration as CdSe-Au NRs) 

led to a faster radical generation rate than the blank sample (which was still much 

slower than the CdSe-Au-MV2+ system). This likely caused by imperfect filtration of 

lights at wavelength below the CdSe band gap.  

To calculate the plasmon-induced radical generate rate Δ(MV.+), we subtracted 

radical generation rate of CdSe NRs sample from that of CdSe-Au NR. Note that the 

reaction rate is calculated within 1 min of illumination when the radical concentration 

is low because the generated radicals also absorb photons around 680±30 nm, as 

shown in Figure 7.6.b.  Quantum efficiency (QE) for radical generation was 

calculated using: QE = NA·Δ(MV.+)/ Δ(ħv), where NA is the Avogadro constant and 

Δ(ħv) is the number of absorbed photons per minute calculated from the excitation 

power and sample optical density. The plasmon enhanced QE for photo-reduction of 

MV2+ was calculated to be 0.75±0.10%. It should be noted that this value is likely an 

underestimate of the efficiency of CdSe-Au because some of the Au tips separate 

from the CdSe rod during the ligand exchange process and absorption by these Au 

tips have negligible contributions to the MV2+ photo-reduction. 
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Figure 7.6. QYs for plasmon induced steady state photoreduction of MV2+. a) A 

scheme of the plasmon-induced photocatalysis experiment. A cw light is used to 

excite the Au tip in CdSe-Au NRs and the plasmon-induced reduction of MV2+ into 

MV+. radical is monitored through static absorption change. b) Difference absorption 

spectra of CdSe-Au NRs at indicated illumination times with respect to time zero 

showing accumulation of MV+. radicals. c) MV+. radicals as a function of illumination 

time for CdSe-Au NRs (purple triangles), CdSe NRs (red circles), Au nanoparticles 

(blue squares), and blank sample (no particles, green diamonds). The black solid lines 

are linear fits to extract the initial slopes of MV+. radical generation. 
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7.3. Conclusion 

 

In summary, we have proposed and demonstrated PICTT, a new mechanism for 

efficient plasmon induced hot electron transfer. Although the proposed mechanism 

has not been experimentally confirmed previously, strong mixing of Au and TiO2 

electronic levels have been reported in a recent computational study of Au cluster 

sensitized TiO2 nanoparticles by Prezhdo and co-workers.43 Strongly broadened Au 

plasmon band and efficient plasmon induced hot electron transfer was also observed 

in Au nanoparticle sensitized TiO2 nanocrystalline thin films.11 Therefore, the PICTT 

mechanism reported here is potentially a general phenomenon at metal/semiconductor 

and/or metal/molecule interfaces. PICTT may open an exciting new pathway to 

circumvent energy loss channels in metal nanostructures and drastically increase the 

efficiencies of devices based on plasmonic light absorption materials.  
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Appendix 1 

 

Interband and intraband kinetics of free CdSe NRs and CdSe NR-BQ complexes 

Interband kinetics. The vis TA spectra of free CdSe NRs at indicated delays 

after 400 nm excitation are shown in Figure A.7.1a. Previous TA studies on CdSe 

NRs have assigned the exciton bleach (XB) feature at ~580 nm to state filling of 1σe 

electronic level.5,6 The XB kinetics is plotted in Figure A.7.1b and fitted to the 

following equation: 

             𝑋𝐵(𝑡) = 𝐴 ∙ [∑ 𝑎𝑖 ∙ 𝑒−𝑡/𝜏𝑖3
𝑖=1 − 𝑒−𝑡/𝜏𝑓]          (A.7.1), 

where A is the signal size of XB, 𝜏𝑓 is the formation time constants, and 𝑎𝑖 and 𝜏𝑖 

are amplitudes and time constants of the multi-exponential decay. The fitting 

parameters and errors are listed in Table A.7.1, from which the half-life of band edge 

electrons in CdSe NRs is determined to be 8.76±0.83 ns. In the presence of an 

electron acceptor, benzoquinone (BQ), XB recovery is faster due to electron transfer 

to BQ, as shown in Figure A.7.1c. The kinetics of XB feature in NR-BQ (Figure 

A.7.1d) can also be fitted to equation A.7.1 and the fitting parameters are listed in 

Table A.7.1. The electron transfer half-life is determined to be 70.9±2.5 ps. 

Intraband kinetics. In addition to the interband XB, the dynamics of electrons 

in the conduction band of CdSe NRs and other quantum confined Cd chalcogenides 

can also be probed by intraband transition in the mid-IR regions.7-9  Indeed, as 
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shown in Figure A.7.1d, in both free CdSe NRs and CdSe NR-BQ complexes, the 

kinetics of intraband absorption at ~3000 nm agree well with the XB feature, 

confirming that both signals can be used to follow band edge electron kinetics in 

CdSe NRs. The intraband signal provides a convenient probe to study 

plasmon-induced electron transfer from Au to CdSe in CdSe-Au NRs for two reasons. 

First, it avoids spectral overlap with plasmon signals in the visible region.8,10 Second, 

it allows measurements at higher sample concentration when visible TA cannot due to 

strong probe absorption by the sample.      

 

Figure A.7.1. Transient Absorption (TA) spectra and kinetics of NR and NR-acceptor 

complexes. a) TA spectra at indicated delays after 400 nm excitation and b) TA 

kinetics of exciton bleach (XB) at ~580 nm (red dashed line) and its multi-exponential 

fit (black solid line) of CdSe NRs. c) TA spectra of CdSe NR-BQ complexes at 
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indicated delay times after 400 nm excitation. The inset is a scheme of the complex. d) 

TA kinetics of XB (red triangles) and intraband IR transition (black dashed line) in 

CdSe NR-BQ complexes. Also shown for comparison are kinetics of XB (blue circles) 

and intraband IR transition (gray solid line) in free CdSe NRs.  

  

Table A.7.1. XB recovery kinetics in free CdSe NRs and NR-BQ complexes 

 τf/ps τ1/ns (a1) τ2/ns (a2) τ3/ns (a3) τ1/2/ns 

NR  0.31±0.15 0.227±0.006 

(22.9±0.2%) 

11.0±0.2 

(42.1±0.9%) 

71.2±0.9 

(35.0±0.4%) 

8.8±0.8 

 τf/ps τ1/ps (a1) τ2/ps (a2) τ3/ps (a3) τ1/2/ps 

NR-BQ 0.31±0.15 3.14±0.09 

(23.7±0.4%) 

62.3±0.6 

(32.1±0.5%) 

435±23 

(44.2±1.5%) 

70.9±2.5 
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Appendix 2 

 

Charge separation and recombination in 400 nm excited CdSe-Au NRs 

In a previous study of electron transfer from excited CdSe NRs to Au tip, it was 

reported that the initial XB amplitude in CdSe-Au NRs is only 10% that of free NRs 

caused by ultrafast hot electron transfer to Au in <100fs. We also investigated this 

process in our CdSe-Au samples using 400 nm pump light, which could excite both 

CdSe NRs and inter-band transition of Au tips.12 The resulting TA spectra from 0.2 ps 

to 1 ns (Figure A.7.2) show much smaller initial XB signal amplitude (~13.5%) in 

CdSe-Au compared with free CdSe NRs (after normalizing the signals to correspond 

to the same number of absorbed photons by CdSe) and the formation of 

derivative-like features within 0.2 ps that can be assigned to charge separation 

induced stark effect signals.13 In addition, there is also strong broad absorption signal 

ranging from ~600 nm to the near IR, which is likely due to excitation of the Au tip or 

strongly-coupled CdSe-Au domains because a similar feature was also observed in 

CdSe QD-Au dimmers (see below). Because this signal is nearly constant throughout 

the visible spectral window, it can be subtracted from the TA spectra to reveal the 

kinetics of the Stark effect spectral signatures. Fitting these kinetics shows a 

formation time of ~46 fs (Table A.7.2) followed by multi-exponential decays with 

half-life of ~0.90±0.15ps. We attribute the decay to charge recombination process 
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(back electron transfer from Au tip to CdSe NR). The formation time (~46 fs) of 

charge separated states is much faster than the XB formation in free CdSe NRs (~308 

fs), consistent with previous conclusion of ultrafast hot electron transfer from CdSe to 

Au.11 It should be noted that although the charge separated states was observed, the 

charge separation yield was not determined and the possibility of ultrafast energy 

transfer process (which would also lead to XB recovery) can not be ruled out. 

Furthermore, although absorption at 400 nm is dominated by CdSe NRs, the XB 

bleach signal also contains contribution of Au-to-CdSe charge transfer resulted from 

the direct excitation of the Au tip, which can be best studied by exciting the nanorod 

below the CdSe band gap, as described in the main text.   

 

Figure A.7.2. TA spectra and kinetics of CdSe-Au at 400 nm excitation. a) TA 

spectra of CdSe-Au NRs at indicated delays, showing exciton absorption (XA, ~600 
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nm) and exciton bleach (XB, ~575 nm). b) Comparison of XB kinetics in CdSe-Au 

NRs (red triangles) and in free CdSe NRs (gray circles). The signals have been scaled 

to correspond to the same number of absorbed photons by the CdSe rod. c) Kinetics of 

XA (red dashed line) and XB (green dashed line, inverted) after subtraction of the 

broad absorption signal (averaged from 670 nm to 700 nm). The black solid line is a 

multi-exponential fit to these kinetics.  

 

Table A.7.2. Charge separation and recombination in CdSe-Au NRs after 400 nm 

excitation 

 τf/fs τ1/ps (a1) τ2/ps (a2) τ3/ps (a3) τ1/2/ps 

CdSe-Au 

NRs 

46±20 0.85±0.13 

(72.3±0.9%) 

4.23±0.16 

(19.6±0.4%) 

3105±100 

(8.1±0.1%) 

0.90±0.15 
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Appendix 3 

 Transient Absorption of CdSe QD-Au dimmers 

TA spectra of CdSe QD-Au dimmers after 400 nm and 800 nm excitations are 

shown in Figure A.7.3a and A.7.3b, respectively. Typical TA feature of excited QDs 

(exciton bleach) and Au nanoparticles are absent. Instead, the TA spectral are 

dominated by a broad absorption feature throughout the whole probed spectral 

window. They are consistent with the absence of exciton bands of QDs and SPR band 

of Au on the static absorption spectrum of CdSe-QD dimmers in Figure 7.2A. The 

kinetics of this broad absorption feature (averaged from 670 to 700 nm) for CdSe 

QD-Au dimmers and CdSe-Au NRs are identical at both 400 nm and 800 nm 

excitations (Figure A.7.3c). Fitting these kinetics reveals a formation process 

(~118±25 fs) followed by multi-exponential decays with a halflife of 2.3±0.1 ps 

(Table A.7.3). This broad absorption feature is likely due to laser heating induced 

spectral changes of the strongly damped plasmon. In fact, the relaxation time scale 

(2.3 ps) is similar to previously-reported relaxation times of Au nanoparticles.14,16,17 

Quantitative understanding of this feature is beyond the scope of this work. 
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Figure A.7.3.TA spectra of CdSe QD-Au dimmers at indicated delays after a) 400 nm 

and b) 800 nm excitations. c) Kinetics probed at 670-700 nm for CdSe QD-Au 

dimmers and CdSe-Au NRs under both 400 nm and 800 nm excitations. The black 

solid line is a multi-exponential fit to these kinetics. 

 

Table A.7.3. Fitting parameters for the broad-band TA absorption  

 τf/fs τ1/ps (a1) τ2/ps (a2) τ3/ps (a3) τ1/2/ps 

CdSe 

QD-Au  

118±25 1.40±0.15 

(73.6±1.1%) 

20.3±0.7 

(19.4±0.4%) 

901±60 

(7.0±0.1%) 

2.3±0.1 
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Appendix 4 

 

Transient Absorption Anisotropy of CdSe and CdSe-Au NRs 

Theory of TA anisotropy. In TA anisotropy measurements, the polarization of 

the probe pulse was fixed while that of the pump pulse could be adjusted using a 

half-waveplate. We recorded the TA signals when the pump and probe pulses were 

either parallel or perpendicular to each other and corresponding anisotropy can be 

calculated. To help understand TA anisotropy better, we first derived the expression, 

adapted from commonly used fluorescence anisotropy theory,18,19 for an anisotropic 

rod, which can be directly related to our CdSe and CdSe-Au NRs. 

As shown in Figure A.7.4a, there are two sets of coordinates to be considered 

here: the laboratory coordinates (x, y, z) and the rod coordinates (a, b, c). These two 

are related to each other through Eulerian angles (θ, ϕ, ψ). Specifically, the rod 

coordinates can be transformed into the laboratory coordinates through the 

transformation matrix A: 

           (A.7.3), 

where:                         

xa xb xc

ya yb yc

za zb zc

A A A

A A A A

A A A
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                          (A.7.4). 

Assuming that the pump beam path is along x axis and it can be polarized along either 

y or z axis. The probabilities for absorption of the pump beam polarized along y and z 

axes are:  

     

(A.7.5), 

      

(A.7.6), 

respectively, where pa, pb, and pc are the absorption components at the pump 

wavelength along a, b, and c directions. They are proportional to the square of 

absorption dipole along each axis. For an Wurtzite CdSe nanorod, we have pa = pb and 

pa + pb + pc = 1. Assuming that the probe beam is polarized along z axis, the 

absorption probability of the probe beam is:  

                  

(A.7.7), 
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where qa, qb, and qc are the square of absorption dipole components at the probe 

wavelength along a, b, and c directions.  

Since the nanorods are randomly oriented, the averaged transient absorption 

signals for different pump polarizations can be obtained by integrating over all the 

possible orientations:  

         (A.7.8), 

         (A.7.9). 

The ensemble anisotropy r is defined as: 

                         

(A.7.10). 

The calculated anisotropy as a function of both pc and qc is shown in Figure 9b. It 

shows that the anisotropy is 0 when pc or/and qc is 1/3, which means that there is no 

detectable anisotropy once pump or probe dipole is completely isotropic.  
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Figure A.7.4. a) A scheme of the laboratory coordinates (x, y, z) and the rod 

coordinates (a, b, c). Eulerian angles (θ,ϕ, ψ) are also labeled. b) 2-D contour plot of 

the calculated anisotropy as a function of both pc and qc. 

 

    TA anisotropy of CdSe NRs. For free CdSe NRs excited and probed at the band 

edge (590 nm) and probed at the exciton bleach (XB) signal, the transition dipoles for 

the pump and probe beams are the same. Therefore, pc =qc and it corresponds to the 

diagonal dashed line in Figure A.7.4b. The anisotropy shown in Figure 4A is 0.12, 

from which we obtain: pc=0.70. We also measured the anisotropy for the mid IR 

intraband TA signals after 590 excitation, which has negligible anisotropy (Figure 

A.7.5). Since pc is 0.70 for the pump pulse, from Figure A.7.4b, qc should be 1/3 for 

the intraband absorption. We can only probe the interband XB signal for anisotropy 

measurements. 
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Figure A.7.5. Transient absorption anisotropy of Mid IR signals of CdSe NRs after 

590 excitation. TA kinetics measured with parallel (red solid line) and perpendicular 

(blue dashed line) pump/probe polarizations. Inset: calculated anisotropy values.  
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Appendix 5 

 

Excitation wavelength dependent QYs in the conventional mechanisms  

The charge transfer QY from excited metal to semiconductor in the conventional 

PHET mechanism can be generally described by the Fowler’s formula (equation 7.1 

in the main text):23 QY(ℏω) = (ℏω − Eb)2/4EFℏω, where ℏω is the energy of 

excitation photons, Eb is the barrier height between metal and semiconductor, and 

EF is the Fermi energy of Au (5.5 eV). Equation 7.1 can be derived by considering 

both energy and momentum conservations in the hot electron transfer process.24 As 

shown in Figure A.7.6a, the z-direction momentum of the hot electron has to be larger 

than onset momentum (Pon = √2m(EF + Eb)). Therefore, 

            √2m(E + ℏω) ∙ cosθ ≥ √2m(EF + Eb)             (A.7.11). 

According to this equation, the range of electron energy E is: 

                        EF ≥ E ≥
EF+Eb

cos2θ
− ℏω                    

(A.7.12), 

and the range of angle θ is: 

 1 ≥ cosθ ≥ 1 −
ℏω−Eb

2EF
                     

(A.7.13). 
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Note that in deriving A.7.13, we have used the condition of EF ≫ Eb and ℏω. 

Therefore, the QY of hot electron injection is: 

             QY =
1

2N
∫ dcosθ

1

1−
ℏω−Eb

2EF

∫ ρ(E)dE
EF

EF+Eb
cos2θ

−ℏω
             (A.7.14), 

where ρ(E) is the density of state (DOS) of the conduction band of metal, N is the 

total number of available electrons near Fermi level that can be excited and the 

coefficient 1/2 accounts for half of the total electrons moving towards semiconductor. 

Since EF ≫  ℏω, we assume that the DOS is constant near Fermi level and therefore, 

N = ℏωρ(EF). With this assumption, the integral in equation A.7.14 results in: 

QY(ℏω) = (ℏω − Eb)2/4EFℏω. 

It has been found that photoemission QYs from small nanoparticles are enhanced 

compared to planar bulk structures, possibly due to geometric effect25,26 and lowering 

of escaping barrier.27 In this case, the excitation energy dependence still follows 

Fowler’s function form except that a scaling factor (C) is added to account for the 

enhancement: QY(ℏω) = C ∙ (ℏω − Eb)2/4EFℏω, which is the equation 7.2 used in 

the main text. 

If electron scattering only occurs at the metal/semiconductor interface, the 

momentum conservation can be relaxed and electrons transfer into semiconductor as 

long as: 

 E + ℏω ≥ EF + Eb                 (A.7.15). 
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In this case, the QY of hot electron injection is: 

                  QY =
1

2N
∫ ρ(E)dE

EF

EF+Eb−ℏω
=(ℏω − Eb)/2ℏω    (A.7.16), 

which is the equation 7.3 in the main text. 

 

Figure A.7.6. Schematics of energy and momentum requirements in hot electron 

transfer a) Excitation of an electron into an energy level higher than the barrier (Eb) 

between Fermi energy of metal and conduction band edge of semiconductor leads to 

hot electron transfer into semiconductor. b) Illustration of momentum conservation in 

hot electron transfer process using “escaping cone” in momentum space. Z direction 

is perpendicular to the semiconductor/metal interface. Therefore, the projection of an 

electron momentum on the z axis has to be larger than an onset momentum (Pon) 

which is determined by Eb. 
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Chapter 8. The Competition between Band Alignment and 

Hole trapping in CdSe/CdS Quasi-type II Dot-in-rod 

Nanorods 

 

Reproduced with permission from ACS Nano 2013, 7, 7173. Copyright 2013 

American Chemical Society. 

 

8.1. Introduction 

 

Recent advances in the synthesis of colloidal semiconductor heterostructures 

consisting of two or more material components have tremendously enriched the 

toolbox of semiconductor nanocrystals and produced new nanostructures with 

properties that cannot be achieved in single component materials.1-8 The alignment of 

the conduction band (CB) and valence band (VB) positions of the components in the 

heterostructure can be type I, in which the CB and VB of one material are nested 

between those of the other ,3,4 type II, when they are staggered with respect to each 
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other,9,10 or quasi-type II, when either the CB or VB band edge positions are similar in 

these materials. The band alignment in core/shell quantum dots (QDs) has been 

shown to dictate the distribution of electrons and holes in excitonic states, which has 

profound effects on their properties. For example, in type I core/shell QDs such as 

CdSe/ZnS, both the electron and hole wavefunctions are localized in the core in the 

lowest energy exciton state, which reduces the effect of surface defects and improves 

their emission properties.11-16 On the other hand, the spatial separation of electrons 

and holes in type II heterostructures can lengthen the lifetime of single and multiple 

exciton states and improve their charge separation properties for light harvesting 

applications.10,17-19 In addition to material composition, the properties of 

nanoheterostructures can be further controlled by shape and size, as demonstrated in 

various one-dimensional (1D) colloidal nanorods (NRs).7,20-27 Compared with QDs, 

these nanorods have larger absorption cross sections,28-30 enhanced stabilities,31,32 

longer multi-exciton lifetimes,33-36 and linearly-polarized emission20,24,37-40 while 

retaining size-tunable quantum confinement effect in the radial direction,41,42 making 

them promising materials for light emitting,43,44 optical gain,34,45,46 or solar energy 

conversion applications.47-54  

Among one-dimensional heterostructures, CdSe/CdS dot-in-rod (DIR) NRs have 

attracted the most intense research interests.20,23,24,47,55-78 They have been shown to 

enhance the charge separation efficiency in solar-to-fuel conversion systems 
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compared to CdS nanorods or CdSe/CdS core/shell QDs.47-49 The VB and CB offsets 

between bulk wurtzite CdSe and CdS are ~ +0.5 V and -0.3 – 0 V, respectively, 

forming either a type I or quasi-type II heterojunction.20,62 Despite recent 

investigations of this system by various techniques, including scanning tunneling 

spectroscopy,62 transient absorption spectroscopy,59,67 multi-exciton emission,65 

time-resolved fluorescence decay,73,74 and first principle calculations,63 the exact 

nature of the long-lived exciton states in the CdSe/CdS DIR structures remains a hotly 

debated topic. The band alignment in these materials has been reported to be type I,62 

quasi-type II,59,74 or tunable from type I to quasi-type II depending on the core size 

and rod diameter,65,73,75 as well as interfacial strain.63 More recently, it has been 

suggested that even in quasi-type II DIRs, the CB electron is likely localized near the 

CdSe core,75,79,80 because of the strong electron-hole coulomb attraction in 

one-dimensional structures.81 Because the Bohr exciton radii of these materials (~5.4 

nm in CdSe 82,83 and ~2.8 nm in CdS84-86) are relatively small compared to the rod 

length (typically 10s to 100s of nm), the fate of the initially generated electron-hole 

pairs depends on not only the band alignment but also their transport mechanism 

along the rod. The latter can be affected by deep hole traps on CdS NRs87,88 and 

charge-transfer barrier at the CdSe/CdS interface.66,89,90 Indeed, a recent study on 

CdSe/CdS tetrapods has demonstrated that the hole capturing efficiency by the CdSe 

core is not unity and there exist deep hole localized excitons on the CdS arms.69     
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In this chapter, we report a study of exciton relaxation and dissociation dynamics in 

CdSe/CdS DIRs by transient absorption (TA) spectroscopy. By comparing TA spectra 

of DIR and DIR-electron acceptor complexes, we show unambiguously that the 

bleaches of exciton bands in DIRs are caused by state-filling of the CB electron levels, 

similar to those observed in CdX (X=Te, Se, S) single component or core/shell QDs. 

We show that in the lowest energy band edge exciton state, the hole is confined in the 

CdSe core and the electron is delocalized among CdSe and CdS, consistent with a 

quasi-type II band alignment, although the electron wavefunction in the CdS shell is 

localized to regions near the CdSe core. Upon excitation of the CdS rod at 400 nm, 

three distinct long-lived exciton states are observed; only 46% of excitons can relax to 

the lowest energy band edge exciton state. Trapping of holes at the CdS rod or the 

CdS shell near the seed localizes excitons in those regions. Due to their distinct spatial 

locations, these excitons have different dissociation rates in the presence of electron 

acceptors. Our study suggests that in 1D heterostructures such as CdSe/CdS DIR, the 

fate of the exciton is determined not only by the band offset, but also by exciton 

trapping and localization processes that sensitively depend on the microscopic 

electronic and morphological heterogeneity of the materials.  
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8.2 Results and Discussions 

 

8.2.1 Static Absorption and Emission Spectra.  

A representative TEM image of CdSe/CdS DIRs used for this study is shown in 

Figure 1a, from which we determines an average length of 16.5 (±1.1) nm and 

diameter of 3.5 (±0.3) nm, respectively. Some of the rods show a bulb-like region 

with slightly large diameter near one end of the rod, similar to previous reports.23,66 

The bulb region is believed to indicate the location of the seed from which 

asymmetric growth along the rod (vs the radial direction) occurs in the growth 

progress.66 Due to the presence of these bulb-structures, the diameter statistics is done 

at the centers of the DIRs.  
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Figure 8.1. a) Representative transmission electron microscopy image of CdSe/CdS 

DIRs. b) UV-visible absorption spectrum (black solid line), photoluminescence (PL) 

spectrum measured with 400 nm excitation (red dashed line) and photoluminescence 

excitation (PLE) spectrum measured at 553 nm (green dashed line) of CdSe/CdS 

DIRs dispersed in chloroform. In the PLE spectrum, we have scaled the emission 

intensity to match the absorbance at 540 nm for better comparison. Inset: enlarged 

view of the PL spectrum between 420 and 500 nm. 

 

The static absorption and emission spectra of DIRs are displayed in Figure 8.1b. The 

lowest absorption peak at ~540 nm can be assigned to the first excitonic transition, 

labeled as B3 in Figure 8.2b, from the valence band edge in the CdSe core to the 

lowest energy conduction level of the DIR, because it is close to the band edge 
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emission peak position (Figure 8.1b). It is below the onset of CdS absorption and 

red-shifted by about 0.18 eV with respect to the 1S exciton band of the starting CdSe 

seed. The red-shift indicates the extension of the electron wave function into the CdS 

shell/rod, which is indicative of a quasi-type II band alignment between CdSe and 

CdS and will be further discussed below. The peaks at ~400 and 450 nm can be 

attributed to the 1 and 1(labeled as B1 in Figure 8.2b) 1D excitonic transitions 

respectively, of the CdS rod in the DIR,88 because of their resemblance to transitions 

in CdS NRs.7,23,24,87,88,91 The contribution of CdSe core based transitions in this 

spectral region is negligible due to the much larger volume of the CdS rod.59 In 

addition to these pronounced features, there exist an absorption feature near 480 nm 

(labeled as B2 in Figure 8.2b), which can be attributed to the lowest energy transition 

of the CdS in the bulb region surrounding the CdSe seed.66 Because of the larger 

diameter in the bulb compared to the rod region, the carrier confinement energy is 

lower, which accounts for the lower transition energy. A similar CdS based absorption 

band has been seen in CdSe/CdS core/shell QDs of similar sizes.92-96 In Figure A.1, 

we show that the absorption spectrum below 2.8 eV (440 nm) can be fit by the sum of 

three Gaussian peaks with centers at 2.76 eV (449 nm), 2.58 eV (480 nm), and 2.30 

eV (539 nm), corresponding to B1, B2, and B3 transitions, respectively. This 

assignment will be supported by transient absorption study of these DIRs to be 

discussed below. 
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Figure 8.2. a) A schematic structure of a CdSe/CdS DIR prepared by seeded growth, 

showing a CdSe seed surrounded by a CdS rod and bulb-like region near the seed 

(blue dashed line). Also shown are the locations of three types of excitons (X1, X2, 

and X3). b) A schematic energy level diagram for CdSe/CdS DIR, showing bulk band 

edges of CdS and CdSe (black solid lines), lowest electron and hole energy levels in 

CdSe core, CdS bulb and CdS rod (black dashed lines) and sub-band gap hole trap 

states in CdS (gray dotted lines). Also shown are the electron and hole levels of the 

X1, X2 and X3 excitons (green dashed curves) and the three (B1, B2, B3) lowest 

energy optically allowed exciton absorption bands in the static absorption spectra (red 

arrows). c) Schematic electron wavefunctions of X1, X2 and X3 confined in the 1D 

Coulomb potential. 
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The photoluminescence (PL) of DIRs after 400 nm excitation has a peak at 553 nm, 

corresponding to the emission from the band edge excitonic state (X3) of the DIR.20 

An expanded view of the PL spectrum from 420-500 nm (inset in Figure 8.1b) reveals 

a weak yet discernible peak at ~460 nm which can be assigned to band-edge emission 

of CdS NRs.88 This suggests that not all excitons generated with 400 nm excitation 

relax down to the band edge exciton state prior to their radiative recombination. In 

addition to the band edge emission, CdS rod based emission can also contain a broad 

trap state emission band between 500 nm and 900 nm,88 which may be too weak to be 

observed in CdSe/CdS DIRs due to its overlap with the much more intense X3 exciton 

emission band at 553 nm. 

To further investigate the fate of excitons in DIR, we have also measured 

photoluminescence excitation (PLE) spectrum, in which the PL intensity at 553 nm as 

a function of the excitation wavelength was recorded (Figure 8.1b). Accounting for 

the wavelength dependent absorbance, the relative emission quantum yields (QYs) at 

400, 480 and 540 nm excitations are estimated to be 0.46, 0.84 and 1, respectively. 

The absolute QYs at 400 nm excitation (using coumarin 343 as reference97) and at 

540 nm excitation (using rodamine 6G as reference98) were also determined 

independently to be 22.5(±1.2) % and 48.7(±2.0)%, respectively. The ratio between 

the QYs at these two wavelengths (0.46) agrees well with the relative QY estimated 

from the PLE spectrum. The smaller QY at 400 nm excitation suggests that 54% of 
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the excitons generated at the CdS rod do not reach the band edge (X3) exciton state. 

This is consistent with the observation of the CdS rod based emission at 460 nm 

discussed above. 

 

8.2.2 Nature of Lowest Energy Band Edge Exciton (X3) State.  

 

The TA spectrum of DIRs (from 0.1 ps to 50 ns) after 540 nm excitation (13 uw pump 

power, 0.008 excitons per DIR) is shown in Figure 8.3a. There are two main bleach 

features at 540 and 480 nm. Compared with the static absorption spectrum in Figure 

8.1b, we can assign the feature at 540 nm to photo-induced bleach of B3 exciton band 

(or B3 bleach) and the feature at 480 nm to the bleach of B2 band. This feature cannot 

be assigned to high energy transition of CdSe seed. This is supported by a comparison 

with the TA spectra of a bare CdSe core-only QD with similar confinement energy, 

which usually shows derivative like features in this wavelength range (430-480 nm) 

due to the Stark effect of 1S excitons on higher energy transitions.99  
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Figure 8.3. TA spectra and kinetics of DIRs (a,b) and DIR-BQ complexes (c,d). a) 

TA spectra of DIRs from 0.1 ps to 50 ns after 540 nm excitation. b) Kinetics of B1 

(red circles), B2 (green triangles), B3 (blue diamonds) bleaches shown in panel a), 

time-resolved PL decay (purple dotted line, measured at 532-650 nm with 400 nm 

excitation) and multiple-exponential fits (black solid lines). c) TA spectra of DIR-BQ 

complexes from 0.2 to 1000 ps after 540 nm excitation. d) Kinetics of B1 (red dots), 

B2 (green triangles) and B3 (blue diamonds) bleaches shown in panel c) and 

multi-exponential fits (black solid lines). 
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Previous TA studies of group II-VI QDs19,92,99-101 or nanorods36,49,88,102 have shown 

that the bleach in exciton bands can be attributed to the state-filling of the CB electron 

levels with negligible contribution of VB hole-filling signals.99,103,104 The lack of VB 

hole state-filling signal is generally attributed to higher density and degeneracy of the 

hole levels in II-VI semiconductors.99,103,104  TA Study of DIR- methyl viologen 

(MV2+) complexes, in which CB electrons are selective transfer to the MV2+ acceptor 

(Figure A.2a and A.2b in the Supporting Information), shows that the exciton bleach 

features in the DIR TA spectra are also caused exclusively by state-filling of the CB 

electron level associated with the transition and they can be used to follow the kinetics 

of CB electrons. 19,36,88,92,100,101,105  To confirm that the same assignment of exciton 

bleach signals applies in CdSe/CdS DIRs, we performed charge separation 

experiments to selectively remove CB electrons.19,36,88,92,100,101,105 Shown in Figure 

A.2a and A.2b (in Appendix 2) are the TA spectra of DIR- MV2+ complexes at 1200 

ps after 400 and 540 nm excitations, respectively. In both cases, the state-filling 

signals are completely removed and the remaining spectra can be attributed to the 

superposition of reduced MV+• radical and charge-separation induced Stark-effect 

signals.19,88,92 Therefore, the exciton bleach features in the DIR TA spectra are caused 

exclusively by state-filling of the CB electron level.  

The kinetics of B2 and B3 after 540 nm excitation are shown in Figure 8.3b, along 

with the band edge exciton PL decay kinetics. It can be seen that these kinetics agree 
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well with each other and can be fitted by the same two-exponential decay function 

which gives an amplitude-weighted averaged lifetime of τave= 13.0±0.16 ns. The 

agreement of the B2 and B3 kinetics indicates that these transitions involve the same 

electron level, which suggests that the lowest energy CB electron level in the DIR is 

delocalized between the CdSe core and CdS bulb, as depicted in Figure 8.2b. The 

observed quasi-type II band alignment is consistent with the electronic structure of 

CdSe/CdS core/shell QDs of similar core and shell dimensions.92-96 The agreement of 

the TA and PL kinetics indicates that the lowest energy VB hole in CdSe core decays 

mainly through recombination with the electron, which is consistent with their spatial 

separation from the nanocrystal surface. Based on the average PL lifetime of 

13.0±0.16 ns and the average PL QY of 48.7(±2.0) % under 540 nm excitation, an 

average radiative recombination time constant τr is estimated to be 26.7 ns using τr = 

τave/QY. This radiative lifetime is comparable to CdSe/CdS core/shell QDs, consistent 

with electron delocalization into CdS and a quasi-type II band alignment in the bulb 

region.106  

In addition to B2 and B3, Figure 8.3a also shows a small apparent bleach feature at 

~455 nm, near the B1 transition of the CdS rod. In free QDs, B1 bleach kinetics 

agrees well with B2 and B3 bleach recovery. It suggests two possible origins for the 

small B1 feature. It may result from the state filling induced bleach of the B1 

transition, which would suggests that the lowest energy CB electron level also extends 
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into the CdS rod. Alternatively, it may be a Stark-effect signal generated by the lowest 

energy exciton, which leads to derivative like features of the B1 transition.  

To differentiate these two possibilities, we have also measured TA spectra in DIR- 

Benzoquinone (BQ) complexes (Figure 8.3c) at 540 nm excitation. BQ is chosen 

because it is a well-known electronic acceptor whose reduced form does not absorb in 

the visible region.36,88,92,107,108 Furthermore, electron transfer rate in DIR-BQ 

complexes is relatively slow so that we can accurately compare the bleach recovery 

kinetics of B1, B2, and B3 transitions. Similar comparison is not possible in 

DIR-MV2+ complexes due to much faster ET rates. As shown in Figure 8.3c, both B2 

and B3 decay much faster in DIR-BQ complexes than in free DIRs, consistent with 

the expected ET from DIR to BQ. Comparison of the normalized B2 and B3 kinetics 

(Figure 8.3d) shows that they agree well with each other, suggesting that these 

transitions involved the same lowest energy electron levels, consistent with the 

assignment above. These recovery kinetics can be fitted with the same 

three-exponential decay function with a half life of 312 ± 40 ps. It is also clear from 

Figure 8.3c and 8.3d that the B1 feature decays much less than B2 and B3 in DIR-BQ 

complexes. It suggest that this feature in the TA spectra of free DIR (under 540 nm 

excitation) can be attributed to the derivative like feature in B1 transition caused by 

the Stark effect of (or exciton-exciton interaction with) the lowest energy exciton.99,104 

In DIR-BQ complexes, the decay of the lowest energy electron forms 
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charge-separated state, which also causes Stark-effect signal of the B1 transition, 

leading to negligible decay of the B1 feature.19,36,49,88,92,109 Furthermore, the TA 

spectrum in Figure 8.3a can be well represented by the sum of Stark effect signals in 

B1, B2 and B3 and state-filling signals in B2 and B3, as shown in Figure A.3, which 

further supports the proposed assignment. 

 

8.2.3 Excitation Wavelength Dependent Exciton Relaxation Dynamics.  

We first examine the exciton dynamics with excitation pulses centered at 480 nm (7.5 

 pump power, 0.007 excitons per DIR). This pump pulse selectively excites the 

bulb-like CdS shell region (B2 transition) with a minor contribution by the CdS rod 

(B1 transition). The TA spectra within the first 2 ps after 480 nm excitation (Figure 3a) 

show bleach features at B1 (~ 455 nm), B2 (~ 480 nm), and B3 (~ 540 nm) transitions. 

The formation and decay kinetics of these features and their multiple-exponential fits 

are shown in Figure 8.4d.. Both B2 and B3 bleach bands contain a nearly 

instantaneous formation component and a smaller growth component with time 

constants of 0.375 ± 0.060 ps and 0.403 ± 0.069 ps, respectively. The instantaneous 

formation of the B3 bleach upon excitation of B2 band confirms that these transitions 

share the same CB electron level, consistent with the findings of 540 nm excitation 

discussed above. The B1 bleach shows an instrument response limited (<0.01 ps) 
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formation time and a fast decay component with a time constant of 0.391 ±0.051 ps 

that agrees well with the formation time of the second growth component of B2 and 

B3 bleach features. It suggests that B1 bleach is formed by the direct excitation of the 

B1 transition and its decay leads to the formation of the second growth component of 

the B2 and B3 bleach. This exciton decay kinetics is further confirmed below with 

400 nm excitation. 

 

 

Figure 8.4. TA spectra and kinetics of DIRs at early delay time (0-5 ps) after 480 and 

400 nm excitation. TA spectra at indicated delay times (a, c) and formation and decay 

kinetics of B1, B2 and B3 bleach (b & d) after 480 nm (a, b) and 400 nm (c, d) 

excitation. The black solid lines in b) and d) are multi-exponential fits according to a 
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model described in the supporting information and fitting parameters are listed in 

Appendix. 

 

The evolution of TA spectra of DIRs within the first 2 ps after 400 nm excitation (5 

uw pump power, 0.02 excitons per DIR) is shown in Figure 8.4c. Although both the 

CdSe seed and CdS bulb region have higher energy transitions at this excitation 

wavelength, the absorption is dominated by the CdS rod due to its much larger 

volume, leading to a selective generation of excitons in the CdS rod. The TA spectra 

show a partial decay of B1 bleach and the corresponding growth of B2 and B3 

features. The formation and decay kinetics of these features within the first 5 ps are 

compared in Figure 8.4d. They can be well fit by multi-exponential functions. The B1 

bleach shows a formation time of 0.066 ± 0.015 ps, which can be attributed to 

electron relaxation process from the initially excited 1 to the 1 CB level within the 

CdS NR.88 The decay of B1 bleach contains a fast component with 53% of its 

amplitude and a time constant of 0.422 ± 0.052 ps and a slow component on the ns 

and longer time scale (see below). B3 kinetics exhibits a single-exponential rise time 

constant of 0.407 ±0.041 ps. At early decay times, the signal at the B2 spectral region 

consists of the bleach of B2 band as well as the red-shifted absorption of B1 band that 

has been attributed to the effect of hot (1) exciton on the transition energy of 1 

exciton. Taking both features into account, the fit reveals a B2 bleach formation time 
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constant of 0.387±0.057 ps. The agreement between the time constants for B1 bleach 

decay and B2 and B3 bleach formation suggests that 53% of the initial excitation in 

the CdS rod decays to form the B2 and B3 bleach features in the bulb and seed 

regions.  

 

Figure 8.5. TA spectra and kinetics of DIR at 5 ps – 1 s after 400 nm excitation. a) 

TA spectra of DIRs at indicated delay time windows. b) Kinetics of B1 (red circles), 

B2 (green triangles), B3 (blue diamonds) features shown in panel 2a, PL decay 

kinetics (purple dotted line) of DIRs measured at 532-675 nm after 400 nm excitation, 

and multi-exponential fits (black solid lines).  
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TA spectra and kinetics of DIRs at longer delay times (5 ps to 1 us) after 400 nm 

excitation are shown in Figure 8.5. There are no apparent interchanges between B1, 

B2 and B3 features and their decay kinetics can be well described by 

multi-exponential functions. B3 kinetics is the same as that measured with 540 nm 

excitation and can be fit by the same parameters. It suggests that the decay kinetics of 

excitons that are responsible for the B3 bleach feature is independent of their 

generation processes (via direct excitation or relaxation from higher energy exciton 

states). The half-lives are 22.5(±1.7), 21.0(±1.6), and 8.34 (±0.31) ns for B1, B2, and 

B3, respectively. Compared to B3 bleach, considerably longer lifetime times are 

observed for the B1 and B2 bleach features. The different decay times observed for 

these features suggest that the initial exciton generated on the CdS rod can decay into 

three distinct long-lived states in the DIR and these states do not convert into each 

other after the first ps.  

 

8.2.4. Assignment of Three Long-Lived Exciton States.  

It is clear from the TA study that the lowest energy exciton (X3) generated with 540 

nm excitation involves a hole in the CdSe core and an electron that is delocalized into 

the CdS shell in the bulb region, which is shown in scheme 1a and 1b. As a result, the 

presence of this exciton leads to the bleach of both B2 and B3 transition, as shown in 
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Figure 8.3a. The B2 bleach amplitude in the TA spectra is smaller than B3 bleach, 

whereas they have comparable absorption cross sections in the static absorption 

spectrum. It suggests that in the X3 exciton state, despite the quasi-type II band 

alignment, the electron is not delocalized throughout the entire bulb and is confined in 

the CdS shell that is closed to the CdSe core. It should be noted that similar core 

localized exciton have been observed in CdSe/CdS quasi-type II core/shell QDs, in 

which the localization of holes to the CdSe core leads to an increase of the bleach of 

lowest energy transition even though the electron is directly excited to the lowest 

energy CB level.92 This phenomenon is attributed Coulomb-attraction induced 

electron localization process to be elaborated below.       

The PLE spectrum (Figure 8.1b) shows that excitation at higher energy also leads to 

X3 exciton emission. However, not all higher energy excitons relax to the X3 state, 

suggesting the presence of other exciton decay pathways. Direct excitation of the bulb 

region (B2 transition) leads to the bleach of B2 and B3, as shown in Figure 3a. 

Formation of B3 bleach is indicative of the presence of X3 excitons. The TA spectra 

show a larger relative amplitude of B2 than B3 bleach features compared to the TA 

spectrum of X3 (Figure 8.3a), suggesting that 480 nm excitation generates other 

species in addition to the X3 exciton. To obtain the spectrum of the yet-to-be assigned 

exciton feature, we can subtract the total spectrum by the contribution of X3. This 

subtraction procedure avoids the need to model the exact line shape of TA bleach 
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associated with excitons, which are often complicated due to exciton fine structure110 

and bi-exciton interaction induced spectral shifting.99,104 In Figure 8.6a, we plotted the 

averaged TA spectra at 5-10 ps after 400 nm (black solid line), 480 nm (purple dashed 

line), and 540 nm (blue dotted line) excitation. They have been normalized at the B3 

bleach peak. Because 540 nm excitation creates X3 excitons, we assign the difference 

spectrum between the TA spectra of 480 and 540 nm excitation (green triangles in 

Figure 8.6a) to X2 excitons. Similarly, the difference spectrum between 400 nm and 

480 nm excited TA spectra (red circles in Figure 8.6a) is attributed to X1 excitons. We 

note that a small contribution of X1 exciton to the TA spectrum of 480 nm excitation 

has also been subtracted to yield the X2 exciton spectrum shown in Figure 8.6a.     
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Figure 8.6. a) Averaged TA spectra of DIRs from 5 to 10 ps after 400 nm (black solid 

line), 480 nm (purple dashed line) and 540 nm (blue dotted line) excitations. The 

spectrum measured at 540 nm excitation is assigned to X3 excitons. The difference 

spectrum between 480 nm and 540 nm excitation (green triangles) is assigned to X2 

excitons and the difference spectrum between 400 nm and 480 nm excitation (red 

circles) is assigned to X1 excitons. b) 1D electron-hole coulomb potential profile 

(black dashed line) and the corresponding electron probability density of the 1D 

exciton ground state (red solid line) as a function of electron-hole distance along the 

DIR long axis (Z). See main text for details.   
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As shown in Figure 8.6a, the X2 exciton spectrum shows a bleach of the B2 band with 

small derivative like features at B3 and B1 transitions. The latter can result from 

subtraction errors and/or the Stark effect of the X2 exciton on B1 and B2 transitions. 

In the subtraction procedure we have assumed all B3 bleach is caused by X3 exciton. 

According to the PLE spectrum (Figure 8.1b), the band edge emission QY at 480 nm 

excitation is only 84% of that at 540 nm excitation, suggesting that 84% and 16 % of 

the excitons generated at 480nm relax to X3 and X2 exciton states, respectively. 

Therefore, it is reasonable to assume that majority of the B3 bleach amplitude in 

Figure 8.4a is caused by the presence X3 exciton, although we cannot exclude a small 

contribution of the X2 exciton to B3 bleach. Despite this uncertainty, it is reasonable 

to conclude that the spatial distribution of the electron associated the X2 exciton is 

different from that of X3 exciton, such that the former does not lead to or has much 

smaller contribution to the state filling induced bleach in B3 transition. In light of the 

quasi-type II band alignment between CdSe/CdS, we propose that one way to satisfy 

this requirement is to have the electron strongly bound to a hole that is localized on a 

surface trap state, as depicted in Figure 8.2a and 8.2b. Within this model, the initial 

excitation at 480 nm generates delocalized electrons and holes in the CdSe/CdS bulb 

region, which leads to instantaneous formation of B2 and B3 bleach observed in 

Figure 8.4a. The localization of holes to the CdSe core, driven by large valence band 
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offset between CdSe and CdS, forms X3 excitons, in which the conduction band 

electron is also localized near the CdSe core. In competition with this process, holes 

can also be trapped on the surface trap states of the CdS bulb, which localizes the 

electrons near the trapped holes, forming the X2 exciton.  

Similarly, X1 exciton spectrum is well represented by the bleach of B1 transition, 

with minor derivative like features at B2 and B3 transitions. Initial excitation at 400 

nm generates delocalized electrons and holes on the CdS rod. Because of the smaller 

quantum confinement energy of both valence band holes and conduction band 

electrons in the bulb compared to the rod, these carriers can be transfer into the bulb 

region, which can then form X3 and X2 excitons similar to the dynamics observed by 

direct excitation at 480 nm. In competition with this process, the valence band holes 

can also be trapped on the CdS rod surface, which localizes the electrons and forms 

the X1 exciton, as depicted in Figure 8.2b. In the X1 exciton state, the electrons are 

located in the conduction band of the CdS rod, which accounts for the B1 bleach, but 

they are bound to the trapped holes. The decay of the X1 and X3 excitons can be 

directly monitored by B1 and B3 bleach recovery kinetics. The X2 exciton decay 

kinetics can be obtained by subtracting the contribution of X3 exciton to the B2 

bleach. The long and uncorrelated lifetime of X1, X2 and X3 excitons and the lack of 

inter conversion between these species after the initial ultrafast hole localization 
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processes (Figure 8.5) suggests that X1 and X2 excitons are strongly bound due to 

either large Coulomb binding energy and/or deep hole trap energy.  

It is worth noting that the TA spectra of DIR under 400 nm and 480 nm excitations 

show similar relative amplitudes of B2 and B3 bleach features. It implies that there is 

a constant partitioning factor between holes localizing in the core and on the bulb 

surface, regardless whether they are initially generated via direct excitation (in the 

case of 480 nm pump) or transfer from the CdS rod (in the case of 400 nm pump). 

This partitioning factor is determined by the relative rates of hole trapping to the shell 

surface and hole transfer to the core in the quasi-type II CdSe core/CdS shell structure. 

From the initial decay (53%) of the B1 bleach at 400 nm excitation and the yield 

(46%) of hole capture to CdSe core determined by PLE, the branching ratio of 

forming the long-lived X1, X2 and X3 exciton states at 400 nm excitation can be 

estimated to be 47%, 7% and 46 %, respectively. This X2:X3 branching ratio (13:87) 

is consistent with the value for 480 nm excitation (16:84) that we have estimated 

above from the PLE spectrum.  

 

The proposed model of X1 and X2 excitons require large binding energies and 

spatially localized electron and hole wavefunctions, which can arise from the 

dielectric confinement effect in 1D nanorods. Because the motion of electrons and 
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holes in the radial direction of NRs are much faster than the axial direction, it is 

reasonable to average the electron-hole Coulomb interaction over the radial 

coordinates, yielding an effective 1D Coulomb potential along the axial direction.81 

Efros and co-workers have shown the enhanced 1D Coulomb interaction in CdSe NRs 

leads to the formation of strongly bound 1D excitons with large electron-hole binding 

energy of over 0.15 eV and small exciton radius of 1.6 nm.81 According to this model, 

the 1D coulomb potential profile is: 81  

                        U(z) = −e2/κm(|z| + ρeff),                  (8.1) 

where e is the electron charge, κm is the dielectric constant of the medium, and |z| is 

the distance between electron and hole. ρeff is the effective screening length, which is 

assumed to be 0.7a (a is the radius of the NR), same as the value determined for CdSe 

NRs.81 At |z| = 0, we have  U0 = U(0) = −e2/κmρeff, the depth of the coulomb 

potential well. Therefore Eq. (1) can be simplified to: 

                     U(z) = U0ρeff/(|z| + ρeff).                   (8.2) 

Using the κm (3.2) of chloroform111 and ρeff of 1.21 nm, the depth of potential well 

U0 is calculated to be 0.25 eV for CdS rod. The Coulomb potential profile as a 

function of e-h separation distance (z) is shown in Figure 8.6b lower panel. The 

wavefunctions of 1D excitons confined in this potential well are Whittaker-type 

functions , Φ(z) ∝ Wα,1/2 (z̅),  with z̅ = 2(|z| + ρeff)/(a1Dα) .  Here a1D =
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e2κm/ℏ2μ  and ℏ  is the reduced Plank constant and μ  the reduced mass of 

electron-hole pair.81,112 The ground state is the first even state satisfying the boundary 

condition: 
dΦ(z)

dz
(z = 0) = 0. Solving this equation gives the first root at α = 0.185. 

The resulting probability density distribution is shown in Figure 5b upper panel. It 

shows that the excitons are highly localized with 87.6% of the total density found 

within ±1 nm from the hole. Although this simple calculation is for axially delocalize 

electrons and holes in CdS nanorod and may differ from the electrons that are bound 

to holes that are trapped at the CdS surface or CdSe core, their much smaller 

dimension compared to the rod length provides qualitative support for spatially 

separated and localized X1, X2 and X3 excitons in the CdSe/CdS nanorods.  

     

8.2.5. Charge Separation from Three Types of Excitons.  

 

To further examine the nature of X1, X2, and X3 excitons, we have also investigated 

charge separation properties of DIR-BQ complexes. The TA spectra of DIR-BQ 

complexes at indicated delay times after 400 nm excitation are shown in Figure 8.7a 

upper (0 -1000 ps) and lower (1 -2000 ns) panels. They show the initial formation of 

B1, B2 and B3 bleaches within the first ps, same as in free DIRs, indicating the 

formation of X1, X2 and X3 excitons. All three bleach features recover faster than 
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free DIRs (Figure 8.5), which can be attributed to electron transfer to BQ.  The 

decay of the exciton bleach leads to the formation of much weaker TA features that 

are derivatives of the B1, B2 and B3 exciton bands and can be assigned to the TA 

spectrum of charge separated states (CS or DIR+-BQ-). Similar spectral evolution on a 

much faster time scale can be observed in DIR-MV2+ complexes and in other 

QD-electron acceptor complexes.109,113,114  

 

Figure 8.7. TA spectra and kinetics of DIR-BQ complexes measured at 400 nm 

excitation. a) TA spectra of DIR-BQ complexes at 0.2 to 1000 ps (upper panel) and 1 

to 2000 ns (lower panel). b) Comparison of kinetics of B1 and B3 and CS (labeled in 

panel a) features from 1 to 3000 ns. CS signal has been inverted and all signals have 

been normalized to the same value at 100 – 3000 ns. c) Time-dependent populations 

of X1 (red circles), X2 (green triangles), X3 (blue diamonds) and charge separated 
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state (CS, pink squares) from 0 to 3000 ns and their multi-exponential fits (black 

lines). Also shown for comparison is the X3 exciton dissociation kinetics measured at 

540 nm excitation (purple stars).  

 

The special evolution from excited NR to CS features is completed at ~ 100 ns, 

indicating the completion of the exciton dissociation process. The decay of the charge 

separated state TA spectral features on the 100 – 3000 ns time scale can be attributed 

to the charge recombination process. This can be further illustrated by the comparison 

of normalized kinetics of B1, B3 and CS shown in Figure 8.7b. The CS kinetics 

reflects the TA signal between 460-470 nm, which switches from negative state filling 

induced bleach in the excited NR to a positive Stark-effect feature in the charge 

separated states.88 The kinetics of this CS peak is inverted and scaled to compare with 

B1 and B3 in Figure 8.7b and all of them have been normalized to have the same 

value at 100 ns. Indeed, after ~100 ns, all three features decay in the same way and 

can be attributed to charge recombination. It should also be noted the B1 and B3 

bleach decay kinetics does not agree with those in free DIRs and cannot be assigned 

to the presence of free DIRs in the assemble of DIR-BQ complexes. It is important to 

point out that the CS states resulted from the dissociation of these three excitons may 

have different spectra and recombination rates. However, due to their small signal 

amplitudes, these different charge separated states cannot be differentiated in this 
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measurement. As a result, we can assume that there is one CS state spectrum, whose 

decay reflects the average charge recombination time.  

Because of the overlap of X1, X2, X3 and CS TA spectra, a quantitative extraction of 

charge separation and recombination kinetics requires the fitting of the TA spectra in 

Figure 6a by the time-dependent contributions of these spectral components. The 

time-dependent coefficients for the former and the latter are charge separation and 

recombination kinetics, respectively, which are shown in Figure 8.7c. 

The kinetics of X3 exciton recovery is identical to that measured at 540 nm excitation, 

showing a half-life of 312±40 ps. The kinetics of X1 and X2 exciton dissociation can 

also be fitted to multi-exponential decays and the fitting parameters are listed in Table 

S5. The half-life times are 63.5(±21) ps and 112(±49) ps for X1 and X2, respectively. 

The exciton dissociation rates show a trend of X1> X2 > X3, showing the slowest ET 

rate for the X3 exciton. This is consistent with the electron distribution of X3 exciton, 

which is largely localized in and near the CdSe core, away from the CdS surface and 

reducing its electronic coupling with the acceptor. The dissociation rate for X1 is 

similar to that in CdS NR-BQ complexes (~90 ps),88 although a quantitative 

comparison is difficult as the rate likely depends on rod length and the number of 

absorbed BQ molecules.  
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The time-dependent population of the charge separated state can be well fit to a 

three-exponential function, from which a half-life of 155±27 ns for charge 

recombination is extracted. The slow recombination in DIR-BQ complexes is a result 

of hole localization: they are either localized in the core (X3) or localized in the 

deep-trapping center on CdS surfaces (X1, X2). This is consistent with previous 

reported slow charge recombination in systems with core localized or surface trapped 

holes, such as CdSe/ZnS,109 CdTe/CdSe,19 CdSe/CdS92 core/shell QDs or CdS NRs.88 

 

8.3. Conclusion 

 

In conclusion, using CdSe/CdS dot-in-rod 1D nanorods as a model system, we have 

studied exciton formation, relaxation and dissociation dynamics in 1D nanorod 

heterostructures by transient absorption spectroscopy. CdSe/CdS nanorods were 

prepared by a seeded growth method, consisting of a CdSe seed surrounded by a CdS 

shell and a CdS rod. Difference in the quantum confinement energy in the CdS shell 

and rod region (caused by the larger diameter in the former) and bulk band edge 

positions in CdSe and CdS leads to three distinct optical absorption features in the 

DIR with their lowest energy transitions, labeled as B1, B2 and B3 in Scheme 1b. We 

showed that excitation at B3 transition leads to the bleach of B2 and B3 transitions. 
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Because B3 transition directly generates the band edge exciton (X3) with a hole 

localized in CdSe valence band and electron in the lowest energy conduction band 

level of the DIR, the formation of B2 bleach suggests that the electron level is 

delocalized in the CdSe seed/CdS shell region, indicating a quasi-type II band 

alignment.  

Excitation of B2 transition, promoting an electron from the lowest energy VB of the 

CdS shell to the lowest energy delocalized CB level of the CdSe seed/CdS shell 

region, leads to the bleach of B2 and B3 transitions and a larger amplitude of B2 

bleach compared to the TA spectrum of the X3 exciton. It suggests the formation of 

X2 exciton (with bleach of B2 band) in addition the X3 excitons. Excitation at B1 

generates excitons at the CdS rod region: 47% of the excitons relax to form X1 

excitons, with electrons in the conduction band of the CdS rod (giving rise to the B1 

bleach); 7% and 46%, of the remaining excitons relax to X2 and X3 states, 

respectively. These exciton states are long-lived, with half-lives of 22.5(±1.7) ns, 

32.1(±2.2) ns, and 8.34±0.31 ns for X1, X2 and X3 excitons, respectively. The lack of 

inter conversion between these exciton states suggests that they are spatially separated 

and/or strongly bound.  

We propose that in the X3 exciton state, the electron is localized in and near the CdSe 

seed due to strong Coulomb attraction by the CdSe confined hole, despite the 

quasi-type II band alignment. The formation of X2 state is driven by hole trapping on 



259 

 

CdS shell, which localizes the electrons to the surface-trapped holes. The hole driven 

localization process and strong electron-hole interaction forms spatially separated X2 

and X3 excitons despite their common electron level in this 1D material with 

quasi-type II band alignment. Similarly, the X1 exciton state is formed by hole 

trapping on the CdSe rod, which localizes the electron and separates X1 from X2 and 

X3 excitons. The hole driven exciton localization process occurs with a time constant 

of ~0.4 ps, likely limited by the hole transfer/trapping rates due to their larger 

effective mass. The partition between these exciton states is controlled by the relative 

rates of hole localization and trapping. To provide further support of the proposed 

exciton identity, we have also study their dissociation kinetics in DIR-benzoquinone 

complexes. In the presence the electron acceptor, we showed that these excitons are 

shorter-lived due to electron transfer to the acceptors and their electron transfer rates 

are different. The X3 excitons show the slowest dissociation rate, consistent with the 

proposed structure in which the electrons are localized near the CdSe seed further 

away from the CdS surface compared to the X1 and X2 excitons. 

Our results demonstrate that in 1D nanorod heterostructures, the fate of excitons is 

determined by not only the overall band alignment of the components but also the 

dynamics of exciton relaxation. The latter can be strongly influenced by carrier 

trapping induced exciton localization due to strong electron-hole interaction in 1D 
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materials. The distinct spatial locations of these excitons have important effect on 

their application as the light harvesting materials for solar energy conversion.      
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Lüer, L.; Polli, D.; Cingolani, R.; Manna, L.; Lanzani, G. Nano Lett. 2008, 8, 4582. 

 (60) Mauser, C.; Limmer, T.; Da Como, E.; Becker, K.; Rogach, A. L.; Feldmann, 

J.; Talapin, D. V. Phys. Rev. B 2008, 77, 153303. 

 (61)Morello, G.; Della Sala, F.; Carbone, L.; Manna, L.; Maruccio, G.; Cingolani, 

R.; De Giorgi, M. Phys. Rev. B 2008, 78, 195313. 

 (62) Steiner, D.; Dorfs, D.; Banin, U.; Della Sala, F.; Manna, L.; Millo, O. Nano 

Lett. 2008, 8, 2954. 

 (63) Luo, Y.; Wang, L.-W. ACS Nano 2009, 4, 91. 



263 

 

 (64)Saba, M.; Minniberger, S.; Quochi, F.; Roither, J.; Marceddu, M.; Gocalinska, 

A.; Kovalenko, M. V.; Talapin, D. V.; Heiss, W.; Mura, A. Adv. Mater 2009, 21, 

4942. 

 (65) Sitt, A.; Sala, F. D.; Menagen, G.; Banin, U. Nano Lett. 2009, 9, 3470. 

 (66) Borys, N. J.; Walter, M. J.; Huang, J.; Talapin, D. V.; Lupton, J. M. Science 

2010, 330, 1371. 

 (67)Lupo, M. G.; Zavelani-Rossi, M.; Fiore, A.; Polli, D.; Carbone, L.; Cingolani, 

R.; Manna, L.; Lanzani, G. Superlattices Microstruct. 2010, 47, 170. 

 (68) Lutich, A. A.; Mauser, C.; Da Como, E.; Huang, J.; Vaneski, A.; Talapin, D. 

V.; Rogach, A. L.; Feldmann, J. Nano Lett. 2010, 10, 4646. 

 (69) Mauser, C.; Da Como, E.; Baldauf, J.; Rogach, A. L.; Huang, J.; Talapin, D. 

V.; Feldmann, J. Phys. Rev. B 2010, 82, 0813061. 

 (70)Morello, G.; Della Sala, F.; Carbone, L.; Manna, L.; Cingolani, R.; De Giorgi, 

M. Superlattices Microstruct. 2010, 47, 174. 

 (71) Zavelani-Rossi, M.; Lupo, M. G.; Tassone, F.; Manna, L.; Lanzani, G. Nano 

Lett. 2010, 10, 3142. 

 (72)Krahne, R.; Morello, G.; Figuerola, A.; George, C.; Deka, S.; Manna, L. Phys. 

Rep. 2011, 501, 75. 
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Appendix 1 

 

Fitting of Static Absorption Spectrum 

To qualitatively show transitions B1, B2 and B3 in the static absorption spectrum 

of DIRs, we fit the spectrum below 2.8 eV with three Gaussians. The higher energy 

transitions are not included into the fitting. As shown in Figure A.8.1, the transitions 

below 2.8 eV can indeed be fitted to sum of three Gaussian peaks with their centers at 

2.76 eV (449 nm), 2.58 eV (480 nm), and 2.30 eV (539 nm). The fitting parameters 

(peak center, width and height) are listed in Table A.8.1. The obtained transition 

wavelengths of B1, B2, and B3 agree well with those observed on TA spectra of DIRs 

in the main text. 
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Figure A.8.1. Multi-peak fit(red dashed lines) to the static absorption spectrum (blue 

circles) of DIRs below 2.8 eV. The fit consists of three Gaussian bands(dashed lines) 

with peak positions and widths listed in Table S1.  

 

Table A.8.1. Fitting Parameters for Static Absorption Spectrum 

 B3 B2 B1 

Center (eV)
 

2.297 2.583 2.765 

Width (eV) 0.125 0.190 0.157 

Height (a.u.) 0.077 0.089 0.66 
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Appendix 2 

 

 Assignment of Exciton Bleach Features Using DIR-MV2+ Complexes 

 

To confirm the assignment of exciton bleach signals in CdSe/CdS DIRs, we 

performed charge separation experiments to selectively remove CB electrons. Shown 

in Figure A.8.2a and A.8.2b are the TA spectra of DIR- MV2+ complexes at 1200 ps 

after 400 and 540 nm excitations, respectively.  In both cases, the state-filling 

induced exciton bleach signals are completely removed and the remaining spectra can 

be attributed to the superposition of reduced MV+• radical and charge-separation 

induced Stark-effect signals. Therefore, the exciton bleach features in the DIR TA 

spectra are dominated by state-filling of the CB electron level with negligible 

contribution of the hole level.  
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Figure A.8.2. TA spectra of DIRs (black solid line) and DIR-MV2+ complexes (red 

dashed line) at 1200 ps (a) after 400 nm and (b) and 540 nm excitation. Insets in a) 

and b) are the expanded view of the spectrum along with the spectrum of the reduced 

MV+• radical signal (blue dotted line). 
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Appendix 3 

 

Simulation of DIR TA spectrum under 540 nm excitation 

To confirm that the small B1 feature in Figure 8.3a is due to Stark effect 

spectrum of B1 transition induced by electron-hole pair in the CdSe core/bulb region, 

we simulate the TA spectrum by the sum of Stark effect signals in B1, B2 and B3 and 

state-filling signals in B2 and B3. The Stark effect spectrum(Sstark) is obtained by 

subtraction of MV+• radical signal from the TA spectrum of the charge-separated state 

of DIR-MV2+ complexes shown in Figure A.8.2b. Although Sstark is the Stark effect 

spectrum of DIRs resulting from dipolar fields of separated charge pairs (DIR+-MV+•), 

we assume that it provides a reasonable approximation for the Stark effect spectrum 

of free DIRs caused by the presence of lowest energy exciton. With this assumption, 

the spectrum in Figure A.8.3 can be fitted by the sum of two Gaussians and Stark 

effect signals: 
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                (A.8.1). 

In equation A.8.1, ai, Ei andi are the amplitude, peak position and width, 

respectively, of the Gaussian functions. They represent the state filling induced bleach 
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of the B2 and B3 transitions. Because the Sstark is obtained in DIR-MV2+ complexes 

with the same nanorod concentration and excitation power as in the free DIR sample, 

it is used in the simulation without any scaling factors. Figure A.8.3 shows that the 

TA spectrum can indeed be well reproduced by this simulation. The fitting parameters 

 

Figure A.8.3. Comparison of average TA spectrum (green dashed line) of free DIR at 

1 to 1.5 ps after 540 nm excitation and the simulated spectrum (red solid line). 

 

Table A.8.2. Fitting Parameters for the TA spectrum  

 Gaussian 1 Gaussian 2 Sstark 

iE (eV) 
2.2951(±0.0005) 2.6107(±0.0012) NA 

i (eV) 
0.0538(±0.0004) 0.0855(±0.0015) 
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Chapter 9. Universal Length-Dependence of Rod-to-Seed 

Exciton Localization Efficiency in CdSe/CdS Dot-in-rod 

Nanorods  

  

Reproduced with permission from ACS Nano 2015, 9, 4591. Copyright 2015 

American Chemical Society. 

 

9.1. Introduction 

CdSe/CdS dot-in-rod NRs (CdSe/CdS hereafter for simplicity), with a CdS NR grown 

from a CdSe QD seed, is one of the most intensely-studied 1D 

heterostructure.15,16,29,36-41 Due to the large valence band (VB) offset (>0.45 eV) and 

small conduction band (CB) offset (<0.3 eV) between bulk wurtzite CdSe and 

CdS,15,38 the band alignment of these CdSe/CdS NRs can be tuned by the seed size 

and rod diameter from type I (with the lowest energy electron and hole levels 

confined in the CdSe seed) to quasi-type II (with the lowest energy hole confined in 

CdSe seed and the lowest energy electron level degenerate in CdSe and CdS).37-48 

While it is clear that in Type I NRs, the lowest energy exciton is confined in the CdSe 

seed, extensive recent studies have revealed that in quasi type II NRs, the electron in 

the lowest energy exciton state is also localized at and near the CdSe seed,41,42,49 due 
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to strong electron-hole bindings in 1D nanostructures.50 Therefore, in these 

heterostructures, the CdS rod acts as nanoscale light harvesting antennas and the 

photogenerated excitons in the rod can be transported and localized to the CdSe 

seed,40 mimicking natural light harvesting complexes.51,52 For this reason, CdSe/CdS 

NRs have been applied to solar-to-fuel conversion,23,27,53 luminescent solar 

concentrators,54 and optical gains.28,29,55 These applications all take advantage of the 

large volume of CdS rods for efficient light absorption and funnel photogenerated 

excitons into CdSe seeds where chemical reactions or light emissions occur.   

Exciton transport from the CdS rod to CdSe seed in CdSe/CdS NRs involves not only 

energy relaxation from higher to lower energy exciton states but also charge transport 

over a length scale of 10-1000 nm. Such long distance exciton transport is susceptible 

to energetic disorder along the length of the rod caused by diameter variations and 

trap states.40 In last chapter, we show that the rod-to-seed exciton localization 

efficiency is not unity and there exist long-lived excitons trapped on the CdS rod in 

addition to localized excitons at the CdSe seed.46,56,57 But it remains unclear how these 

excitons are transported along the rods and how the branching ratio of the 

aforementioned pathways depends on the length of the rods and the seed/rod band 

alignment. In this chapter, we report a study of the rod length dependence of exciton 

localization efficiency in CdSe/CdS NRs with both type I and quasi-type II band 

alignments. By photoluminescence excitation (PLE) spectroscopy and transient 
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absorption (TA) spectroscopy, we observed that the exciton localization efficiency 

was independent of the band alignment but decreased at longer rod length. We 

showed that this universal length-dependence could be accounted for by the 

competition between 1D exciton diffusion from the rod to the seed and exciton 

trapping at the rod. We believe that the proposed model is generally applicable to 

other 1D nanoheterostructures, providing guidance for a rational design of NR 

morphology for their many applications.   

 

9.2 Results and Discussions 

 

9.2.1. Preparation and Morphological Characterization of CdSe/CdS NRs.  

 

CdSe/CdS NRs of varying dimensions were synthesized using modified approaches 

from the method of Manna and coworkers,16, 37, 58,59 where CdSe QDs of different 

sizes were used as seeds to prepare CdS NRs. Synthetic details can be found in 

Chapter 2. An attractive feature of these heterostructures is the ability to prepare NRs 

of uniform length and diameter by controlling the ratio of CdSe QD seeds to CdS NR 

precursors. In this chapter, seven NR samples were prepared using three CdSe seed 



275 

 

sizes (diameter=2.5 nm, 2.7 nm, and 3.8 nm): three NRs of different lengths were 

grown with 2.7 nm and 3.8 nm CdSe seeds and one NR was grown for 2.5 nm seeds. 

For convenience we labeled them by their seed diameters and rod lengths. For 

example, CdSe2.5/CdS36 has a seed diameter of 2.5 nm and rod length of 36 nm. 

Representative transmission electron microscopy (TEM) images of NRs grown from 

2.7 nm and 3.8 nm seeds are shown in Column 1 of Figure 9.1 and Figure 9.2, 

respectively. These seeded NRs exhibit relatively uniform diameter without the 

incidence of geometric, or morphological defects along the 1-D CdS phase.36,40 In 

addition, we observed that increasing rod length was accompanied by a slight 

decrease in the average rod diameter from 5.6 ±0.7 nm in CdSe2.7/CdS29 to 4.9±0.6 

nm in CdSe2.7/CdS117. Similarly, for 3.8 nm seed, the average rod diameter decreased 

from 5.9 ± 0.6 nm in CdSe3.8/CdS31 to 4.8 ± 0.7 nm in CdSe3.8/CdS116. In general, the 

morphology of these nanorods can be approximately represented by a uniform CdS 

nanorod with an enclosed CdSe seed as depicted in Figure 9.3a. 

 Energy dispersive X-ray spectroscopy (EDX) was used to analyze the element 

distribution along the NRs and to identify the position of the CdSe seed for the series 

of NRs investigated in this study. These seed positions are crucial when determining 

rod-to-seed exciton transport distances. As shown in the insets of Column 1 of Figure 

9.1, the CdSe seeds can be traced by the green Se regions, from which average seed 

positions were determined. Roughly, the seeds were located at ~1/2, 1/3, and 1/5 of 
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the total rod lengths of CdSe2.7/CdS29, CdSe2.7/CdS47 and CdSe2.7/CdS117, respectively. 

Similar trends were observed for NRs with 2.5 nm  and 3.8 nm seeds. It has often 

been assumed that the seed is located at 1/4 of the rod length due to different growth 

rates of the two terminating facets of CdS NRs.16,37 Our result indicates that the seed 

is close to the center of short rods but deviates gradually from the center for longer 

rods. The detailed morphological parameters (including seed size, seed position, rod 

length and rod diameter) for all investigated NRs are summarized in Table 9.1.  

 

Figure 9.1.  Quasi-type II CdSe/CdS NRs (2.7 nm seed). (Column 1) 

Representative TEM images, (Column 2) Absorptance (black solid line), 

Photoluminescence (PL, blue solid line) and Photoluminescence excitation (PLE, red 
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dashed line) spectra and (Column 3) Wavelength-dependent relative PL QYs of a) 

CdSe2.7/CdS29 , b) CdSe2.7/CdS47, and c) CdSe2.7/CdS117 NRs. Column 1 insets: 

colored coded EDX elemental maps of Se (green, indicating location of CdSe seed), 

Cd (red) and S (blue). Note that they are arbitrarily enlarged and do not share the 

same scale bar as the TEM images. The PLE and absorptance spectra in Column 2 

have been normalized at the lowest energy exciton peak (an expanded view is shown 

in the inset). The shaded areas in Column 3: regions of gradual decrease of relative PL 

QYs. 
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Figure 9.2. Type-I CdSe/CdS NRs (3.8 nm seed). (Column 1) Representative TEM 

images, (Column 2) Absorptance (black solid line), Photoluminescence (PL, blue 

solid line) and Photoluminescence excitation (PLE, red dashed line) spectra and 

(Column 3) Wavelength-dependent relative PL QYs of a) CdSe3.8/CdS31, b) 

CdSe3.8/CdS48, and c) CdSe3.8/CdS116 NRs. Column 1 insets: colored coded EDX 

elemental maps of Se (green, indicating location of CdSe seed), Cd (red) and S (blue). 

Note that they are arbitrarily enlarged and do not share the same scale bar as the TEM 

images. The PLE and absorptance spectra in Column 2 have been normalized at the 

lowest energy exciton peak (an expanded view is shown in the inset). The shaded 

areas in Column 3: regions of gradual decrease of relative PL QYs. 
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Figure 9.3. Electronic structure and exciton dynamics in type I and quasi-type II 

CdSe/CdS NRs. a) Schematic illustration of a CdSe/CdS seeded NR and the 

relaxation processes (localizing to the CdSe seed or trapping at the CdS rod) of an 

exciton generated at the CdS rod. Schematic energy level diagrams of (b) quasi-type 

II (2.7 and 2.5 nm seeds) and (c) type I (3.8 nm seeds) CdSe/CdS NRs, showing bulk 

band edges of CdS and CdSe (gray dotted lines) and lowest electron and hole energy 

levels in CdSe seed and CdS rod (black solid lines) and sub-band gap hole trapping 

states on CdS rod (black dotted lines). Also labeled are excitons trapped on CdS rod 

(X1) and localized at CdSe seed (X2) as well as lowest energy transitions in the CdS 

rod (B1) and the CdSe seed (B2). 

 

 

Table 9.1. Tabulated nanorod lengths, diameters and seed positions 

 

Sample  

Length 

(nm)  

Diameter 

(nm)  

Seed position 

(nm)  

CdSe2.5@CdS36  35.9±2.4  5.11±0.57  14.9±1.7  

CdSe2.7@CdS29 28.6 ±2.1  5.57±0.71  13.4±1.1  

CdSe2.7@CdS47 46.7±3.6  5.66±0.63  16.1±1.4  

CdSe2.7@CdS117 116.6±13.1  4.89±0.61  23.1±2.1  

CdS3.8@CdS31 30.6 ± 1.7  5.87± 0.61  15.5±1.4  



280 

 

CdSe3.8@CdS48 48.2 ± 5.2  5.58 ±0.56  16.9±1.7  

CdSe3.8@CdS116 115.7 ±11.8  4.83± 0.68  22.5±1.5  

 

9.2.2. Electronic structure of type I and quasi-type II CdSe/CdS NRs.  

 

The optical absorption and emission spectra of these NRs confirmed that the band 

alignment of CdSe and CdS can be tuned from type I to quasi-type II by decreasing 

the CdSe seed sizes. The absorptance, photoluminescence (PL), and 

photoluminescence excitation (PLE) spectra of NRs with 2.7 nm and 3.8 nm seeds 

and different lengths are shown in Column 2 of Figure 9.1 and Figure 9.2, 

respectively. For a better comparison with PLE spectra (PL intensity as a function of 

excitation wavelength), we have shown the absorptance spectra (absorptance = 

1-10-OD, where OD was optical density, representing the percentages of absorbed 

photons as a function of wavelength) instead of the absorption spectra in Figure 9.1 

and 9.2. Extensive studies of related CdSe/CdS NRs have shown that their electronic 

structure can be described by the schematic energy level diagrams depicted in Figure 

9.3b and 9.3c.37,39,40,44,46,47,56,57 Because of the large valence band (VB) and small 

conduction band (CB) offsets between CdSe and CdS, CdSe/CdS NRs can exhibit 

band alignments of either quasi type II for small CdSe seeds37 (Scheme 1b) or type I 

for large CdSe seeds38 (Figure 9.3c) depending on the extent of quantum confinement 
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in the seed.39 Quantum confinement in the radial direction leads to discrete electron 

and hole energy levels in the CdS rod and excitonic transitions between these levels 

give rise to the 1D exciton bands at < 480nm in the absorption spectra. 37,56 As shown 

in Column 2 of Figure 9.1 and Figure 9.2, the absorption bands at ~ 475 and 420 nm 

can be attributed to the lowest energy 1Σ (or B1) and 1Π excitonic bands of CdS rods, 

respectively. In addition, the absorption spectra showed excitonic features >512 nm 

(smaller than the CdS bulk band gap of 2.42 eV60) that can be associated with 

transitions from the CdSe seed. The transition energies of CdSe features depend 

sensitively on the size of CdSe seeds, with the lowest excitonic band at ~580 nm and 

~610 nm for NRs with 2.7 nm and 3.8 nm seeds, respectively. We labeled this 

transition as B2 in Figure 9.3b and 9.3c. With increasing rod length, the relative 

amplitude of the CdS absorption (B1) became larger because of its increasing volume. 

For both NRs with the 2.7 and 3.8 nm seed, the B1 exciton peak positions are 

blue-shifted with increasing rod length, reflecting decreasing diameters at longer rod 

lengths. Interestingly, the same length dependent was observed in B2 transition for 

NRs with a 2.7 nm seed, but not for NRs with a 3.8 nm seed. This result suggests that 

B2 transition energy of NRs with a 2.7 nm seed is sensitive to the energy level of the 

CdS rod, consistent with a quasi-type II band alignment (scheme 1b) and the B2 

transition energy of NRs with a 3.8 nm seed is insensitive to the energy level of CdS 

rod, exhibiting a type I band alignment (Figure 9.3c).  
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 To further confirm the band alignment in these NRs, we carried out transient 

absorption (TA) study following previous works.37,56,61 In these measurements, we 

selectively excited these samples at 575 nm, the lowest energy transition (B2), to 

generate an X2 exciton (see Figure 9.3b and 9.3c) in the seed. The resulting TA 

spectra (averaged between 1-2 ps delay) for NRs with 2.7 nm and 3.8 nm seeds are 

shown in Figure 9.4a and 9.4b, respectively. Their kinetics show that these spectral 

features form instantaneously (<10 fs) and only slightly decay (<15%) within 1 ns, 

indicating dominant single-exciton conditions.29 For NRs with a 2.7 nm seed (Figure 

9.4a), 575 nm excitation led to both a strong bleach of the B2 band of the CdSe seed 

(~580 nm) and the B1 band of the CdS rod (~475 nm). Since these bleaches are 

caused by the state filling of the CB electron level,56 the instantaneous formation of 

both B1 and B2 bleach indicates that the electron wavefunction of the X2 exciton 

extends from the CdSe seed into the CdS rod, consistent with a quasi-type II 

electronic structure (Figure 9.3b).41,56 A similar electron wavefunction delocalization 

and quasi type II band alignment was observed for CdSe2.5/CdS36 NR. In contrast, for 

NRs with a 3.8 nm seed (Figure 9.4b), 575 nm excitation led to a strong B2 bleach 

and negligible B1 bleach, indicating that the electron wavefunction of X2 exciton has 

negligible amplitude at the CdS rod, consistent with a type I electronic structure 

(Figure 9.3c). There exist a derivative-like feature near B1 (Figure 9.4b), which is 

also observed in CdSe QDs of similar confinement energy (Figure 9.4b) and can be 
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attributed to the effect of the lowest energy exciton on the higher energy transitions 

(i.e. bi-exciton interaction) of the CdSe seed.62    

              

 

Figure 9.4. Averaged Transient Absorption (TA) spectra of NRs with a 2.7 nm (a) 

and 3.8 nm (b) seed measured at 1-2 ps after 575 nm excitation. For comparison, TA 

spectra of corresponding CdSe QDs with similar confinement energies are also 

shown. 
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9.2.3. Length-dependent exciton localization efficiency.  

PL spectra of all NRs studied in this work (column 2 of Figure 9.1 and 9.2) showed 

pronounced X2 exciton emission that was slightly red-shifted from the B2 absorption 

band of the seed and negligible emission from the CdS rod, consistent with previous 

reports.16,36 PLE spectra shown in Figure 9.1 and 9.2 were acquired by monitoring the 

emission at the PL peak (with a detection bandwidth of 2 nm) and have been 

normalized to the same amplitude as the absorptance spectra at the B2 band. The ratio 

of normalized PLE over absorptance yields relative PL quantum yields (QYs), which 

is also the efficiency of converting (localizing) the initial photogenerated exciton on 

the rod to X2 exciton in the seed (with the localization efficiency for excitation at the 

B2 band set to 1).56 As shown in column 3 of Figure 9.1 and 9.2, for all these NRs, the 

exciton localization efficiencies were constant (unity) at wavelength longer than 520 

nm where light absorption occurs at the CdSe seed; decreased gradually at 480-520 

nm when the absorption of CdS rods increased; and leveled off at wavelengths shorter 

than 480 nm to ~75.7±1.5% (74.2±1.2%), 55.9±1.6% (55.8±0.7%), and 30.5±2.6% 

(31.3±3.0%), for CdSe2.7/CdS29 (CdSe3.8/CdS31), CdSe2.7/CdS47 (CdSe3.8/CdS48), and 

CdSe2.7/CdS117 (CdSe3.8/CdS116), respectively. At < 480 nm (above the CdS rod band 

gap), the absorption is dominated by CdS rods due to its much larger volume than 

CdSe seeds and the measured exciton localization efficiency reflects the localization 

of excitons generated at the CdS rod to (near) CdSe seed in these NRs, driven by the 
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large VB offset (>0.45 eV).53,56 Similar measurements were performed on the 

CdSe2.5CdS36 sample and the rod-to-seed exciton localization efficiency was 

determined to be 64.6±2.8%. These results, plotted in Figure 9.5, showed that the 

rod-to-seed exciton localization efficiency for these NRs was independent of the seed 

size but decreased with rod length. Since the NRs with 2.5 nm and 2.7 nm seeds have 

quasi type II band alignments different from the type I band alignment in NRs with a 

3.8 nm seeds, the seed size independence indicates that the band alignment does not 

affect the exciton localization process in these NRs. 

   

Figure 9.5. Universal length dependence of exciton localization. a) Measured 

(symbols) and simulated (dashed line) exciton localization efficiencies in CdSe/CdS 

NRs with 2.5 nm (blue triangles), 2.7 nm (red circles) and 3.8 nm (green squares) 
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seeds. b) CdS rod absorption cross-section (black solid line) and effective CdSe seed 

absorption cross-section (red dashed line) as a function of rod length.  

 

9.2.4. Exciton Trapping on Nanorods.  

The observed non-unity rod-to-seed exciton localization efficiencies and their rod 

length dependence suggest the presence of other exciton localization pathways that 

compete with exciton transport to the CdSe seed. Through studies of related 

CdSe/CdS NRs and CdS NRs, we have previously attributed this competition process 

to hole trapping induced exciton localization on CdS NRs.56 Although the hole 

trapping time constant was reported to be ~0.7 ps for CdS NRs with an average length 

of 29 nm,63 the length dependence of this process remains unknown. To this end, we 

have measured the hole trapping time for NRs used in this study by TA spectroscopy. 

Representative average TA spectra at 5-10 ps after 400 nm excitation for 

CdSe2.7/CdS117 and CdSe3.8/CdS116 are shown in Figure 9.6a. These spectra exhibited 

a small and broad photoinduced absorption (PA) signature at wavelengths longer than 

the B2 exciton band, which has been assigned to trapped holes on the surfaces of CdS 

rods (by selective removal of electrons from the rods in the presence of electron 

acceptors).63 Comparison of NRs with 2.7 nm and 3.8 nm seeds of different lengths 

(Figure 9.6b) showed that the formation kinetics of the PA signal was independent of 

the rod length or seed size. Single exponential fit to these kinetics revealed a hole 
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trapping time of τTrap = 0.78±0.13 ps, similar to our previous result of CdS NRs.63 

Although the reason for the lack of length dependence in the hole trapping rate is 

unclear, it may indicate that the hole trap density is independent of rod length. We 

speculate that they are likely associated with defects on the rod surfaces, such as the 

unpassivated sulfur anions,64 that increase proportionally with the rod length.  

 

Figure 9.6. a) TA spectra of CdSe2.7/CdS117 (black solid line) and CdSe3.8/CdS116 (red 

dashed line) averaged between 5-10 ps after 400 nm excitation. The inset is the 

expanded view of the photoinduced absorption (PA) signal from 640 nm to 760 nm. b) 

Formation kinetics of PA signal for CdSe2.7/CdS29 (red triangles), CdSe2.7/CdS47 
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(green circles), CdSe2.7/CdS117 (blue squares), and CdSe3.8/CdS116 (purple diamonds). 

The black solid line is a fit using single exponential formation. 

 

9.2.5. Mechanism of universal length-dependent exciton localization efficiency.  

In the following, we consider three possible mechanisms of exciton localization from 

the CdS rod to the CdSe seed: energy transfer, ballistic exciton transport, and exciton 

diffusion.65 These mechanisms can be differentiated by their dependence on the rod 

length. Energy transfer time constant is proportional to the sixth power of 

donor-acceptor distance according to the Foster Resonant Energy Transfer (FRET) 

theory.66 Therefore, the length dependence of energy transfer rate can be readily 

calculated, even though reliable estimates of the absolute energy transfer rate, 

requiring the information of absorption and emission cross sections, are difficult for 

these NRs. The simulated results in Figure A.9.1 showed that the FRET mechanism 

led to a much stronger distance dependence of the exciton localization efficiency than 

the measured trend shown in Figure 9.5. Further details of the simulation can be found 

in Appendix 1. 

Ballistic transport occurs within the carrier mean free path (Lmfp). Lmfp in CdS NRs is 

related to product of scattering time constant, τc, and thermal velocity at room 

temperature (RT), vth , through Lmfp~τc ∙ vth .67 τc can be calculated from the 
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reported carrier mobility (μ) through τc = μm∗/q,67 where m* and q are effective 

mass and charge of the particle, respectively. The reported upper limit of electron 

(hole) mobility in bulk single CdS at room temperature is ~400 (~48) cm2 s-1 V-1, 68-72 

which corresponds to an upper limit of mean free path of ~4 (1.6) nm. The short 

carrier mean free path in CdS has been attributed to their strong interactions with 

phonons, through Frohlich, deformation potential, or piezoelectric scatterings.73 

Therefore, in our NRs with lengths of 10s to 100s of nanometers, exciton and carrier 

transport should proceed through diffusion. 

We then model the exciton localization process by accounting for the competition 

between exciton diffusion and exciton trapping. As shown in Figure 9.3, the CdSe 

seed divides CdS NR into two segments with length of L1 and L2. We solve the 

exciton localization problem within L1 and L2 using the modified 1-D diffusion 

equation: 

                
∂N(x,t)

∂t
= D

∂2N(x,t)

∂2x
−

N(x,t)

τTrap
                        (9.1), 

where D is the exciton diffusion constant and N(x, t) is the concentration of excitons 

at distance x from the seed at time t. The second part on the right-hand side of 

equation (1) accounts for depopulation of CdS band edge excitons due to trapping. 

The boundary conditions for this equation are: N(x, t = 0) = N0, N(x = 0, t) = 0, 

and J(x = L1(2), t) =
∂N(x=L1(2),t)

∂x
= 0 . The first boundary condition indicates 
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randomly generated excitons along the rod; the second one assumes that exciton 

transfer across the CdS/CdSe interface (i.e. capture by the CdSe seed) is much faster 

than the diffusion process within the CdS rod; the third one indicates that the fluxes 

cross the NR ends are zero. Using these boundary conditions, equation (1) is 

analytically solvable and the details are shown in Appendix 2. With the solution of 

N(x,t), the ensemble-averaged exciton population on the rod, S(t), is obtained by 

integrating N(x,t) over the rod length: 

 SL1
(t) ∝ ∫ N(x, t)dx

L1

0
∝ ∑

1

n2
∞
n=1 e

−[D(
nπ

2L1
)2+

1

τTrap
]t

              (9.2), 

where n is an odd integer 1, 3, 5…. The exponents in equation (9.2) reflects the 

competition between carrier trapping, with time constant of τTrap, and diffusion, 

whose characteristic time scale is proportional to the square of the diffusion length.74 

The efficiency of exciton localization to the seed within L1 is calculated as: 

           Φ(L1) = ∑
1

n2
∞
n=1

D(
nπ

2L1
)2

D(
nπ

2L1
)2+

1

τTrap

∑
1

n2
∞
n=1⁄                   (9.3). 

Φ(L2) can be calculated in the same way and the overall localization efficiency 

Φ(L) is obtained by length weighted average of Φ(L2) and Φ(L2): 

               Φ(L) =
L1∙Φ(L1)+L2∙Φ(L2)

L1+L2
                        (9.4). 

With the exciton diffusion constant D as the only fitting parameter, we simultaneously 

fit the localization efficiency for all NRs, as shown in Figure 9.5a. From the best fit, 
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we obtained a diffusion constant D of 2.3×10-4 m2/s. The electron (De) and hole ( Dh) 

diffusion constants in bulk CdS, calculated from their mobilities, are ~10×10-4 and 

1.2×10-4 m2/s, respectively. The exciton center of mass diffusion constant (DX) can be 

calculated to be 3.2×10-4 m2/s. Our fitted exciton diffusion constant in CdS NRs is 

slightly smaller than the bulk value, which is reasonable considering additional 

scattering channels due to the presence of large surface areas in NRs.75 Our simulation 

result confirms that the rod-to-seed exciton localization efficiency is controlled by the 

competition of exciton diffusion and exciton trapping, which is independent of the 

rod/seed band alignment, and is dependent on the rod length in a predictable manner.  

CdSe/CdS NRs have been used as light absorbing materials in luminescent solar 

concentrators in which the large CdS rod absorption, efficient rod-to-seed exciton 

localization and small CdSe seed reabsorption loss enable the concentration of 

absorbed solar flux by the rod into the emission at the seed.54 Although the 

requirement of large rod absorption and small seed reabsorption can be realized by 

increasing the rod length, there exists an optimal rod length because the rod-to-seed 

localization efficiency decreases at longer rod length. Thus it is useful to define an 

effective light harvesting power (or effective absorption cross-section) for these 

CdSe/CdS NRs as a product of the absorption cross-section of the rod and the 

rod-to-seed exciton localization efficiency. This quantity represents the effective cross 

section for creating excitons in the seed through absorption at the rod. The fit to the 



292 

 

measured data discussed above gives a prediction of exciton localization efficiencies 

of all NRs in the length ranges of 10 nm to 200 nm, as shown in Figure 9.5a. In this 

calculation, we have assumed that the seed positions followed the trend observed for 

the NRs we studied  and the absorption cross-section of the rod increases linearly 

with the rod length. The calculated effective seed absorption cross-section (Figure 

9.5b) initially increases with the rod length and levels off at a rod length of ~100 nm. 

In this calculation, we have set the cross sections to one for NRs of 10 nm in length. 

The effective seed absorption cross section levels off at a value that is 3.5 times of a 

10 nm rod, despite a factor 10 and higher total absorption cross section of the CdS rod 

at a rod length exceeding 100 nm. Further increase in the rod length does not lead to 

enhanced ability of creating excitons at the seed because of the reduced rod-to-seed 

exciton localization efficiency. This result confirms the existence of an optimal rod 

length for light harvesting applications.  

 

9.3. Conclusion 

In conclusion, we have examined the mechanism of rod–to-seed exciton localization 

in CdSe/CdS dot-in-rod NR heterostructures with both type I or quasi-type II band 

alignments. We observed a universal rod length dependent exciton localization 

efficiency that decreased with the rod length (~75.7±1.5% in a ~29 nm rod to 
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30.5±2.6% in a 117 nm rod) and was independent of the CdSe/CdS band alignment. 

We showed that this universal length dependence could be reproduced by a model that 

accounted for the competition between ultrafast 1-D exciton diffusion and ultrafast 

exciton trapping (τTrap = 0.78±0.13 ps) on the CdS NR. Best fit to the measured results 

revealed an exciton diffusion constant of 2.3×10-4 m2/s that is slightly smaller than the 

reported value in bulk CdS. The proposed model can be used to predict the exciton 

localization efficiency in CdSe/CdS of any length and should be applicable to other 

NRs, providing a rational approach for optimizing NR morphologies for efficient yet 

cost-effective 1D heterostructure based devices.      
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Appendix 1 

 

Simulating Exciton Localization with FRET Model 

In the Forster resonant energy transfer (FRET) theory, the energy transfer time 

constant can be calculated as:  

                        τEnT = τ0(
L

R
)6                           (A.9.1), 

where τ0 is the donor excited state lifetime in the absence of the acceptor, L is the 

donor-acceptor distance, and R is the Forster radius, defined as the distance between 

donor and acceptor at which the fluorescence quenching efficiency is 50% . As shown 

in Figure A.9.1a, we use τ0/R6 as a fitting parameter C to simulate the exciton 

localization process. At distance Li from the seed, the energy transfer time is τEnT,i = 

C·Li
6. Due to competition with exciton trapping process, the efficiency of exciton 

generated at Li being localized is: Φi = τTrap/(τTrap+τEnT,i).We average over all the 

possible Li to obtain the ensemble exciton localization efficiency: 

                ΦLoc =
1

N
∙ ∑ τTrap/(τTrap + τEnT,i)

N
i=1               (A.9.2). 

To obtain the localization efficiency of 75% for DIRs with a length of ~30 nm 

(CdSe2.7/CdSe29 and CdSe3.9/CdS31), the fitting parameter C is ~10-6 ps·nm-6. Using 

this parameter, the localization efficiency for 48 nm and 116 nm NRs are estimated to 

be 40.4% and 17.5%, respectively. As shown in Figure A.9.1b, they are considerably 
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lower than the experimental values. This is because the sixth power dependence on 

rod length is too drastic so that exciton localization efficiency quickly vanishes as 

distance increases. Therefore, the FRET model is not an appropriate description for 

exciton localization process due to its sixth power dependence on rod length. Since 

excitons are free to move along the NRs, it is natural to consider that exciton can 

diffuse to core location, which is modeled in the main text.  

 

Figure A.9.1. a) A scheme showing the competition between exciton energy transfer 

and exciton trapping. The localization efficiency is an average over all the excitons 

generated randomly along the rod. b) Measured and simulated exciton localization 

efficiencies. The 2.7 nm and 3.8 nm seeded NRs with different lengths are shown in 

red circles and green squares, respectively. The black solid line is simulated exciton 

localization efficiency using FRET model. 
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Appendix 2 

 

Analytic solution of exciton diffusion and trapping in NRs 

Differential Equation (9.1) in the main text can be solved using Variable Separable 

Method by assuming: 

                         N(x, t) = X(x) ∙ T(t)    (A.9.3). 

Consequently, we have: 

                        
dT(t)

DT(t)dt
=

d2X(x)

X(x) d2x
−

1

τTrapD
= C    (A.9.4). 

We further introduce a parameter k so that: 

                          
d2X(x)

 X(x) d2x
= C +

1

τTrapD
= −k2     (A.9.5). 

Therefore, 

                         
dT(t)

DT(t)dt
= C = −(k2 +

1

τTrapD
)       (A.9.6). 

Solving equation A.9.6 gives:  

                         T(t) = e
−(Dk2+

1

τTrap
)t

        (A.9.7). 

Equation A.9.5 can be solved using Fourier series accounting for the boundary 

conditions in the main text, which result in: 

                          X(x) = ∑
2N0

nπ

∞
n=1 Sin

nπ

2L
x          (A.9.8), 
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where n is an odd integer 1,3,5… 

Therefore, 

                    N(x, t) = X(x) = ∑
2N0

nπ

∞
n=1 Sin

nπ

2L
x ∙ e

−(D(
nπ

2L
)2+

1

τTrap
)t

  

(A.9.9). 

Integration of N(x,t) over length L gives equation (9.2) in the main text. 
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Chapter 10. Unity Efficiency Formation of Charge-transfer 

Exciton State in Atomically-thin CdSe/CdTe Type-II 

Heteronanosheets  

  

Reproduced with permission from ACS Nano 2015, 9, 961. Copyright 2015 American 

Chemical Society. 

 

10.1. Introduction 

 

Colloidal 2-D CdX (X=S, Se, Te) nano-platelets (NPLs), or nanosheets (NSs), with 

atomically precise thickness of 1-2 nanometers have been reported recently.1-6 The 

precise and strong quantum confinement in the thickness direction gives rise to 

uniform band edge positions and exciton energy across the NSs of 10s-100s nm in 

length and width. This enables rapid in-plane exciton and carrier motion, in addition 

to precise tuning of energetics (by thickness). Unfortunately, similar to other 

2-dimensional (2D) materials (such as transition metal dichalcogenides7,8), strong 

electron-hole Coulomb interaction and large exposed surface leads to fast exciton 

radiative and nonradiative decay,3 hindering their applications as light harvesting 

materials for solar energy conversion. It has been well demonstrated that in 0D 
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quantum dots and 1D nanorods, type-II heterostructures (with conduction band 

minimum and valence band maximum residing in two different domains) can prolong 

exciton lifetime by increasing the spatial separation of the electron and hole. 9-16 17-23  

Although several type I heteronanosheets, such as CdSe/CdS or CdSe/CdZnS 

core/shell24,25 and CdSe/CdS core/crown,26,27 have been synthesized and studied, the 

preparation of type-II heteronanosheets has only been reported very recently.28  This 

study demonstrates that excited state lifetime can also be extended in CdSe/CdTe 

core/crown type-II heteronanosheets, similar to type-II quantum dots and nanorods. 

Our studies in previous two chapters have shown that of in CdSe/CdS dot-in-rod 

heteronanorods, due to large electron-hole binding energy and presence of defects, 

ultrafast trapping of excitons on CdS rod reduces the efficiency of exciton localization 

to the CdSe core.29-32  Because similar trapping processes should also exist in type II 

heteronanosheets, it is important to investigate how they may compete with the 

exciton localization process and whether the larger in-plane exciton mobility can 

reduce the effect of the undesirable exciton trapping pathways.33  

In this chapter, we report the first ultrafast spectroscopic study of exciton localization 

and interfacial separation process in CdSe/CdTe core/crown type-II nanosheets (with 

a CdTe NS crown laterally extending on a CdSe NS core, Figure 10.1.a). The 

structure was confirmed by electron microscopy, elemental analysis, and static and 

time-resolved optical spectroscopy. The formation of CdSe/CdTe type II 
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heterojunctions led to charge transfer (CT) absorption and emission features. 

Photoluminescence excitation measurements showed that excitons from CdTe and 

CdSe domains were localized to and separated across the CdSe/CdTe heterojunction 

to form CT excitons with near unity efficiency. The CT exciton formation process 

was shown to occur with a time constant of 0.64±0.07 ps by transient absorption 

studies. The spatial separation of electrons and holes across the heterojunction 

reduced their radiative and nonradiative recombination rates, leading to long-lived CT 

excitons with a half-life of 41.7±2.5 ns, ~30 times longer than core-only CdSe NSs. 

  

Figure 10.1. a) A schematic depiction of charge transfer exciton formation in Type-II 

CdSe/CdTe nanosheets. Photo-generated excitons in both CdSe and CdTe localize to 

the interface to form charge transfer excitons with electrons in CdSe and holes in 

CdTe. b) Energy level diagram in Type-II CdSe/CdTe nanosheets. T1 (T3) and T2 

(T4) are lowest energy heavy (1hh) and light (1lh) hole to electron (1e) transitions, 
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respectively, in CdTe (CdSe) and the charge transfer (CT) band corresponds to 

transition between heavy hole in CdTe and electron in CdSe. The charge separation 

processes are also indicated 

 

10.2 Results and Discussions 

 

10.2.1. Sample Preparations and Characterizations.  
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Figure 10.2. a) TEM images and b) absorption (solid line) and Photoluminescence 

(PL, dashed lines) spectra of CdSe/CdTe NSs at indicated growth times (starting with 

CdSe NSs at 0 min.).   

CdSe NSs were synthesized according to literature procedures.1-3 Lateral extension of 

CdTe on CdSe NSs was achieved following a reported synthetic procedures for CdTe 

NSs with a slight modification.34 By injecting Te precursors at a lower rate and lower 

temperature than those reported for CdTe synthesis, CdTe heterogeneous nucleation 

on CdSe NSs can dominate over homogeneous nucleation in solution.26,27 Detailed 

synthetic method and conditions can be found in the Chapter 2 and are similar to a 

recent independent report by Dubertret and coworkers.28 Transmission Electron 

Microscopy (TEM) images of CdSe/CdTe nanosheets at different times after Te 

precursor injection (Figure 10.2.a) clearly shows a gradual increase of NS lateral 

dimension. The starting CdSe NSs (0 min) exhibited rectangular morphology with an 

average length and width of 28.0 (±2.5) nm×7.0 (±1.0) nm, respectively. After 55 

minutes of Te precursor injection, the NSs maintained their rectangular morphology 

but the average size increased to 71.0 (±7.7) nm×21.3 (±3.7) nm, corresponding to ~8 

fold increase in surface area.  

The absorption spectra (Figure 10.2b) showed three features that are consistent with 

the lateral extension of CdTe on CdSe. The exciton peak positions of NSs are 

determined by their thickness. The CdSe NS peaks, centered at ~512 nm (T3, n=1 
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heavy hole to n=1 electron, or 1hh-1e
1) and ~480 nm (T4, n=1 light hole to n=1 

electron, or 1lh-1e), remained unchanged during CdTe growth, indicating negligible 

change of CdSe thickness (~1.2 nm). 27  The amplitudes of two new peaks centered 

at ~556 nm (T1) and ~501 nm (T2) and a broad absorption tail from ~650 nm (CT) 

increased with growth time. The former (T1 and T2) matches the 1hh-1e and 1lh-1e 

transitions of CdTe NSs with a thickness of ~1.3 nm.28,34 The CT band is energetically 

lower than both the lowest energy exciton transitions in CdSe (T3) and CdTe (T1) 

NSs and can be attributed to the charge transfer (CT) transition from the CdTe 

valance band (VB) edge to CdSe conduction band (CB) edge (Figure 10.1b), a 

characteristic feature of type II heterostructures.9 Photoluminescence (PL) spectra of 

these samples (Figure 10.2b, exciting at 400 nm) showed that upon CdTe growth, the 

PL of CdSe at ~512 nm was gradually replaced by CT emission centered at ~650 nm, 

showing negligible emission of CdTe NS (expected at ~556nm).34 These results 

confirm that the observed morphological changes are due to formation of CdSe/CdTe 

heteronanosheets instead of homogeneous nucleation of CdTe NS. In the following, 

we will focus on the 55 min sample for structural and spectroscopic characterizations. 

 

High-angle annular dark-field (HAADF) scanning TEM (STEM) combined with 

energy-dispersive X-ray spectroscopy (EDX) was used to provide direct evidence for 

heterostructure formation. For the selected area in the HAADF image of Figure 10.3a, 
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elemental maps for Cd, Se, and Te are shown in Figure 10.3c, d, and f, respectively. 

The Cd map matched well with TEM image; Se was only present in the center of 

nanosheets; and the Te map showed holes in the center, complementary to the Se 

map. The overlaid map, shown in Figure 10.3b, confirms that in these heterostructure, 

the CdTe NS laterally extends on CdSe seed, as illustrated in Figure 10.1a.  

 

Figure 10.3. a) HAADF STEM image of CdSe/CdTe nanosheet. b) Overlaid 

elemental maps of Cd (red), Se (green), and Te (blue). Elemental maps of c) Cd, d) Se 

and e) Te. 

 

10.2.2. Efficiency of Charge Transfer Exciton formation.  

a) b)

c) d) e)
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In Figure 10.4.a, we compare the Photoluminescence Excitation (PLE, monitoring 

emission at 653±1 nm) spectrum of CdSe/CdTe NSs with their absorptance spectrum. 

The latter represents the percentage of absorbed photons (i.e. 1-10-OD, OD=optical 

density). By normalizing PLE and absorptance at the CT band, as done in Figure 

10.4a, the ratios of these curves represent the relative emission QYs as a function of 

excitation wavelength (with QY at CT band excitation set to 1). As shown in Figure 

10.4b, the relative QYs are near unity from 450 to 650 nm, indicating that all the 

photo-generated excitons can move to the CdSe/CdTe interface to form the CT 

excitons.  

 

Figure 10.4. a) Photoluminescence Excitation (PLE, red dashed line) and absorptance 

(Abt, black solid line) spectra of CdSe/CdTe NSs. These curves are normalized at the 
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CT band. b) Relative emission QYs (the ratio between absorptance and PLE) as a 

function of excitation wavelength.  The relative QY was set to 1 at the CT band.  

There are two implications from the near unity formation efficiency of the CT exciton. 

First, the exciton transport through CdTe and CdSe domains is fast enough to reach 

the CdSe/CdTe interface prior to their radiative and nonradiative decay. Secondly, the 

initial photogenerated excitons in both CdTe and CdSe domains can be dissociated 

across the CdSe/CdTe interface, in spite of the large exciton binding energy (~ 100s 

of meV ) in these 2D nanosheets.35,36 Similar processes have been observed in type-II 

single layer transition metal dichalcogenide heterojunctions8,37 and can be explained 

by the fact that the energy required for exciton dissociation is compensated by the 

binding energy of the CT exciton.8  

 

10.2.3. Ultrafast Charge Separation and Recombination Dynamics 

The exciton localization and separation dynamics implied by the PLE result 

can be directly probed by transient absorption (TA) spectroscopy. In these 

measurements, we have used low excitation flux to ensure that the signal was 

dominated by single excitons (see Figure A.10.1), excluding the complications of 

multi-exciton annihilation dynamics.38,39  We first examined the CdSe/CdTe NSs 

with 625 nm excitation, where the CT band was selectively excited according to the 
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absorption spectrum in Figure 10.2b. The resultant TA spectra and kinetics (Figure 

10.5a and b) showed instantaneous bleach of T3 (~511 nm), T4 (~480 nm) and CT 

(~630 nm) bands and negligible subsequent changes of these TA features within the 

first nanosecond. Although part of the CT bleach was obscured by the scattered pump 

beam at 625 nm, it was fully observed with 400 nm excitation (see below). We have 

shown recently that the bleaches of exciton bands of Cd chalcogenide NSs were 

caused by state-filling of the CB electron level,40 similar to Cd chalcogenide quantum 

dots and nanorods.41-44 3The observed TA features indicate the direct generation of 

electrons in CdSe CB edge, consistent with the nature of the CT band (see Figure 

10.1b). The CT transition should also directly generate VB holes in CdTe. The 

presence of holes has been shown to shift the exciton peak position, giving rise to 

derivative like charge separated states (CS) features in TA spectrum.20,40,43,45-48  

Indeed, CS feature of T1 band was observed at 520-570 nm (see inset of Figure 10.5a 

and 10.5b). Therefore, these TA features confirm the proposed type II electronic 

structure in Figure 10.1. 
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Figure 10.5. TA spectra of CdSe/CdTe heteronanosheets measured at 625 nm 

excitation of the CT band. a) TA spectra at indicated delays (up to 100 ps). b) 

Normalized comparison of TA Kinetics of CT (red circles), T3 (blue triangles), and 

T4 (green squares) features and their fit (black solid line). The fit shows an 

instantaneous formation (< 10 fs) and negligible decay in 1000 ps. The x-axis is in 

linear scale from -1 to 5 ps and logarithmic scale from 5 to 1000 ns. 

 

We next investigated how the excitons generated at the CdTe crown can be localized 

to the CdSe/CdTe interface. In this experiment the CdSe/CdTe NSs were excited at 
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400 nm, where the CdSe and CdTe domains contributed to 16.8% and 83.2 %, 

respectively, of the total absorption. The larger CdTe absorption is consistent with the 

~7 fold larger surface area of CdTe than CdSe domain. The TA spectra (Figure 10.6a) 

showed ultrafast decay of T1 and T2 bleach and concomitant formation of the bleach 

of T3, T4 and the CT bands, consistent with electron transfer from CdTe to CdSe CB. 

After ~100 ps, T1 and T2 features completely disappeared and the resulting spectra 

were identical to the TA spectra measured with 625 nm excitation, as shown in Figure 

10.6b, indicating complete conversion of excitons at CdSe and CdTe sheets to CT 

excitons across the CdTe/CdSe interface.  This is consistent with the near unity CT 

band formation efficiency determined from the PLE measurement. Interestingly, the 

excitation wavelength independent final TA spectra in Figure 5b are in sharp contrast 

with previously-examined CdSe/CdS heteronanorods, in which the competition of 

rapid exciton trapping on the CdS nanorod and localization to the CdSe core lead to 

excitation wavelength dependent branching ratio of long lived exciton states. 29,30  
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Figure 10.6. TA spectra and kinetics of CdSe/CdTe NSs. a) TA spectra at 0.3-0.4 ps 

(black), 1-1.5 ps (red), 3-4 ps (green), 10-20 ps (blue), and 50-100 ps (purple) after 

400 nm excitation. Inset: expanded view of the CT feature. b) Comparison of TA 

spectra measured with 625 nm (at 0.1-0.3 ps, black dashed line) and 400 nm (at 

100-300 ps, red solid line) excitation. Inset: expanded view of CS feature of T1 from 

530 to 580 nm and CT band bleach from 590 to 690 nm. c) TA kinetics of CT 

(610-650 nm, red circles), T3 (511 nm, blue triangles), and T1 (555 nm, green squares) 

in CdSe/CdTe NSs measured with 400 nm excitation and their multi-exponential fits 

(black solid lines). d) Comparison of electron lifetime (T3 exciton bleach recovery) in 
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core-only CdSe (red circles) and CdSe/CdTe (green squares) NSs. The black solid 

lines are multi-exponential fits.  

As shown in Figure 10.6c, the formation of CT and T3 bleach (electrons in CdSe 1e 

level) and the recovery of T1 bleach (electrons in CdTe 1e level) could be fitted with 

the same sets of parameters, confirming electron transfer from CdTe to CdSe. 

According to the fit, electron transfer kinetics from CdTe to CdSe was described as a 

bi-exponential process with time constants of 0.48±0.09 ps (90.4±0.4%) and 

9.50±0.85 ps (9.6±0.3%). Electron transfer from CdTe to CdSe domains contains the 

contribution of exciton transport to the CdSe/CdTe interface and interfacial electron 

transfer across the heterojunction driven by the conduction band offset. A previous 

study on CdSe/CdTe core/shell QDs reported an electron transfer time of ~0.8 ps from 

CdTe to CdSe.20 The main electron transfer component in our heteronanosheets is 

faster than the CdTe/CdSe core/shell QDs, which indicates that the intra-nanosheet 

exciton transport time is extremely fast, if not negligible, caused by the large in-plane 

exciton mobility. This observation is also consistent with our previous finding of 

ultrafast exciton quenching of CdSe NSs by decorated Pt nanoparticles.40 In addition, 

the laterally extended 2D sheets might have smaller interfacial strain than curved 

core/shell QDs, which may reduce the possible interfacial charge transfer barrier.49  

The minor slow electron transfer component is likely caused by trapped excitons at 

hole traps, which slows down their in-plane transport and interfacial separation.31,40,50 
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50400 nm excitation should also generate excitons at CdSe core, which would separate 

at the interface by hole transfer to CdTe. This process should lead to derivative like 

features in the CdTe bands (Figure 10.5a and 10.6b). Unfortunately, the transient 

absorption signals at CdTe exciton bands were dominated by much larger state filling 

induced bleach and the smaller hole transfer induced change could not be 

independently probed.  Furthermore, because of the spectral overlap of CdSe with 

CdTe transitions, selective excitation of the CdSe sheet was not experimentally 

feasible.  

The electrons in the CT states were long-lived. The kinetics of T3 recovery  Figure 

10.6d) was fitted by multi-exponential decay with a half-life of 41.7±2.5 ns. As a 

comparison, the T3 exciton bleach kinetics of CdSe only NSs (Figure 10.6d) showed 

a half-life of 1.4±0.2 ns. Therefore, the CB electron life-time was prolonged by 

~30-fold in type-II NSs. Because T3 exciton bleach only reflected the CB electron 

population, we turned to PL decay (depending on both CB electrons and VB holes) to 

probe the effect of CT exciton formation on VB holes.  The time-resolved PL decay 

and T3 exciton bleach kinetics of CdSe/CdTe NSs were compared in Figure 10.7. The 

PL decay matched well with the T3 bleach recovery between 5 -1000 ns, confirming 

that the spatial separation of electrons and holes across the CdTe/CdSe interface gave 

rise to long-lived CT excitons. This is consistent with a recent report by Dubertret and 

coworkers.28 Interestingly, the PL decay showed a fast component (with 50.2±1.7% 
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amplitude and a time constant of 1.2±0.1 ns) that was not present in the T3 bleach 

recovery, which can only be assigned to the trapping of VB holes in the CdTe 

domain. 50Because this hole trapping process does not lead to the decay of the CB 

electron, it indicates that the spatial separation of electrons and holes across the 

heterojunction also slows down their nonradiative recombination at trapped sites.  

 

Figure 10.7. Comparison of time-resolved PL decay (green dashed line) and TA T3 

(CT) bleach recovery kinetics of (blue dashed line) in CdSe/CdTe type II NSs 

measured with 400 nm excitation. The black solid lines are multi-exponential fits and 

fitting parameters are listed in Table S2. 

 

It should be noted that similar efficient exciton localization was observed in Type I 

CdSe/CdS core/crown nanosheets.27 These efficient in-plane exciton transports are in 

contrast to 1-D CdSe/CdS NR heterostructures, in which the localization efficiency is 

significantly less than unity due to hole-trap induced exciton trapping on the CdS 
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rod.29,30 We tentatively attribute the efficient exciton localization in NSs to large 

exciton and carrier mobility in these atomically flat materials.39 It is also interesting to 

compare the CdSe/CdTe heterostructure to MoS2/WS2 van der Waals heterostructures 

at which a ~50 fs hole transfer time was reported.8 Although the covalent/ionic 

bonding at our CdSe/CdTe interface is much stronger than van der Waals interactions 

per unit area,8 the smaller total interfacial area in the core/crown structure than the 

stacked structure might lead to weaker total electronic coupling and therefore slower 

charge separation. Nonetheless, the charge separation rate in these CdSe/CdTe 

core/crown heterostructure is still much faster than excited state lifetime of NSs (on 

the order of ns51), which gives rise to unity yield for forming the long-lived CT 

exciton states.  The efficient exciton localization in CdSe/CdTe nanosheets may 

offer a new class of materials for constructing triadic nanosheet heterostructures (such 

as CdSe/CdTe/Pt) for light-driven H2 generation. Our recent study suggests that in 

CdSe NS-Pt heterostructures, the ultrafast exciton mobility leads to efficient 

quenching of excitons by energy transfer, which limits the utility of such structure of 

solar-driven H2 generation.40 The ability to form long-lived charge transfer excitons at 

CdSe/CdTe interface may allow efficient electron transfer to Pt in CdSe/CdTe/Pt 

triadic structures. 
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10.3. Conclusion 

In conclusion, we have studied the ultrafast exciton dynamics in colloidal type-II 

CdSe/CdTe core/crown heteronanosheets. The formation of the heterostructure was 

confirmed by absorption, emission, electron microscopy and element analysis. By 

PLE measurements, we showed that excitons generated in CdSe and CdTe domains 

could be localized to the CdSe/CdTe heterojunction to form charge transfer excitons 

with unity efficiency. Using transient absorption spectroscopy, we showed that these 

charge transfer excitons were formed on the ultrafast time scale (half-life ~0.64±0.07 

ps) due to facile in-plane exciton motion and interfacial electron transfer. The spatial 

separation of electrons and holes at the CT states effectively suppressed radiative and 

nonradiative recombination, leading to long-lived charge transfer exciton state 

(half-life ~41.7±2.5 ns). Therefore, these 2D type II heteronanosheets are promising 

materials for efficient light harvesting and charge separation and transport in solar 

energy conversion applications.       
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Appendix 1 

 

Single exciton experimental conditions 

Estimating average number of photo-generated excitons on each NS requires 

absorption cross section of these CdSe/CdTe NSs, which is not measured in this work. 

However, to ensure that our experiments were performed under single exciton 

conditions, i.e. each NS has either one or zero exciton, we measured power-dependent 

exciton kinetics for these NSs, for both 625 nm and 400 nm excitations. Figure 

A.10.1.a shows the kinetics of T3 at three indicated 625 nm pump powers and they 

agree well with each other after scaling. Also, the initial signal amplitudes are 

proportional to excitation powers (inset). Figure A.10.1.b shows the kinetics of T1 at 

three indicated 400 nm pump powers and they also agree well\after scaling Therefore, 

these experiments were in the linear regime, or single exciton excitation conditions. 

The data shown in the main text all correspond to the second powers, i.e. 160 uW for 

625 nm and 25 uW for 400 nm. 
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Figure A.10.1. T3 kinetics at different powers of 625 nm excitation (a) and T1 

kinetics at different powers of 400 nm excitation, respectively. They are scaled for 

better comparison and the scaling factors are labeled. The insets are plots of initial 

signal amplitudes as a function of excitation powers. 

 

                       

 


