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Abstract

Mechanisms of plasticity in sympathetic preganglionic and postganglionic neurons
of the chick embryo
By April D Ratliff

Throughout development, the nervous system is faced with countless challenges to
which the cells in the system must have the ability to respond. The autonomic nervous
system (ANS), in particular, is designed to respond to internal and environmental
changes, to alter the function of different organs and tissues, ultimately regulating
body temperature, heart rate, muscle tone, and numerous other important functions.
In order to accomplish this, the ANS must be able to transiently sense a change, for
example in external temperature, and respond by influencing the tissue appropriately,
in this example blood vessel dilation or constriction. However, it is important that
once the ideal temperature is reached, and target tissue activation is no longer needed,
the system must be able to return to some setpoint of firing rate for the output
from the autonomic nervous system, also known as baseline autonomic tone. It is
not well known, however, what kinds of cellular mechanisms establish this setpoint,
which likely occurs early in development. As we know, there are instances where
baseline autonomic tone is chronically imbalanced, such as in hypertension. Therefore,
understanding the cellular mechanisms for setting a healthy set point for autonomic
tone has important implications for human health. Here, we test whether mechanisms
of plasticity, which may play a role in setting up the trajectory for autonomic tone, are
expressed during embryonic development of the sympathetic nervous system (SNS).
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1

Chapter 1

Introduction

1.1 Background

The autonomic nervous system (ANS), is a system that we rely on constantly to regu-

late a wide array of bodily functions in an involuntary manner. In vertebrate species,

the ANS coordinates involuntary actions across tissues, glands, and organs to orches-

trate functioning in response to environmental stimuli, and to achieve a state of global

homeostasis in the body. The ANS consists of two branches, the sympathetic ner-

vous system (SNS) and the parasympathetic nervous system (PNS). In simple terms,

the PNS is well-understood to coordinate the “rest and digest” functions that must

be conducted under conditions of safety such as mating and food-seeking behaviors.

Meanwhile the SNS is considered “fight or flight” system, mobilizing the body for ac-

tion during times of stress, and then returning to an appropriate baseline afterwards.

For instance, in order to stabilize blood oxygen levels during exertion, sympathetic

output increases and afterwards returns to baseline level of output and thus return

blood pressure to a baseline vascular tone. Importantly, the baseline firing rate of

the SNS, known as baseline sympathetic tone, plays a role in maintaining metabolic

activity during normal conditions. For example, sympathetic tone is influential in
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the generation of respiratory and cardiac rhythms. A stable and biologically rele-

vant baseline for autonomic output, known as autonomic tone, is crucial for proper

functioning of the circuit. Anatomical and functional studies of the ANS have been

studied over the past several centuries [34, 129, 130, 187, 253], yet several questions

about this system remain. For instance, how does the ANS, a system that ensures

global homeostasis, regulate its own output? The cellular or synaptic mechanisms

which are engaged to define the baseline for autonomic tone are not well understood.

Furthermore, it is not fully understood how, or when, this baseline is first established.

As the ANS includes both SNS and PNS branches, ANS dysregulation could theo-

retically lead to either hyper- or hypo-excitability, respectively. For this dissertation,

my research focuses on hyperexcitability of the SNS, as this has been described pre-

viously. For example, several findings suggest that early stages of development are

particularly vulnerable to autonomic disturbances and can lead to long-term negative

consequences for health of the SNS [35, 96, 112, 144, 161]. This suggests that a critical

period may exist in the SNS during which perturbations in the developing circuit are

translated into a hyperexcitability of autonomic tone later in life. The mechanisms

which underly this process are not well understood. One form of neuroplasticity,

known as homeostatic plasticity, works to monitor cellular or network activity and

respond in a compensatory manner to any challenges. This may be a mechanism

which is expressed during an early sensitive window of autonomic development, and

it could play a role in the establishment of a healthy autonomic tone. Furthermore,

it is known that mechanisms of homeostatic plasticity are robustly expressed during

early development and even during critical periods in developing circuits and therefore

homeostatic plasticity is a likely set of candidate mechanisms for this process of base-

line establishment. In this thesis project, I sought to determine whether mechanisms

of homeostatic plasticity are expressed in the spinal and peripheral neurons of the

SNS during embryonic development. As previously stated, the SNS will be the target
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of this study as dysfunction in this system is highly associated with life-threatening

disease, and the SNS has been reasonably well characterized in the adult system. In

addition, homeostatic plasticity has been demonstrated in the mature SNS [241].

Elements of SNS anatomy, connectivity, development, and vulnerability to disease

have been explored for centuries in detail [130, 253], however the system is rarely

studied through the more modern lens of neural homeostatic plasticity [227] or in the

context of critical periods [33? , 174]. Critical periods are defined as distinct windows

in development during which there is a heightened expression of some kind of neural

plasticity, such that perturbations during this period can change the trajectory of

development of the fully mature system [75]. On the other hand, perturbations that

occur outside this window of a critical period typically don’t have the same effect.

During critical periods, different forms of plasticity can be expressed which may

determine the circuit excitability during early development. Forms of homeostatic

plasticity are thought to maintain some function of neural operation (e.g. spik-

ing or neurotransmission) by regulating cell excitability and/or synaptic strength

[227, 234, 247]. These mechanisms could play an important role in establishing base-

line sympathetic tone, such that the SNS can return to this setpoint and maintain

homeostasis with regard to the entire nervous system. The set point for sympathetic

tone should ideally be maintained at an optimal level for the health of the organ-

ism. With a sympathetic tone that is tuned to proper level, the SNS can avoid a

state of chronically hyper- or hypoexcitability. However, this proper setpoint is not

always achieved. For example, in hypertension, a disease of autonomic dysregula-

tion, patients experience chronically elevated levels of sympathetic output, resulting

in chronically high blood pressure. Could it be that diseases of autonomic dysregula-

tion such as hypertension represent a malfunctioning of homeostatic plasticity in the

SNS during a critical period? Or perhaps could the induction of homeostatic plas-

ticity mechanisms function during this period and actively alter baseline excitability,
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leaving the SNS circuit vulnerable to aberrant excitability [74]? In fact, certain auto-

nomic disturbances during prenatal and early neonatal life such as in preterm birth

[9, 92, 178] or prenatal alcohol exposure [112, 144], cause a disruption in normal

SNS signaling and can impact overall autonomic health later in life [35, 92, 96, 165].

Therefore, this early developmental time likely represents a critical period for the

establishment of a stable setpoint for sympathetic tone [29]. In summary, under-

standing the mechanisms which govern the SNS circuit during early development

in the context of homeostatic plasticity and critical periods has widespread clinical

relevance.

For my thesis project, I examined two components of the sympathetic nervous

system, the sympathetic preganglionic neurons (SPNs) as well as the postganglionic

neurons (PGNs). I tested the possibility that these cells express homeostatic plastic-

ity during embryonic development, a time when the SNS circuit is constructed and

when homeostatic plasticity is known to be robustly expressed. To explore whether

these cells express homeostatic plasticity during embryonic development, my studies

were focused on the embryonic chick model system. In this introductory chapter,

I will discuss the background literature that motivated this study. In the follow-

ing two chapters, I will present the experimental methodology that was used to test

my hypotheses, I will report my results, and I will interpret my findings for each of

the experiments. In Chapter 2, I tested the hypothesis that homeostatic plasticity is

expressed in the spinal and peripheral neurons of the SNS in the developing chick em-

bryo. To this end, I conducted a pharmacological blockade of synaptic transmission

in ovo in the chick embryo in an attempt to induce a homeostatic cellular response.

To examine whether synaptic blockade induced changes that are indicative of home-

ostatic plasticity, I examined neurons in the SNS using both ex vivo fluorescence

imaging and electrophysiological recordings. Ultimately, my findings demonstrated

that a chloride-mediated mechanism of synaptic scaling is expressed in the SPNs in
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response to synaptic blockade. However, in the PGNs, a paradoxical decrease in in-

trinsic excitability of the membrane was observed. These results are interpreted and

discussed at the end of Chapter 2. In Chapter 3, I studied an increase in muscarinic

activation in the PGNs, which could represent a homeostatic response. Finally, in

Chapter 4, I explain the conclusions that can be inferred from the data presented

and place these findings in the context of the surrounding health and basic science

literature. Finally, at the end of Chapter 4, I propose future directions which should

be conducted to further identify the role of homeostatic plasticity in the developing

SNS.

1.2 Characterization of the sympathetic pregan-

glionic neurons

In the spinal cord, SPNs receive descending synaptic input from autonomic nuclei in

the brainstem and hypothalamus [54]. The circuitry which provides the input to the

SPNs is part of a larger circuit which coordinates the function of the SNS and ex-

tends from the cortex all the way to the peripheral tissues (Figure 1.1). In the cortex,

brain regions such as the prefrontal cortex (PFC), the insular cortex, and the anterior

cingulate cortex (ACC) are responsible for integrating information and sending their

output to the amygdala in the temporal lobe, often referred to as the “emotional

center of the brain” due to its prominent role in fear learning and aggression. From

the amygdala [222] as well as from the subfornical organ [10, 114], projections extend

to the hypothalamus to innervate both the dorsomedial hypothalamus (DMH) and

the paraventricular nucleus (PVN), two hypothalamic subregions which act as centers

for sympathetic signaling (Figure 1.1). Next, the PVN sends output to the brainstem

nuclei which include the rostral ventrolateral medulla (RVLM), the caudal ventrolat-

eral medulla (CVLM) and the nucleus tractus solitarius (NTS). Finally, the RVLM
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descending projections form synapses onto the SPNs in the IML of the spinal cord

(mammals) or the Column of Terni (avian species) [192]. The PVN can also form

direct innervation onto SPNs as well, bypassing the brainstem nuclei [200]. Finally,

SPNs, also called ‘autonomic motoneurons’, extend their axonal projections out of

the ventral root of the spinal cord, where they gather into collection of myelinated ax-

ons which are known as the ‘white rami’, and subsequently form cholinergic synapses

onto their target neurons in the autonomic ganglia, a unique population of neurons

which will be discussed in the next section.

In avian species, there are a few notable differences in the spinal cord SNS orga-

nization when compared to the spinal cord of mammals. For example, the chicken

has seven segments which make up the thoracic region, while mammals typically have

twelve (primates) or thirteen (rodents). In the chick, the lumbar and sacral segments

are referred to as a single group known as the lumbo-sacral (LS) segments, which

will be the focus of our studies. In addition to the differences in segment delineation,

the spinal column in which the SPNs are organized differs between murine and avian

species (see Figure 1.2). In rodents, the majority of SPNs coalesce in the intermedi-

olateral (IML) nucleus, in the lateral most part of the grey matter of the spinal cord

at vertebrae levels T1 through L3 [214], though some SPNs are in more medial posi-

tions [54]. On the other hand, the SPNs in the chick spinal cord has a more central

location, close to the central canal [133, 139, 186, 261] (Figure 1.2). This cell column

has been deemed the Column of Terni [225], and it spans from the C16 segment to

the LS 2 segment. For this thesis, discussion of the SNS will be in the context of the

avian system, as the embryonic chick will serve as the model system.

Interestingly, although the SPNs are often referred to as a single, homogeneous

group of neurons, there are numerous accounts of a transcriptionally heterogenous

population of many subtypes of neurons within preganglionic clusters [6, 19]. The

diversity of SPN subtypes is thought to represent different functionalities, as certain
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Figure 1.1: The major components of the SNS circuit

Non-exhaustive circuit which controls, influences, or provides input to the sympathetic nervous

system. In particular, the prefrontal cortex (PFC) interacts with the anterior cingulate cortex

(ACC) and insular cortex (IC) to send output to the amygdala (AMYG). From here, the

dorsomedial hypothalamus (DMH) as well as the paraventricular nucleus (PVN) of the

hypothalamus receive excitatory input. The PVN also receives peptidergic input from other

circumventricular organs (CVOs), which famously include the subfornical organ and the pineal

gland (not pictured here). The PVN integrates this incoming information and sends descending

projections to the rostral ventrolateral medulla (RVLM) in the brainstem, as well as direct

projections to the sympathetic preganglionic neurons (SPNs) in the spinal cord. The SPNs send

projections out of the spinal cord and into the periphery, forming synapses onto postganglionic

neurons (PGNs) in the sympathetic chain. From here, the PGNs send their output to their target

tissues, blood vessels, or glands. Notably, the activity from these output organs or target tissues,

can be sensed by sensory receptors and this ascending information to the nucleus tractus solitarius

(NTS) of the brainstem, forming a negative feedback loop. The NTS is the primary visceral

sensory organ of the medulla, and its output has been shown to influence both the caudal

ventrolateral medullary (CVLM) reticular formation which sends inhibitory input back to the

RVLM. The NTS also can directly influence the Vagus nerve of the parasympathetic nervous

system, which in turn acts to reduce the tone of certain target tissues.
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Figure 1.2: The SPNs of avian species are more medial than that of rodents

An illustrative comparison of anatomical location of sympathetic preganglionic neuron (SPN)

between animal classes. Schematic of axial slice of spinal cord demonstrates that the SPNs of

avian species have a more medial location than the majority of SPNs in rodents.

subtypes may express protein profiles that are specific to the type of function which

they encode. For example, the population of SPNs which are immune-positive for the

label CART, are the same SPNs whose targets ultimately innervate the cardiac cir-

cuit [81]. Further, subtypes of SPNs have been delineated based on their membrane

properties [270], their activity patterns [76] and their responses to various pharmaco-

logical agents [77]. While the exact mapping of subtype to function is not completely

understood, it is abundantly clear that SPNs can encode vastly different inputs and

signals and are therefore differentiable from other SPN cellular clusters based on these

biomarkers and patterns of activation. The heterogeneity of SPNs in the spinal cord

suggests that there could be numerous subtypes in this cellular population, or possi-

bly even a vast continuum of various cell properties. Either of which would allow the

SPNs to be precisely tuned to their unique inputs. In the present study, we acknowl-

edge our limitation in ability to separate analysis of SPNs based on subtype and are

instead examining the SPNs as one single group. That said, in the present study,

the values recorded from the SPNs have resulted in normal distributions rather than

multimodal distributions, suggesting that we may not have captured several clearly

distinct subpopulations (see Chapter 2). Thus, treating the SPNs as a single group
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is a reasonable first approach for these data. Over the past several decades, SPNs

have been examined using numerous techniques to elucidate their connectivity and

neurochemistry. To start, information regarding the various neurotransmitter inputs

to the SPNs have been explored, and are known to contain the main excitatory (Glu-

tamate) [76] and inhibitory (GABA) receptors [266], and are also sensitive to several

other modulators including 5-HT [150, 184], noradrenaline [70, 264], dopamine [77],

and peptides [19]. It is crucial to note that in the embryonic system, GABA trans-

mission is depolarizing due to the nature of chloride gradients which express higher

intracellular chloride levels in immature circuits [13, 14, 180], and this phenomenon

will be discussed in detail later in this chapter. In addition to the chemical messengers

which can provide input to the SPNs, gap junctions are also thought to play a promi-

nent role in the signaling that occurs between SPNs. Gap junctions are intercellular

channels that form bridges between adjacent cell membranes, permitting transfer of

ions and other small molecules [87]. The presence of gap junctions in the SPNs is

evidenced by the analysis of immunoreactivity to connexin36, a gap junction channel

protein important for the formation of these gap junctions [151]. This form of ion

transmission is thought to be important for orchestrating cation conductances which

drive the tonic, rhythmic activity seen in the SPNs [150, 184].

Next, the pattern of projection and anatomical connectivity have been extensively

studied. While it is obvious that the SPNs project out of the spinal cord and into

the periphery via the ventral root, the exact organization of projection and neural

specification is still not fully understood [66]. During the mid 20th century, the

projection pattern and the number of synaptic targets that are made by SPNs were

heavily studied to illuminate some part of this question. In the mid 1980’s researchers

were invested in determining the projection pattern of the SPNs. Bennett et al [15]

used retrograde labeling with horseradish peroxidase to determine that in dogs and

cats, each white ramus is innervated only by the segments immediately surrounding
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the labeled ramus. This shows that SPNs project out of the spinal cord either from

the same segment as their somas, or a segment that is immediately adjacent to their

somas. Around the same time, Yip [259] also ventured to determine the segmental

specificity of ganglionic innervation in the embryonic chick. In this case, the observa-

tions were made using both electrical recordings as well as retrograde labeling directly

from the ganglion itself, rather than from the white rami. In this case, it was shown

that the cells in each ganglia are innervated by a characteristic set of SPNs which

are located in a contiguous span of segments that are typically 0-4 segments away

from that cell’s ganglia [259]. To further clarify the stereotyped projection patterns

of the SPNs in the chick embryo, a considerable number of studies determined that

a single SPN could extend its projections rostrally, caudally, or both, after reaching

the paravertebral chain . To this end, researchers examined individual segments of

ventral root, to determine the segments at which preganglionic projections travel in

a rostral direction, and those which travel in caudal fashion [55, 259]. At segment

T1 and above, SPN axons primarily project upwards to the more rostral ganglia

[259, 262]. In segments T5 to LS1, however, the SPN projections travel primarily in a

caudal direction [68, 259, 262]. Alternatively, between said segments, it appears that

the SPNs project either rostrally or caudally to form cholinergic synapses onto PGNs

[68, 260, 263]. Further studies from the Yip group were directed at determining the

mechanism that governs the projection pattern of SPNs to their targets. To answer

this, experimenters surgically removed the neural crest tissue which contains the pre-

cursors for the target cells (PGNs) and observed how the preganglionic projections

developed [260]. In this case, the SPNs showed similar axon pathfinding trajectories

to reach their target ganglia, even though the target cells in the ganglia had never

developed. In other words, whatever neurochemical signal that dictated the pre- to

post-ganglionic projection pattern was clearly not dependent on the target PGNs.

The Yip group then shifted their studies to the SPNs themselves. Could it be that
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the fate of the SPNs was determined locally, in the spinal cord? If so, when, and

how did this occur? To answer these questions, Yip [261] transplanted spinal cord

tissue which contained SPNs from one of two donor sources 1) SPNs from different

spinal segments, or 2) SPNs from spinal cords of embryos at older ages. Through this

method, Yip determined that both the timing and projection pattern of the SPNs

are, in fact, driven by the local environment of the spinal cord [261]. Altogether, these

studies confirmed that cues within the spinal cord are necessary for the organization

of the SPN projections, regardless of cues from the periphery.

1.3 Characterization of the sympathetic postgan-

glionic neurons

The PGNs are a heterogenous [65, 66] densely packed population of small cells lo-

cated in the sympathetic paravertebral ganglia, which extends bilaterally alongside

the spinal cord (Figure 1.3). These cells receive input from one primary source: cholin-

ergic projections from the SPNs which travel through the ventral root, along white

rami, and into the ganglia. While the vast majority of input is cholinergic, some

early studies have suggested non-cholinergic activation in some peripheral neurons

in the SNS [60, 59, 108]. The PGNs express two modalities of acetylcholine recep-

tors which are activated by the release and subsequent binding of acetylcholine: the

fast-responding, ionotropic nicotinic acetylcholine receptors and the g-protein coupled

metabotropic muscarinic acetylcholine receptors, which have much longer latency for

activation and subsequent dissociation (for a review, see [123]). When the endogenous

ligand, acetylcholine, is released from the presynaptic terminal, it enters the synaptic

cleft and binds to the orthosteric binding sites on the acetylcholine receptors on the

postsynaptic cell membrane.

Another fascinating mechanism of these receptors is that, in some cases, they are
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Figure 1.3: The SPNs send information from central nervous system to the PGNs in
periphery

Schematic of the ventral surface of the spinal cord demonstrates that sympathetic preganglionic

neurons (SPNS, orange) are located in the spinal cord. These neurons project out of the ventral

root, can either project upward or downward (downward pictured here) to a neighboring ganglia,

or form a bundle of fibers known as the white rami, which form synapses with the sympathetic

postganglionic neurons (PGNs, green) which are located in the sympathetic ganglia of the

paravertebral chain, also referred to as the sympathetic chain. The PGNs send their output via the

grey rami and extend these projections to their target tissue, although they can also form

projections through the interganglionic nerve (IGN) to a neighboring ganglia, as seen here. DRG:

dorsal root ganglion.

expressed on presynaptic terminals, and their activation has an effect on presynaptic

vesicle release [39, 156]. Although this is thought to be less common in synapses of

the peripheral nervous system [105, 271], the expression of presynaptic acetylcholine

receptors has even been observed in target tissue, at the terminals of the postgan-

glionic projections [251]. While the expression of presynaptic nicotinic receptors has

not been fully explored in the SPN-PGN synapse in the embryonic chick, it does not

alter the overall effect of the application of ganglionic blockade, which is to reduce

nicotinic neurotransmission. I will discuss each of these two forms of acetylcholine

neurotransmitter receptor in the following sections.
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1.4 Nicotinic acetylcholine receptor neurotransmis-

sion

The binding of acetylcholine to the nicotinic receptor causes a confirmational change

which results in the opening of the ion channel. This channel opening causes depo-

larization of the cell membrane via conductance of cations including potassium (K+)

and sodium (Na+). In some cases, calcium (Ca2+) enters through direct permeation

or indirectly through voltage-dependent influx. For a review, see [189, 207]. The

nicotinic acetylcholine receptors contain the typical, orthosteric binding sites that

acetylcholine binds to [271], as well as allosteric binding sites in the spaces between

certain subunits at which various modulators can bind [31].

The synaptic neurotransmission of acetylcholine in the ganglion takes effect within

a few milliseconds due to the fast ionotropic action of nicotinic receptors, however

the effect of the acetylcholine on the postsynaptic cell membrane is fleeting due to

the rapid dissociation from the receptor and subsequent enzymatic degradation of

the neurotransmitter which occurs in the synapse shortly after the release [105]. The

enzyme which catalyzes this process is called acetylcholinesterase, and it acts in the

cleft to hydrolyze acetylcholine into acetate and choline [155]. The event of ligand dis-

sociation from the receptor and subsequent degradation occurs rapidly [105], though

the rate has been shown to vary between subtypes of the receptor. The rate of this

process is highly important, especially in muscle type nicotinic receptors, as it allows

for abrupt cessation of ionic signaling, and the receptors are therefore able to prepare

to respond again should additional acetylcholine enter the cleft. This process of ligand

dissociation and receptor reactivation, however, is made slightly more complicated by

the fact that receptors can be in numerous configurations. For example, in addition

to receptors being unbound, closed and therefore non-conducting, there is the equally

obvious configuration of being ligand-bound and therefore open. There are also states
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where the agonist is bound to the receptor, but the receptor is in a non-conducting

state, known as the “desensitized”, or otherwise inactivated state [105]. The speed

of receptor desensitization is known to occur at different latencies across the various

subtype compositions [31]. In fact, the different subtype cominations and specific

stoichiometry of nicotinic receptors vary greatly in their pattern of expression in the

nervous system, affinity for ligand binding [153], kinetics and probability of channel

opening, patterns of up- or down-regulation [153, 204, 269, 271] as well as their spe-

cific ion permeability [189]. I will briefly discuss some of the notable subtypes and

their properties.

The nicotinic receptors are a pentameric composition of subunits including α

subunits numbered 2-9 and β subunits numbered 2-4 [271]. These subunits can be

expressed in a homomeric or heteromeric fashion. Homomeric subunit expression

refers to those receptors which express 5 of the same subunit, such as the α7 subtype

[39]. Heteromeric subunit expression, on the other hand, describes a receptor that

expresses two or more different subunit species, such as the α3β4 subtype. The α3β4

subtype is expressed at the highest rates in the peripheral autonomic ganglia and is

therefore often deemed that “ganglionic subtype”. It is important to note, however,

that there is plenty of overlap. In fact, there is significant evidence to suggest that

the α7 subtype is also expressed in the autonomic ganglia, as autoradiography ex-

amination of mRNA in rat ganglia suggests [197]. Another study that demonstrated

that α7 subunits were expressed in the sympathetic ganglia was shown through the

binding of α-bungarotoxin [88], as α7 are among the subtypes that are sensitive to

α-bungarotoxin, but α3β4 are not [271]. Moreover, the precise stoichiometry of the

α3β4 receptor subtype can vary, such that the fifth accessory subunit can be either

of the two subunits. For example (α3)3(β2)2 and (α3)2(β2)3 subtype stoichiome-

tries are differentially expressed in separate contexts [121], and with varying affinities

for various ligands [89, 105]. Nonetheless, the α3β4 subtype (considering both sto-
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ichiometries) will hereafter be referred to in this thesis as the ‘ganglionic nicotinic

receptors’ for simplicity, though it should be noted that there is non-negligible over-

lap in subtype expression between muscle, brain, and autonomic systems.

The ganglionic nicotinic receptors can be targeted pharmacologically using en-

dogenous ligands, pharmacologically synthesized agonists and antagonists, or any

number of allosteric (“non-competitive”) modulators. The approach of using drugs

known as “ganglionic blockers” is supposed to limit the impact of other receptor sub-

types, such as those at the neuromuscular junction (NMJ). However, as with most

pharmacology, there is considerable overlap which cannot be ignored [58]. Among the

long list of drugs which act at the PGNs is a non-competitive antagonist, or “negative

allosteric modulator” [31] of the ganglionic-type receptor known as Hexamethonium

(Hex). This ganglionic drug was at one time prescribed to treat hypertension [26]

but has been discontinued due to its lack of specificity and adverse side effects. De-

spite its clinical discontinuation, Hex has proven to be incredibly useful for research

purposes [118, 122, 131, 220], and was used in this thesis project to induce reduction

of synaptic transmission in the PGNs. This blockade occurs when Hex binds to the

nicotinic acetylcholine receptor at an allosteric site [3, 131]. The mechanism by which

this binding causes a dramatic reduction in the permeability to sodium (Na+) and

potassium (K+) ions) is not entirely understood [131]. Some propose that it binds in

a non-competitive site and therefore reduces the affinity for acetylcholine itself, thus

preventing the channel from opening [131]. In some cases, the binding of Hex actually

blocks the ion pore itself [8], and this has been shown for other allosteric modula-

tors [31] and other methonium groups [90]. Hex has also been found to have an ion

channel blocking effect at the endplate [3]. In addition to using Hex for ganglionic

blockade, studies have shown that d-tubocurare (dTC) has an even more widespread

antagonistic function on the ganglionic nicotinic receptors [59, 179], which we have

found to further reduce ganglionic synaptic transmission in some cases where Hex
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was introduced beforehand. The cholinergic synaptic neurotransmission experienced

at the ganglionic nicotinic synapse can also be increased using agonists such as nico-

tine or carbachol, or even acetylcholinesterase inhibitors such as neostigmine, which

allows acetylcholine to remain in the synaptic cleft for a longer period.

Interestingly, nicotine receptors show robust neuroplasticity, yet prior studies are

conflicting on the types of plasticity that are expressed. In the literature, evidence of

exhibiting both upregulation and downregulation in response to increased activation

of the nicotinic receptor can be found. Exposure to nicotine and other nicotinic ag-

onists can upregulate the expression of certain subtypes of nicotinic receptors [271].

Another study showed that while acute nicotine exposure was associated with in-

creases in nicotine receptor accumulation, at higher doses, however, researchers saw

down regulation, particularly in subtypes expressing the α5 subunit [269]. In fact,

nicotine exposure in cell cultures can cause both up- and down-regulation, and this

process differs basesd on the dose of nicotine, the duration of treatment, and the

subtype of receptor [115].

Again, these studies show that the nicotinic acetylcholine receptors are highly

plastic, yet the expression of distinct cellular regulatory mechanisms is decidedly

dependent on receptor subtype and subunit stoichiometry [204]. These studies provide

evidence for the robust expression of nicotinic receptor activity-dependent plasticity

in numerous model systems, suggesting that in the present study we may observe

similar responses after synaptic blockade of nicotinic receptors in the PGNs of the

embryonic chick.
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Table 1.1: Common pharmacological tools for studying preganglionic and postgan-
glionic neurons of the SNS (* indicates that this drug was utilized in the present
studies)
Drug name Target and specificity Mechanism of action
αbungarotoxin α7 Nicotinic ACh receptor Competetive antagonist
Atropine* Muscarinic ACh (non-specific) Competetive antagonist
dTC* Nicotinic ACh (non-specific) Competetive antagonist
Gabazine* GABAA receptor Allosteric inhibitor (non-comepetive antagonist)
Hexamethonium* α3β4 Nicotinic ACh Allosteric negative modulator (non-competitive antagonist)
Lidocaine voltage-gated Na+ channels Ion channel blocker
Neostigmine acetylcholine-esterase acetylcholine-esterase competetive inhibitor

1.5 Muscarinic acetylcholine receptor neurotrans-

mission

In addition to the ionotropic nicotinic acetylcholine receptors, the ganglionic neurons

also have muscarinic acetylcholine receptors, which are metabotropic g-protein cou-

pled receptors that are activated by acetylcholine on a slower time scale than the

nicotinic receptors [23]. There are 5 known subtypes of muscarinic receptors, and the

M1, M2, and M4 subtypes are associated with autonomic ganglionic function [23].

Neurotransmission in these muscarinic receptors can be blocked or facilitated with

countless pharmacological agents. The list of antagonists which block this receptor

is very long. Notably, this list includes toxins from venomous snakes [88, 267] as well

as atropine [60], which was used in this project to examine muscarinic transmission.

This neurotransmission can also be increased using agonists of the muscarinic recep-

tor, including a chemical called muscarine, the namesake of the receptor. Muscarine is

a molecule that can either be derived from Amanita muscaria mushrooms [27] or syn-

thesized chemically, and mimics the effect of acetylcholine. However, muscarine has

been described as more potent than acetylcholine because muscarine lacks the type of

enzymatic hydrolysis that occurs in transmission of acetylcholine [155]. With either

antagonists or agonists, the effects caused by these drugs which act on the muscarinic

receptor are not perfectly specific to the ganglion. Several key pharmacological agents

are described in Table 1.1.
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1.6 The lumbosacral segments of the sympathetic

nervous system

The postganglionic axons exit the paravertebral chain using several pathways. The

first is the most typical, which is by exiting the ganglia through the grey rami, and

traveling along the spinal nerves. The second is through the sympathetic nerves such

as the cephalic periarterial nerves or splanchnic nerves, in the case of some visceral

organs such as the heart. The third is to project toward a neighboring ganglion via

the interganglionic nerve (IGN, see Figure 2.1-2.2) [102, 213]. The different synaptic

targets of the PGNs depend on the region of the spinal cord from which the cells

project. As such, the sympathetic chain is roughly organized by function in a rostral-

caudal fashion. While this is a simplification of a more complicated system, the upper

thoracic and cervical ganglia innervate organs in the upper body such as the heart and

the lungs, while the lower lumbar and sacral regions innervate the organs in the pelvic

region such as the bladder [229]. Importantly, you can find PGNs all along the length

of the paravertebral chain which innervate the vasculature that is associated with the

tissues of that region. In the periphery, PGNs project out of the paravertebral chain

to form synapses onto their target tissues, organs, or glands, and these synapses are

typically adrenergic, though some cholinergic transmission is present as well [230]. In

many studies, PGNs from cervical and upper thoracic segments of the spinal cord

have been examined, such as the superior cervical ganglia [49] or stellate ganglia [47]

as they are easily accessible and have effects on heart hemodynamics [141].

The lumbosacral segments, however, are the focus of this study for several rea-

sons. First, there is a wealth of knowledge about the somatic motoneurons in the

lumbosacral regions such that circuit development and mechanisms of homeostatic

plasticity are well-understood in the lumbosacral spinal cord of the embryonic chick

[246, 247]. The lumbosacral region also provides an ideal readout of spinal activity
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in the intact system, as both somatic motoneurons and SPNs (see Chapter 2) in the

lumbosacral region are active during spontaneous movements of the lower limbs in the

chick embryo [128, 172, 171, 249, 250]. Therefore, we can take advantage of the fact

that the patterns of spontaneous activity in this lumbosacral region can be readily

observed. Another benefit of studying the lower thoracic and rostral lumbar region

of autonomic motoneurons is that the outflow is distinctly sympathetic [66], thus

eliminating the accidental stimulation of parasympathetic axons during recordings,

which would make the results more difficult to interpret. Finally, the ganglionic chain

in this region is dominated by caudally-projecting preganglionic axons which allow

for straightforward, orthodromic stimulation without the additional confounds from

regions which include both rostral and caudal projecting fibers [259].

The caudal thoracic and upper lumbosacral PGNs project to the tissues and the

majority of the visceral organs in the lower abdomen and pelvis. Among these tissues

innervated by this region are the large intestine, kidney, pancreas, gonads, and blad-

der. Additionally, blood vessels (with the exception of capillaries), sudomotor tissues

(sweat glands) of the lower body are innervated by the lower thoracic and upper

lumbar sympathetic neruons. A unique exception is the adrenal gland, in which the

chromaffin cells are innervated directly by preganglionic fibers [66, 229].

1.7 Synaptic transmission at the SPN - PGN synapse

The monosynaptic connection between SPNs and PGNs is a seemingly crucial junc-

tion for establishing a proper input and output relationship between the central and

peripheral arms of the SNS as this is the last step for sympathetic instructions coming

from the CNS and entering the periphery. In the SPNs, descending information from

upstream centers of the ANS including brainstem and hypothalamus are integrated

with input from interneurons and sensory afferents [53], before sending instructions
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out of the ventral root and to the PGNs in the paravertebral ganglia. Therefore,

this synapse is the final step for the modulation of signal from the CNS, before

it determines the final sympathetic output onto the target tissues. The transmis-

sion from SPN to PGN was not always considered to be highly malleable, however.

Many researchers have demonstrated that orthodromic stimulation of the pregan-

glionic projections will produce action potentials, followed by a fast, nicotinic EPSP

in the postganglionic neurons [60, 61, 107], as well as a slower, muscarinic potential

[107, 108]. This activity forms the basis of neurotransmission from the central arm

to the peripheral arm of the SNS. Still, the mechanisms which govern the monitor-

ing and regulation of this neurotransmission are not well understood. In the past,

the PGNs have been considered to be a passive relay from the CNS [158], without

integration or computation. However, recent studies using more precise electrophysi-

ological recordings and neuron modeling have demonstrated that PGNs are capable

of synaptic summation, repetitive firing, and have much higher estimations of cellular

excitability [103, 124, 157, 212, 248], compared to studies that used sharp, impaling

microelectrodes. Therefore, the PGNs can considerably amplify the signal they re-

ceive from the CNS and enhance the sympathetic outflow before it reaches the target

tissue. Already, there is considerable signal amplification from the CNS simply due

to the anatomical structure of the circuit. For instance, while the ratio of pre-to-post

ganglionic transmission was once thought to be approximately 1:4 preganglionic ax-

ons to postganglionic cells [22], this number has more recently been assessed to be

dramatically different, with estimates of the ratio of preganglionic to postganglionic

being around 1:200 [53, 111]. This demonstrates how sympathetic signals from the

CNS can be highly amplified and widely dispersed on their path to the periphery

simply based on the circuit innervation. Further, there is strong evidence which sug-

gests that cellular mechanisms including synaptic plasticity also contribute to the

signal gain [103, 124, 248]. These mechanisms demonstrate that the signal from the
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CNS can be amplified in PGNs at a single-cell level, in addition to being widely

distributed due to the ratio of pre-to-post innervation. Taken together, the clear

evidence of signal amplification provides important background for understanding

the signal transduction of the SPN-PGN synapse and suggests the need for a tightly

controlled regulation of output at the PGN, such that hyperactivity does not occur

in the periphery. It is unclear, however, whether there are cellular mechanisms of

synaptic regulation, adjustments of input/output relationship, which are capable of

homeostatically regulating this transmission at this synapse.

Taken together, the prior literature on the anatomical circuitry and, more re-

cently, the electrical signaling reveals that there is obvious magnification of neural

signal as it travels through the central-to-peripheral synapses of the SNS. Thus, this

synapse could be a crucial component of the SNS at which homeostatic mechanisms

are expressed to tune and regulate the input/output relationship. As such, the base-

line ought to be properly established at a biologically relevant point. It may be that

mechanisms of homeostatic plasticity play a crucial role in the early establishment of

this baseline input/output at this autonomic synapse during early stages of circuit

development. The SPNs and PGNs, however, have been largely ignored in the field of

homeostatic plasticity, as the explosion of anatomical studies of the SNS in the mid to

late 20th century occurred decades prior to our current understanding of homeostatic

plasticity. That said, there exists a prominent gap in knowledge in the literature

surrounding the SNS and the field of homeostatic plasticity. Moreover, there is a

clear translational importance to this question, as there are obvious instances which

demonstrate the negative outcomes that can occur when biological regulation of SNS

output is not performing optimally. A prevalent example of autonomic dysregulation

is seen in the case of hypertension.
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1.8 Disease and disorder in the autonomic nervous

system

Hypertension is a disease of the autonomic nervous system in which sympathetic tone

is aberrantly and chronically elevated. This disease is among the top 20 leading causes

of death (CDC, 2021) and affects a huge portion of the human population. Studies

funded by the World Health Organization (WHO) report over 1.2 billion cases esti-

mated in 2019 [268]. Estimates from this same study suggest that this number has

nearly doubled since 1999. In the United States, roughly 29% of adult population

were estimated to have hypertension in 2016. Of these, only 48% have it under control

with medical treatment [71], while 8.9% of adults with hypertension meet the criteria

for treatment resistant hypertension [182]. Further, hypertension prevalence varies

across socioeconomic status and race [210] (CDC, 2021). Stage 1 hypertensive disease

is characterized by a blood pressure level that is above 130/80 mmHG, CDC website)

and stage 2 hypertension is defined as 140/90 mmHg [71]. This elevation in blood

pressure level over long periods of time can prevent the SNS from being responsive

to incoming signals. Moreover, a chronically high vascular tone can cause damage

to blood vessels and tissues and is associated with heart disease and even premature

death. Such complications include end organ tissue damage and blood vessel dete-

rioration, particularly in the kidneys. Even among children, rates of hypertension

were as high as 4% globally [211]. The prevalence of hypertension underlines the

importance of understanding the mechanisms which can regulate autonomic output.

Furthermore, while some of these autonomic diseases develop progressively over years

due to lifestyle or living conditions, it is also well known that some predispositions

are present at birth and risk factors associated with hypertension include early life

disturbances in ANS signaling, as discussed below. In fact, issues with autonomic

health can be present in adults, who experienced certain early life events known to
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disrupt ANS signaling. As such, early life vulnerability to autonomic disorder (dis-

cussed below) states the need to understand how autonomic setpoints are defined

during early development.

There is evidence to suggest that perturbations which occur during early neonatal

and even prenatal periods can result in disrupted autonomic functioning. For exam-

ple, there are many complications that can occur with preterm births and low-weight

births. This is a form of autonomic interruption and is well known to complicate

ANS development in neonates [48, 164]. Measures of cardiac control are significantly

altered in these infants for the duration of the study, from newborn stage and all

the way up to term-equivalent age [178], demonstrating that preterm birth results in

robust autonomic disturbance. Prenatal exposure to alcohol [112] is also associated

with alterations in basal sympathetic tone or signaling. Among these alterations is a

change in heart rate variability (HRV), which is a measure of the changes in RR inter-

vals, which is the time elapsed between two successive “R” waves of the QRS signal on

an electrocardiogram. This is an excellent measure of autonomic tone [37, 48, 112],

and therefore demonstrates the impact of a prenatal disruption to postnatal auto-

nomic functioning. In addition, elevations in basal heart rate have been measured

in neonates who experienced prenatal alcohol exposure [154]. Clearly, each of these

different early life perturbations can induce immediate challenges to the neonatal ner-

vous system. These challenges can range from mild tachycardia (elevated heart rate)

to more intense complications and in severe cases, these complications can be fatal.

In infants who survive these acute complications, an important question in the field

is: what are the effects later in life? Evidence of long-lasting changes in autonomic

health associated with these early life challenges would support the theory that the

window surrounding prenatal and early neonatal development is a critical period for

the establishment of healthy, tonic output from the SNS.

Above, I have discussed the impact of early life complications on measures of au-
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tonomic functioning shortly thereafter. Further, going beyond the first few months

of development, individuals who experienced autonomic disruptions early in life may

have negative health consequences years later, and even in adulthood. For example,

individuals who had very low birth weight had significantly higher blood pressure

measures at 20 years of age, compared to those born at a typical weight, and for

females, this was true even when controlled for the effects of later body size [92].

This lab group also discovered that young adults who were born weighing less than

1500g had higher rates of neurosensory impairments and lower rates of educational

success even when adjusted for socioeconomic status and sex [91]. Low birth weight

has also been associated with organ health consequences up to 20 years later [166].

In a fascinating two-cohort study, another group demonstrated that in infants with

higher numbers of complications associated with premature births (such as needing

ventilation, neonatal sepsis, etc), these numbers were more strongly predictive of later

autonomic health, compared to the predictive value of the gestational age at birth

[202]. This suggests that, in fact, the actual stressors to the ANS prior to and immedi-

ately following birth are associated with long term health outcomes. In another study,

researchers determined that prenatal alcohol exposure (PAE) could result in higher

rates of symptoms of attention-deficit hyperactivity disorder at the 5-year mark [63].

This outcome could be the result of the impact of PAE on the ANS during this early

period. In fact, children with ADHD show specific alterations in HRV which suggest

“sympathetic dominance” of cardiac rhythm [196], and perturbed resting HRV has

been linked with cognitive measures during tasks which test attention and accuracy

[252] in adults with and without ADHD diagnoses. The common link between these

studies suggests that ADHD is associated with changes in autonomic tone which could

be prompted by early life disturbances in autonomic signaling, but any causal rela-

tionship or early life risk factors have yet to be confirmed. Finally, ANS disruptions

during this early period are associated with higher rates of neuropsychiatric disorders
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throughout adulthood [165], perhaps because these perturbations affect one’s ability

to regulate their SNS once it is engaged. In fact, this poor SNS regulation is shown

at the physiological level in young adults during exercise, as the subjects who were

born pre-term had a lower VO2 max and slower heart rate [96]. Could it be that

prenatal and neonatal disruptions to the ANS lead to chronic elevations in sympa-

thetic tone? If the early establishment of autonomic setpoint coincided with this kind

of disruption during a critical period, it would stand to reason that the SNS could

therefore be programmed to maintain its output at a heightened level. Perhaps, long

term autonomic dysregulation occurs when the baseline is set at a higher level, and

after the window of plasticity has closed, the system now maintains this level. An

estimated 8-20% of patients treated for hypertension have what is known as “resistant

hypertension” [182], which means blood pressure is not controlled even after taking

multiple medications, and about 5% of that population has an even more severe ver-

sion of this, called “refractory hypertension” [208]. This suggests that in extreme

cases, the adult SNS is chronically maintaining a dangerously high baseline, even

with several medications, as though it were programmed to maintain a high output.

Together, these data support the notion that the SNS is governed by a critical period

that is expressed very early in development [29] during which the “thermostat” for

sympathetic output is set. If this is the case, an important next step would be to

examine the mechanisms which underly this critical period. Typically, critical periods

are characterized by the expression of a window of plasticity which tunes excitability

of the circuit. Still, it is unclear whether plasticity mechanisms are expressed by the

SNS circuit during embryonic development, and whether they may contribute to this

sensitive period.

There are mechanisms of neuroplasticity that are expressed to tune excitability

in many developing circuits during critical periods. Among these are a set of mecha-

nisms known as homeostatic plasticity. Embryonic development is a period in which
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there is robust plasticity in spinal networks and is also the stage when SNS circuitry

is first becoming connected. Because homeostatic plasticity is known to regulate ex-

citability in other systems during early development, we are interested in determining

whether these same mechanisms could contribute to a critical period in the SNS. It is

unknown, however, whether mechanisms of homeostatic plasticity are even expressed

in these neurons. Therefore, an important first step would be to test these mecha-

nisms in the SNS of the embryonic system. In this project, I examined both spinal

(SPNs) and peripheral (PGNs) cell populations which comprise an important connec-

tion from central nervous system to the periphery, to examine whether mechanisms

of homeostatic plasticity are expressed in one, both, or none of the cell populations.

This will help us to understand the mechanisms that play a role in the maturation

of network excitability in the SNS. First, I will describe the background of homeo-

static plasticity, which lays the groundwork for our current understanding of these

mechanisms.

1.9 Homeostatic plasticity

Homeostatic plasticity provides neural circuits and cells with mechanisms to maintain

a stable feature of neural signaling by adjusting intrinsic membrane excitability or

neurotransmitter receptor activation, after such a feature is perturbed. This set of

mechanisms describes a process by which a neuron can “sense” a disturbance in

baseline input and make the necessary regulations to its functioning, to return to a

baseline level of output. This is typically engaged in order to maintain some feature

of neural activity. The mechanism surrounding this phenomenon was described in

the early 1990s, when it was found that a single neuron that was isolated from the

lobster stomatogastric ganglion (STG) and plated on a culture dish would eventually

regain its distinct rhythmic pattern of activity following a period of quiescence despite
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having no synaptic inputs [232]. This observation made it clear that there must be a

mechanism by which cells can regulate their own constellations of ionic conductance

in response to changes in sensed activity, a long-held theory that was proposed using

model neurons a year prior [138]. Such a mechanism of plasticity was considered

“homeostatic”, as it was expressed as a response to a perturbation and intervened

by adjusting the circuit excitability in some fashion, to return some feature of neural

activity back to its baseline. Further, additional forms of this homeostatic form of

neuroplasticity were described in which synapses could strengthen or weaken as a

compensatory response to activity changes [235].

Homeostatic plasticity is sometimes represented as a negative feedback system

that is engaged when some feature of neural activity falls outside a certain range, as

a way of placing limits on runaway synaptic strengthening which could be driven by

the effects of Hebbian forms of plasticity [97]. The understanding of the expression

of mechanisms of homeostatic plasticity has evolved throughout the years to include

more nuance as we discover new phenomena surrounding this important facet of neural

plasticity. Throughout its study, however, its relevance to the overall health of a

nervous system has remained in the forefront, as it is well established that dysfunction

in homeostatic plasticity has been observed in several disorders of the nervous system

including Fragile X syndrome [21, 20, 24, 25], Rett syndrome and altered MecP2

expression [119, 143, 188, 237], autism spectrum disorders that arise from altered

expression of Shank3 [40] (a molecule thought to be important for synaptic plasticity

mechanisms [223]), and even schizophrenia [56].

Cellular mechanisms which result in homeostatic adjustments may occur through

the enactment of several distinct models. For example, a homeostatic response to a

perturbation could be engaged by adjusting the excitability of the postsynaptic cell

membrane, or by adjusting the strength of synapses within a circuit [50]. Importantly,

homeostatic responses can be bidirectional. For example, if the level of input in a
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neural circuit is reduced below a setpoint, neurons may increase their responsiveness

to incoming signals. Conversely, if the level of activity is increased from baseline,

neurons may reduce their responsiveness by weakening their synapses or reducing

their excitability [227]. The regulatory mechanisms described under the umbrella

of homeostatic plasticity have been explored in many forms, model systems, and

contexts since the field of homeostatic plasticity was first established in earnest in

the late 20th century. Each of these well-documented mechanisms, as well as other

seminal discoveries within the field of homeostatic plasticity are discussed in the

following sections.

1.9.1 Synaptic scaling

The first form of homeostatic plasticity which I will discuss is synaptic scaling. Synap-

tic scaling is defined as the process by which the strengths of synaptic currents between

neurons are adjusted either upward (known as upscaling) or downwards (referred to

as downscaling) to maintain stability in the overall level of spiking activity or to main-

tain the magnitude of synaptic neurotransmission in a neural network [193, 231, 235].

Homeostatic compensations in synaptic strength can occur by insertion or removal of

neurotransmitter receptors on the postsynaptic cell membrane [117, 175, 235], or even

by adjusting the subtype expression of postsynaptic receptors [72, 217]. In either case,

the net effect involves maintaining some feature of neural activity by increasing or

decreasing the impact of vesicular release that is experienced by the postsynaptic cell

membrane. The phenomenon of synaptic scaling is typically measured by a change

in quantal amplitude, which is defined as the amplitude of postsynaptic current in

response to a single vesicle of transmitter that has been spontaneously released. In

other words, synaptic strength can be probed by measuring quantal amplitude in the

form of miniature post synaptic currents (mPSCs), essentially the smallest unit of

synaptic strength, and comparing this measure between drug-treated conditions and



29

control conditions to determine the response to synaptic blockade. This phenomenon

was demonstrated early on [235] by treating cultured neurons from rat visual cortex

with the voltage-gated Na+ channel blocker tetrodotoxin (TTX) to block spiking

activity, or bicuculine to block GABAergic transmission and therefore increase activ-

ity. In this study, authors observed compensatory changes in the mean amplitude of

postsynaptic AMPAergic mPSCs 48 hours later. Other studies have observed similar

findings when examining mPSCs [117]. Our group has utilized similar techniques to

examine synaptic scaling in the spinal cord of the embryonic chick, and these stud-

ies will be discussed in a following section, entitled “Homeostatic plasticity during

embryonic development in the chick embryo”.

Another fascinating topic in the history of the study of synaptic scaling involves

the question of whether the scaling factor applies uniformly across all synapses (i.e.,

”uniform scaling”) or whether it is applied uniquely to different synapses (i.e., ”non-

uniform scaling”). Researchers at one time considered that synaptic scaling was

expressed in a uniform, multiplicative manner, such that the strengthening of synapses

was evenly applied to all synapses of a cell. In theory, this multiplicative expression

of scaling would maintain the relative differences in synaptic strengths that could

have been established by Hebbian forms of plasticity. The expression of synaptic

scaling, however, has more recently been understood to be more complex than a

simple multiplicative theory [64, 94, 181, 238], and can be expressed in various non-

uniform manners [62], with synaptic strengthening being varied between different

synapses within the same cell [238]. Another interesting debate in the field involves

the trigger for homeostatic plasticity. At one time, scaling was thought to be driven

by changes in spiking, but more recently there has been significant evidence that

scaling can be triggered in an action-potential independent manner, by changes in

neurotransmission (see below).



30

1.9.2 Presynaptic homeostatic plasticity

A different form of homeostatic synaptic plasticity is called presynaptic homeostatic

plasticity, which involves compensatory adjustments in presynaptic vesicle release.

These adjustments are enacted through changes in probability of vesicle release, which

are measured by changes in quantal content [45, 46, 80]. Quantal content refers to

the number of vesicles that are released into the synaptic cleft in response to an

action potential. This can be adjusted in a compensatory manner as a response to

changing synaptic efficacy. For example, if there is a reduction in functional post

synaptic receptors, for example due to partial pharmacological blockade, then presy-

naptic terminals can increase their probability of release, causing an increase in the

number of vesicles per action potential, ultimately compensating for this reduction

and resulting in a maintenance of the evoked response. This form of plasticity was

discovered early on in the adult mammalian neuromuscular junction [185]. Here, au-

thors determined that despite changes in miniature end plate potentials (MEPPs),

the amplitude of evoked end plate potential was stable. Therefore, the authors deter-

mined that mathematically, the quantal content, derived from the ratio of end plate

potentials to miniature endplate potentials, must have compensated for this change.

The neuromuscular junction (NMJ) provided a useful system to study this mech-

anism [80], as it is highly accessible and has only one input. The NMJ of the fruit fly,

Drosophila melanogaster has been an especially useful model system for examining

presynaptic plasticity, as experimenters can rapidly create transgenic models that ex-

pressed altered presynaptic and postsynaptic transmission [45, 80, 183]. For example,

a study of presynaptic homeostatic plasticity was conducted at the fly NMJ in which

experimenters induced genetic modulations of either postsynaptic receptor density or

presynaptic vesicle neurotransmitter concentration via vesicular glutamate transport

[140].

The changes which are made to presynaptic probability of release can occur in
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either direction. Upregulation of release is known as presynaptic homeostatic poten-

tiation (PHP) while the downregulation of the probability of release is called presy-

naptic homeostatic depression (PHD). The early work in the drosophila NMJ was

seminal to this field, as precise genetic alterations in various aspects of synaptic effi-

cacy could be tested in quick succession, due to the short breeding cycle and lifespan

of this model system. For example, genetic reduction of the function of muscle-type

glutamate receptor would result in a change in synaptic efficacy expressed as reduced

mEPP amplitude, the response to a single vesicle of spontaneous release [183]. Yet,

the baseline amplitude of evoked potential was maintained. This suggested that the

number of quanta per action potential (quantal content) must be increased. These

presynaptic mechanisms of homeostatic plasticity can be induced on a very rapid time

scale (within minutes) and their expression can be sustained [69, 80, 181], suggesting

that the monitoring of synaptic efficacy occurs quickly, without the need for transcrip-

tional changes or protein synthesis. Still, the identity of the retrograde homeostat,

which provides the “error signal” which is thought to trigger these events is not en-

tirely understood, though it could involve a calcium-involved mechanism such as Ca2+

calmodulin dependent protein kinase II (CamKII), [45, 140, 183].

To summarize, presynaptic homeostiatc plasticity is characterized by change in

probability of presynaptic vesicle release, that is triggered by a change in synaptic effi-

cacy [46, 80]. This change in probability of release can be measured using the “paired

pulse” electrophysiological technique [46]. This type of experiment is conducted by

providing presynaptic fibers with a priming stimulus pulse that causes vesicle release.

This pulse is shortly followed by another, ‘test’ pulse and the postsynaptic response

is measured for each pulse. The ratio of postsynaptic response to the first stimulus

compared to the second stimulus reveals the relationship between the amount of vesi-

cle release that was allowed during the first stimulus, compared to that of the second.

As such, the amount of facilitation or depression seen in the second response demon-
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strates the amount of neurotransmitter vesicles that were available to be released on

the first response. If the paired pulse response differs between control preparation

and in animals that received synaptic blockade, this would indicate that a change in

the probability of vesicle release had occurred.

Lastly, it is important to recognize that presynaptic homeostatic plasticity can

be employed in the absence of other forms of homeostatic plasticity, or in combi-

nation with them, to precisely control the input/output relationship regarding the

postsynaptic response to an action potential in the presynaptic fiber [46, 181]. This

presynaptic category of homeostatic plasticity has been observed in several species

and systems, from the skeletal muscles to the auditory system [12]. Additionally, it

has been observed both in adulthood and in early development. This set of exper-

iments was key in discovering that presynaptic changes can account for changes in

synaptic efficacy, to rapidly modulate presynaptic vesicle release.

1.9.3 Homeostatic intrinsic plasticity

Finally, the third category of homeostatic plasticity mechanisms which will be dis-

cussed in this introduction is known as homeostatic intrinsic plasticity. This form

is enacted via changes in intrinsic excitability of the cell membrane, to regulate its

output [138]. Intrinsic forms of homeostatic plasticity can occur relatively quickly,

by increasing or decreasing the expression, kinetics, and overall function of various

ion channels [51, 79, 148, 233]). For example, Desai et al [51] showed that increases

in intrinsic excitability were expressed in cultured neurons from rat visual cortex in

response to 48-hour treatment with the voltage gated Na+ channel blocker TTX.

These increases in excitability were measured by examining changes in the balance

of inward and outward voltage-dependent ion conductances, and these changes ul-

timately resulted in much higher firing rates This phenomenon forms the basis of

what we refer to as homeostatic intrinsic plasticity, and the hypothesis suggests that
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a cell can dynamically change its spiking properties by altering the constellation of

ion conductances, resulting in a return towards a target pattern of activity as the

cell ultimately reaches some convergence of a number of different cellular solutions

[79, 147, 173]. Thus, a cell can dynamically alter its pattern of ion conductances in

order to achieve maintenance of some network feature such as firing pattern, [79],

and this can occur through both activity-dependent as well as activity-independent

mechanisms [148].

Much of the seminal work describing HIP began in the STG of the crustacean

[232, 233]. Using this model system, researchers discovered that currents such as

IA, the transient outward K+ current, were maintained after perturbation due to a

compensatory changes in the conductance of other ion channels, such as the IH inward

current [145, 228]. This demonstrates that many combinations of ion conductances

may be changing to counteract or balance one another, while maintaining stability of

the neuron. In fact, modeling studies revealed how the changes in ion conductances

can involve a wide array of unique and ongoing combinations of changes in ion channel

function that all can arrive at the same solution, the goal of which is to maintain

activity patterns [173]. Since the discovery of homeostatic intrinsic excitability, many

of its features have been investigated, such as the impact of the expression of various

genes and proteins [24, 145], and its expression in different neural systems [62].

In summary, homeostatic intrinsic plasticity is a form of homeostatic plasticity in

which a cell alters various ion channel conductances, ultimately affecting the excitabil-

ity of the cell membrane. In addition to ion channels our lab has recently demon-

strated compensatory changes in resting membrane potential (RMP) that could be

expressed through alterations in Na+/K+ pump activity [86, 265]. These adjustments

in the overall activity level in a network help to push the level of activity back towards

a baseline setpoint of some neural feature of activity. Altogether, synaptic scaling,

presynaptic plasticity and homeostatic intrinsic plasticity are three forms of homeo-
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static plasticity which are critical for the maintenance and healthy functioning of the

nervous system.

These three different forms of homeostatic plasticity have been identified across

development and throughout the nervous system, but they appear to play a particu-

larly important role during early developmental timepoints that could contribute to

critical periods [33, 52]. During early development, for instance, homeostatic plastic-

ity has been shown to be important for proper development of the hippocampus [62],

spinal cord motor function [243, 247], as well as in retinal ganglion cells for visual

processing [227]. While several of these early life examples are studied in the context

of critical periods of development, homeostatic plasticity is not exclusively expressed

during these prenatal or neonatal stages. In fact, adult systems have been found to

express various forms of homeostatic plasticity as well [224, 240]. However, for our

studies, we will focus on embryonic development as the period of interest.

1.9.4 Homeostatic plasticity in the chick embryo spinal cord

Homeostatic plasticity is heavily expressed during embryonic development. During

this time, many neural systems begin to generate waves of spontaneous network

activity (SNA), even in the absence of sensory input [116, 169]. These waves of SNA

are due to the hyperexcitable nature of circuits at these early developmental stages.

The systems which express these patterns of spontaneous activity include the retina

[2, 30, 254, 255], the hippocampus [14], as well as the brainstem [120] and spinal cord

[32, 159, 176, 171].

In the spinal cord, SNA is expressed throughout the motor circuit, during a time

when GABAergic chloride currents produce a depolarizing effect [13, 17, 137, 176, 32,

243]. This spontaneous activation of the spinal motor circuit results in observable limb

movements in the embryo or fetus. In the chick embryo, these movements are consid-

ered highly important for proper development of the motor system [160, 198, 206], as
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these movements begin around the same time as motoneurons are reaching their tar-

gets [127, 134, 246]. In fact, it is a well-known phenomenon that SNA has an impact

on the guidance of motoneuron axons as they extend towards their targets [95, 113].

Not surprisingly, this activity, and the overall excitability of the developing network is

extremely important to maintain during the period of early development, when there

are constant changes and challenges. Therefore, it is not surprising that the nervous

systems of many organisms have evolved mechanisms to maintain this spontaneous

activity and adjust excitability in a network at proper setpoint levels. Several of these

mechanisms have been identified in the developing system and are prime examples of

the expression of homeostatic plasticity during early development. The chick embryo

is a widely used model system that is especially useful for the examination of the

regulation of SNA in the spinal cord [168, 169, 194, 244]. In the chick embryo, it is

well known that there are regularly occurring episodes of SNA that are synchronized

across many segments of the spinal cord during early to mid-gestational stages (em-

bryonic days 4-14, HH 24 – 40). These spontaneous movements have been studied for

over 100 years in the chick embryo [187] and therefore are a well understood readout

of SNA in the developing spinal cord. These rhythmic motor patterns can be recorded

electrically or optically [168, 176, 245] using ex vivo preparations of the spinal cord.

In addition, these episodes of SNA can be observed in ovo by opening the eggshell and

measuring the limb movements, or “kicks” [176, 198, 206]. Measuring these episodes

in ovo through the movements they produce can be especially useful when tracking

the effect of perturbations such as drugs which alter synaptic activity and therefore

embryonic movements. In this way, one can subsequently track the recovery of these

movements, which are maintained due to homeostatic plasticity. This kind of recovery

is important when studying homeostatic plasticity, as it allows for long term, close

observation in the intact system, revealing the timing of homeostatic recovery towards

baseline level of spontaneous movement. In fact, our lab has leveraged this system
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to measure the changes in SNA during experiments that used pharmacological per-

turbations to induce homeostatic plasticity, discovering that the expression of various

mechanisms of homeostatic plasticity occurred at specific times, with the timeline

of behavioral recovery to anchor these observations [250]. In this case, it appeared

that some mechanisms were engaged to drive the recovery while others were only

expressed afterwards. It is clear that SNA is important for the development of the

embryonic chick, and this activity may in fact provide the input for testing, tuning,

and ultimately regulating the excitability of the neural populations in the spinal cord

[82, 149, 176, 218, 246, 244]. In the context of this regular, spontaneous activity in

the spinal cord network of the embryonic chick, prior studies from our group have es-

tablished several important findings about homeostatic plasticity. To start, we found

that the addition of lidocaine - which blocks Na+ channels and therefore interrupts

overall spiking activity - in ovo at embryonic day 8 (E8) resulted in a cessation of

the expression of SNA-driven movements. After two days of activity block, the am-

plitude of both AMPAR and depolarizing GABAR mPSC were increased [82]. This

indicates that synaptic scaling had taken place, as a response to the activity block-

ade, but it was not clear whether spiking activity was the neural feature which was

homeostatically monitored in this circuit. In other words, was it possible to trigger

scaling by inducing different kinds perturbations? In our group, we identified different

triggers for inducing homeostatic plasticity by conducting different kinds of activity

perturbations in ovo, tracking the changes in spontaneous motor movements, and

later gathering various measures of cellular excitability or synaptic strength in the

somatic motoneurons. In this fashion, Wilhelm Wenner [249] found that in ovo treat-

ment with either GABAergic antagonists or AMPA/NMDA ionotropic glutamatergic

antagonists starting at E8 resulted in a cessation of spontaneous episodes of motor

activity. This cessation was transient, however, as motor activity was homeostati-

cally restored. Interestingly, Wilhelm discovered that 48-hour blockade of GABAergic
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signaling, but not glutamatergic blockade, resulted in the scaling of both AMPAer-

gic and GABergic mPSCs [249]. This demonstrated the importance of GABAergic

transmission in inducing homeostatic adjustments in quantal amplitude. When the

embryonic movements were examined more closely, however, Wilhelm [249] discov-

ered that the movements returned to pre-drug baseline levels within 12 hours of drug

treatment, which is sooner than scaling was observed. This finding indicated that

there must be some other mechanism that was responsible for the homeostatic recov-

ery of embryonic limb movements, and this mechanism must have been induced prior

to scaling taking place. In fact, Wilhelm [250] observed the expression homeostatic

intrinsic plasticity at this 12-hour mark, consistent with the timeline of recovery of

SNA. This plasticity was mediated by increases in voltage-gated Na+ currents, and

decreases in IA and IKCA currents, which are fast-inactivating and calcium-activated

K+ channels, respectively. Thus, while synaptic scaling is among the changes that

were enacted in response to GABAergic blockade, the homeostatic recovery of SNA

is more likely mediated through ionic compensations such as homeostatic intrinsic

excitability. This demonstrates that multiple mechanisms of homeostatic plasticity

are triggered in response to changes in GABAergic transmission in the developing

chick embryo. These results also confirm that the GABAA receptor, in particular,

plays a key role in initiating the process of homeostatic response. Taken together,

these results demonstrate that synaptic scaling is not simply triggered by a reduction

in overall spiking, but instead the expression of scaling was dependent on one class of

synaptic neurotransmission which was perturbed. These results revealed the impor-

tance of GABAergic transmission in the homeostatic increase in quantal amplitude

as well as the expression of homeostatic intrinsic excitability in somatic motoneurons

during embryonic development, as blockade of GABAergic signaling, in contrast with

glutamatergic blockade, induced scaling events, measured as increases in GABAer-

gic mPSCs, which were expressed by 48 hours. Next, it was important to further
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clarify the role of GABAergic transmission on the induction of homeostatic plasticity

mechanisms. Was GABAergic transmission the neural feature that was monitored?

After all, perhaps a change in spiking would override any changes in GABAergic

transmission. To better define the type of receptor activation that was necessary for

the induction of scaling, our group manipulated GABAergic presynaptic release by

adjusting tonic nicotinic transmission, which had relatively weak changes on embry-

onic movements [85]. Using this pharmacological tool, our lab found that altering

presynaptic release of GABA vesicles could trigger scaling in somatic motoneurons

completely independently from any changes in action potential rate [73]. Further,

while we know that lidocaine blocks spiking activity and leads to upscaling [82], our

group showed that the lidocaine-induced upscaling can be converted to downscal-

ing by simply increasing the spontaneous release of GABA vesicles injecting nicotine

while blocking spiking with lidocaine [73]. Therefore, the induction of homeostatic

mechanisms such as synaptic scaling was not mediated simply by the overall change

in spiking, but instead was likely initiated by a change in overall GABAergic synaptic

neurotransmission. While the mechanisms which are important for sensing a change

were more clear, the precise mechanism(s) which were engaged in order to perform

the synaptic scaling in this system were still unknown. To discover the mechanisms

which underly the expression of synaptic scaling in the embryonic chick spinal cord,

our group conducted numerous experiments. For example, Garcia et al [73, 72]) de-

termined that AMPAergic scaling was mediated by the insertion of AMPA receptors

which lacked the GluA2 subunit, consistent with prior literature [11, 177, 216]. In

addition to the expression of synaptic scaling via glutamatergic receptors, there are

also different mechanisms which mediate GABAergic synaptic scaling. While gluta-

matergic scaling is mediated by receptor accumulation, previous findings from our

group have shown that GABAergic scaling in chick embryo spinal MNs is mediated

by an increase in intracellular chloride concentration [Cl-]in [84, 142]. This was shown
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through Nernstian channel dynamics, which revealed an increase in the driving force

for chloride after the blockade of GABA receptors, such that this blockade resulted

in an increase of the reversal potential for chloride [84, 142]. In addition, Lindsly

et al [142] measured an increase in intracellular chloride levels using Clomeleon, a

ratio-metric chloride indicating fluorescent marker [125], after chronic pharmacologi-

cal blockade of GABA receptors. This increase in chloride is evidence of GABAergic

synaptic scaling, and could be mediated by various anion transporters, as blockade of

chloride accumulators NKCC1 and anion transporter AE3 also resulted in reductions

of evoked GABAergic currents [83]. In summary, homeostatic plasticity comes in

several flavors with regard to mechanisms of expression. These mechanisms, which

are employed to compensate for a sensed change in GABAergic transmission have

been examined in the embryonic chick spinal cord over the past two decades. As dis-

cussed above,there is robust evidence for homeostatic changes in the spinal somatic

motoneurons and interneurons in the embryonic chick. Following this line of work, I

wanted to test whether autonomic neurons, also known as SPNs, also express these

mechanisms. This is important because it would be the first work establishing that

these mechanisms exist in the developing SNS and could therefore play a role in a

critical period for establishing baseline tone in this system. Moreover, because we

have a firm understanding of the different mechanisms which underly these homeo-

static compensations in the embryonic chick spinal cord, as well as their timelines of

expression, we are therefore in a position to investigate these mechanisms in the neu-

rons of the SNS. Next, in order to provide the background context in which plasticity

mechanisms develop in the SNS, I will first discuss the general development of the

SNS during embryogenesis in the chick embryo and provide comparisons with other

species.
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1.10 Embryonic development of the sympathetic

nervous system

During embryonic development, the neural circuits of the SNS that connect the central

nervous system with the peripheral nervous system are in the process of maturation.

The anatomy of the SNS has been studied extensively since the 19th century [34, 129,

187], and advancements in electrophysiology, fluorescence imaging, and proteomics

have provided a wealth of information in recent decades. In this section, I will review

a brief background of the benchmarks of SNS development, focusing on the SPNs in

the spinal cord and PGNs in the periphery and briefly explore differences between

the timeline of development in mammalian and avian species.

The development of the SNS during embryonic stages involves several main steps:

the differentiation of neural crest or neural tube tissue, the migration to proper lo-

cations, the guidance of axons to their target destinations, and finally, the formation

and tuning of functional synapses with target cells. In the spinal cord, the SPNs de-

velop in a very similar fashion to somatic MNs that innervate skeletal muscle. They

are derived from the neural tube tissue which gives rise to the CNS, including the

brain and spinal cord [214] whereas the PGNs, on the other hand, arise from neural

crest tissue. Further, SPNs emerge from the same ventral progenitor domain as the

somatic motoneurons, known as the pMN domain, where the same precursor cells

express a unique combination of transcription factors [167, 221, 236]. The cells in

this progenitor domain express unique transcription factors and homeodomain pro-

teins such as MNX1 or HB9 [135, 136, 214] that can be used to identify motoneurons.

These precursor cells from this progenitor domain then exit the cell cycle and en-

ter the differentiation process, therefore generating either somatic or autonomic cell

fates [226]. In the chick embryo, the birth of the SPNs occurs between E2 and E4.

This stage is associated with stages 18-24 in the classic Hamburger Hamilton chick
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embryo staging literature [93]. After the final cell division, cells migrate out of the

progenitor domain and target the ventrolateral region of the spinal cord. The SPNS

gather to form a distinct anatomical column in the spinal cord known as the pre-

ganglionic column [186]. This process and timeline of cell migration differs slightly

between avian and murine animals. For example, the location of the SPNs in the

spinal cord is different between these two. In most mammals, the majority of SPNs

live in the intermediolateral (IML) cell column [190]. This sympathetic nucleus of the

spinal cord typically extends from T1 to around L1 depending on the species, and is

located in the lateral most edge of the grey matter, situated in the intermediate zone

between the dorsal to ventral horns [205] (also see Figure 1.2). On the other hand,

in the chick embryo, the SPNs form a distinct cell column in the spinal cord that is

more medial and slightly dorsal to the central canal [139, 261]. This spinal column

of SPNs is known as the column of Terni in the chick embryo [225] which extends

from the upper thoracic to the second lumbar segment of the spinal cord [41]. In the

chick embryo, somatic and autonomic motoneurons migrate to a ventrolateral loca-

tion until E5. While the somatic motoneurons remain in this location and form the

lateral motor column (LMC), the autonomic neurons begin, around E5, to migrate

to the more dorsomedial position to form the preganglionic column of Terni. This

secondary migration of the SPNs is completed by E8 [186] (Figure 1.4). From this

region, the SPNs can be molecularly defined by unique combinations of expressions

of various proteins such as Nitric Oxide synthase 1 (NOS1) [42, 199], and a low level

of Foxp1 [43, 214].

When it comes to the PGNs, which are the synaptic targets of the SPNS, I will

begin by discussing the timeline of the developmental process in the chick embryo.

The clusters which form the ganglia start to coalesce by E4 [68], and the ganglia have

fully formed by E7.5 / E8 [258] but have very few synapses by E10 [104]. First, there

is a large increase in the expression of genes which code for certain subunits of nico-
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Figure 1.4: The SNS of avian species develops earlier than that of rodents

The timeline of sympathetic development differs between avian and murine species, with major

milestones highlighted in this chart. It is important to note that there is not a formal consensus on

this exact timeline of events, but that these events are reasonable estimates based on a general

body of literature
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tinic receptors between E8 to E11[55] Next, the anatomical arrival of SPN projections

to the ganglia is closely followed by the development of functional synaptic innerva-

tion. Both SPN projection arrival and the formation of the SPN to PGN synapse is

known to increase dramatically between E11 and E17 [60, 163], a finding which was

confirmed in the present study (see chapter 2). Experimenters measured the binding

of a nicotinic antagonist, a-bungarotoxin, to nicotinic receptors at progressive ages

and this measure increased intensely from E12 to E20 in chick embryo [88], a timeline

which roughly matches the arrival of functional synapses. This suggests that once

the PGNs are contacted by the SPNs, the synapses begin forming, and the number

continues to grow after birth [104]. In fact, the number of preganglionic inputs to

the PGNs increases heavily over the first 1-2 weeks of postnatal development [100],

as does the number of synapses [16]. This timeline differs in the rat, in which the

ganglia do not coalesce until E11 [195] and the diameter of ganglia from the lum-

bar regions continue to increase tenfold in the first 7 days of postnatal life [98, 100].

Comparatively, the ganglia have fully formed in the chick embryo before the first half

of embryonic development is complete at E21 (Figure 1.4).

Together, these findings demonstrate that synapse development dramatically in-

creases after birth in rodent species, while a significant part of the development of

these synapses occurs prenatally in the chick (Figure 1.4). It should be noted, how-

ever, that some of the prior studies which used electrophysiology to determine the

developmental timeline of functional synaptic connections in the SNS were conducted

with sharp microelectrodes. This technique has been shown to systematically under-

estimate the impact of SPN inputs on PGN output, as it induces a significant leak

current [157, 212]. Nonetheless, in both avian and murine species, the development

of the SNS is protracted compared to development of muscle or cutaneous innerva-

tion. Chickens, however, are rather precocial, and can locomote and regulate their

body temperature on the day of hatching [209]. This creates a slight mismatch be-
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tween species when it comes to discussing the early postnatal period, as autonomic

functioning in murine species is less mature at birth. Therefore, the equivalent ages

for this process in rat, mouse and chick embryo have been roughly estimated based

on anatomical landmarks and number of somites [203] (see Figure 1.4). Next, the

projections from the PGNs extend towards their target tissues in the periphery for

synaptogenesis. This axon growth cone mediates pathfinding and is thought to be

guided by gradients of various neurochemical molecules [4, 78, 132], such as endothe-

lins which are expressed from the vascular system and attract sympathetic neurons

[146]. Altogether, the studies which have generated the vast body of knowledge re-

garding the anatomy, development, neurochemistry, and functional connectivity of

the SNS provide an important developmental framework from which to examine both

SPNs and PGNs, during a time when they first start to receive functional synaptic

input. Thus, I was able to examine cell populations from both the central and pe-

ripheral arms of the SNS for their ability to respond in a homeostatic manner to a

change in excitatory synaptic input, and to ultimately explore the question of critical

period for the development of setpoint of autonomic tone.

1.11 Research objectives of this dissertation

Together, these fields of research: autonomic physiology, critical periods during early

development, and homeostatic plasticity coalesce on an important question: Are

mechanisms of homeostatic plasticity present in the SPNs and PGNs of the SNS

during embryonic development? Understanding the mechanisms which may form the

basis of excitability tuning in the developing SNS may ultimately provide insight

on the formation of regulatory mechanisms for sympathetic tone. This tone may

have a programmed setpoint which is likely established early in development, and

as discussed earlier, may be especially vulnerable to perturbations during a critical
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period. To address this question, I began by examining evidence for synaptic scaling

in the SPNs. Next, I sought to uncover mechanisms of homeostatic plasticity in the

PGNs. The SPNs are the autonomic motoneurons of the spinal cord which are the

final output from the central nervous system into the periphery for SNS function.

These cells are born from the same progenitor cell population as the somatic limb

MNs [214], and while there are genetic distinctions [36] they have significantly over-

lapping receptor expression, and display similar patterns of axon migration [5, 214].

These similarities between SPNs and MNs allow for a jumping off point for study-

ing the SPNs. Therefore, in order to target the capacity for homeostatic plasticity

in the SPNs, I began by examining what we already knew about somatic MNs in

the embryonic chick. Through a series of important discoveries in the chick embryo

spinal cord, our group has found evidence for chloride-mediated scaling in the MNs.

As GABA is excitatory in the embryo [13, 180], blocking GABAergic transmission

acutely reduces excitatory neurotransmission, as observed in ovo as a reduction of

embryonic limb movements [249], and induces various homeostatic mechanisms 48

hours later [250, 249]. This GABAergic scaling in the somatic MNs was found to

be mediated by a shift in the reversal potential for chloride conductance [84], and

this finding was further confirmed by directly measuring chloride in an imaging study

[142]. Thus, I examined the same mechanism of chloride-mediated scaling as the can-

didate mechanism for probing homeostatic plasticity in the SPNs. To examine this, I

first established that SPNs are active during bouts of spontaneous activity, and I had

to ensure that I could reliably locate these cells for imaging studies. The methods

and results for these experiments will be discussed in detail in the second chapter of

this thesis.

In the downstream targets of the PGNs, synaptic input is known to develop slightly

later than that of the SPNs, as mentioned previously (Figure 1.2). As such, I elected

to delay the perturbation of synaptic input to a slightly later developmental stage.
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To determine which age would be ideal for synaptic blockade, I performed a series

of electrical studies at different ages to determine synaptic connectivity. Both previ-

ous anatomical literature and my own experiments revealed that these synapses are

underdeveloped at E10, are functional at E13 and are even stronger at E17. Accord-

ingly, we chose to induce synaptic blockade using in ovo application of ganglionic

nicotinic blocker hexamethonium at E13 and examine plasticity 48 hours later. As

PGNs receive primarily cholinergic input, I used nicotinic blockade and examined the

potential change in intrinsic excitability using whole cell recordings. As the presence

of miniature synaptic events was quite rare, I was not able to assess scaling by directly

measuring mPSCs. Intrinsic excitability, on the other hand, was measured by exam-

ining the frequency/current (f/I ) curve response of the cells in current clamp while

stimulating at progressively increasing intensities. In this case, we predicted that ex-

citability would homeostatically increase after Hex treatment but instead found that

the shift was towards a less-excitable direction. Overall, the differences in expression

of homeostatic plasticity between the SPNs in the central arm and the PGNs in the

peripheral arm of the SNS during embryonic development are likely important factors

in the development the SNS and, potentially, influence the trajectory of autonomic

tone maturation.
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Chapter 2

Plasticity in preganglionic and

postganglionic neurons of the

sympathetic nervous system during

embryonic development

Ratliff A, Pekala D, Wenner P. 2023

This chapter was published as a manuscript in eNeuro journal [191]

2.1 Abstract

Sympathetic preganglionic neurons (SPNs) are the final output neurons from the

central arm of the autonomic nervous system. Therefore, SPNs represent a crucial

component of the sympathetic nervous system for integrating several inputs before

driving the post-ganglionic neurons (PGNs) in the periphery to control end organ

function. The mechanisms which establish and regulate baseline sympathetic tone

and overall excitability of SPNs and PGNs are poorly understood. The SPNs are



48

also known as the autonomic motoneurons (MNs) as they arise from the same pro-

genitor line as somatic MNs that innervate skeletal muscles. Previously our group

has identified a rich repertoire of homeostatic plasticity (HP) mechanisms in somatic

MNs of the embryonic chick following in vivo synaptic blockade. Here using the same

model system, we examined whether SPNs exhibit similar homeostatic capabilities

to that of somatic MNs. Indeed, we found that after 2-day reduction of excitatory

synaptic input, SPNs showed a significant increase in intracellular chloride levels, the

mechanism underlying GABAergic synaptic scaling in this system. This form of HP

could therefore play a role in the early establishment of a setpoint of excitability in

this part of the sympathetic nervous system. Next, we asked whether homeostatic

mechanisms are expressed in the synaptic targets of SPNs, the PGNs. In this case we

blocked synaptic input to PGNs in vivo (48-hour treatment), or acutely ex vivo, how-

ever neither treatment induced homeostatic adjustments in PGN excitability. We

discuss differences in the homeostatic capacity between the central and peripheral

component of the sympathetic nervous system.

2.2 Introduction

The Central Nervous System (CNS) has an extraordinary capability to adapt to

changing environments. Particularly responsive is the Autonomic Nervous System,

which is comprised of parasympathetic and sympathetic nervous system branches.

Central neurons of the autonomic nervous system project into the periphery and

drive neurons in autonomic ganglia. In turn, these postganglionic neurons (PGNs)

innervate peripheral tissues to maintain homeostasis within an organism [110]. Ad-

justments in autonomic output occur routinely, such as transient changes in vasodila-

tion to maintain body temperature. However, it remains unclear how the autonomic

nervous system first establishes the setpoint of the baseline sympathetic tone, thus
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ensuring peripheral targets are not chronically hyper- or hypo- active. Prenatal and

early neonatal development appear to be particularly sensitive stages for establishing

proper sympathetic tone, such that early autonomic disruptions as occurs in preterm

birth [9, 178, 202] are associated with long-term autonomic dysfunction and stress-

related neuropsychiatric consequences [35, 92, 96, 165, 164]. These results indicate

that early development is a critical period for the maturation of healthy autonomic

setpoints [29]. Critical periods represent distinct developmental windows of plasticity

during which circuit excitability can be defined. Little is known about the mecha-

nisms of plasticity in the developing autonomic nervous system, but identifying such

mechanisms will advance our understanding of the maturation of autonomic tone.

Homeostatic plasticity (HP) represents a set of mechanisms that regulate excitabil-

ity and could contribute to establishing the autonomic setpoint. When engaged, HP

mechanisms ensure that some feature of neural activity (e.g., firing rate, synaptic

strength) is homeostatically recovered following a perturbation. Such mechanisms

include compensatory adjustments in synaptic currents and excitability of the cell

membrane [227]. Synaptic compensations can occur by alterations in neurotransmit-

ter receptors [231, 235], the driving force for synaptic currents [84], or presynaptic

neurotransmitter release [44, 64, 80]. Compensatory changes in intrinsic membrane

excitability, achieved by adjustments in overall function of ion channels, have also been

described [50, 51, 173, 232, 250]. Because HP mechanisms alter circuit excitability

and are often expressed during a distinct period of development [52, 62, 99, 67, 242],

they could be important for determining the trajectory of autonomic tone during a

critical period. It is currently unknown whether cells of the developing autonomic

nervous system express these HP mechanisms. Therefore, we tested the hypothesis

that HP is expressed in developing sympathetic neurons of the chick embryo, which

is amenable to studying HP mechanisms during early development [246]. Previously,

our group identified a rich repertoire of HP mechanisms in motoneurons (MNs) in
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the embryonic chick following in vivo blockade of synaptic transmission or spiking

activity [82, 246, 250]. In the present study, we hypothesized that sympathetic pre-

ganglionic neurons (SPNs) would also express HP mechanisms. We found evidence

suggesting homeostatic synaptic plasticity was triggered in SPNs following a 2-day, in

vivo reduction of GABAergic neurotransmission, which is excitatory at this develop-

mental stage [247]. Embryonic SPNs increased synaptic driving force for GABAergic

currents in a compensatory fashion by altering intracellular chloride levels, consistent

with previous findings in somatic MNs [84, 142]. Therefore, HP could play a role in

establishing the setpoint for autonomic tone in SPNs. Conversely, reducing synaptic

input to PGNs, either chronically in vivo, or acutely ex vivo, did not induce a re-

sponse indicative of HP. The presence of HP in SPNs but not in PGNs is considered

in the discussion.

2.3 Methods

2.3.1 Chicken embryos

All animal procedures were performed in accordance with Emory University’s animal

care committee’s regulations. White Leghorn chicken embryos were purchased from

Hy-Line Hatcheries, North America. Fertilized eggs were kept in the incubator at

∼38° C at 65% relative humidity. Embryos were staged according to the duration

of time in the incubator and developmental stages were confirmed using Hamburger

and Hamilton (HH) staging [93]. For the present study, embryos were used from

embryonic day 3 - 17 (E3-E17, stage 15-43 HH). Sex was not determined in these

experiments.
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2.3.2 Tissue isolation

Chick embryo spinal cord tissue was surgically isolated in cooled (14-16° C) Tyrode’s

solution containing the following (in mM): 139 NaCl, 12 D-glucose, 17 NaHCO3,

3 KCl, 1 MgCl2, and 3 CaCl2. The solution was oxygenated (95% O2/5% CO2)

throughout the procedure. After isolation was complete, the solution was warmed to

18° C and the tissue was allowed to recover overnight (12-18 hours). The following day,

spinal cords were transferred to a recording chamber, which was circulated Tyrode’s

solution, oxygenated as above, and held at 27 ± 1° C for electrical recording or

imaging [181]. For PGN recordings, lumbosacral (LS) segments of paravertebral chain

(LS 1 – 7) were isolated from the spinal cord, detaching them at the ventral roots by

breaking the gray and white rami, under the same conditions as the cord preparations.

However, recordings from this tissue were obtained after 1-2 hours of recovery period.

This short recovery time was feasible as preliminary tests revealed that recordings

did not differ between acute and overnight preparations.

2.3.3 Retrograde labeling of SPNs and MNs

Embryos were dissected to isolate spinal cords on embryonic day 10 (E10, stage 36

[93]. Ventral roots were left intact on the cord, and the cut end of the ventral

root was drawn into a suction electrode (at LS 1 or LS 2) filled with a fluorescent

indicator [169]. For the anatomical examination of SPNs, Texas Red (conjugated

with dextran, 10,000 MW, neutral; D1828; Invitrogen) was used. In separate cords,

Calcium Green-1 (dextran potassium salt, 10,000 MW anionic, C3713; Invitrogen)

was used to visualize calcium transients in both SPNs and MNs. In both cases we

used a ratio of indicator to vehicle (H2O) of 1 mg : 10 µl. In one cord with intact

rami, we labeled with Texas Red from the interganglionic nerve (IGN) rather than the

ventral root, to confirm the location of the SPN population without contamination of

signal from limb MNs (Figure 2.1B). However, due to the fragility of the white rami,
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success rates were low with this labeling procedure, so we used the proximal ventral

root for labeling in most experiments (n = 8).

2.3.4 Calcium imaging of SPNs

All images were taken in the medial view of hemisected cords. Regions of inter-

est (ROIs) were drawn around labeled cell bodies to examine changes in fluorescent

intensity during episodes of spontaneous network activity (SNA), which are sponta-

neously occurring synaptic recruitment of the spinal network that can last for over

60 seconds [128, 170]. After a refractory period of several minutes, another episode

of SNA can occur spontaneously, or can be initiated with a brief stimulus pulse of

the spinal nerves or spinal cord white matter. Both spontaneous and evoked episodes

of SNA were recorded optically by measuring an increase in intensity of fluorescence

due to calcium influx in these ROIs (5-15 frames/second). A 60-frame average of a

non-labeled region of the cord was used for subtraction of background fluorescence

from each ROI. Each of these background-subtracted ROIs were then normalized by

dividing the intensity values in every frame by a 60-frame average of the pre-episode

baseline fluorescence for that ROI. This calculation provided ∆F/F, which follows the

change in intracellular calcium levels at baseline and during spontaneous or evoked

episodes of SNA. These values were measured in both MNs and SPNs. The cell type

was determined based on location in the cord using results from retrograde label-

ing experiments (described above). Cells that were close to the medial surface and

located within the appropriate dorso-ventral position were classified as SPNs, while

cells that isolated to a more lateral population of cells, and on the ventral half of the

hemi cord, were considered MNs (Figure 2.1).
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2.3.5 Chloride imaging

Embryos were transfected at ∼E3 (stage 15-17 HH) with plasmid containing Clomeleon,

a chloride indicator (3.40 µg/µL), in a 1:1 ratio with solution of Fast Green (Sigma-

Aldrich) for electrode visualization as described previously [142]. The transfection

occurred via injection into the neural tube, followed by lateral electroporation using

a train of 5 square wave pulses of 50 ms duration, at 25 V, at a rate of 1Hz. At E10,

cords were imaged according to previously used procedures [142] on an Olympus In-

verted IX70 microscope. Ratios were calibrated on this system in this previous study

which associates a FRET-based ratio of YFP/CFP with a concentration of intracel-

lular chloride. For each cord, both ventral and medial images were acquired using the

YFP channel and the CFP channel at 10x magnification. Excitation filter bandwidth

was 430-450 nm, the emission filter for the CFP cube was 485 ± 15 nm, or for YFP

was 530 ± 15 nm. The dichroic filter cutoff was 460 nm. Neutral density filters were

used to reduce light from the arc lamp to 2-6% of full intensity. Images were then

processed offline using Simple PCI software. ROIs were drawn around motoneuron

cell bodies (ventral view) or presumptive SPN cell bodies within the inclusion crite-

ria (from the medial view of the hemicord), determined by location of retrogradely

labeled SPNs (Figure 2.1C). The intensity of each ROI was background subtracted

using a region of the cord without labeled cell bodies, to remove any impact of auto-

fluorescence. This process was conducted for both CFP and YFP images, using the

same ROIs for both images, and FRET ratio values were expressed as YFP/CFP for

each ROI. Cords were excluded from analysis if the coefficient of variation (CV) of

the FRET ratio values in all ROIs was > 0.15, or if the cells had a ratio of < 1.2 as

this value was associated with cells that were unresponsive in calibration experiments

using progressively increasing chloride concentrations in our previous study [142].
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2.3.6 Extracellular electrophysiology in PGNs

Extracellular recordings of evoked synaptic activity were conducted using two suction

electrodes, one for stimulating the rostral end of the paravertebral ganglia and one

for recording at the caudal end. Electrical signals were measured using extracellular

amplifiers (AC/DC differential amplifier model 3000, A.M. Systems, filtering parame-

ters for capturing synaptic activity: 300Hz high pass, 1KHz low pass). The threshold

for inducing a reproducible compound action potential was determined individually

for each preparation. This threshold was then tested to determine if it was suffi-

cient to see synaptic activity. A stimulus intensity of 4x threshold was used for each

preparation, as it was sufficient for inducing maximal or near maximal recruitment of

preganglionic axons. A stimulus pulse of 0.5 ms duration was delivered through the

stimulating electrode at the rostral end of the isolated chain of lumbosacral ganglia.

Each sweep was repeated 30-60 times at an interval of 60 seconds for before and

after drug perfusion, or after washout. The induced neural activity was quantified

by rectifying the voltage trace and normalizing the amplitude of synaptic activity

to the amplitude of a pre-stimulus baseline period (Figure 2.3B). Synaptic discharge

was identified by measuring the signal after the SPN orthodromic volley had dropped

back to baseline (typically 12-20 ms post stimulus). A period of 10 ms was selected

and an average was performed in each sweep to measure the average amplitude of

synaptic discharge.

2.3.7 Intracellular electrophysiology

Whole cell recordings were used exclusively as sharp electrode recordings have been

demonstrated to be less reliable for intracellular recordings in PGNs [157, 212]. These

recordings were used to examine the relationship between input current and the out-

put spiking activity, providing a measure of excitability for PGNs. Individual neurons

from ganglia between LS 1 and LS 3 were examined using whole cell patch clamp
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recordings (Axoclamp 2B, Molecular Devices) to establish various measures of intrin-

sic excitability. Neurons with resting membrane potential (RMP) more depolarized

than -40 were excluded from analysis and cells were held at a holding potential of -70 ±

5 mV (before correction for liquid junction potential). Any sweeps in which cells were

not maintained in this range were excluded from analysis. To evaluate excitability, a

frequency/current (f /I) curve was established by increasing the size of current steps

(5 pA intervals, 500 ms duration) in current clamp mode and recording the resulting

frequency of action potentials (number/0.5 s). The f /I curve procedure was repeated

at least 3 times for each cell and resulting values for each current step were averaged.

This procedure was also used to examine additional measures of excitability such as

rheobase, threshold voltage, slope of the rising phase of the spike, membrane time

constant, peak amplitude, half-width duration, and after-hyperpolarization. Liquid

junction potential was measured to be ∼ +14 mV. To accommodate for this arti-

ficial depolarization, this value was subtracted from voltage measures of RMP and

threshold voltage in Table 1.

2.3.8 Experimental and Statistical Analysis

In cases of uneven sampling across preparations, nested sampling techniques were

used to estimate effect size and statistical significance, including hierarchical boot-

strapping and multi-level modeling. The hierarchical bootstrapping method ensures

that each animal is equally represented in the dataset, and data points from the same

embryo are not treated as independent from one another. This method was neces-

sary because many other common statistical tests have an intrinsic assumption of

independence between all datapoints, as well as homogeneity of variance, and such

a dataset would therefore violate these assumptions. Multi-level datasets, such as

those which contain repeated measures and multiple cells in a single animal, are thus

treated as nested, non-independent groups when using this bootstrapping method,
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while the Type-1 error rate is maintained within the appropriately adjusted range

to avoid false positives [1, 201]. Finally, linear mixed-effect modeling was utilized

(lme4, version 1.1-32, R) to ensure that differences seen between experimental groups

were explained primarily by the fixed effect (drug treatment), and that said differ-

ences were not explained by random effects such as experimental day or cord number.

Statistical test values have been included in figure legends.

2.4 Results

2.4.1 Chloride-mediated scaling in sympathetic preganglionic

neurons (SPNs)

To determine if SPNs have the capacity for HP during embryonic development, we

looked at the possibility that these cells express GABAergic synaptic scaling, as

this form of plasticity is known to be expressed in somatic MNs of the embryonic

chick [84, 249]. GABAergic synaptic scaling is typically demonstrated by recording

GABAergic miniature post-synaptic currents (mPSCs), in response to 48-hour phar-

macological blockade of neurotransmitter receptors or spiking activity and is mediated

by trafficking GABAA receptors (GABAARs) into or out of the synaptic membrane

[117, 227]. We previously demonstrated that GABAergic synaptic scaling in chick

embryo MNs was mediated by a different mechanism. GABAergic transmission in

embryonic chick spinal neurons is depolarizing and excitatory at these early stages

due to elevated intracellular chloride levels [247]. We had determined that GABAAR

blockade led to increases in the intracellular concentration of chloride, thus increasing

the driving force for these depolarizing currents [84, 142]. One of the ways we showed

this was using Clomeleon, a genetically expressed indicator of intracellular chloride

[125, 142]. In order to test for this mechanism of scaling in SPNs, we first confirmed

their location in the spinal cord. Cell bodies of SPNs (n = 179) were retrogradely
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labeled with Texas RedTM from the LS2 ventral root (Figure 2.1A) or IGN (Figure

2.1B). Spinal cords were hemisected and imaged from medial surface of the hemi-

cord. We observed that 81% of labeled cell bodies on the medial surface were located

in a region that spanned from the central canal to halfway towards the dorsal edge

(Figure 2.1C). This region is consistent with previous reports of thoracolumbar SPNs

[139, 186] also known as the column of Terni in the chick embryo [225]. These criteria

were used to isolate the SPNs for Clomeleon labeling experiments.

To determine if it was possible to evoke scaling in the SPNs, we treated embryos

in ovo with the GABAAR antagonist gabazine (GBZ, Sigma-Aldrich, 10 µM) from

E8-10 to reduce GABAergic synaptic transmission. This treatment was previously

shown to be sufficient to trigger scaling in somatic MNs [249], which are similar to

SPNs as they are generated from the same precursor population [214]. Spontaneous

network activity (SNA) represents a synchronous recruitment of MNs and spinal

interneurons which can be measured by a voltage trace or by calcium transient [128,

170]. These episodes of SNA are significantly driven by GABAergic transmission,

which is depolarizing at this developmental stage [13, 137, 169]. It was unclear,

however, whether SPNs were synaptically coupled to the network of neurons which

drive episodes of SNA at this early developmental stage. Therefore, we set out to

confirm that SPNs also express SNA by measuring the calcium signal associated with

this activity. We compared the calcium activity in both MNs and SPNs, which were

retrogradely labeled from the ventral root using the calcium indicator Calcium Green

(see methods). We found that SPNs exhibited calcium transients during episodes of

SNA, in synchrony with somatic MNs, which have been shown to express SNA that

is driven by GABAergic and glutamatergic input [32, 169, 219]. Calcium transients

(∆F/F) in labeled cells increased by > 20% (N= 3 cords) in both electrically evoked

and spontaneously occurring episodes of network activity (Figure 2.1D). This finding

confirms that SPNs receive spontaneous synaptic input at this midgestational stage of
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Figure 2.1: The location and activity patterns of SPNs in the E10 embryonic chick
were determined using imaging techniques

Location and calcium transients of lumbosacral SPNs in E10 embryos. A) Texas Red retrograde

labeling from ventral root reveals 2 populations of neurons. One population is consistent with

lateral motor column (LMC), the other population is medial, slightly dorsal of the central canal,

consistent with Column of Terni. B) In separate experiments, the medial population of SPNs were

also retrogradely labeled from the IGN, which did not result in labeling of limb motoneurons in the

LMC. C) Of the 179 total cells imaged on medial surface, 81.0% were in the region between the

central canal and halfway to the dorsal edge of the cord (highlighted in yellow), where SPNs reside.

D) Calcium transients were observed using cells labeled by the calcium indicator Calcium green.

This medial view of the hemicord revealed that both limb MNs and SPNs were active during

evoked and spontaneous episodes of network activity (∆F/F of > 20%, N = 3 cords).
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development, and that SPNs express SNA that is likely driven, in part, by GABAergic

synaptic transmission, which is depolarizing at this stage. Thus, blocking GABAergic

transmission throughout the cord could trigger GABAergic synaptic scaling in the

SPNs, as occurs in somatic MNs.

To examine whether intracellular chloride levels are increased in SPNs after 48-

hour GABAergic blockade, as would be expected for GABAergic scaling, embryos

were electroporated at E3 with plasmids containing the Clomeleon gene, a fluores-

cence resonance energy transfer (FRET)-based, ratio-metric chloride indicator (Figure

2.2A). Embryos were dissected at E10, and cords were imaged thereafter. We first

examined the pattern of expression in the somatic MNs to determine the specificity

of the label. As described previously [142], Clomeleon expression was typically in the

lateral half of the hemicord when imaging through the ventral surface of the cord,

where somatic MNs are located (Figure 2.2B). This pattern of expression in somatic

MNs is likely a result of electroporating the plasmids at a developmental stage in

which these cells undergo their final mitotic division [101] thus preventing further di-

lution of the genetic indicator that would occur with additional divisions. Cords were

therefore only accepted into the dataset if they displayed this distinct lateral hemi-

cord expression pattern (Figure 2.2B). We imaged somatic motoneurons through the

ventral white matter (Figure 2.2B), as we had done previously [142]. We found that

ratios were significantly reduced following in ovo 48-hr treatment with the GABAAR

antagonist gabazine (10 µM) from E8-10, compared to ratios from vehicle-treated

embryos (Figure 2.2C). This difference in FRET ratios of YFP:CFP in the somatic

MNs was consistent with our prior study in these cells [142] and matched the chlo-

ride concentrations that were previously determined using whole cell and perforated

patch techniques, thus demonstrating an increase in intracellular chloride concentra-

tion associated with GABAergic synaptic scaling [84]. Because SPNs are born at the

same time as somatic MNs they should also be labeled with Clomeleon [214]. To
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confirm this, we looked for Clomeleon-labeled cells viewed from the medial surface

of the hemisected spinal cords (Figure 2.2D) that were in the previously identified

location of the SPNs (Figure 2.1C). Indeed, we identified many medially positioned

Clomeleon-expressing cells in the SPN location (Figure 2.2D). These cells were then

analyzed for Clomeleon ratios to identify differences in chloride levels between treat-

ment groups. Using multiple analyses of FRET ratios, we found significant reductions

in YFP:CFP ratios of embryos treated with gabazine for 48 hours compared to those

treated with vehicle. This was consistent with our previous work on somatic MNs

[142] and suggested that chloride levels were elevated in response to GABAergic block-

ade (Figure 2.2) as there is an inverse relationship between the ratio of YFP:CFP

and the intracellular chloride concentration. While this result demonstrates that in-

tracellular chloride levels have increased in SPNs, we cannot provide a precise change

in concentration because we did not redo the necessary calibration experiments on

these more superficially located SPNs.

In summary, lumbosacral SPNs, as defined in methods, exhibit an increase in

intracellular chloride after 48 hours of synaptic blockade of GABAA receptors. This

suggested that GABAergic synaptic scaling occurred in both SPNs and somatic MNs,

indicating the presence of synaptic HP in the central arm of the sympathetic nervous

system during embryonic development.

2.4.2 Cellular excitability decreased in PGNs following 2-day

synaptic blockade in ovo.

Development of SPN-PGN synaptic activity

In order to further characterize the capacity for HP in the embryonic SNS, we tested

the downstream synaptic target of the central SPNs, the PGNs of the peripheral ner-

vous system. This allowed us to test whether PGNs themselves might compensate for
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Figure 2.2: Chronic GABAA synaptic blockade resulted in increased intracellular
chloride levels in SPNs

Intracellular chloride levels of MNs and SPNs were altered after synaptic blockade. A)

Introduction of Clomeleon plasmids for electroporation into neural tube at embryonic day 3 (E3).

B) YFP, CFP, and merged image of ventral view of spinal cord were used to analyze chloride levels

in somatic MNs in E10 spinal cord. Schematic at bottom left shows orientation of ventral view C)

Analysis of MNs showed significant reduction in YFP/CFP ratio in drug treated group. In order

to examine entire dataset while controlling for unbalanced number of cells observed between cords,

hierarchical bootstrapping was implemented. This analysis of resampled data revealed lower ratios

in GBZ-treated cells (1.79 ± 0.03) compared to vehicle (1.92 ± 0.05, p = 0.035). D) Left: Medial

view of hemisected spinal cord was imaged for analysis of SPNs. Right: Merged YFP-CFP image,

with SPNs designated with white arrow, at E10 in embryos which were labeled with Clomeleon at

E3. E) Analysis of SPNs also revealed a reduction in ratio in GBZ-treated cells. Hierarchical

bootstrapping test confirmed lower ratios in GBZ-treated cords compared to control cords (GBZ =

1.66 ± 0.04, H2O= 1.86 ± 0.07, p < 0.0001). Finally, linear mixed effects test was performed on

entire dataset, which determined difference between groups is explained by fixed effect of

treatment group, not driven by random effects such as embryo number or experiment date (p <

0.005). See supplemental Figure 1 for additional statistical treatment of data.
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plasticity occurring in the SPNs or act as a simple relay. As PGNs receive exclusively

cholinergic input from SPNs, we attempted to trigger HP using in vivo pharmacolog-

ical block of ionotropic nicotinic receptors, using Hexamethonium (Hex), a ganglionic

nicotinic acetylcholine receptor (nACh-R) antagonist.

We first sought to better define the developmental stage at which the SPN-to-PGN

connections were established [55, 60, 104, 163] and to ensure the synaptic connections

were strong enough to reliably induce spiking activity in the postsynaptic PGNs.

To this end, we isolated several segments of the paravertebral chain between the

second lumbo-sacral segment (LS2) and LS7 and stimulated the SPN axons using

a suction electrode containing the IGN between LS1/LS2 (Figure 2.3A). Therefore,

stimulating the rostral end of the tissue allowed us to stimulate any preganglionic

axons which were projecting in the caudal direction from LS1 and above [262], while

recording the resulting volley through preganglionic fibers as well as synaptically-

driven spiking activity in the postsynaptic PGNs. The recording suction electrodes

were attached to the IGN at LS 5, 6, or 7. Stimulations were provided every 60

seconds, at 4x threshold for eliciting the compound action potential volley (Figure

2.3B). The PGN discharge was measured as the average of the rectified, filtered

voltage trace for the indicated 10 ms period (Figure 2.3B, green box) normalized

to the 10 ms pre-stimulus period (Figure 2.3B, gray box). To confirm that activity

observed was induced by synaptic transmission, we added the nicotinic antagonist

Hex (100 µM) to the circulating solution (Figure 2.3B). At E10, minimal synaptic

activity was observed, but did not surpass 2x baseline noise levels (Figure 2.3C,

green, dashed line represents mean). Further, the addition of 100 µM Hex did not

significantly affect these measures of synaptic discharge in any of the E10 experiments

(Figure 2.3C). At E13, 3 out of 4 preparations exhibited synaptic discharge greater

than 2x that of the baseline, which was significantly lower with the addition of 100

µM Hex (Figure 2.3C). At E17, all 7 preparations exhibited clear synaptic discharge,
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larger than that which was observed at E13 (between 3.1 and 6.2x baseline amplitude,

Figure 2.3C). This prominent synaptic activity at E17 was significantly reduced by

addition of 100 µM Hex (Figure 2.3C). Importantly, preparations that did not express

synaptic discharge were only included in the analysis if the stimulus reliably produced

a clear orthodromic volley, demonstrating that the presynaptic SPN projections were

successfully stimulated and projected down to that ganglion. Taken together, this

evidence demonstrated that E13 is the developmental age at which the impact of

synaptic transmission begins to increase rapidly. Therefore, to test for a homeostatic

response we chose to begin synaptic blockade at this timepoint.

Intrinsic excitability of PGNs

Measuring scaling was not possible, as the typical method for determining scaling

involves measuring the amplitude of mPSCs, but these spontaneous events were in-

frequent in this preparation, thus preventing us from assessing scaling. Instead, we

examined homeostatic changes in intrinsic excitability, as this mechanism of HP has

been observed in embryonic spinal MNs following synaptic blockade [250].

Because the SPN to PGN synaptic connection was shown to be functionally intact

and able to produce reproducible synaptic discharge beginning at E13, this develop-

mental stage was used to block synaptic input to PGNs and assessed homeostatic

changes in intrinsic excitability 48 hours later, at E15. At this time, the sympathetic

chain was isolated, and cellular excitability was examined via whole cell recordings

of PGNs. Values were compared between embryos treated for 48 hours with 100 µM

Hex and those treated with vehicle (dH2O). Neurons had a mean of resting potential

of -44.5 mV and were held in current clamp at -70mV ± 5mV, before adjusting for

liquid junction potential. Progressive depolarizing steps (500 ms duration, 5 pA step

interval) were given (Figure 2.4A). Surprisingly, following 2-day in ovo blockade of

ganglionic nicotinic transmission, f /I relationships from Hex-treated embryos showed
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Figure 2.3: Synaptic connection between SPNs and PGNs begins to be functional
around E13

PGNs develop mature synaptic activity between E13 and E17. A) Schematic of PGN extracellular

recording set up. B) Example traces at E17 show evoked response, including synaptically-driven

discharge in PGNs (highlighted in green box, 10ms), followed by a reduction in discharge after the

addition of 100M Hex into the bath. C) The reduction of discharge was calculated across many

trials for the following developmental stages: E10, E13, and E17. Paired, two tailed t-tests

revealed the following: At E10, there was no difference in discharge after the addition of Hex (t(3)

= 1.8, p = 0.17) At E13, there was a significant reduction in synaptic discharge with Hex (t(3) =

6.6, p < 0.01). At the E17 stage, the activity was significantly reduced after addition of 100M Hex.

(t(6)=-4.6, p < 0.005).
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Table 2.1: Comparison of passive membrane properties and action potential features.
Mean values are listed with standard error. Statisical values reflect the degrees of
freedom for each measure, compared using a two-tailed, unpaired t-test. (p < 0.05 =
*)

Table of membrane properties Vehicle-treated Hex-treated t-statistic p-value
Capacitance (pF) 25.3 ± 3.5 23.5 ± 4.5 t(15) = 0.31 0.76
Resting membrane potential (mV) -56 ± 2 -59 ± 1.7 t(15) = 0.3 0.77
Rheobase (pA) 30.4 ± 4.9 44.7 ± 6.1 t(14) = 1.82 0.091
Input resistance (MOhm) 1052.7 ±115 788.6 ± 110 t(12) = 1.72 0.11
Threshold voltage (mV) -54 ± 1.3 -51 ± 2.4 t(15) = -1.19 0.25
Action potential half-width (ms) 4.4 ± 0.5 2.7 ± 0.2 t(13) = 2.15 0.051
After-hyperpolarization amplitude (mV) 10.2 ± 1.6 10.5 ± 1.7 t(14) = -0.11 0.91
Action potential peak amplitude (mV) 12.6 ± 2.3 24.7 ± 3.5 t(14) = -2.94 0.011*
Membrane time constant (ms) 26.8 ± 5.2 18.4 ± 2 t(15) = 1.3 0.21
Slope of rising phase (mV/ms) 8.5 ± 3.4 8.1 ± 2.2 t(14) = 0.25 0.81

a rightward shift compared to those from vehicle-treated embryos, demonstrating

that intrinsic excitability in PGNs had been reduced after nicotinic blockade (Figure

2.4B). To validate this finding with more rigorous tests, linear mixed effects and lo-

gistic regression for sigmoidal curves were used, confirming the strong effect of Hex

treatment in reducing intrinsic excitability (Figure 2.4D). This result was opposite

to what we would expect if there had been a compensatory shift towards increased

excitability in response to the reduction of excitatory synaptic drive. To better un-

derstand the effect of Hex treatment on PGNs, we performed post-hoc analysis of

passive membrane properties and evoked action potential properties (Figure 2.4C)

and these values are summarized in Table 1.1. Peak amplitude of action potentials

was significantly higher in cells from embryos that were treated with Hex compared to

those treated with vehicle (Table 1). The half-width duration was also 38% shorter,

on average, in the hex-treated condition. However, this measure fell just outside of

statistical significance (p = 0.051). It is important to recognize that our recordings

likely captured a diversity of ganglionic neuron subtypes [65], but the present study

was not able to differentiate subpopulations of PGNs. Taken together, these differ-

ences suggest that while there may have been some adaptation in various ion channels,

there was no homeostatic shift in overall intrinsic excitability.
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Figure 2.4: Following chronic nicotinic blockade, PGNs displayed reduced excitability

Nicotinic blockade led to a change in excitability in PGNs that did not appear to be in a

compensatory direction. A) Progressively increasing depolarizing current steps (500 ms duration,

intervals of 5 pA) were delivered every other second. B) Frequency/current (f /I) curve reveals the

relationship between treatment condition and excitability of cells. Two-way repeated measures

ANOVA revealed a main effect of input current on output number of action potentials, as well as a

significant between-group effect of treatment (F(14) = 32.8, p < 0.0001). Because cords were not

evenly sampled, and due to the hierarchical nature of the dataset, a linear mixed effect (LME)

model was performed on a linear portion of dataset (20 pA to 55 pA) to verify this effect of

treatment group. This analysis showed a significant effect of treatment group (t(15.49) = -2.28, p

= 0.037), and eliminated any effect of potential confounding factors such as experiment date. C)

Schematic representation of parameters measured from individual spikes, summarized in Table 1.

D) To confirm the effect using all input current values, logistic regression model was trained on a

subset of data to predict the treatment group. When given näıve data from the test dataset, the

mean accuracy of the model was significantly greater than chance (mean accuracy = 82.7%, t(28)

= 7.29, p < 0.001). In comparison, the model’s accuracy when predicting treatment group for a

shuffled dataset, was no better than chance (mean accuracy = 46.6%, not different than chance

accuracy of 0.50, (t(28) = 0.63, p = 0.54), further validating the effect of treatment group.
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2.4.3 No homeostatic adjustment to synaptically-evoked PGN

discharge following acute nicotinic blockade

This decrease in membrane excitability was in the opposite direction than expected for

the expression of HP. However, there are some forms of homeostatic synaptic plasticity

that occur rapidly, including acute changes in intrinsic excitability that take place

within hours of blockade [86]. To determine if we could observe an acute homeostatic

adjustment to an evoked response, we reduced synaptic input while examining the

SPN-evoked response in the sympathetic chain ex vivo over several hours. Here we

used E17 preparations which express robust evoked firing, such that it would be

possible to observe discharge even after adding Hex (Figure 2.5, also see methods

– extracellular recordings). We stimulated SPNs with a brief train of 3 pulses (20

Hz) every 5 minutes, comparing synaptic discharge before and after adding sub-

saturating concentrations (50 - 100 µM. n = 3 experiments) of Hex to the bath. We

found that this reduction of synaptic input to PGNs led to a reduction of measured

synaptic activity, which showed no evidence of recovering to baseline amplitude levels

through the observed 4-hour drug application period (Figure 2.5). Importantly, in the

2 experiments where a washout was conducted, activity recovered towards baseline

levels, indicating that the lack of recovery during the Hex condition was not due to

the deterioration of the tissue.

2.5 Discussion

The autonomic nervous system homeostatically maintains certain features of body

function, such as blood pressure. This system adjusts its output within seconds to

accommodate challenges to baseline blood pressure. When challenges are no longer

present, the output of the autonomic nervous system returns to baseline. It is un-

known how this baseline autonomic output is established during development. Spinal
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Figure 2.5: Following acute nicotinic blockade, PGNs show no evidence of homeostatic
recovery

Acute nicotinic blockade resulted in reduction of synaptic activity which did not recover over

several hours. Ex vivo preparations of sympathetic chain tissue were used for extracellular

recordings in baseline conditions, and during nicotinic blockade using either 50 or 100M

Hexamethonium (Hex). Synaptic activity was evoked using a train of 3 stimulations (20Hz

interval) every 5 minutes, and the resulting synaptic discharge was calculated at each time point.

The synaptic discharge remained reduced for several hours, such that baseline levels of synaptic

activity did not recover for 4-5 hours of nicotinic blockade. In two experiments, washout of the

drug was conducted. Synaptic activity returned after washout, demonstrating that the tissue was

still healthy.
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and peripheral neurons of the sympathetic nervous system were examined for evi-

dence of HP during embryonic development. In the central arm of the sympathetic

nervous system, SPNs were examined for evidence of GABAergic synaptic scaling.

An increase in intracellular chloride concentration was found in the cell bodies of the

SPNs 48 hours after in ovo GABAA receptor blockade. This suggests that GABAer-

gic scaling has occurred in SPNs and demonstrates that the mechanism is through

chloride accumulation [84]. In the peripheral arm, however, the PGNs did not appear

to exhibit homeostatic increases in overall intrinsic membrane excitability. After 48

hours of nicotinic synaptic block, PGNs were less excitable compared to those from

vehicle-treated embryos. In separate ex vivo experiments at E17, SPN-evoked dis-

charge in PGNs was reduced by acutely inhibiting synaptic transmission, which did

not show any signs of recovering within 4 hours of antagonist application (Figure 2.5).

Responses to synaptic perturbations of both SPNs and PGNs could contribute to the

critical period for the establishment of baseline autonomic activity.

Following 48-hour, in ovo blockade of GABAA receptors at early developmental

stages when GABA is known to be excitatory in several circuits [13], intracellular

chloride concentrations of SPNs were increased compared to control cords. This

indicated that chloride-mediated synaptic scaling had occurred. The finding recapit-

ulated previous studies in somatic MNs of the spinal cord at the same stages, in which

the chloride concentrations increased following 24 or 48 hours, but not 12 hours, of

GABAAR blockade. In addition, these previous studies in MNs directly demonstrated

increases in mPSC amplitude, driven by a depolarization of the chloride reversal po-

tential as demonstrated by both perforated patch and whole cell recordings of mPSCs

[84, 142]. These results are the first that we know of to suggest that GABAergic

synaptic scaling, or any form of HP, is expressed in developing sympathetic spinal

neurons. We have also demonstrated that these SPNs, like MNs, are among the

spinal circuitry that participates in SNA during embryonic stages (Figure 2.1D), a
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phenomenon which has been shown to be important for proper motor development

[169] and maturational tuning of spinal cord synaptic strength [82]. Because SPNs

are autonomic MNs that arise from the same progenitor population as somatic MNs

[214] it may not be surprising that both SPNs and MNs express SNA and this form

of synaptic scaling. In addition, this phenomenon of postsynaptic scaling has been

observed in MNs as well as spinal interneurons [142], indicating that this form of HP

may be part of a universal mechanism for regulating synaptic strength in the ventral

horn of the spinal cord during early development. It is possible that the SPNs ex-

hibit other HP mechanisms, such as those expressed in MNs, but more tests will be

necessary to determine this going forward.

The finding that blockade of GABAergic transmission triggers an increase in

GABAergic synaptic strength in somatic and sympathetic MNs raises the question:

what is the homeostatic goal of GABAergic scaling in this system? While we have

not directly addressed this question in the current study, it is clear that the pre-

dominant role of GABAergic scaling in somatic MNs of the embryonic spinal cord

is the maintenance of GABAergic synaptic input [247]. Our previous work in so-

matic MNs has shown that GABAergic scaling (by intracellular chloride regulation)

is triggered by changes in GABAA receptor activation rather than changes in spik-

ing activity [73]. If reductions in GABAergic transmission occur during a defined

critical period, then increases in intracellular chloride levels could be triggered. If

the perturbation is maintained beyond the closing of the critical period, then this

could leave the sympathetic circuitry in a hyperexcitable state. This could underlie

the vulnerability to perturbations in autonomic signaling during early developmental

time points described above [165]. This is the first demonstration we are aware of

that shows HP in developing SPNs, which could contribute to a critical period for

the maturation of sympathetic circuit excitability. An important next step would be

to determine whether this or other homeostatic mechanisms are expressed during a



71

limited developmental window that could alter sympathetic tone over the long term.

On the other hand, PGNs in the peripheral arm of the sympathetic nervous system

did not show evidence of compensatory increases in overall intrinsic excitability fol-

lowing synaptic input blockade (Figures 2.4-2.5). In fact, the difference in f /I curves

suggests a reduction in excitability after a 2-day blockade of nicotinic synaptic input.

This is consistent with a previous study that demonstrated that sympathetic drive

was reduced following in vivo silencing of the superior cervical ganglion-pineal circuit

[28]. In addition, membrane properties were compared between treatment groups.

Only AP peak amplitude significantly differed between treatment groups (Table 2.1),

which could suggest a change in voltage-gated Na+ channel currents. However, any

such adjustment did not ultimately result in an overall increase in excitability 48

hours after synaptic blockade with Hex. Moreover, when we examined the PGN cir-

cuit ex vivo at E17, no recovery of synaptically-induced activity was detected during

a 4-hour, sub-saturating application of ganglionic nicotinic receptor antagonist. This

suggests that compensatory plasticity is not present on this acute timescale at this

age (Figure 2.5). This finding also argues against the expression of rapid forms of

HP such as presynaptic HP [44, 80, 64]. Together, our measures of excitability and

input/output function of the PGNs after synaptic blockade did not support the ex-

pression of HP during embryonic development. In this case, it may be that PGNs do

not express compensatory plasticity, instead acting as a simplistic relay to the tar-

get tissue at this stage, as some groups suggest [158]. Alternatively, we cannot rule

out the possibility that the PGNs express a different form of homeostatic response

that was not detected, or that was expressed at a different developmental stage. At

E13 and even at E17, PGNs are still relatively immature as several synaptic markers

continue to develop well into the post-hatching period [16, 88, 104]. Therefore, the

critical period for the expression of HP may exist at a later timepoint for PGNs.

Indeed, while previous work on this topic is limited, some studies suggest that
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PGNs have a homeostatic capacity in the adult system [57, 241]. Evidence for

presynaptic HP has been shown in adult thoracic PGNs in response to an antibody-

mediated perturbation of their synaptic input [241]. The neuromuscular junction

(NMJ) expresses this form of presynaptic HP in multiple species [64, 80], and shares

similarities with the SPN to PGN synaptic connection. However, we saw no evidence

of such presynaptic HP in our work (Figure 2.5). Further investigation is needed

to determine whether SPN scaling or reduced PGN excitability play a role in estab-

lishing the sympathetic tone and whether these mechanisms could contribute to the

development of sympathetic disorders later in maturation [35, 165].

The finding that one sympathetic cell type (SPN) expressed a form of HP in

response to 48-hour synaptic blockade, while another (PGN) did not, could suggest

that during embryonic development, the central and peripheral components of the

sympathetic nervous system each play a different role in the overall maintenance of

autonomic setpoint. This discrepancy could be due to intrinsic molecular differences

in these cell types. In addition, SPNs and PGNs are at different relative stages of

developmental maturity, which may impact their capacity for engaging in homeostatic

adjustments. For example, the SPNs undergo their final cell division by E5 and have

migrated to their mature location near the central canal to form the column of Terni

by E8 [139, 186]. While it is clear that the SPNs are synaptically-driven to express

SNA at E10 (Figure 2.1D) and potentially by E4 when somatic MNs express SNA

[159], the PGNs do not appear to be synaptically activated until ∼ E12 (Figure 2.5,

also [60, 163]. Thus, the E13 stage at which PGN input was blocked, is a stage

of relative immaturity when compared to the SPNs, and therefore may not have

captured their capacity for HP that could exist at later developmental stages. We

have demonstrated HP in the developing SNS, and an important next step will be to

determine if this plays a longer-term role in autonomic dysfunction following an early

life perturbation.
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Figure 2.6: Additional statistical analysis further demonstrates increase in SPN chlo-
ride levels following chronic GABAA blockade

Statistical confirmation of Clomeleon data. A) Motoneuron dataset showed significant difference

between control and drug-treated groups. An independent, two sample t-test was performed,

restricting data to 10 cells per cord to handle uneven sampling between cords. This test revealed

that ratio of YFP:CFP intensity was lower in cells from embryos treated with GBZ (1.81 ± 0.01)

than from those treated with vehicle, (H2O, 1.94 ± 0.02, t(175) = 6.7, p < 0.001). B) Full dataset

is shown here, including every cell from each cord. This dataset is not suitable for a t-test, however

linear mixed effects modeling revealed a significant difference between groups was driven primarily

by treatment group, not driven by cord umber or experiment date (p < 0.001). C) Analysis of

SPNs also revealed a reduction in ratio in treated cells. An independent, two sample t-test using 4

cells per cord revealed that FRET ratio of YFP:CFP were significantly lower in spinal cords from

embryos treated with GBZ (1.65 ± 0.03) compared to those treated with H2O (1.86 ± 0.02, t(49)

= 5.9, p < 0.001). D) Full dataset is shown here. As number of cells was imbalanced between

cords, data was unsuitable for t-test. Therefore, linear mixed effects test was performed on entire

dataset. This test determined a significant difference between groups that was explained by

treatment group alone, thus not driven the random factors of cord number or experiment date (p

< 0.005). Bars represent standard error. Notches in bars represent mean.
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Chapter 3

A late muscarinic response in

PGNs following SPN stimulation

may be homeostatic

3.1 Introduction

Previously, I tested the SPNs and the PGNs for homeostatic plasticity mechanisms.

Here, I will discuss preliminary studies to test the hypothesis that the PGNs do, in

fact, demonstrate preliminary evidence of an acute homeostatic response. In Chapter

2, I showed evidence of chloride-mediated synaptic scaling, a form of homeostatic

plasticity, in the SPNs of the chick embryo. In addition, I observed a somewhat

unexpected decrease in intrinsic excitability in the PGNs. This shift in excitability

moved in a non-homeostatic direction 48 hours after nicotinic blockade in ovo. This

finding can be explained by several interpretations. First, it is possible that these

neurons are simply a relay, and do not express homeostatic compensations in response

to activity perturbations, as some theories suggest [158]. Alternatively, some studies

have suggested that PGNs do in fact express a form of plasticity that is more Hebbian



75

in nature [28, 162, 256]. For example, researchers have used chronic light exposure

to silence the circuit connecting the hypothalamus, superior cervical ganglion (SCG),

and pineal gland in vivo. As a result, authors discovered a reduction in axonal

branching and expression of the tyrosine hydroxylase an enzyme important for the

expression of the sympathetic neurotransmitter in the SCG [28]. This shift towards

lower excitability was in a non-homeostatic direction, much like my findings in the

PGNs. Thus, it suggests a “positive feedback” relationship between the activity

perturbation and the resulting changes within this circuit. In other words, if activity

in the circuit were to be reduced, the cells would respond with further reduction of

excitability or synaptic strength. Conversely, should activity increase, the cells would

respond by strengthening their responses. If this were the case, this shift would

be indicative of the expression of a neuroplasticity that is more similar to Hebbian

plasticity [18, 97], as opposed to a compensatory expression of homeostatic plasticity,

which is a “negative feedback” relationship. This Hebbian-like plasticity appears to

also play out downstream from the PGN, as cutting grey rami resulted in reduced

excitability in certain targets of the PGNs [256]. Finally, long term stimulation

of parasympathetic preganglionic neurons results in a chronic enhancement of their

inhibitory output at the target tissue, resulting in a reduction of blood pressure [162].

Again, this result is consistent with a response that is more Hebbian than homeostatic.

The previous findings support the expression of a Hebbian-like plasticity surround-

ing the PGNs, such that increased activity would result in enhanced circuit excitabil-

ity, and blockade would result in reduced function. However, another study has found

evidence of a mechanism that is consistent with presynaptic homeostatic plasticity in

the adult PGNs [241]. Here, experimenters showed that in mice that were injected

with antibodies from patients with autoimmune autonomic ganglionopathy, the am-

plitude of mEPSPs in the superior cervical ganglia was reduced. Researchers did not

see an increase baseline level of EPSPs, however, suggesting that perhaps a presy-
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naptic increase in vesicle release had occurred. Indeed, authors observed an increase

in spontaneous event frequency, consistent with a presynaptic form of homeostatic

plasticity. In this chapter we take a closer look at the possibility that homeostatic

plasticity could actually be expressed at the SPN to PGN connection in the embryonic

chick.

During extracellular studies of acute nicotinic blockade at embryonic day 17 (E17,

see Chapter 2, Figure 2.2-2.3), we noticed an interesting finding: that there was a late,

long-lasting response that appeared only after the blockade of nicotinic acetylcholine

receptors in the ex vivo sympathetic chain preparation. This finding was interesting

because it only appeared after nicotinic blockade, such that this activity may repre-

sent a rapid, compensatory response to the synaptic blockade. This late activity is

consistent with earlier electrical characterizations in the lumbar sympathetic ganglia

of the anesthetized cat, which suggested that a “late, long-lasting activity” was, in

fact, prolonged after nicotinic blockade [107]. Furthermore, this group found that this

late activity could be blocked with the muscarinic antagonist atropine, demonstrating

that the mechanism of this late-arriving, asynchronous discharge was, in fact, due to

synaptic activation of the muscarinic receptors.

The role of muscarinic signaling in the embryonic ganglia has important impli-

cations for the interpretation of our findings from Chapter 2. While we did not

observe evidence of homeostatic adjustments in intrinsic excitability in these exper-

iments, we cannot rule out the possibility that another form of plasticity, perhaps

expressed at a slower latency was induced, and this secondary receptor activation

may be the readout. It remained unclear, however, why the muscarinic activity was

not expressed under baseline conditions, i.e., in the absence of nicotinic blockade.

Could the appearance of this late activity represent a homeostatic response to the

synaptic blockade, or was it merely a pharmacological phenomenon? To better un-

derstand our previous findings, and to better explain this interesting phenomenon
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of hexamethonium-induced late-arriving muscarinic activity, we tested the following

hypotheses. First, that the hexamethonium-induced increase in late activity was in-

deed mediated by muscarinic receptors, as expected based on previous findings [107].

Second, we examined whether this activity was consistent with the idea that more

acetylcholine was in the cleft, thus activating the muscarinic receptors. We consider

the possibility that this increase in neurotransmitter availability is due to a presynap-

tic mechanism of homeostatic plasticity. We also discussed the possibility that this

increase was a byproduct of an increase in available acetylcholine in the cleft due to

the occupation of nicotinic receptors.

To better understand the mechanism and role of non-nicotinic synaptic transmis-

sion in the embryonic chick, we first had to characterize the activity and confirm its

neurotransmitter identity. Here, we find that the activity was indeed sensitive to At-

ropine, consistent with it being muscarinic in nature. Next, we performed preliminary

tests to uncover whether there is evidence consistent with presynaptic plasticity in

this system, and found this to be the case.

3.2 Methods

3.2.1 Chick embryos

White leghorn chickens were used (Hyline Hatcheries, North America), as previously

described in Chapter 2. All animal procedures were performed in accordance with

Emory University’s animal care committee’s regulations. Fertilized eggs were kept in

the incubator at ∼38° C at 65% relative humidity. Embryos were staged according to

the duration of time in the incubator and developmental stages were confirmed using

Hamburger and Hamilton (HH) staging [93]. For the present study, embryos were

used from embryonic day 3 - 17 (E3-E17, stage 15-43 HH). Sex was not determined

in these experiments. Embryos aged E17 - E18 (HH stages 43-44) were used for
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these studies, as the more developed embryos have more robust activity to test. The

amplitude of this late activity was low, therefore this age provided the best chance to

see the activity. In addition, some authors have described a slow depolarization that

starts around E16 [60].

3.2.2 Tissue isolation

Lumbosacral (LS) segments of chick embryo paravertebral chain (LS 1 – 7) were sur-

gically isolated from the spinal cord, detaching them at the ventral roots by breaking

the gray and white rami, in cooled (14-16° C) Tyrode’s solution containing the fol-

lowing (in mM): 139 NaCl, 12 D-glucose, 17 NaHCO3, 3 KCl, 1 MgCl2, and 3 CaCl2.

The solution was oxygenated (95% O2/5% CO2) throughout the procedure. After

isolation was complete, the solution was warmed to 18° C and the tissue was allowed

to recover 1-2 hours. Following recovery, the tissue was transferred to a recording

chamber, which was circulated Tyrode’s solution, oxygenated as above, and held at

27 ± 1° C for electrical recording or imaging [181].

3.2.3 Extracellular recordings

The methods for extracellular recordings using suction electrodes have been described

in Chapter 2. To reiterate: Extracellular recordings of evoked synaptic activity were

conducted using two suction electrodes, one for stimulating the rostral end of the

paravertebral ganglia and one for recording at the caudal end. Electrical signals were

measured using extracellular amplifiers (AC/DC differential amplifier model 3000,

A.M. Systems, filtering parameters for capturing synaptic activity: 300Hz high pass,

1KHz low pass). The threshold for inducing a reproducible compound action potential

was determined individually for each preparation. This threshold was then tested to

determine if it was sufficient to see synaptic activity. A stimulus intensity of 4x

threshold was used for each preparation, as it was sufficient for inducing maximal or
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near maximal recruitment of preganglionic axons. Three stimulus pulses of 0.5 ms

duration were delivered through the stimulating electrode at the rostral end of the

isolated chain of lumbosacral ganglia. Each sweep was repeated 30-60 times at an

interval of 60 seconds. These sweeps were repeated in several conditions: before drug

perfusion (Tyrode’s) after drug perfusion, and after washout. The induced neural

activity was quantified by rectifying the voltage trace and normalizing the amplitude

of synaptic activity to the amplitude of a pre-stimulus baseline period. Synaptic

discharge was identified by measuring the signal after the SPN orthodromic volley

had dropped back to baseline (typically 12-20 ms post stimulus). A period of 10 ms

was selected and an average was performed in each sweep to measure the average

amplitude of synaptic discharge. The recording window was expanded compared to

that in Chapter 2, to include data up to 1 s after the stimulus pulse. This allowed us

to capture the late activity. In preps that did not exhibit compound action potential

volleys, they also did not express synaptic discharge, and the tissue was presumed to

be damaged or otherwise not functional and therefore was not examined further.

3.2.4 Pharmacology

To test the nature of the SPN-PGN synaptic activity, we tested blockade of differ-

ent acetylcholine receptor types. In order to induce acute nicotinic receptor block-

ade, a sub-saturating concentration of either 50 µM or 100 µM of Hexamethonium

(Hex,Tocris Bioscience) in dH2O, was used, as well as 2 µM d-tubocurare (dTC,

Sigma-Aldrich) in dH2O to further block nicotinic receptor activation. Next, to in-

duce muscarinic receptor blockade, 1 µM concentration of Atropine (Thermofisher

Scientific) in dH2O was used. All drugs were added to the circulating bath and based

on flow rate, can be assumed to have reached the tissue well within 2 minutes of drug

introduction.
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3.2.5 Statistical analysis

Extracellular data from evoked responses were compiled by taking the average values

of 10ms windows of interest from the rectified, normalized traces. Next, this value was

averaged across repeated trials to produce an average for each embryo. Where appro-

priate, these averages were compared between before drug and after drug conditions

using paired, two-tailed student t-tests.

3.3 Results

To test the nature of this ‘late’ activity, we repeated extracellular experiments de-

scribed in Chapter 2. Examining all experiments using E17 and E18 preparations,

we found the same compound action potential response, followed by early discharge

in 17 out of 19 preparations. The discharge is consistent with that found in Chapter

2 and replicates previous findings as well [3, 103, 107]. Any preparation that did

not express synaptic discharge was no longer considered in the following experiments.

This fast activity, which was present as early as 12ms after the stimulus, was assumed

to be nicotinic, but we again tested this using Hexamethonium (Hex).

To examine the nature of the early activity, we recorded evoked responses in base-

line conditions. Next, we induced acute nicotinic blockade using 50 - 100µM Hex

administered into bath. This experiment was conducted in 12 out of the 17 prepara-

tions that expressed this discharge. In 12 out of 12 cases, we observed a decrease in

the early, synaptic activity (as described in Chapter 2, data not shown here), demon-

strating that the evoked “early” activity was indeed mediated by nicotinic receptor

activation.

Importantly, in 7 out of the 12 preparations that received nicotinic blockade, we

also observed an increase in the amplitude of a “late, long-lasting activity” that oc-

curred from approximately 250 to 600 ms post-stimulus, that was not present in
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Figure 3.1: Late activity increases as early activity is pharmacologically reduced

Following blockade of nicotinic receptors, the ”late” activity signal increases as the ”early”,

nicotinic activity is suppressed by nicotinic receptor blockade. The circulation of Hex began at 30

minutes, and dTC was added at 90 minutes. The washout began at 120 minutes. The y-axis which

denotes the rectified, averaged voltage for the early activity (pink, thought to be driven by

nicotinic receptor activation) is on the left, and is normalized to prestimulus baseline. The y-axis

for the ”late” activity (green, thought to be associated with muscarinic receptor activation),

calculated in the same way, is on the right.
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predrug baseline conditions (Figures 3.1 and 3.2). The discharge increased, on av-

erage, by 28.9% and the range in values was considerable. The lowest increase was

approximately 3.6% (though baseline amplitude in this prep was sometimes occluded

by noise) and the largest increase was nearly 72%. This late activity began to appear

within minutes of the addition of Hex, and the increase appeared to be in parallel

with the reduction in the fast discharge (Figure 3.1). This result was consistent with

previously described, atropine-sensitive activity, which also increased in amplitude af-

ter nicotinic blockade using Hex [107]. The increase in late activity is likely the result

of increased activation of the muscarinic receptors, possibly due to greater available

acetylcholine at the synapse. In many cases, the late activity could be increased with

a higher stimulus or with the addition of 2 µM dTC, a general blocker of nicotinic

receptors (see Figures 3.1 and 3.2). Next, in 3 out of the 7 preparations that exhib-

ited late discharge in response to Hex, we tested that this activity was mediated by

muscarinic receptors by applying the muscarinic antagonist atropine (1µM) to the

bath. In 3 of 3 experiments, bath application of atropine reduced the amplitude of

late activity back to baseline levels (Figure 3.2C).

While this is only a first step, these preliminary results support the hypothesis

that this discharge was, at least in part, produced by the activation of a muscarinic

acetylcholine receptor. Further, this affirms that in the E17-E18 chick embryo, the

PGNs express both nicotinic and muscarinic acetylcholine receptors, which can be

evoked by stimulus applied to the preganglionic fibers.

This result is important because it opens the possibility that a muscarinic activity

could occur in the in ovo experiments of chapter two. Still, it is not immediately clear

why activation of the muscarinic receptor is triggered by the blockade of the nicotinic

receptors. This finding is likely due to an increase in available acetylcholine in the

synaptic cleft. We propose two ways that this could occur. First, it could represent a

rapid homeostatic response, consistent with an increase in presynaptic vesicle release,
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Figure 3.2: Late, muscarinic activity increases after acute nicotinic blockade

Late activity was induced by nicotinic receptor blockade and abolished by muscarinic receptor

blockade. A) Representative traces from one experiment in which late activity (highlighted by red

box) is shown baseline conditions, after progressive additions of Hex, dTC and Atropine. B)

Averages of the late activity for each preparation, normalized to prestimulus period. This activity

was measured in baseline conditions and during nicotinic blockade (average of 7 preparations is

represented by black line). Acute nicotinic blockade resulted in increase in late activity (mean

28.9%). A paired, two-tailed t-test revealed that this result was signifcantly significant t(6) = 3.06,

p = 0.022. In 3 out of 7 experiments, a washout was conducted, which effectively returned late

activity to baseline levels. C) In 3 experiments, atropine was added. In every case, the addition of

Atropine resulted in a reduction in the amplitude of late activity, though this was only a

qualitative result (the sample size was too low to examine statistically).
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such as the response characterized by presynaptic homeostatic plasticity. Second, this

increase could occur because the acetylcholine binding site is occluded by hex, and

the acetylcholine in the cleft is therefore unbound and available to bind instead to

muscarinic receptors.

Using the data available from these experiments, I have attempted to examine

these hypotheses. First, we aimed to test the theory that this activity represents

a rapid expression of presynaptic homeostatic plasticity in which more vesicles are

released during an evoked response. We could theoretically test the probability of

release by assessing the paired pulse ratio before and after the addition of Hex. The

paired pulse ratio provides a measure of the probability of presynaptic vesicle release,

which is a value that changes when presynaptic homeostatic plasticity is engaged (see

Chapter 1 for a more in-depth discussion of this) [12, 181]. While we did not carry

out intracellular recordings which are painstakingly slow in this system, we instead

used an indirect measure. Here, using an extracellular approach, we stimulated pre-

ganglionic fibers with two pulses of the same intensity, at an interval of 50 ms. The

probability of release was indirectly approximated by the ratio of discharge (second

pulse / first pulse). Therefore, this extracellular data was used as a proxy for paired

pulse, and a first approximation of potential change in probability of release. If there

were an increase in the probability of release following nicotinic blockade, as would

be expected for presynaptic homeostatic plasticity, then we would expect that the

ratio would decrease. As such, I have compared the first and second pulses with an

interstimulus interval of 50ms, in normal conditions and in conditions of nicotinic

blockade using either 50µM Hex, 100µM Hex, and/or 2 µM dTC. Here, in 7 out of 7

preparations tested, I found a modest decrease in the paired pulse ratio in response to

the addition of nicotinic blockade (Figure 3.3). On average, the decrease was 12.37%,

and the range was from 3% to 18%. The 3 preps with the lowest decreases were those

that received the lowest blockade (50 µM Hex), consistent with a dose-dependent
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change (Figure 3.3). Together, these results demonstrate that the amplitude of pulse

2 was higher than pulse 1 in baseline conditions. In all cases, this ratio was reduced

with the addition of nicotinic blockade. If these results are taken to represent the

paired pulse test, this would be consistent with a change in probability of release.

The experiments in this chapter provide several vital findings: first, that mus-

carinic signaling is active in the chick embryo by E17. Second, muscarinic signaling

appears to increase after acute, in vitro addition of pharmacological blockade of nico-

tinic receptors, whether by 50uM Hex, 100uM Hex or a combination of Hex and dTC.

These findings are consistent with previous literature [107]. Further, as a preliminary

test to better understand the increase in muscarinic activity, we conducted an extra-

cellular proxy of the paired pulse test. Here, the paired pulse ratio of synaptically-

evoked discharge decreased after nicotinic blockade. These results are preliminary,

but nonetheless they provide an important first approach at explaining the nature of

SPN-to-PGN late synaptic transmission and the potential expression of homeostatic

plasticity in the SNS of the chick embryo.

3.4 Discussion

The aim of these experiments was to determine the mechanism underlying the find-

ing that muscarinic-mediated late activity is only revealed during conditions of acute

nicotinic blockade. The increase in muscarinic activation is likely the result of in-

creased acetylcholine in the synaptic cleft. However, the mechanism which causes

this increase could be of a homeostatic nature or simply a byproduct of pharmacol-

ogy. The increase in muscarinic transmission after a decrease in nicotinic activation

is a question that has interesting implications in understanding this system [109],

and could provide insight into our findings from PGNs in Chapter 2. Ultimately, we

are interested in understanding whether the PGNs possess some cellular mechanism
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Figure 3.3: Extracellular paired pulse ratio reveals a reduction after acute nicotinic
blockade

Evoked responses indicate a that the ratio of synaptic discharge in response to 2nd to 1st pulse
had changed after nicotinic blockade. Left, the examples traces demonstrate the synaptic response
to stimulation of preganglionic fibers (green boxes), which were normalized to prestimulus period
(grey box). Right, after nicotinic blockade, the ratio of 2nd to 1st pulse decreased (n = 7, grey line
represents mean). A paired, two-tailed t-test revealed that this result was significantly different

between treatment groups. t(6) = - 5.59, p = 0.001.
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to regulate their own activity in a homeostatic manner. One way this increase in

acetylcholine in the cleft could occur is through a presynaptic increase in probability

of vesicle release, a well-known mechanism of homeostatic plasticity that occurs at

neuromuscular synapses [80, 239]. We examined this question using an indirect ap-

proach in extracellular studies. On the other hand, could this phenomenon simply

represent the fact that muscarinic receptors are activated by acetylcholine when there

is an abundance of the neurotransmitter in the cleft, due to the nicotinic receptors

being occupied? We cannot resolve this question with the current study, but future

directions are discussed below.

In order to better characterize this finding, we tested whether the activity was due

to activation of muscarinic receptors. Within minutes of treatment with atropine, the

late activity was reduced to baseline levels, consistent with previous work [107], sug-

gesting that the lumbosacral PGNs of the E17 chick embryo have intact muscarinic

signaling at this age. Interestingly, this activity was only apparent after blocking

nicotinic receptors. This could be evidence of a homeostatic mechanism of presynap-

tic release, or it could be the outcome of a pharmacological phenomenon. In either

case, it is an important step in understanding the signal transduction in this devel-

oping system. In order to test for rapid, presynaptic mechanisms of plasticity in the

PGNs, we indirectly examined the paired pulse ratio using extracellular examinations

of many fibers and compared baseline conditions to conditions of nicotinic blockade.

At baseline, the ratio of the second pulse divided by the first pulse was always greater

than one. The change in the ratio of 2nd:1st pulse is consistent with the idea that

more vesicles are released following nicotinic receptor block. While these are indirect

extracellular measures of a threshold event (action potentials) based on the stimu-

lation of many fibers, it is still clear that the postsynaptic discharge evoked by the

second stimulation is reduced in comparison to the first after partially blocking the

postsynaptic receptors. Therefore, it is a reasonable next step to conduct further
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tests using intracellular techniques to confirm a change in presynaptic homeostatic

plasticity. Interestingly, if presynaptic release had increased, I might have expected

to see an increase in response during my acute studies in chapter 2 (Figure 2.5). One

reason I might not have seen the increase is that the increase in probability of release

is known to occur very quickly [181], and therefore the increase might have not been

apparent. It is possible that this change was expressed, and actually prevented a

more dramatic decrease in synaptic discharge, though this is purely speculative.

It is important to acknowledge the limitations of this study. As previously men-

tioned, these recordings are only a proxy of a paired pulse test and should only be

interpreted as a first step. Further, while these experiments provide insight into the

nature of signal transduction in the embryonic PGNs, they were not conducted in

vivo. Instead, the measures were recorded in an ex vivo preparation, using sympa-

thetic chain tissue that was isolated from the rest of the body. Also, these experiments

are conducted using a relatively large stimulus which likely do not replicate the tonic

activation that the PGN would experience in vivo, and therefore these tests should

be repeated in the living system and should otherwise be interpreted with caution.

Another method by which the acetylcholine in the cleft could increase after the

addition of hex is based on the pharmacology of the blockade. Perhaps the number

of vesicles released remained constant, but by blocking the nicotinic receptors, more

molecules of acetylcholine were unbound from the receptors and therefore available

to bind to the muscarinic receptors. As a future direction, one could test this idea

by inducing a similar increase in unbound acetylcholine and see the evoked response.

For instance, one could find a way of maintaining transmission of nicotinic receptors,

while occluding them from binding with acetylcholine, such as with a competitive

agonist. Theoretically, this agonist would occupy the acetylcholine binding location,

allowing the ion pore of nicotinic receptors to open normally and should prevent

any presynaptic HP because the receptor is not blocked. Alternatively, one could use
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methods to detect changes in the amount of neurotransmitter that is released between

conditions. This could be achieved using the sniffer-patch method [7].

Demystifying the interplay between nicotinic and muscarinic transmission in the

developing system could have important implications for the functioning of the SNS

[109]. Ultimately, these approaches, in combination with future directions discussed

in the following chapter, will be important to determine whether homeostatic or

Hebbian-like forms of plasticity are expressed in the PGNs, and whether this expres-

sion occurs during, or outside of, a critical period of development.
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Chapter 4

Conclusions and Future Directions

4.1 Summary

Throughout this thesis, I have discussed the importance of understanding the role of

homeostatic plasticity in the developing spinal and peripheral neurons of the SNS.

Briefly, it is crucial to understand the mechanisms which contribute to the develop-

ment of ANS setpoint, as early perturbations in autonomic functioning can lead to

long-term consequences [165], indicating that this may be a critical period during

which expression of homeostatic plasticity is present to ensure proper establishment

of baseline excitability. To summarize my results, the studies outlined in Chapter

2 resulted in the following findings. First, that the SPNs are active as part of the

network that participates in SNA, at E10. Second, these results demonstrate for

the first time that homeostatic plasticity, specifically GABAergic synaptic scaling,

is expressed in the SPNs through the mechanism of chloride accumulation, as has

been previously determined in the somatic MNs [84, 142]. This is an important find-

ing in the field of SNS development because the expression of homeostatic plasticity

during early development could contribute to a critical period in development. De-

termining this critical period would help to understand and ultimately attenuate the
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negative health outcomes due to early vulnerability to perturbations in autonomic

functioning. Therefore, in addition to being an important contribution to the field

of homeostatic plasticity, formulating a better understanding of a potential critical

period in SNS development would be an important step in expanding our knowledge

of health outcomes in the neonatal nervous system.

In Chapter 2, I provided evidence to suggest that SPNs express a mechanism of

homeostatic plasticity. Could this mechanism in the SPNs contribute to a critical

period for the development of autonomic tone? Because a disruption in input dur-

ing this critical period leads to an increase in excitability through chloride-mediated

GABAergic synaptic scaling, it stands to reason that this change could have a last-

ing effect on the function of these neurons. When the window of plasticity closes,

the circuit has established its baseline and it is no longer responsive to homeostatic

adjustments, even if the perturbation during the critical period is no longer engaged.

Perhaps this is the process by which early perturbations lead to long-term hyperex-

citability of autonomic tone, while perturbations that occur outside the window do

not have the same result, as has been seen in other systems [33, 52, 75]. Of course,

this is only a speculative theory, and many future tests would be needed to confirm

this.

Next, the results from chapter 2 revealed that the peripheral neurons of the SNS,

the PGNs, did not exhibit a compensatory shift in excitability in a homeostatic direc-

tion in response to synaptic blockade. In fact, rather than an increase in excitability,

the PGNs showed a reduction in overall intrinsic excitability following a 2-day block-

ade of nicotinic synaptic activity. This shift was in the opposite direction than would

be expected for the expression of a homeostatic adjustment. This result could suggest

that the PGNs do not, in fact, express the mechanisms of homeostatic plasticity that

are commonly seen in the CNS. In fact, some suggest that the PGNs are merely a

relay [158] whose job is to reliably distribute the signal from the spinal component
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of the SNS without adjusting the signal. In some ways, it would make sense that

the PGNs do not express this plasticity, because the SNS is an entire circuit, with

several components of sensory feedback. Each cell population along the circuit plays

a different role in the integration, sensation, and response to environmental changes.

It is possible that only central components show these forms of plasticity, as they

have to adjust to many more inputs.

There is evidence that the PVN of the hypothalamus, the main control center of

the SNS is instead the primary place for integration, regulation, and cellular homeo-

static plasticity of the system. For instance, in a review of spontaneously hypertensive

rats [38], authors discussed several findings that suggest changes in “pre-sympathetic”

neurons (neurons which would ultimately innervate the SNS) in the PVN that are con-

sistent with homeostatic mechanisms. For instance, measures of increased excitabil-

ity in these pre-sympathetic neurons have been attributed to reduction in GABAa

receptor-binding [126], as well as changes to chloride cotransporters including NKCC1

[257], and adjustments in reversal potential for GABA. Each of these mechanisms is

remarkably similar to those seen in other systems during expression of homeostatic

plasticity. This suggests that the PVN expresses activity dependent plasticity that

might act as the regulator. Thus, if the output of the SNS is highly regulated by

central components that integrate multiple inputs, perhaps it is necessary that the

PGNs simply relay their input to the targets.

My findings demonstrated a decrease in excitability that was more Hebbian in na-

ture than homeostatic (Chapter 2 figure 2.4). Perhaps this cell population is highly

plastic during this period, expressing a Hebbian-like plasticity. For instance, Cali-

nescu et al [28] observed a reduction in axonal sprouting in the SCG after activity

in the pineal-SCG circuit was reduced. This example follows a “positive feedback”

pattern, such that reducing the activity in a circuit resulted in further reduction in

excitability in the ganglia. Several other studies suggested similar findings, demon-
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strating that reducing input to (and output from) the PGNs resulted in an overall

reduction of hyperactivity. For instance, chronic inhibition of input to the PGNs

can reduce blood pressure in spontaneously hypertensive rats, [162], and removal of

output from PGNs to their targets causes a reduction in measures of sympathetic

hyperactivity and inflammation [256]. Thus, perhaps the PGNs possess Hebbian

mechanisms, and therefore act as an amplifier of the signal. In this way, the PGNs

could enhance whatever sympathetic signal was translated from the spinal cord as

the environment changes. This theory makes sense when we consider what happens

in the case of hypertension. In this disease, the system is chronically activated, such

that sympathetic tone is elevated. Yet, the blood pressure remains chronically ele-

vated, suggesting that the PGNs which act on the blood vessels do not respond by

desensitizing their reactivity to this overactive input from the CNS. Perhaps hyper-

tension is a failure of central neurons from enacting appropriate controls over their

output. Taken together, these studies suggest that the PGNs may, in fact, express

Hebbian-like plasticity.

Still, these theories are distinct from other studies which demonstrate a potential

mechanism of presynaptic homeostatic plasticity in the PGNs [241]. Here, the ex-

pression of homeostatic plasticity happened over time. It is possible that the system

actually employs a combination of mechanisms at different timescales. In fact, one

interesting theory suggests that cellular responses are multi-phasic and could imple-

ment both Hebbian and homeostatic mechanisms, in different phases [215]. If this

model were true, then my findings would suggest that I had only captured the first

phase of a plastic response, and perhaps extending my window of study would reveal

another phase of plasticity. Additionally, if this model were true, the theories posed

by other studies could harmonize as they would not be mutually exclusive. Nonethe-

less, the subject of homeostatic plasticity in the PGNs is not well understood, and

marks an important gap in knowledge, motivating future studies.
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Although I did not observe a homeostatic response in PGNs in chapter two

(chronic or acute), we did see an increase in evoked activity following nicotinic block-

ade, which could be considered compensatory. This activity appeared much later

than the nicotinic activity and was not present in baseline conditions. To test the na-

ture of this activity, I tested the impact of muscarinic blockade, to determine whether

these metabotropic acetylcholine receptors played a role in this activity. To this end,

muscarinic blockade did in fact reduce the late activity, confirming that this activ-

ity was the result of activation of the muscarinic receptors. These findings mirror

previous studies in the mammalian lumbar sympathetic chain [107]. Yet, it was still

unclear why this activity was only present during nicotinic blockade. The increase

of muscarinic activity in the presence of nicotinic activity was an event which has

several interesting interpretations. On one hand, this phenomenon could be due to

an increase in unbound acetylcholine after an action potential, because the nicotinic

receptors were occupied by hex. On the other hand, another theory suggests that the

increase in muscarinic activity represents the expression of a presynaptic form of plas-

ticity which is known to be induced rapidly, and results in an increase in the number

of vesicles released from the presynaptic cell during an action potential [46, 69, 181].

We conducted an experiment to indirectly examine this theory, and proposed exper-

iments to test the other. To this point, we observed evidence that is consistent with

a modest increase in probability of presynaptic release. This could indicate that a

presynaptic mechanism of homeostatic plasticity was induced, although further ex-

periments are needed to confirm this theory. The diverse results surrounding the topic

of homeostatic plasticity in the PGN demonstrate the necessity of future studies to

determine the mechanism which underlies this phenomenon.

In summary, I have described the results from each chapter and how they fit

into the current understanding of these systems. Further, I have speculated that

these mechanisms might lend themselves to the formation of a critical period for
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the establishment of autonomic tone. These findings lay the groundwork for under-

standing the cellular mechanisms which govern the central-to-peripheral synapse of

the sympathetic circuit during an embryonic period of development. The presence

of homeostatic plasticity in the SPNs could potentially play an important role in

tuning the input/output excitability during a critical period, therefore setting the

baseline for autonomic tone. Further, the expression of plasticity in the PGNs was

ambiguous, but the increase in excitability could demonstrate that the majority of

the tuning of the SNS circuit occurs in the central component of the SNS, while the

periphery uses different mechanisms to define input and output relationships. Alto-

gether, these results give insight into the mechanisms which could underly a critical

period for the development of autonomic tone, explaining the enhanced vulnerabil-

ity to ANS perturbations during prenatal and early neonatal timepoints. However,

further investigation is required to demonstrate whether the patterns of expression

of homeostatic plasticity in the embryonic SPNs and PGNs indeed represent an im-

portant mechanistic difference between cells of the central and peripheral arms of the

SNS, and whether they contribute to a critical period for establishing a setpoint for

autonomic tone.

4.2 Future Directions

In the previous chapters of this thesis, I have introduced the gap in knowledge, ex-

plained my experiments and findings, and interpreted my results. As such this thesis

project has answered some important questions about the embryonic SNS. That said,

the results presented here have also opened several new questions which would be of

benefit to explore in the future.
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4.2.1 Identify critical periods and determine the timeline of

expression

To begin, in order to understand how the plasticity expressed in the SPNs contributes

to a critical period, it is important to first understand whether this plasticity indeed

represents a critical period, as theorized. To answer this question, one could use

the same model system and perturb GABAergic signaling at multiple developmental

timepoints, to determine the following: 1) Is GABAergic synaptic scaling induced if

the synaptic transmission of GABA is perturbed at a different embryonic stage? 2)

What are the ultimate, long-term outcomes in the adult system, in response to early

perturbations? And 3) Does the system induce different mechanisms in response to

different perturbations? Conducting the GABAergic blockade just as in chapter 2, but

at several timepoints would help to define the critical window in which this system

is highly plastic, however this method would be complicated by the fact that the

effect of GABAergic conductance changes in polarity throughout development [14].

Furthermore, to test for a true critical period that mimics the human population, it

would be important to determine whether perturbations that occur early in life result

in altered signaling in the adult system. Important considerations for this type of

experiment are discussed below.

To answer this important next question, a series of experiments at different time-

points would be required. To begin, it would be important to examine the long-term

outcome regarding autonomic tone and excitability of cells in the SNS, in response to

a disruption of autonomic signaling early in development. To test this, it would first

be important to select the appropriate model, type of perturbation, timepoints for in-

ducing the perturbation, and timepoint for studying the long-term effects. One would

need to compare a timepoint for perturbation that is within the window of plasticity

and, as a control, one that is instead outside of the window of plasticity, preferably in

the fully mature system. To do this, one must first define the critical period of plas-
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ticity. As such, one could conduct experiments in which different groups of animals

receive perturbations at different stages, and the outcomes are measured thereafter.

To define the critical period, one would need a series of different time points of per-

turbation. Alternatively, tracking homeostatic recovery using non-invasive, chronic

recordings could allow this to be achieved.

Once the critical window has been defined, an important study would be to ex-

amine the mechanisms that are involved in inducing plasticity. Thus, I would test

whether perturbations other than reducing GABAergic scaling result in an expres-

sion of homeostatic plasticity. To examine this, I would induce several perturbations

during in the same time window and test the outcomes using the same measure. In

the case of sympathectomy, one could induce a perturbation by surgically cutting the

white rami, which would cease the communication to that ganglion from SPNs at the

same segment. This process would likely be exceedingly difficult in a prenatal system,

but this has been achieved in adult systems [256]. On the other hand, one could take

advantage of pharmacology, as we did in the present study. As a next step, I would

be interested in blocking glutamatergic or peptidergic input to the SPNs. Finally,

one could induce a less invasive, in vivo perturbation of the SNS such as intermittent

hypoxia [152], or chronic light exposure [28], to ultimately test the outcome at later

stages. Thus, by interfering with signaling at different places in the circuit, during

the critical period and also outside of it, to see the changes in long term outcomes in

the adult system.

As an outcome measure, I would be interested in testing changes in sympathetic

tone that may have occurred as a result of interfering with signaling during a critical

period. For example, I could record HRV, or basal blood pressure, as these measures

are well known to be representative of sympathetic tone [37], however a direct measure

of cellular excitability would also be required to understand the mechanism behind

any change seen in sympathetic tone.
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4.2.2 Further characterization of SPN and PGN plasticity

Next, further exploration would be useful for determining the nature of the mech-

anism of scaling in the SPNs. For instances of glutamatergic scaling, the plasticity

that occurs is mediated by an increase in the expression of glutamate receptors on

the post synaptic surface [72, 106], which is typically identified by an increase in the

amplitude of mPSCs [235]. However, our group has found that GABAergic scaling in

the somatic motoneurons in the LMC of the embryonic chick are likely mediated by

different mechanisms [84, 142]. Is the form of plasticity that was seen in the SPNs

different from that which was observed in the somatic motoneurons that innervate

skeletal muscle? It would be important to do intracellular measures in the SPNs, to

understand whether GABAergic blockade results in increased mPSCs. Additionally,

one could examine whether the expression of receptors changes and whether the alter-

ation in intracellular chloride can be rescued using blockade of chloride transporters.

In the PGNs, evidence was consistent with a lack of expression of homeostatic

plasticity, and possibly, an expression of Hebbian-like plasticity instead. Some stud-

ies support the latter hypothesis, as discussed in the conclusion section. To test the

hypothesis that the PGNs had a Hebbian response to nicotinic blockade, one could

examine the system for some of the hallmark features of this set of plasticity mech-

anisms such as long-term depression (LTD) and long term potentiation (LTP). If it

turns out that this mechanism does in fact play a role in the peripheral response to

changing activity, it would be an important next step to determine the developmental

windows during which this plasticity is expressed. In the end, this would be a very

important understanding for diseases of the SNS such as hypertension.

Furthermore, it would be useful to examine whether the changes seen in both cell

populations – increased intracellular chloride in the SPNs and decreased excitabil-

ity in PGNs is bi-directional. Thus, one could test the effect of a perturbation in

the opposite direction, producing an increase in synaptic signaling and measure the
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resulting changes in these cell networks.

4.2.3 Uncover mechanisms of plasticity in additional com-

ponenets of the SNS

As a future direction to better understand how the SNS – a system whose job is to

maintain homeostasis – is homeostatically regulated itself, one could explore mecha-

nisms of homeostatic plasticity in additional cell populations along the SNS circuit.

For example, in upstream centers such as the PVN of the hypothalamus (Figure 1.1)

as there is some evidence that mechanisms of plasticity are expressed here [38, 152].

In addition, the downstream targets of the PGNs, the various target tissues, can be

examined to see whether the peripheral components of the SNS have any capacity

for homeostatic plasticity. It is well known that presynaptic homeostatic plasticity is

expressed in the peripheral targets of the motor system, at the NMJ [64].

4.2.4 Examine effect of spontaneous activity on PGNs through-

out development

Another important factor in determining the plasticity in the PGNs is identifying the

period of time that the perturbation should be induced. In Chapter 2, I examined

the synaptic functional connectivity with regard to evoked activity. While this is

important for determining the capacity for signal transduction, this does not neces-

sarily translate to the typical, spontaneous input that is experienced by the PGN in

normal conditions. In the spinal cord, however, it is well known that there are reg-

ularly occurring episodes of SNA which depolarize the somatic motoneurons as well

as the SPNs. This activity very likely plays out into the ganglia, with preganglionic

axons propagating action potentials to the terminals and causing vesicle release and

depolarization of the PGNs, especially as the synapses are more fully developed, but
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we did not show the nature of this activation here. Thus, another important future

direction would be to determine at what age the SNA is capable of driving naturalistic

output in the PGN. To this end, we could measure spinal cord episodes ex vivo, and

record output from the attached ganglia, with intact ventral roots and rami. This

surgical procedure has proven to be delicate, but can certainly be done, evidenced by

the Texas Red imaging done at the IGN in Chapter 2. Still, this ex vivo preparation

does not perfectly replicate the in ovo activity, but it would be a more naturalistic

approximation than the stimulus that was provided in our extracellular experiments.

4.2.5 Elucidating the impact of nicotinic blockade in vivo

Next, to better interpret the results from the experiments in Chapter 2, I would want

to test the hypothesis that the PGNs do, in fact, possess a window of homeostatic

response, which was not captured by examining excitability at only one timepoint:

48 hours after synaptic blockade, as in the experiments done in chapter 2. In order to

test this prediction, it may be useful to take advantage of the spontaneous episodes of

spinal cord activity in the embryo. These episodes result in a useful readout of spinal

cord activity, and one might monitor this behavioral readout before in ovo nicotinic

blockade, and at several timepoints afterward. This would help to determine whether

activity recovers over time, and lends itself to determining the precise timing, as

introducing additional timepoints has been highly informative in previous studies

with pharmacological blockers [250, 249]. In addition to overall movements, we could

measure other outputs of SNS activity. The effect of Hex on the output to the SNS

likely includes changes in muscle tone, but also changes in blood pressure, heart rate,

and possibly pupil dilation.

To track these changes in ovo, I needed a more precise method for measuring

behavior, as previous studies have relied on measuring by eye. Hex may not have

as obvious an effect as GBZ treatment, and it is important that experimenter bias
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is reduced. Furthermore, obtaining chronic recordings of these measures would be

even more advantageous than simply adding a couple of timepoints. This means

that the data acquisition technique needs to have the following attributes: 1) higher

precision than previous techniques, 2) ability to conduct longer-term recordings, and

3) the ability to be conducted while the embryo remained in the incubator, as these

measures, and overall health of the embryo, depend greatly on temperature. To

this end, I developed and implemented two novel techniques, one using electrical

recordings and another which leverages computer vision to conduct these behavioral

experiments. In addition, I developed different computational analysis processes to

interpret the data with varying results based on age and visibility of embryo. A

summary of the different technical approaches and results thus far has been included

in the appendix of this thesis.

While the novel techniques described above and in the appendix are currently

undergoing troubleshooting, it is important to note that both can be used to identify

limb movements, with varying success depending on age of the embryo, and can

also both identify heart rate. Therefore, an important future direction would be

to conduct an experiment which could examine the trajectory of some meaningful

behavior, to measure the effect of 100uM Hex in ovo, and determine if there is any

evidence for homeostatic recovery towards baseline levels of that behavior. This could

aid in selecting a more relevant time point for examination of the PGN excitability,

as well as in interpreting which mechanism of homeostatic plasticity might have been

expressed.

4.2.6 Determine whether the plasticity mechanisms are species-

specific

Finally, it is crucial to test the assumption that the findings from these studies should

generalize to murine and primate species. While the vast majority of anatomy and cel-
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lular mechanisms of the SNS are conserved between species, it is known that there are

a few unique aspects of the avian nervous system which differ slightly from mammalian

systems. It is also unclear whether species differences would result in differences in

the critical period, plasticity mechanisms, or overall development of autonomic tone

setpoint.

In summary, this doctoral dissertation project has shown evidence for the ex-

pression of mechanisms of homeostatic plasticity in the SPNs, as well as evidence

that suggests a Hebbian-like mechanism in the PGNs of the embryonic chick. Future

studies to build upon this knowledge could provide evidence to further understand

the mechanisms, limitations, and overall circuit dynamics of the developing SNS, and

how critical periods and homeostatic plasticity might govern the tuning of the net-

work during early and vulnerable periods. It is important to continue to expand the

body of literature which examines the intersection between homeostatic plasticity,

critical periods during embryonic development, and the homeostatic regulation of the

SNS. This would not only help to grow the practical knowledge of the natural world

through deeper understanding of these topics, but also because of the implications

in human health with regard to the study of prenatal risk factors, early life trauma,

stress management and the overall understanding of development, and treatment of

human autonomic disease.
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Appendix A

Further analyses and approaches

for reference

A.1 Novel methods for long-term tracking of em-

bryonic limb movements in ovo

In order to perform long-term tracking of behavior, I designed two entirely novel

techniques. Using these methods, I am hopeful to examine the behavioral effect of

adding 100µM Hex in ovo, as the readout of spontaneous activity has proved incredibly

useful in prior studies [250]. The first technique leveraged the electrical fluctuations

that resonate across the chorioallentoic membrane of the chick embryo when kicking

behavior occurs. In this appendix you will find explanations and figures for each

approach.

In the first section, I used electrical recordings (Figure A.1) and designed several

techniques for automating kick detection in the resulting signal. While this method

proved to be very accurate at depicting limb movements at E13, it was not useful for

younger embryos, as the membrane fluctuations produced by kicks at E8 are more

difficult to detect, for example. Further, there was a higher rate of mortality as the
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insertion of the wire electrode could introduce bacteria causing an infection, or could

puncture the vascular membrane, causing bleeding. Nonetheless, chronic recordings of

both heart rate and limb movements were made possible with this technique and the

related analysis software which I designed (Figures A.1 - A.2). In order to automate

the kick detection, I first examined signal over time, and pulled out the different

characteristic movements. In addition to the smoth muscle movements which range

from 0-1 Hz, there are sharp peaks in the signal which denote the embryonic limb

movements, or ”kicks” (see red circles in Figure A.1A and dotted circle in Figure

A.1B-C). These kicks were confirmed using visual inspection of the embryo, coupled

with video recordings. In addition to the raw signal, the kicks are apparent as spikes

in the spectrogram of the recorded signal, which is a breakdown of the component

frequencies in the signal over time (Figure ??).

Next, in order to better process this signal and better isolate the frequencies, I

leveraged a wavelet analysis technique (Figure A.2. Here, I used signal processing

toolboxes in MATLAB to conduct a wavelet transform with a Haar window (Figure

A.2C) to deconvolve the data without aliasing the signal. This process produces

scalograms of the recorded signal (Figure A.2C - A.2D), which is a breakdown of the

recorded signal into scales - which are roughly representative of frequency bands - with

respect to time. The ”intensity”, or power, of the signal at each pseudo-frequency is

represented by a coeficient, which is represented visually as the color, or the Z-axis

(Figure A.2C - A.2D). The signal shows a peak across many psuedo-frequencies during

an embryonic kick. Thus, this process proved to be highly effective at finding the kicks

in the signal, though manual confirmation was still necessary (Figure A.2E). Once

the kicks were isolated, I could measure the rate of kicking, the speed of an individual

kick, and many other measures of locomotion (Figure A.2F).

Throughout this process, I used video recordings to confirm the accuracy of the

electrical recordings. These videos proved to be very helpful. It was extremely ad-
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vantageous to have the ability to pause, replay, and zoom in on the videos, not to

mention the ability to record for a longer period of time through a glass top incu-

bator while temperature remained stable. This led to the development of my next

technique, which was to analyze the videos using deep learning neural networks which

were designed for computer vision, in particular for the kind of image recognition that

underlies many facial recognition algorithms.

However, there were several challenges that occurred using DeepLabCut neural

network implementation. The first is due to the nature of the deep learning architec-

ture which DeepLabCut relies on to build its model (Figure A.3). The architecture is

based on a Convolutional Neural Network (CNN), which analyzes the x and y dimen-

sion of each frame, but by design is agnostic to the temporal dimension (t) of the data.

In other words, while DeepLabCut can be highly effective of comparing each pixel

to neighboring pixel in a single frame, it re-evaluates each frame independently, as if

they are completely unrelated images without an innate chronological order. While

this application may be sufficient for some purposes, it provided a challenge for our

purposes likely because 1) our training dataset was limited in volume 2) the contrast

in the videos was low due to the similarity of the limbs alongside the membranes

and blood vessels, compared to the strong contrast that is seen in the videos used

to train the original model (dark mouse against a white background, Figure A.3B).

Still, this technique had some exciting promise, as huge amounts of data could be

used to train the network with minimal human-hours involved (labeling of body parts

in approximately 10% of frames in training dataset).

Next, I attempted to use a different visual analysis technique which has more

promise for our data, as it can understand the chronology of the series of frames that

make up the video. This method is known as ‘optical flow’, and it involves taking a

macroscopic look at the pixel intensities on a frame-by-frame basis to find periods of

large fluctuations. This method leverages the latent computational signal of a digi-
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Figure A.1: Electrical recording of embryonic movements

Recording electrical fluctuations were successful in measuring kicking behavior while the embryo

remained in the incubator. A) Egg was opened, and electrical wires were implanted into the

membrane. The readout (right) included smooth muscle, slow fluctuations as well as sharp ‘spikes’

in the signal (red circles) which corresponded with the kicks. B) A longer-term recording shows

large amplitude, slow fluctuations due to smooth muscle contractions, as well as periods of

quiescence, and several large kicks. C) Visualizing the data in panel “B” as a spectrogram revealed

a band near 4Hz, consistent with heart rate, and several broadband “spikes” which were

synchronous with the kicks.
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Figure A.2: Several analytical approaches for electrical signal of embryonic movements

Electrical analysis of embryonic movements in ovo. A) raw signal recorded from E13 embryo. Red

circles denote sharp points in the signal that correspond with kicks. B) Spectral analysis of raw

signal reveals heart rate (approximately 4 Hz band across signal) as well as ’spikes’ that span many

frequencies. These events correspond with kicks. C) Conducting a wavelet transform using a Haar

wavelet (square shap, left panel) results in a scalogram. Across time (x axis), the coefficient, or

”strength” of the signal is expressed as the color of signal (colorbar or z axis). The value of this

coefficient is calculated as the coherence between the raw signal and the wavelet, at each size, or

’scale’ of wavelet (y axis). Each scale roughly represents a frequency. D) alternative representation

of scalogram. Peaks in signal correspond with the times that kicks occurred. E) Calculation of the

sum of the coefficient lines. Black circles represent ’kicks’ found in the signal after applying a peak

detection with threshold parameters. red circles represent times in the signal where the kicks were

found using visual analysis of video. F) Using automatic detection to pull out individual kicks for

further analysis. Here, measurements sich as slope, time to peak, interval between kicks, length of

kicking bout, and interval between bouts. A bout is defined as a period of kicking with no longer

than 3 seconds between individual kicks. G) Tracking one measure, time to peak, after the

addition of 10 uM GBZ reveals a reduction in time to peak, in other works an increase in the speed

of individual kicks at E13.
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Figure A.3: Video recordings of embryonic movements and several analytical ap-
proaches

Computer vision

techniques for tracking embryonic movements. A) The Deep lab cut workflow. B) The typical

training data videos for which the original DLC model was designed. C) The Outcome from first

iteration using chicken embryo videos reveal considerable mislabeling, as DLC seems to

over-emphasizes edge detection. D) The results from preliminary tests of Optical Flow analysis of

video. The peaks in this signal are determined by times in the video with large changes in pixel

intensity, and these peaks correlate with the movement of the embryo in the video.
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tal video with regard to pixel intensity time, and therefore is more ideal for coarse

motion tracking than finely detailed object detection. Therefore, this technique may

not be suited for measuring heart rate. Quite simply, the output of this algorithm

is measured by the change in intensity values for every pixel, from one frame to the

next. On a basic level, once the basic shapes are classified (typically by using an

edge detection or corner detection algorithm), optical flow provides the flow vectors

of these key features. We can therefore use this tool to estimate latency of move-

ment, velocity of movement, and predict the position of an object in the upcoming

frame. In summary, each technique allows for longer term observation in an incubated

setting, which is preferable to a room temperature, manually-derived count of limb

movements. There are some differences in feasibility of particular kinds of movements

with each technique.

A.2 Nicotinic and muscarinic blockade: outcomes

for excitability of PGNs

In Chapter 3, I discussed results surrounding the late muscarinic response that ap-

pears in the presence of nicotinic receptor blockade. One concern was that this may

interfere with my assumption that in ovo Hex treatment was sufficient to reduce

synaptic input tp PGNs. Therefore, in one experiment, I repeated the measures of

excitability from Chapter 2, using ganglionic tissue from an embryo that had received

both in ovo, pharmacological blockade of both nicotinic and muscarinic neurotrans-

mission (Figure A.4, magenta dot represents the Hex + Atropine condition). In this

experiment, each of the following passive membrane properties was measured directly

or calculated using other properties: resting membrane potential (RMP), capaci-

tance, input resistance (IR), and the time constant Tau. In addition, the following

measurements of evoked action potentials were recorded: threshold voltage, rheobase,
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Figure A.4: Intracellular measures following chronic blockade of both nicotinic and
muscarinic receptors, N=1

Membrane properties recorded intracellularly from embryos that received either control, nicotinic

receptor blockade, or both nicotinic and muscarinic blockade. Each dot represents a single embryo,

and was calculated as average of all trials for a particular measure, taken from that embryo (1 cell

per embryo). In every measure, these did not differ from the Hex group. Interestingly, this one

embryo was among the highest values for amplitude of action potential, which was the one measure

that was significantly different between treatment groups.

peak ampliude, rising slope, and half-width duration. For the embryo that received

both Hex and Atropine, almost every measures was within the range of values for

the Hex-only condition. One exception was the value of action potential amplitude,

where the cell recorded from Hex + Atropine condition was nearly equal with the the

highest recorded value in the Hex-only condition. Interestingly, this is also the only

value that was statistically different between control and test groups, suggesting that

the amplitude may be an important feature that is altered after cholinergic blockade,

though it is unclear whether this represents a compensatory response akin to home-

ostatic plasticity. More experiments of this nature would be instrumental for further

elucidating this phenomenon.
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[40] Hélène Darville, Aurélie Poulet, Frédérique Rodet-Amsellem, Laure Chatrousse,

Julie Pernelle, Claire Boissart, Delphine Héron, Caroline Nava, Anselme Perrier,
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