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Abstract

Unveiling Electrochemical Surface Processes with in situ Vibrational Spectroscopy
By Jinhui Meng
This thesis is a comprehensive summary of the studies into the electrochemical interfaces
on different processes with in situ/operando vibrational spectroscopies, such as Surface-enhanced
Raman Spectroscopy (SERS), Shell-isolated nanoparticle enhanced Raman Spectroscopy
(SHINERS) and Sum Frequency Generation Spectroscopy (SFGS).

First, the thesis focuses on characterizing the electric double layer at interfaces. Chapter 4
is the SERS investigation of the electric double layer structure in a model electrocatalysis system.
The study focuses on utilizing the Stark probe of the adsorbed CO on Au, revealing the unique
double layer structure of the system by its ionic strength dependency under the electric fields at
the interfaces. Chapter 5 extends the investigation to assess how surface nanoparticles influence
surface static electric fields, addressing a controversial question in the field. Utilizing a
combination of SHINERS and SFGS, the study compares the effects of nanoparticle proximity on
interfacial electric fields across different distances to the surface by various molecular probes.
These findings in the two chapters offer a deeper molecular understanding of the electric double

layer in electrochemical systems.

The thesis also pioneers a novel approach to control hydrogen bonding at electrochemical
interfaces, as detailed in Chapter 6. Through potential-dependent SERS spectra, this research
offers a detailed mechanistic study on electrochemical controlling hydrogen bonding between 4-
mercaptobenzoic acid and aniline on Au electrode, providing insights into the application of the
electro-induction effect and electrolyte interactions in forming and destabilizing hydrogen bond at

electrochemical interfaces.

Lastly, in Chapters 7 and 8, the thesis provides more insights into the electrochemical CO:
reduction reaction (CO2RR). Chapter 7 highlights the competitive adsorption of carbonate ions on
Cu surfaces during CO2RR, using in situ SHINERS. This work sheds light on optimizing CO onset
potentials by managing electrolyte composition and providing molecular understanding in this

fine-tuning process. Chapter 8 explores the effects of light on electrochemical CO2RR, revealing



significant findings about light-induced photoelectrochemical CO production and the interplay

between surface morphology and reaction enhancement.

Overall, this thesis aims to study the electrochemical interfaces from the molecular aspects,

trying to offer a deeper understanding of molecular interactions at electrochemical interfaces.
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1. Chapter 1 Introduction

1.1. Motivation

Electrochemistry is everywhere, from rusty nails to batteries inside of electric vehicles, it
happens at any interface between the electron-conductive materials (metals, carbon,
semiconductors, etc.) and ion-conductive medium (water, organic solvents, etc.). Particularly in
the multiple fields of cutting-edge technologies and industries, such as bioelectronics and sensor
industries, energy harvesting, conversion, and storage, the study of electrochemical interfaces
supports the development of modern society. To advance these technologies and industries, it
becomes imperative to gain deeper fundamental scientific insights into the electrochemical
interfaces of various processes with suitable techniques. It took a significant amount of time for
modern electrochemistry to develop electrochemical techniques, such as voltammetry, to meet
the demands of providing the key information on the thermodynamics/kinetics of the electron
transfer across the interfaces. However, pure electrochemical techniques alone only provide little
molecular information at the interfaces, which greatly hinders the understanding of the
electrochemical processes. With this limitation, additional characterization techniques are highly
necessary for a more complete comprehensive picture at the interfaces. One such technique is in
vibrational spectroscopy, with abundant fingerprint information on unknown molecular species
and sensitive insights into the properties of the adsorbate molecules, such as binding
structure(mode), bond type, strength, configuration, and orientation at the solid-liquid phase
interface. The in situ/operando coupled vibrational spectroscopies at the electrochemical
interfaces, make more powerful tools, allowing the real-time monitoring of the molecular
changes and structure evolutions at the interfaces during the controlled electrochemical
processes. This technique can further enable a deeper molecular understanding of the dynamic
electrochemical interfaces, with the speciation of the electrode surface changes, the
adsorption/desorption, and the identification of certain intermediates, as well as the investigation

of electric double layers at the interfaces controlled by electric fields.

The development of vibrational spectroscopy at electrochemical interfaces undergoes a

long history of over 50 years'?. The discovery of Surface-enhanced Raman Spectroscopy

1



(SERS)** in the 1970s by Martin Fleischmann and Richard Van Duyne first opened a new scope
of studying electrochemical interfaces, enabling the researchers to detect the signals of sub-
monolayer coverage of adsorbates with a weak spectral cross-section on a roughened metal
electrode. The concept of surface-enhancement signal by a “roughened metal” was then adopted
into infrared absorption spectroscopy in the early 1980s to discover Surface-enhanced Infrared
Absorption Spectroscopy (SEIRAS). After several years, in the late 1980s, Yuen-Ron Shen et al.
67 developed a nonlinear laser spectroscopy intrinsically probing the interfaces, Sum Frequency
Generation Spectroscopy (SFGS) and obtained the molecular composition, orientation, and
structural information at the gas/solid, gas/liquid and liquid/solid interfaces with the further
capability to provide ultrafast time resolution. After these developments, a growing number of in
situ electrochemical spectroscopic studies have been applied to reveal more insights into the

physical and chemical phenomena at the electrochemical interfaces.

From fundamental principles and the possible applications of in situ vibrational
spectroscopy, researchers may have tried to bring up many important questions and diligently
pursue the answers. In this thesis, I have tried to study some other questions upon the scopes of

the great. These questions include:

1) In terms of understanding properties of electric double layer in electrochemical
catalysis systems, what should be a good description of adsorbates in the electric double
layer(such as adsorbates on metals) and how do these adsorbates respond to the electrolyte

changes at different potential region?

2) For different in situ vibrational spectroscopic tools, are there any differences in
probing and reporting the same species at the interfaces? To be more specific, are there
noticeable influences on specific parameters of the local environments, such as electric fields

when the additional nanoparticles used in some SERS studies?

3) Despite that the charge transfer related chemical reactions occur at the interfaces, is
that possible to initiate possible non-covalent interactions, such as surface hydrogen bonding, by
an electrochemical way? 4) as for energy conversion reactions, how does the local surface

environment affect the surface adsorbates population to tune the reaction?



5) With the different intensity and wavelength of light flux on the electrochemical

surface, how the probe light affects the interfacial reactions?

Although these questions remain investigated and may not be fully answered in a few
years, this thesis aims to study some of these topics and discuss the relevant questions to provide
meaningful results, and I hope the results and discussions in this thesis can help to reveal a part

of the puzzles to some extent.

in situ probe
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Figure 1.1. Electrochemical processes at interfaces that are accessible by the in situ vibrational

spectroscopy.



1.2. Outline

Chapter 2 introduces the background and the theoretical knowledge of previous studies in

the relevant fields.

Chapter 3 summarizes all the key methods that have been used in the studies. The
spectroscopic techniques include in-situ surface enhanced Raman spectroscopy (SERS), Shell-
isolated nanoparticle-enhanced Raman spectroscopy (SHINERS), and vibrational sum frequency
generation (SFG) spectroscopy (VSFGS). The chapter introduces the optical setups used for
these measurements, the corresponding spectra fitting, the designs of the Spectro-electrochemical

cells, and the additional materials and sample preparation.

Chapter 4 is targeted to the first question, trying to reveal the properties of the electric
double layer of an adsorbate on the metal. The chapter covers the core findings from a quite

simple but important system in the electrochemical field—adsorbed CO on Au, mainly on the

exploring of interfacial static electric fields on metal electrodes. Through the utilization of the in-
situ SERS, we investigate the ionic strength-dependent Stark tuning rates of the adsorbed CO.
Interestingly, we observe adsorbed CO assigned as bridging and atop modes at two potential
ranges with different responses to the ionic strength changes. At more positive potential, the
adsorbed atop and bridging CO both show an ionic strength dependence, while at the negative
potential range, bridging CO is missing and the atop CO shows independence. With the
understanding on how different double layer (DL) structures respond to the ionic strength
change, we analyzed the observed difference in the dependence on the ionic strength of adsorbed
CO at different potentials. The ionic strength dependent CO indicates its existence in diffuse
layer and the independent CO indicates that within OHP. This chapter provides a new scope on
the properties of DL of the CO on the Au system, shedding light on the molecular understanding

of molecular adsorption, ionic strength effects, and electric field effects in electrocatalysis.

Chapter 5 broadens the application of the tool used in Chapter 4, the Stark tuning rate of

the molecules, into a different field for trying to answer the second question— “How the

nanoparticles near the surface can affect the surface static electric fields”. The motivation is to

answer the long-standing question in the “gap mode” SERS field how much drop-cast

4



nanoparticles (NPs) on the surface affect the interfacial electric fields (IEF)? These NPs refer to
the plasmonic NPs widely used in in-situ vibrational spectroscopic techniques, i.e., “gap mode”
SHINERS and SERS with nanoparticles on the mirror (NPoM) scheme. These tools have
emerged as valuable tools for probing electrochemical interfaces and providing information on
the intensity and spatial profile of interfacial electric fields (IEF); however, debates have arisen
and existed for a long time on whether the purposely drop-cast NPs affect the IEF. In this
chapter, by experimentally investigating the same electrochemical Au surface with two different
in-situ techniques, SHINERS with NPs and VSFGS without NPs, we explore the influence of
nanoparticle proximity on IEFs by comparing the absolute frequencies and Stark tuning rates of
vibrational modes in a series of vibrational probes with spatial variations. These probes consist
of 3 groups: 1) the probe moiety close to the NPs within outer Helmholtz plane (OHP): adsorbed
CO, phenyl isocyanide SAM, 2) the probe moiety close to NPs and in the diffuse layer of
electrode DL: 4-mercaptobenzonitrile and 3) the multiple probe moieties in different position of
DL: tungsten-pentacarbonyl(1,4-phenelenediisocyanide). These probes provide a spatial picture
of how the NPs affect the IEF ranging from around 0.1 to 1 nm off the electrode surface. Our
results indicate that the perturbation of the IEF due to NPs is relatively small near the electrode
surface within the OHP, while the influence of the NPs on the IEF is much more substantial in

the diffuse layer at the region directly adjacent to the NPs.

With the previous two chapters' understanding of the interfacial EFs, in Chapter 6, we move
forward to partially respond to the third question, to study one of the most widely discussed non-

covalent interactions at the electrochemical interfacial process—hydrogen bonding (HB). This

chapter introduces a novel electrochemical approach for directly controlling H-bonding between
4-mercaptobenzoic acid (4-MBA) and aniline at the interface. Through comprehensive in-situ
SERS measurements, we identify the HB by distinct frequency shifts on 4-MBA and aniline
peaks, and through the potential dependent Raman spectra, we estimate the relative quantity of
the HB near the surface under different potentials and find the most favorable condition for
forming the HB is at -0.4 V. We further provide evidence on the molecular mechanism, revealing
the key roles of electro-induction effect rather than electric field effect in forming the HB from
0.2 to -0.4 V and electrolyte interactions in destabilizing the HB from -0.4 to -0.6 V. These
results provide a complete molecular picture on understanding and controlling the HB at

electrochemical interfaces, opening new a scope for harnessing and manipulating these

5



interactions in designing advanced methods and materials for surface assembly, electro-catalysis,
and surface analytical chemistry.
Chapter 7 includes the study to the fourth question on the detailed assignments and

investigations on the intermediate during energy conversion reaction—electrochemical CO:

reduction reaction (CO2RR). In this chapter, we study the hindering effects of the carbonate
anion’s adsorption into CO2RR on Cu utilizing electrochemical in situ SHINERS. Our results on

spectral assignments—derived from density functional theory (DFT) — reveal the strong

preference for carbonate ions at the interface during key intermediate steps in the CO; reduction
reaction. Based on this observation, we assert that carbonate hinders CO; reduction via

competitive adsorption with the surface-bound intermediate COO™. In support of this assertion,

we demonstrate that fewer adsorbed carbonates lead to a more anodic onset of CO production.
To explore the consequences of this competitive adsorption, we present a simple lattice
adsorption model parameterized by DFT binding energies and the analysis of SHINERS data.
Our work highlights the importance of considering the competitive binding of electrolyte anions
carbonate in CO2RR mechanistic analysis at low overpotentials. These results firstly reveal the
negative effects of the carbonate anions during CO2RR and shed light on the fine-tuning of the
CO:2RR by changing the composition of the electrolyte.

Chapter 8 is another project related with electrochemical CO2RR, we explore the effects of
light on metals (Au) under the electrochemical conditions to elucidate how much the probe light
can affect the interfaces. This chapter focuses on studying the light-induced
photoelectrochemical CO production at the gold (Au)/aqueous solution interface, utilizing
vibrational SFG spectroscopy and other electrochemical measurements. Our findings reveal two
significant observations that show the complexities of interfacial electrochemical reactions
involved with light. Firstly, we observe that the electrochemical onset potential for CO
production on gold is markedly higher (0.4 to 0.9 V) than the actual electrochemical onset (0.2 V
vs RHE), indicating an unusually substantial CO production stimulated by 800 nm, 35 fs pulses
of light. Secondly, we found that with increasing surface roughness, the CO signal per unit time
notably increased, revealing the noticeable surface morphology effects in the CO production
enhancement. These observations were further validated through a photo-current experiment

conducted on an Au NP electrode with around 520 nm plasmonic absorption. Continuous wave



(CW) light at 532 nm and pulsed light at 800 nm both initiated a noticeable photocurrent under
CO:2RR conditions in an aqueous solution. The observation of the process may involve multiple
possible mechanisms, the plasmonic heating, plasmonic electron transfer, solvated electrons
direct laser-induced plasma reaction, etc. With some attempts made to elucidate a “possible
solvated electron mechanism” with transient absorption spectroscopy, we conclude that the CO
production and the light-induced CO2RR on the Au system are quite complicated to be well

understood and still require further detailed investigation.
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2. Chapter 2 Basic Theoretical Background

2.1. Electrochemical Interfaces and electrochemical reactions
2.1.1. Overview of the electrochemical interfaces

The electrochemical interface consists of two phases and is controlled under
electrochemical conditions, in most common cases, the solid phase—electrolyte and the liquid
phase-electrolyte. This uniquely charged interface thus can serve as an environment for various
processes to occur at the same time. 1) Under a certain potential change, the electrode surface
(such as metal or metal oxide) can experience a structural change or oxidation-reduction(redox)
process to regenerate the surface; 2) when the different potential is applied, the fermi level of the
electrode is changed, driven by the electric field changes, different molecules and ions can
transport and induce a charging current, under this condition, the ones with good affinity to the
surface can experience a surface specific adsorption/desorption; 3) under different electrode
potentials or different surface conditions, the molecular configuration, binding mode and/or the
orientation may change; 4) when the charge transfer occurs from the metal electrodes to the
adsorbed molecules, the possible intermediate is produced at the time, a whole electrochemical

reaction may include multiple charge transfer steps.



2.1.2. Background of the electric double layer at electrochemical interfaces

The understanding and characterization of electric fields play a crucial role in various

scientific disciplines'~, including chemistry?, physics, and biology.

The picture of the electric double layer (EDL) was revealed with different models and
verified by a series of experiments. For spectroscopists, the development of in-situ vibrational
spectroscopic techniques has enabled researchers to study static electric fields based on the
molecular-level information at the interfaces based on the Stark effect. With the help of these
advances and information, these concepts provide valuable insights into the fundamental

principles governing the behavior of charged species in different environments.

A comprehensive introduction and review of different models of the electric double layers at
electrochemical interfaces can be found in Bard et al.’s book’. The electric double layer refers to
the interface between a charged surface and an electrolyte solution. It consists of two distinct
regions: the inner Helmholtz plane (IHP) and the outer Helmholtz plane (OHP). The IHP is a
narrow region in immediate proximity to the charged surface, where ions are strongly attracted
due to electrostatic interactions. The OHP, on the other hand, extends further into the solution
and is characterized by a lower concentration of ions. Various models have been proposed to
describe the electric double layer and its properties. One such model is the Gouy-Chapman
model, which assumes that the ions are distributed in a diffuse layer near the charged surface.
This model considers the electrostatic repulsion between ions and the role of thermal energy in
determining the distribution of ions in the double layer. Another model, known as the Stern
model, takes into account the specific adsorption of ions at the charged surface, leading to the

formation of an inner compact layer along with the diffuse layer.

The Stark effect is a phenomenon observed in the presence of an external electric field,
where the energy levels of an atom or molecule shift due to the interaction with the field. This
effect arises from the electric dipole moment of the molecule and its interaction with the electric
field. The magnitude and direction of the field directly influence the energy levels and can lead

to the splitting or shifting of spectral lines. The Stark effect has found wide-ranging applications
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in studying the electronic structure and properties of molecules. By examining the energy shifts
induced by an external electric field, valuable information about molecular polarizability, charge
distribution, and electric field strength can be obtained. This makes the Stark effect a powerful
tool for investigating molecular dynamics, intermolecular interactions, and chemical reactions in
a variety of systems. The electric field-dependent vibrational frequency shift, named as the
vibrational Stark effect®, has been widely used as a probe for the local electric field and to

describe the profile of the EDL at a molecular level.

Based on the vibrational Stark effect, researchers developed electrochemical in-situ
vibrational spectroscopic techniques to investigate the local electric fields at the interfaces’ ™,
these techniques either selectively enhance the signal from interfaces (i.e. SERS) or are
intrinsically generated from the surface!® (i.e. VSFGS!!), providing an experimental profile of
EDL with the a direct measurement of the frequency of certain vibrational mode affected by
different electric field strength with different bias applied. These results at the molecular level
facilitate a good supplement for verifying the theoretical models of EDL such as the Gouy-

Chapman model, Gouy-Chapman-Stern model, etc>®.

In a vibrational Stark probe measurement, to correlate with the calculations, the experimental

data is usually interpreted in the context of the conventional Stark equation’:

where h is Planck’s constant, v is the vibrational frequency of the nitrile group, A is the Stark
tuning rate, and F is the electric field.

From this equation, we can also derive the expression of the absolute electric field

strength as a function of potential® (applied voltage):

dw(p) 1
do Au

F(p) = (@ — ®pzc)

where da;—((p(p) is measured in experiments, and Ay is from calculations, @p is the potential of

zero of charge in the system.
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The experimental measured Stark tuning rate of the certain mode and its position in the EDL
can thus provide a complete picture of how much field strength the mode at the position feels

and how largely the potential drops at the certain position.

The understanding of electric fields at the molecular level is of great importance in many
scientific disciplines. The conventional electric double-layer models provide insights into the
behavior of charged species at interfaces. To experimentally verify and modify these models, the
vibrational Stark probe can be a good tool, allowing for the investigation of molecular properties

and actual electric field profiles at the electrochemical interfaces.

2.1.3. Background of energy conversions at interfaces—CO2RR

There are many key electrochemical reactions at the interfaces, water oxidation reaction,
hydrogen evolution reaction, alcohol oxidation reaction, nitrogen reduction reaction CO:
reduction reaction, etc. The elucidation of the molecular mechanisms for these multiple electrons
involved steps at the electrochemical interfaces remains a heated topic. In the last two chapters,
we covered the content on the CO2RR at the electrochemical interfaces as our group has put
great emphasis and effort into studying this reaction at the metal (especially at Cu) surfaces.
Herein, to help the readers have better background knowledge of this specific electrochemical

reaction, an additional introduction on the CO2RR is also provided.

CO2 electrochemical reduction reaction (CO2RR) has gained great attention as it provides
a feasible and efficient means of reducing the atmospheric CO; level and producing value-added
chemicals and fuels'>!. However, overcoming the energy barrier to produce high-order carbon
products(C2+) remains challenging, because the product distribution of CO2RR is dependent on
many complicated factors, such as the chemical nature of the metals. For instance, Hori, et al.'*
16 conducted a series of electrolysis experimental studies on different metals while quantifying
both liquid and gas phase products, and further classified these metals into 4 groups based on
their product distribution: metals like Au, Ag, Zn, and Pd mostly generate carbon monoxide (CO)

as a product under the mild conditions; Pb, Hg, T1, and Sn can move a step further, as they
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primarily produce formic acid or formate (HCOOH or HCOO"); Pt, Ni, and Fe can barely
produce useful CO2RR products into bulk phase; Cu shows a unique property among them, as it
is the only known solo metal to produce higher order hydrocarbon products such as
hydrocarbons, aldehydes and alcohols at noticeable and continuous Faradaic efficiency.
Following theoreticians'” have tried to explain the CO,RR selectivity of the metals and the
unique property of Cu based on their affinities or binding energies to different intermediates
during hydrogen evolution reaction (HER) or CO2RR, where Cu is the only case showing a
relatively bigger negative adsorption energy of *CO (weakly binds on Cu) but a relatively

smaller positive adsorption energy of *H.

The progress of understanding the reaction pathways and mechanism of electrochemical
CO2RR on Cu still heavily rely on theoretical predictions rather than experimental observations,
as only a limited number of theoretical, electro-kinetic and electrochemical spectroscopic studies
provided clear and verifiable analysis and assignments of key intermediates other than oxide or
*CO species'®!8. Efforts from these studies have been focusing on identifying the intermediates
and revealing the roles of other chemical components for two key steps of electrochemical
CO2RR on Cu, the CO; activation step'® 2% and further *CO (the 2 e reduction product)

reduction step (including C-C coupling step) to form high order products?®23-31,

o e+ H e+H"

Strongly bonded *Carboxyl -

e +H*

*carboxylate
Weakly bonded *Formyloxyl
*carboxylate
e+H"

Figure 2.1. Overview of electrochemical CO2RR pathways on Cu(poly) towards CO or formate
as products.
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Different color spheres represent different atoms: black-carbon, red-oxygen, white-hydrogen,
and brown-copper.

The CO» activation step involves physical adsorption and is followed by chemical
adsorption (1 e reduction) of CO; at a relatively mild potential region, further leading to the

formation of CO or formate as the next step product'®

. This process is the very first step and
directly determine the pathways of the later steps (to be formate or CO) of CO2RR, thus, it is
important to find out which specific chemical identity of CO; activation intermediate can
respectively lead to formate or CO pathway, and how to further tune the CO; activation activity
by changing other parameters, such as electrolyte ions or surface species.

It has been proposed'*!® by Hori et al. that COOH is difficult to be the activation
intermediates on Cu-like metal surfaces due to insufficient M-H formation during CO» activation
from relatively higher overpotential of HER, the activation process should go through the
pathway with carboxylate *COO" (C-down or C,0-down structure)as the first intermediate. In
this pathway, the way the carboxylate binds on the surface may determine the further products of
activation: a strongly adsorbed carboxylate can be later protonated to a carboxyl *COOH and
further reduced to CO via the PCET process; a weakly bonded C-down and C,0-down
carboxylate or a O,0-down carboxylate will go through a hydronated C rather O intermediate,
formyloxyl *OCHO, directly leading to formate production.

Despite that there are still debates on how carboxyl and formyloxyl are formed'**27*, the
validation of the existence of carboxylate*COO", has been conducted by electrochemical
spectroscopic studies?!*>3¢, Under rigorously controlled conditions, the Surface-enhanced
Raman spectroscopic(SERS) study?! excluded the possibility of possible carbonate assignment

37-39 with carbonate-free

on the vibrational mode at ~1520-1570 cm™ in other previous studies
and isotopic labeling control measurements, the authors concluded that it should be the
asymmetric C-O stretching mode of weakly bonded C,0-down carboxylate *COO", which may
directly lead to the formation of formate on Cu. However, a valid molecular understanding of the
specific intermediate-oriented pathway is still missing, as either *COO™ to CO or formate cannot
be fully verified in these studies: the missing (sensitive) spectroscopic detection of surface
adsorbed formate-related species at the relevant potential window makes formate pathway not

fully convincing; the carboxylate to CO pathway is not conclusive either, as it has been

shown?!32-3¢ that there is a 0.1 to 0.2 V potential gap between the disappearance of *COO™ and
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the onset of *CO, which makes the reaction process of carboxylate to CO seemingly impossible
in a discontinuous conversion. Therefore, a more sensitive spectroscopic study with
consideration of more surface species is highly needed to provide information on the full picture
of the activation process and, further, to rule out the possibility of carboxylate to either formate
or CO pathway.

To distinguish the actual pathway and better describe the activation process, many possible
co-existing species should be considered. These species may include adsorbed cations or anions,
adsorbed side products or intermediates (produced by other reduction reactions, such as HER),
and undiminished Cu oxides and hydroxyls. Some electrochemical surface spectroscopic studies
may have offered answers to the roles of the species in a broader CO.RR and CORR process.
Cations show abilities to affect CO reduction activity and selectivity by tuning the interfacial
water structure®’ or changing the thickness of electric double layer by different hydrated

cations?®40

, and they are also indicated to be the key to stabilize the structure of carboxylate
*COO™2!'; commonly used anions like bicarbonates/carbonates not only work as a buffer to
support surface pH*!' and indirect reactant to support certain concentration of surface localized
CO2*"*, but can be a specific nerd surface binder to displace the CO reduction adsorption**; Cu
related oxides and hydroxyls, with their theoretically improvement to lower activation energy on
a mixed oxides/Cu surface'*2°, have succeeded in tuning C2+ products selectivity and activity by
purposely preparing Cu surfaces with different amounts of oxides/hydroxyls or oxidation

26,31

states?®*!| with some spectroscopic evidences to show high frequency CO OH interaction®! and

lower frequency hydroxyls during Cu electro-oxidation or under oxidative species®***.

2.2. Background of SERS and SHINERS

2.2.1. Background of Raman scattering and Raman spectroscopy

Indian physicist Sir Chandrasekhara Venkata Raman unveiled the phenomenon of Raman
scattering phenomena in 1928*: by Employing a mercury lamp as the light source, he obtained
the light scattering of pure liquid benzene, discovering that, upon dispersion through a prism,
scattering light exhibited not only spectral lines with frequencies identical to the incident light
(Rayleigh scattering), but also faint spectral lines with frequencies different from the incident

light (either increased or decreased), denoted as Raman scattering. Subsequently, scholars from
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the former Soviet Union and France independently observed this phenomenon experimentally*®.
Due to its profound advantages in investigating molecular vibrational and rotational structures,

Sir Raman was awarded the Nobel Prize in Physics in 1930.

y Excited State v,
Virtual State [
! ] Ground State v,
Rayleigh Stokes Anti-Stokes Resonance
Scattering Raman Raman Raman
Scattering  Scattering Scattering

Figure 2.2. Illustration of Rayleigh and Raman scattering

As Figure 2.3 illustrates, the scattering spectral description results from the interaction of
excitation photons with the molecules. The monochromatic light with a frequency of vo possesses
photon energy hvo (where h is the Planck constant). Upon interaction, two types of collisions
arise: elastic and inelastic. In the elastic collision process, no energy exchange transpires between
photons and molecules; the photons merely alter their direction while conserving frequency,
resulting in what is termed Rayleigh scattering. On the other hand, the inelastic collision process
exchanges energies, resulting in alterations in both photon direction and frequency. For instance,
when a molecule in the virtual state transitions to E, = 1, it corresponds to an inelastic collision.
In this case, a portion of energy hv is transferred from the photon to the molecule, resulting in a
scattered photon energy of h(vo - v), commonly referred to as the Stokes line. Analogous
processes can occur when a molecule in E, = 1 transitions to the excited virtual state following
photon hvy excitation, then returns to the E, = 0 ground state, where photons relinquish some
energy to the molecule, altering the scattered photon energy to h(v0 + v), termed the anti-Stokes

line. Thus, the frequency of Raman scattering photons varies in relation to the incident photon
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frequency, resulting in what is termed the Raman shift, and both Stokes and anti-Stokes lines in

the Raman spectrum are symmetrically distributed on either side of the Rayleigh line.

It is noteworthy that Raman scattering is a second-order photon process, and the
differential Raman scattering cross-section of molecules typically remains exceedingly low, even
lower than that of infrared and fluorescence, typically around (or even less than) 102’ cm™sr'.
This intrinsically leads to the weak signal intensity of Raman scattering, generally around 107 to

107 times that of Rayleigh scattering.

On the other hand, the early use of mercury lamps as excitation light sources had limited
energy, poor monochromaticity, directionality, and coherence, and was mostly unpolarized. This
resulted in spectroscopic acquisition times spanning several hours or even days. These practical
experimental difficulties impeded the rapid development of Raman spectroscopy over the
subsequent three decades. The invention of laser technology in the 1960s made new life into
Raman spectroscopy as a new excitation light source. When compared to the earlier employed
mercury lamps, lasers show advantages such as high output power and energy concentration,
superior monochromaticity, coherence, and near polarization purity. The improvements in optical
components and detection devices further expedited the rapid development of Raman
spectroscopy. In particular, the integration of Raman spectrometers with computers streamlined

data recording and analysis.

Nevertheless, even with these advancements, the application of Raman spectroscopy for
studying surface or interfacial molecular structures and properties remains challenging, primarily
due to the involvement of species participating in surface processes or reactions that often
comprise only monolayers or sub-monolayers of molecules. For instance, if conventional laser
Raman spectrometers are employed to detect species in surface monolayers, the scattered Raman
signal intensity from each molecule, when illuminated by 1 W of laser light within a 1 mm? area,
amounts to less than a photon count per hour (far below the detection limit of conventional
spectrometers), severely constraining the utility of Raman spectroscopy. As a result, it is
primarily employed as a supplementary technique to infrared spectroscopy for identifying

functional groups, structures, and configurations of partial organic compounds.

In 1974, Fleischmann and colleagues*’ achieved high-quality Raman spectra of pyridine

adsorbed on roughened Ag electrodes after electrochemical oxidation-reduction roughening
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treatment, a phenomenon initially attributed to an increase in the electrode surface area following
electrochemical roughening, thereby allowing for enhanced signal detection of adsorbed
molecules. However, subsequent investigations by Van Duyne*® and Creighton* revealed,
through meticulous experiments and theoretical calculations, that the 10°-fold enhancement of
pyridine molecule signals generated on the roughened Ag electrode surface far surpassed the
signal enhancement caused by the increased rough electrode surface area. With this, they
proposed that a certain effect must exist on the roughened electrode surface, which was later
termed Surface-Enhanced Raman Scattering (SERS). Based on this effect, the spectroscopic

technique was coined Surface-Enhanced Raman Spectroscopy (SERS).

2.2.2. The feature of SERS effects

Since the discovery of SERS, it has drawn close attention from physicists and chemists,
driving extensive experimental and theoretical investigations that have greatly advanced its
application in surface science. Over five decades, several distinct characteristics of the SERS

effect have been discovered>’>:

Remarkable SERS enhancement is observed only for a select group of metals such as Au,
Ag, and Cu, typically yielding enhancements surpassing 10°. In some cases, particularly at the
junctions of aggregated Ag or Au nanoparticles, enhancements exceeding ten orders of
magnitude have been reported®®, enabling detection limits at the level of individual molecules.
This establishes SERS as a vibrational spectroscopic technique distinguished by exceedingly
high surface detection sensitivity. The SERS effects on transition metals' surfaces, including Pt,

Pd, Rh, Ru, Fe, Co, and Ni, are considerably weaker.

The SERS effect is highly associated with nanoscale structures on the substrates, wherein
its intensity not only depends on the metal itself but also the size, shape, and spacing of the
nanostructures. Generally, the prerequisites for generating SERS involve substrates with nano-
scale roughness or substrates modified with particles featuring sizes on the order of tens to
hundreds of nanometers to induce physical or chemical enhancement. Under the same conditions
(laser wavelength, adsorbates, etc.), the SERS enhancement effects generated by different

nanostructures vary significantly, even exhibiting differences for several orders of magnitude.
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SERS exhibits an extraordinarily high surface detection sensitivity, with the maximum
enhancement obtained for molecules adsorbed on the first layer near the metal surface.
Concurrently, SERS also displays a long-range enhancement effect, remaining effective within
several nanometers, or even tens of nanometers, away from the metal surface. However, these

enhancement effects exponentially diminish with increasing distance.

The selection rules for SERS are quite different than that of normal Raman, with more
modes being evident in SERS spectra®>°. In conventional normal Raman spectroscopy, the
appearance of spectral peaks adheres strictly to the selection rules governing Raman transitions.
However, for SERS, the selection rules are less strict, allowing the detection of many Raman-
inactive vibrational modes in the SERS spectra. This is mainly related to the charge transfer

enhancement mechanism introduced later.

SERS spectral peak intensities and frequencies deviate from the normal Raman spectra of
molecules. Particularly in electrochemical interface systems, the intensity and frequency of
SERS peaks are highly dependent on the electrode potential applied. The influence of potential
on different vibrational modes of the same molecule can also differ. As a consequence, the SERS
intensity is not strictly linearly proportional to the number of molecules under different
potentials, whereas in conventional normal Raman spectra, Raman signal intensity correlates
proportionally with molecular quantity or concentration. This characteristic is also displayed in

the chapters in this thesis (in chapter 6, the unusual peaks enhancement of SAM/Au in SERS).

With these unique features, SERS has found extensive applications across various fields,
including electrochemical adsorption, catalysis, corrosion, biomedicine, environmental science,
materials science, and beyond. In the field of electrochemical adsorption, SERS has emerged as a

prominent technique®’-

, enabling the determination of adsorption configurations, adsorption
capacities, co-adsorption behaviors, and real-time monitoring of chemical reactions on substrate
surfaces. In the realm of catalysis, SERS serves to investigate the adsorption and reaction of
surface molecules on catalysts, such as the adsorption and electrocatalytic oxidation of methanol

on platinum in fuel cells™ ',

2.2.3. Mechanism of SERS effects
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SERS has been explored for over four decades, with wide applications across diverse
domains. Nevertheless, the interpretation of the mechanisms driving SERS enhancement remains
a topic of ongoing debate. Currently, the most widely accepted enhancement mechanisms are
electromagnetic (EM) field enhancement and charge transfer (CT) enhancement. The former
attributes enhancement to amplified local electromagnetic fields around metal surfaces by the
excitation, while the latter emphasizes polarization changes arising from chemical interactions or
charge transfer between molecules and metals. Experimental and theoretical studies
predominantly focus on the EM field enhancement mechanism, rendering it more extensively

developed and applied.

The electromagnetic field enhancement mechanism (EM)®*%® constitutes a physical
model asserting that under irradiation by incident laser light, the surface of a metal substrate
exhibiting certain nanoscale roughness experiences intensified local electromagnetic fields.
Given that Raman scattering intensity is proportional to the square of the electric field strength
experienced by molecules, the enhanced local electromagnetic fields significantly raise the
probability of molecules adsorbed on the surface undergoing Raman scattering. Ultimately, this
greatly augments the Raman signal intensity of surface-adsorbed molecules®. Currently, the
Surface Plasmon Resonance (SPR) is the primary widely accepted theory to explain the
enhancement: on metal surfaces with specific nanostructures, electrons collectively oscillate
when subjected to incident laser radiation, giving rise to surface plasmon resonance (SPR) at
certain frequencies. The excitation energy of SPR substantially augments the local optical field
on the metal surface, significantly enhancing the Raman signals of probe molecules residing
within. Thus, the presence of nanoscale roughness on metal surfaces is a prerequisite for SERS
enhancement. However, the electric field intensity generated by SPR diminishes exponentially as
the distance from the surface increases, operating within a range of a few nanometers, thus
constituting a long-range effect. Nevertheless, not all metals can generate surface plasmon
resonance under visible laser excitation. Metals like noble metals (Au, Ag, and Cu) and alkali
metals with free electrons are prominent examples of those capable of exhibiting surface

plasmon resonance.
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Figure 2.3. The illustration of Surface Plasmon Resonance enhanced near-field process
Adapted with permission by Springer Nature from “Nanostructure-based plasmon-enhanced
Raman spectroscopy for surface analysis of materials”®®

On the other hand, while EM has gained wide consensus and has been employed in the
analysis of SERS spectra, there remain numerous experimental phenomena that require
additional explanation other than EM, leading to the emergence of the charge transfer (CT)
enhancement mechanism® %7, The charge transfer enhancement mechanism can be understood as
a type of resonance-enhanced process>. In response to incident light, charge transfer between
metals and molecules can occur when the photon's energy matches the energy required for charge
transfer. Under these conditions, charge transfer resonance emerges, resulting in substantial
enhancement of the molecules' polarizability and, consequently, signal intensity. This process
requires the presence of strong chemical interactions between adsorbed molecules and metal
surfaces, leading to the formation of surface compounds. Charge transfer enhances only on

molecules directly interacting with metals, making it a short-range effect that lacks the long-
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range characteristic of electromagnetic field enhancement®®. Charge transfer is generally

classified as either metal-to-molecule charge transfer or molecule-to-metal charge transfer.

2.2.4. The development of “borrowing” method and SHINERS

Due to the fact that only a few metals, such as Au, Ag, and Cu, possess highly effective
SERS activity on their rough surfaces, efforts have been directed towards extending SERS to
surfaces of other materials by proposing a concept of "borrowing” SERS activity through Au or
Ag nanostructures" (termed "borrowing"). This approach aims to enhance the universality of

SERS substrates.

Specific nanostructures, under the influence of excitation light at appropriate
wavelengths, can generate localized surface plasmon resonance (LSPR), which effectively
amplifies the optical field at certain specific regions within the nanostructure. Given the long-
range nature of the optical field, its strength exponentially attenuates with increasing distance
from the surface. Consequently, even molecules not in direct contact with the nanostructure
surface can experience the influence of the optical field, thereby resulting in enhanced Raman
signals. The "borrowing" concept was first introduced by Van Duyne et al. in 1983. They
successfully obtained SERS signals from molecules adsorbed on the surface of non-SERS active
semiconductor n-GaAs by electrochemically depositing silver nanoscale islands®~"!. This
method capitalizes on the far-reaching effects of the intense electromagnetic field generated by
high SERS-active Ag islands to enhance SERS signals from species adsorbed on the
semiconductor surface nearby. However, the success of this method is under a crucial condition:
during the study of surface species adsorption, it is imperative for these species to selectively
adsorb only on non-SERS active substrates, avoiding adsorption onto highly SERS active Ag
islands. Otherwise, the SERS signals from species adsorbed on Ag islands would greatly surpass
those from the semiconductor, leading to erroneous results. In practice, most molecules tend to

adsorb on highly SERS-active Ag islands.

Starting from 1987, Fleischmann and Weaver's groups independently deposited ultra-thin
layers of weak or non-SERS active materials onto highly SERS-active Ag’*"?, and Au’*"¢

substrates, respectively. Leveraging the substantial electromagnetic field enhancement generated
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by the underlying high SERS-active Ag or Au, this technique even influences molecules not
directly in contact with the SERS-active substrate, resulting in enhanced Raman signals.
However, it's noteworthy that electromagnetic field intensity significantly diminishes as the
distance from the Ag or Au surface increases, necessitating ultra-thin transition metal films,
usually a few atomic layers thick, to be deposited onto Ag or Au surfaces. The challenge, at the
time, lay in depositing complete ultra-thin metal layers on irregular substrates, avoiding the
occurrence of "pinholes." Furthermore, this approach inherently entails material-specific
deposition conditions, rendering its success limited to only a few metal surfaces, which hinders

the SERS applications in other fields.

In recent years, bicomponent core-shell nanoparticles have gained increasing popularity
in SERS applications. Notably, the most widespread application involves core-shell nanoparticles
with highly SERS-active Au nanoparticles as cores. These nanoparticles can be divided into two
categories based on the shell materials used for encapsulation: one class involves chemically
active shell materials such as Pt, Pd, Rh, Ru, and other transition metals; the other class includes

chemically inert shell materials such as SiO, AL,Os, etc.

For core-shell nanoparticles with chemically inert shell materials, while thick shells
typically range from 20 to 50 nm and are commonly used as carriers for SERS labels in

biological studies’’”’

., ultra-thin shells range from 1-2 nm to 3-5 nm were firstly systematically
studied by Jianfeng Li et al. in 2010, named as SHINERS®, and gradually they are widely used
in electrochemical interfaces and due to its wide applicability. There are several advantages of
utilizing the ultrathin shell of core-shell nanoparticles. First, the ultrathin shells without pinholes
separate the cores from the material surface (and the environment), thus ensuring that no
molecular contact between the core and the environment. Second, the chemically inert SiO> or
Al>Os shell effectively avoids interparticle and particle-metal substrate fusion under laser
excitation or other sample treatments, which significantly improves the stability of the
nanoparticles and the probe structures. Third, the shell thickness controlled by the synthesis can
be used to control the spacing nanogap between the core particles and the substrates and

consequently enables different degrees of the particle—substrate electromagnetic coupling®*®!.
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Figure 2.4. Different measurement modes of Raman and PERS on hard and soft materials.

(a) Raman measurements on bulk samples comprise signals mainly from the bulk. (b)Surface-
enhanced Raman spectroscopy (SERS) measurements. (c¢)Tip-enhanced Raman spectroscopy
(TERS) measurements of hard and soft materials. (d) Shell-isolated nanoparticle-enhanced
Raman spectroscopy (SHINERS) measurements of solid/liquid interfaces.

Adapted with permission by Springer Nature from ‘“Nanostructure-based plasmon-enhanced
Raman spectroscopy for surface analysis of materials”®®

SHINERS show great advantages over conventional SERS in many electrochemical

44,8284

fundamental mechanistic studies, especially on the single crystals systems , which require
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the atomic level smooth surface which is against the concept of the roughening surface by
conventional SERS. Besides, it is also widely applied to studies on various reactions we
mentioned, including HER3%# ORR®*86, CO/CO2 reduction®*°, CO oxidation®"*?, OER**, and
NRR®. In the thesis, we choose methods of SERS or SHINERS in measurements for different
purposes. For systems conducted on non-Au and smooth surfaces, we tend to use SHINERS to
gain enhancement; for the system requires simplicity and without further perturbations, we prefer
conventional SERS. The preparation of the SERS or SHINERS substrates is discussed in Chapter
3.
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2.3. Basics of VSFGS

In this thesis, besides the SERS and SHINERS, the VSFGS is also utilized as a
supplementary experimental spectroscopic tool to investigate the interfacial processes. Thus, the

background on VSFGS is also introduced.

Vibrational sum frequency generation (VSFG) spectroscopy is built upon the foundation
of non-linear optical processes, offering a unique approach to probing molecular structures and
behaviors at interfaces®. Unlike linear spectroscopic methods that involve the absorption or
emission of photons, non-linear optical processes occur when two or more photons interact
simultaneously with a material, resulting in the generation of new frequencies that are the sum or

difference of the original photons”®. wgre = wi;r + Wy;s

The advantage of this higher frequency detection is that it allows background-free
detection with even single photons to be detected in principle. This can be understood through its
two-step process: resonant vibrational excitation followed by Raman scattering. The process
begins with the absorption of an infrared (IR) photon, which excites a vibrational transition
within a molecule absorbed at the interface. This transition imparts vibrational coherence to the
molecule, setting it into motion. Subsequently, a visible or near-infrared (NIR) photon interacts
with the molecule, inducing Raman scattering. The two photons' energies combine to generate a
sum-frequency photon, which is detected as the VSFG signal. In practice, a tunable IR beam
with different frequencies can be applied and the visible beam is usually fixed to overlap

spatially and temporally to generate the SFG signal.
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Figure 2.5. Comparison between the techniques of vibrational spectroscopy

Raman scattering (Stokes-dark blue, anti-Stokes- light blue, resonance Raman-green), infrared

absorption (red), and vibrational sum-frequency generation (orange).

Importantly, the SFG process requires that the vibrational transition is both IR and Raman
active and is particularly powerful for investigating interfacial phenomena due to its inherent
surface specificity. SFG is a second-order nonlinear process, which lies in the concept of
inversion symmetry breaking at the interface between centrosymmetric materials. In
centrosymmetric media, the inversion symmetry ensures that even-order non-linear processes,
such as second harmonic generation (SHG), are forbidden. However, when two such media are
brought into contact, as is the case at an interface, the symmetry is disrupted, and the non-linear
process becomes allowed. In summary, the SFG photons can be only generated at the interfaces
between two centrosymmetric media. This is the attribute of the surface specificity of VSFG

spectroscopy.

The VSFG analysis involves resonant and non-resonant contributions in the total signal.
The intensity of the resonant contribution is directly related to the resonant polarization of the
probed molecules at the interface and from the oscillating electric dipole of the vibrational
modes. A non-resonant (NR) signal also emerges, often from the collective response of surface
electrons to the intense laser fields. This NR signal can mask or interfere with the resonant

signal, leading to complex spectra that require deconvolution for accurate interpretation. Since
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SFG is a second-order process, its intensity can be expressed as a relationship to the cond-order
nonlinear susceptibility of the sample, which can be modeled by a Lorentzian model for an

adsorbate’’:

An

ISFG « |y@* = |4ynei® + Z
|X | NRE o — o, + 1T,
n

In the previous equation, 4,, w,, and [, represent the amplitude, frequency, and line width (half-
width at half maximum, HWHM) of the resonant nth vibrational mode of the adsorbate, whereas
Apyr and ¢ represent the amplitude and phase of any non-resonant susceptibility. Furthermore,
the amplitude of the resonant n™ vibrational mode 4,, is related to the hyperpolarizability tensor
of the molecule, which in turn also depends on the orientation of the molecule at the interface,
thus the comparison of the SFG intensities with different polarization combinations of the IR,

visible, and SFG beams enable to obtain orientational information.

In practice, under the proper experimental design, the VSFGS can obtain the sub-
monolayer molecular information at the interfaces. Moreover, the advantage of the VSFGS is
that it avoids surface roughening or putting additional nanoparticles on the surface used in the

surface-enhanced spectroscopies. Thus, it can be applied to a wider range of electrode materials.
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3. Chapter 3 Methodology

3.1. Spectroscopic setups
3.1.1. Raman setup and signal processing

A home-built Raman system (shown in Figure 3.1) is utilized for all Raman
measurements. The system includes a polarized 632.8 nm He-Ne laser source, corresponding
needed optics, and Raman signal was collected by a spectrograph (Shamrock, Andor) and further
detected by an electron-multiplied charge coupled device (Newton EMCCD, Andor). The HeNe
laser source was from Thorlabs (HNL210LB); a 10X microscope objective (10X Olympus Plan
Achromat Objective, 0.25 NA, 10.6 mm WD, from Thorlabs, RMS10X) and a 50X objective
(50X Objective, 0.55 NA, 13 mm WD, from Newport, MLWD-50X) were separately used
during spectra acquisition. Xe light was used for calibration from 100 to 4000 cm ™! spectral

window before experimental measurements.

! Bandpass filter

Iris

He Ne CW Laser 632.8 nm

Spectrograph

MO3 wmem ND filter Electrochemical Station

Halogen illuminator
Notch filter -
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G I 1
. ; BSO01 BS02

Sample Stage
(Electrochemical Cell)

Figure 3.1. Schematic diagram of the home-built Raman system.
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Figure 3.2. Example of Raman spectra fitting
Representative spectrum of 4-MBN at 0 V on Au (black circles) and fitting results (red line). The obtained
spectra were fitted with a Voigt function to obtain the frequency.

As shown in Figure 3.2, the obtained Raman spectra are fitted with a Voigt function to

obtain the exact frequency, intensity and FWHM information.

3.1.2. SFG setup and signal processing

Sum frequency generation (SFG) spectroscopy combined with electrochemistry can be
used to probe the vibrational information strictly from intrinsic solid/liquid electrode/electrolyte
surfaces while measuring the charges (voltage and current density) transferred between the
surfaces. Thus, this method provides much strictly surface-confined but still abundant real-time
vibrational spectroscopic and electrochemical information together. A typical combination of in-
situ VSFG-electrochemical system consists of three key components: a steady sum-frequency
generation spectrometer, an SFG spectro-electrochemical cell, and an electrochemical

potentiostat. The SFG spectrometer and the SFG electrochemical cell components are briefly

37



introduced as follows. All the experiments in this report were done with three different home-
built sum-frequency generation spectrometers. As Figure 3.3 shows, an SFG spectrometer
typically includes a visible pulse and an IR pulse from the same light source, a delay line to
control the passing length of the two beams to make their phases perfectly match, several wave
plates or/and polarizers to tune the polarization of the beam and focusing lenses to tune the beam

sizes.

Electrochemical
Workstation

Spectrograph Sample Stage  Mirror (up) .
: o | — e ~36 W, 200 kHZ, 1030 nm input
Mirror (up) LY — = g Lens
. = T mEa—— = | .
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BRM2
Vertical table Delay stage S

PR

. HW Plate i§ 4W un-compressed

:E 36 W compressed
g

u
PR

Mirror

515 nm, <10cm-1

Figure 3.3. Schematic Picture of an SFG spectrometer

For experiments requiring probing the bands at the wavelength in this region which water
will considerably interfere, water moisture in the air has to be purged by dry air; thus, a well-
sealed box for the IR pulse paths is needed to be built up and often supposed to be equipped for
dry air. The data in this report are collected by 3 different home-built SFG spectrometers with

different laser sources (Mai Tai, Astrella and Carbide).
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Figure 3.4. Example of SFG spectra fitting
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Representative spectrum of CO on Au at -0.3 V (black circles) and fitting results (black line and red line).
The obtained spectra were fitted with a Voigt function to obtain the frequency.

The intensity of the SFG signal can be given by':

2

2
Howsp) < |\ Xerr| Lvis(@yis)ir(@r)

Where I,,;s(w,;s) and I,z (w;g) are the intensities of the input visible and IR beam fields,

and )(Sc} is the effective second-order nonlinear susceptibility of the surface, here it is written as:

X3y = [e(wsr) - L()] - xP: [Lwyis) - @(@yis)][L(wi) - 8(wpr)]

Where é(w) is the polarization vector of the frequency w , L(w) is the Fresnel factor at
the frequency w. In SFG with a different combination of the selective polarization, different
components of )((2) can be acquired. Here, z is along the surface normal, thus in this experiment,
considering all adsorbed CO at interfaces are along the normal direction, all measurements are

tuned with ppp polarization. y(®)can be taken as a sum of non-resonant component )(I(VZR) and

resonant contribution component Xlgz)' In practical, the non-resonant signal is firstly acquired to
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determine the conditions are suitable for SFG measurements, and normalization is usually taken
bare non-resonant signal at a certain bias. The analysis of SFG spectra also requires the surface is
smooth. Thus, the pre-treatment for electrode smoothness is crucial. With these information, the
actual SFG spectra can be fitted by the equation Equation 1, in practical, the normalized spectra
are often used (the spectra of sample with resonant signal is normalized by the bare substrate
without resonant signal), so that the spectra can be fitted with the other parameters only related
with the resonant signal.

A, 2
wy, + il

2
2 2 -
Ispg |X1Eug +X1(e) = |ANR3“5 + E —
n WIR

Equation 1. The fitting equation for SFG spectra

Based on the fitting results, we then can obtain the resonant frequency (the frequency
related with molecular information) and the amplitude (related with the surface molecule
population and the orientation).
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3.2. Electrochemical setups and materials

3.2.1. Electrochemical workstations and electrochemical cells

Raman Electrochemical cells. A home-built 3-electrode Teflon electrochemical cell is used
for measurements with the disk electrodes (Figure 3.5). A potentiostat (CH Instruments) was
used to control the potentials. The electrochemical cell body was cleaned in boiling mixed
concentrated acids (H2SO4/HNOj3, 1:1) for one hour followed by sonication and thorough rinse
with ultrapure water prior to use. An Ag/AgCl electrode (1 M KCI, CH Instruments) was used as
reference electrode. The potentials were converted to the reversible hydrogen electrode (RHE)
scale using E(RHE) = E(Ag/AgCl) + 0.0591xpH + 0.236. A graphite rod was used as counter
electrodes respectively, to eliminate possible contamination from Pt counter electrode, all
spectroscopic electrochemical measurements were reproduced with the graphite rod counter
electrode. The distance between the electrode surface and the cell window is estimated to be ~
250 pum. Another quartz cell (from Gauss Union INC.) is used for measurements with the film
electrodes, as shown in Figure 3.6. It equips with a electrode holder to tightly connect the film
working electrode, a Pt net counter electrode and a reference electrode. The advantage of this cell
is that we can do other visible light related measurements, such as photo current measurements

and transient reflectance measurements.

632.8 mm

Quartz window CW laser

RE Ag/AgCl

CE
Graphite

Figure 3.5. Raman spectro-electrochemical cell-01
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Figure 3.6. Raman spectro-electrochemical cell-02

SFG spectro-electrochemical cells. These cells for SFG are quite unique with more
considerations to be designed compared to Raman or ATR-IR spectro-electrochemical cells.
When Raman cells have a thicker layer electrolyte and ATR-IR cells do not need to take
thickness of electrolyte in account due to the refection from the working electrode film side, the
SFG electrochemical cells need to be designed with enough space left for an ultrathin layer of
electrolyte. 3 criteria should be noted: the layer should be ideal neither too thick to decrease IR
pulse energy reached at the surface (in water solution), nor too thin to distort the real-time
electrochemical mass transport responses, an usual way to realize it is to put a steady spacer
between the window and the electrode, and test it in electrochemical scan ; second, the
orientation of the electrode should be close parallel to the calcium fluoride window and the
electrolyte layer, so that the reflection is easier and more efficient to be tuned for SFG signals;
the electrolyte chamber should be isolated and sealed to get rid of the interference from the air.

The cell with this concept is home-made in Figure 3.7.
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Figure 3.7. SFG spectro-electrochemical cell-01

To enhance the air tightness and reproducibility of the cell locations, a new cell shown in
Figure 3.8 is designed and made with several adjustments shown in . Round shape has changed
to square to be better suited at the sample stage and fixed by screws; a rectangular cut at the
bottom of the cell to help connect the electrode more efficiently and stably; two screws sealed

top can functionalize as an inlet and outlet for electrolyte when the experiments are still ongoing.

Mid IR

800 nm SKG

& O Ring + Space CaF, window
CE - | |l &
Graphite RE
Ag/AgCl (1 M KCl)

WE
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Figure 3.8. SFG spectro-electrochemical cell-02
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3.2.2. Chemicals and other materials

Electrochemical measurements in aqueous solutions. Na>xCO3 (99.999%) and
NaH'3COs (99%) were purchased from Acros Organics and Cambridge Isotope Laboratories,
respectively. All electrolytes were prepared by using ultrapure water (Milli-Q, 18.2 MQ[Jcm).
Deuterium labelling experiments were prepared with D>O (99.9 atom% D) from Sigma-Aldrich.
Potassium carbonate (99.995% trace metals basis), NaClO4 (hydrate, 99.99%) was purchased
from Sigma-Aldrich. To prepare COs-saturated NaHCO3 solutions, the NaxCOs3 solutions were
purged with high purity CO2 gas (99.99%, nexAir) overnight. Ar and N>-saturated solutions
(Na2CO3, NaClOs) were prepared by purging the prepared solutions for 2 h with ultrahigh purity
Ar (99.999%, nexAir) or N> gas (99.999%, nexAir). CO purged solutions were purged under
ultrahigh purity CO (99.999%, PRAXAIR) for 2 h, A pH meter (Accumet basic AB15) was used

to measure the pH of all electrolytes prior to use.

Electrochemical measurements in organic solvents. Tetrabutylammonium
hexafluorophosphate (99%, TBAPF¢), Acetonitrile (anhydrous, 99.8%), Aniline (ACS Reagent
Grade, Liquid, >99.5%) are from Sigma Aldrich.

Electrodes. Indium tin oxide coated glass slide (square,surface resistivity 8-12
Omega/sq), Platinum wire (diam. 0.5 mm, 99.99% trace metals basi), Gold wire (diam. 0.5 mm,

99.999% trace metals basis), are from Sigma Aldrich; Gold electrode (OD:6mm, ID:3mm),

Nanoparticles synthesis. L-Ascorbic acid (=99.0%), Sodium citrate tribasic dihydrate
(ACS reagent, >99.0%), Sodium silicate solution (Na20O(Si02)x-xH20, 12.0-13.0% Si) are from
Sigma Aldrich; (3-Aminopropyl) trimethoxysilane (97%) is from Alfa Aesar.

SAM organic molecules related. 4-Mercaptophenylacetic acid (97%), 4-
(Mercaptomethyl) benzonitrile, 3-Mercaptopropanenitrile, Terephthalic acid, Benzanilide (98%),
4-Nitrothiophenol (technical grade, 80%), 4-Mercaptobiphenylcarbonitrile, are from Sigma
Aldrich; 2-(4-Mercaptophenyl)acetonitrile is from Aurum Pharmatech; 4-Mercaptobenzonitrile is

from Carbosynth.

Water. Resistivity >18MW-cm. Millipore Sigma Direct Q-5 ultrapure water system.
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3.3. Preparation for electrochemical electrodes

3.3.1. Electrochemical polishing of the electrodes

Cu electrode. The polycrystalline Cu disk electrodes (OD 6 mm, ALS, Co., Ltd) are firstly
polished by 0.05 um Al>O3 with polishing pads, then rinsed by ultrapure water and
electrochemically cleaned in 85% H3POg4 at 1.5 V vs. Ag/AgCl (1 M KCl) for 30 seconds until

showing mirror-like surfaces.

Au electrode. The polycrystalline Au disk electrodes (OD 6 mm and 10 mm, ALS, Co., Ltd)
are also polished by 0.05 um Al>O3 with polishing pads, then rinsed by ultrapure water firstly,
but then electrochemically polished in a different way: they are cleaned in a 50 mM H2SO4
solution from -0.2 V to 1.3 V vs. Ag/AgCl (1 M KCI) at 50 mV/s scan rate for 20 -30 min until
the oxidation peak of Au oxide to Au at around 0.8 V can be reproduce between two different

scans.

3.3.2. Electrochemical roughening electrodes for SERS measurements

Electrochemical roughening Au surface. The SERS substrates, electrochemical-
roughened Au electrodes, were prepared by placing the smooth polycrystalline Au electrodes in
KCl electrolyte and applying voltametric cycles of oxidation and reduction. The procedure of
roughening Au smooth film into SERS Au electrode followed the procedure reported by Liu et al.?
The polycrystalline Au coated film (Angstrom Engineering, 99.999% purity) working electrodes
was immersed in 0.1 M KCI solution, and a graphite counter electrode and Ag/AgCl reference
electrode were used during the roughening process. Around 15 oxidation-reduction cycles were

performed for the roughening.

3.3.3. Electrochemical deposition

Au on ITO. Electro-deposition of Au on the ITO electrode (Figure 3.9) is followed
by the procedure in previous report’. Firstly, ITO-coated glass plates were meticulously
cleaned using a sonication process for 30 minutes. The cleaning procedure included
sequential immersion in different solvents: soapy water, water, pure acetone, and 1M

NaOH. Subsequently, a gold film, approximately 50nm thick as estimated by AFM, was
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deposited onto the cleaned ITO glass plate. Electrodeposition was employed to create three
types of gold nanostructures: pyramidal, rod-like, and spherical. This was achieved by
immersing the glass plate in separate aqueous solutions containing 0.1M HCIO4 and
varying concentrations of HAuCl4 (40mM, 4mM, and 40mM, respectively). The
electrodeposition process occurred at different voltages: -0.08V for the pyramidal structures,
-0.08V for the rod-like structures, and -0.2V for the spherical structures. The

electrodeposition was conducted for a duration of 2 minutes for each structure, with

reference to Ag/AgCl electrode.

i

Figure 3.9. Electrodeposited Au on ITO disc electrode
Before deposition(right), after deposition (left)

Cu on Au. Electrodeposition of Cu on Au (Figure 3.10) procedures are quite similar
as the ones on Au films*, taking a CuSOs and sulfuric acid solution as a growth base,
electrodeposit a certain thickness Cu on the Au. Before electrodeposition, cyclic
voltammetry measurement should be taken to identify the surface conditions for Au disc
electrode. After this measurement, an electric charge of around 0.002 C should be reached
when around 10 nm thickness of Cu electrodeposits at the 6 mm diameter Au electrode.

(Details in the Figure 3.11)
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Figure 3.10. Electrodeposited Cu on Au (iisc electrode
Before deposition(left), after deposition (right)
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Figure 3.11. Measurement of electrodeposited Cu on Au disc electrode
Cyclic voltammetry of Au electrode in Ar-saturated SmM CuSO4 + 50 mM H>SOq(left),
i-t Curve of Au electrode in Ar-saturated SmM CuSO4 + 50 mM H>SOa4(right)
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3.4. Preparation for materials and characterizations

3.4.1. Au nanoparticles synthesis for SERS

A 200 ml aqueous solution of HAuCl4 with a mass fraction of 0.01% is heated to boiling.
Then, 1.4 ml of a sodium citrate solution with a mass fraction of 1% is quickly added. After
about 1 minute, the solution changes color from pale yellow to black, and after 2 to 3 minutes, it
turns reddish-brown. The solution is maintained at a gentle boil for 40 minutes and then the
reaction is stopped, followed by cooling in a water bath. This process results in the formation of

reddish-brown gold nanoparticles with an approximate diameter of 55 nm (Figure 3.12).

To synthesize gold nanoparticles of different sizes, the amount of sodium citrate added
needs to be adjusted. For instance, to synthesize 12 nm gold nanoparticles, 6 ml of sodium citrate
solution should be added. For 45 nm gold nanoparticles, 2 ml of sodium citrate solution should

be added.

. L

Figure 3.12. TEM image of synthesized Au nanoparticles
Diameter ~55 nm. Zoom out image (left) and zoom in image (right).

3.4.2. Au@SiO; nanoparticles synthesis for SHINERS
Au@SiO; nanoparticles were prepared based on the methods developed by Li, et al®. The
obtained shell-isolated nanoparticles were characterized by TEM and electrochemical methods to

verify the SiO; shell fully covered the Au core (Figure 3.13).

Take 30 ml of a colloidal solution containing 55 nm gold nanoparticles and add 0.4 ml of a 1
mM solution of 3-aminopropyltrimethoxysilane in water. Stir the mixture for 15 minutes and

then add 3.2 ml of a 0.54% solution of sodium silicate. Continue stirring for an additional 3
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minutes. Next, place the reaction container in a water bath heated to 95°C to initiate the reaction.
To stop the reaction, simply remove the colloidal solution from the bath and place it in an ice-
water bath. By controlling the reaction time, nanoparticles with different silica shell thicknesses
can be obtained. For nanoparticles with a shell thickness of approximately 2 nm, the reaction

should be carried out for 20 minutes. The shell of 3 nm needs around 30 minutes. For a shell

thickness of 4-5 nm, the reaction time should be 60 minutes.

ﬂO nm

Figure 3.13. High resolution TEM image of synthesized Au@SiO: nanoparticles
Diameter ~55 nm, thickness of Si>O shell ~ 2-3 nm. Zoom out image (left) and zoom in image
(right).
3.4.3. SAM on electrode preparation

The coverage dependent SAM formation method followed the procedure reported by Hu
et al.® The pre-made roughened Au films were soaked in a concentration of 0.01 mM SAM
molecules ethanol solution for different times to obtain the samples with different coverage (from

20 s to overnight, over 48 hours).
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4. Chapter 4 Vibrational Spectroscopic Stark probe of the interfacial
electric double layer of CO on Au

4.1. Introduction and background

Understanding and characterizing the local environment and the properties of interfacial
electric double layer (EDL) holds significance not only within the fields of electrochemical
ineterfaces' but also across various domains in electro-catalysis, photo-catalysis, and
biology**°. The utilization of in-situ vibrational spectroscopic techniques has opened new
possibilities for investigating the EDL structure through molecular-level insights from multiple
vibrational spectroscopic techniques at the interfaces. The vibrational Stark effect, denoting the
electric field-dependent shift in vibrational frequency, has gained as a crucial indicator of the

local electric field's attributes and the EDL's molecular-level architecture®.

In a vibrational Stark probe measurement, to correlate with the calculations, the

experimental data is usually interpreted in the context of the conventional Stark equation’~

50



9. hv = —Aji - F , where h is Planck’s constant, v is the vibrational frequency of the probed

group, Al is the Stark tuning rate, and F is the electric field. From the previous equation, we

can also derive the expression of the absolute electric field strength as a function of potential’

do(ep) 1
do Ap

dw(p)

(applied voltage): F(p) = (¢ — @pzc) , where # is measured in experiments, and

Ap is from calculations, @py is the potential of zero of charge in the system.

Measuring the Stark tuning rate of specific vibrational modes and their positions within
the EDL affords a comprehensive view of the field strength and potential variations at those
specific locations. The development of electrochemical in-situ vibrational spectroscopic methods
has enabled the possibilities for measuring local electric fields at interfaces’™. Techniques such

as Surface Enhanced Raman Spectroscopy (SERS)'?, Surface-enhanced Infrared absorption

11-13 )7,14,15

Spectroscopy’''°, and Vibrational Sum Frequency Generation Spectroscopy (VSFGS
have been employed to capture EDL profiles by directly measuring the frequency shifts of

vibrational modes affected by varying electric field strengths induced by applied biases. These
experimental results, operating at the molecular level, offer valuable validation for theoretical

EDL models such as the Gouy-Chapman model and the Gouy-Chapman-Stern model”'®.

Notably, among these molecular probes, the presence of adsorbed *CO emerges as a
useful tool. Its significance is not only being an intermediate or product in many vital
electrochemical reactions such as CO; reduction, and methanol/ethanol oxidation but also due to
its distinct vibrational spectral features and potential-dependent vibrational Stark effect. In prior
investigations'’1?, the *CO on Pt system served as a testing ground for delving into double-layer
effects in both aqueous and organic electrolytes. In both systems, Stark tuning slopes of the
CO/Pt showed an independent relationship to the ionic strength or other changes in the diffuse
layer, indicating a unique double structure with the CO inside of the OHP. However, the double-

layer structure for other metals, such as CO/Au, remains unclear.

Herein, we present an investigation of the properties of the electric double layer in *CO
on the Au system by in situ Raman technique. By studying how the changes of the diffuse layer
(ionic strength) affect the responses of the *CO on Au in terms of the Stark tuning rates on CO
stretching frequency, we illustrate the position of the adsorbed *CO on Au metal. By in situ

Raman measurements, we observe two binding modes of *CO on Au, (bridging mode and atop
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mode) at different potential ranges. Unlike CO Pt has been proposed to be strongly adsorbed as
an adlayer of metal with no observable response to the diffuse layer changes (ionic strength), or
different lengths of SAM into the diffuse layers with noticeable responses with ionic strength, we
found a unique response of the two types of *CO to the electrolyte ionic strength of *CO on Au.
We detailed the study of how the Stark tuning rate of the *CO at different potential ranges
behaves under the different ionic strengths and revealed a more detailed understanding of the

double layer of *CO in the Au system.
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4.2. Experimental design of CO on Au and spectra fitting

To obtain a surface-enhanced Raman signal and avoid possible contamination from direct
interaction between the molecules and the Au nanostructures, the Shell-isolated Nanoparticle
enhanced Raman Spectroscopy is utilized in this study. The SiO; shell-coated Au core
nanoparticles were drop-cast on the Au electrode surface and then equipped in the
electrochemical Raman cell for measurements. Additional results with SFG prove that the
adjacent NPs in SHINERS measurements do not affect the absolute frequencies or the interfacial

electric field near the surface.
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Figure 4.1. Electrochemical cyclic voltammetry of CO on Au in NaClOs.

Whether the reaction occurring simultaneously (with a large Faradaic current) on the
electrode surface affects the Stark tuning rate measurement is still under debate. Therefore, to
ensure the accuracy of the spectroscopic measurement on the Stark tuning rate of CO, the region
with noticeable currents or the electrochemical reactions should be avoided. The cyclic

voltammetry measurements are conducted to identify the suitable electrochemical window for
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the spectroscopic measurements. As shown in Figure 4.1, the potential region negative than —1.0
V shows an obvious current increase from the hydrogen evolution reaction. In this study, the
region from — 0.1 to —0.8 V is chosen for spectroscopic measurements of CO Stark tuning rates
to avoid either CO oxidation at a more positive potential region or the hydrogen evolution

reaction region with a large Faradaic current.

After the Raman spectra were obtained, the peaks were fitted with the Voigt function with
multiple peaks, as shown in Figure 4.2. We obtain two modes in the measurement, and we label
the mode at the lower frequency ~2080 cm™ as A1 mode and the mode at the higher frequency
~2120 cm™ as A2 mode. According to the previous studies by IR and Raman, these two modes

20-22

should both belong to the 2-fold bridging mode and atop mode of *CO on Au, repectively

A2 0.1 M NaClO, CO sat.
400 ~H -= Cathodic scan -0.5V

200
07 = i _a‘__'...
i I ’ - I
2000 2100 2200

Raman Shift (cm™)

Figure 4.2. Example of the fitting Raman spectrum with two peaks.
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4.3. Raman result analysis— CO on Au as a Stark probe

In the case of CO on Pt, the CO is typically considered an adlayer of the metal or
positioned within the Stern layer (inner OHP). Consequently, it remains unaffected by changes in
the diffuse layer resulting from alterations in ionic strength or pH'”. To precisely determine the
location of CO within the electrochemical double layer (EDL) on Au, specifically whether it
resides in the Stern layer or the diffuse layer, we conducted experiments to investigate the
dependence of the Stark tuning rate of CO by tuning the concentration of the electrolyte (ionic
strength). We selected NaClOys as the electrolyte, with concentrations ranging from 0.01 to 0.5
M, while ensuring the pH was maintained around 7 to 7.6. As the ClO4™ anion does not strongly
bind to the surface, it avoids inducing competitive binding with CO, which could significantly

alter the surface coverage of CO and thereby affect the Stark tuning rate measurements.

The initial measurement was carried out in 0.5 M NaClO4 electrolyte with saturated CO.
The obtained spectra are depicted in Figure 4.3, revealing two modes in the range from -0.9 V to
-0.1 V. The higher frequency mode, A2, at approximately 2120 cm™, is present across the entire
range, while the lower frequency mode, A1, at around 2080 cm™, is observed only from -0.35 to
-0.1 V. As anticipated, the vibrational frequency of CO undergoes a shift towards higher
wavenumbers as the potential increases. This is primarily attributed to the reduction of electronic
back donation between the Au d states and the 2p* orbital of the chemisorbed CO at more
positive potentials. Consequently, the C-O bond shortens, causing an increase in the internal
stretching frequency and resulting in higher wavenumbers. Through spectra fitting, we obtained
the frequencies of these modes as a function of potential, as shown in Figure 4.3 B and C. In this
condition with NaClOy electrolyte, the A1 mode exhibits a Stark tuning rate of approximately
~57.3 cm™'/V, while the A2 mode displays a nonlinear behavior with a Stark tuning rate of ~27.9
cm’!/V from -0.9 V to -0.4 V and a different rate of ~23.4 cm™'/V from -0.35 to -0.1 V, where the
A1 mode coexists in the region. According to the previous detailed study of CO on Au®®??, the
A1 mode should be assigned with the 2-fold bridging mode of CO, and the A2 mode should be
assigned with the atop mode of CO.
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Figure 4.3. Raman spectra of CO on Au in 0.5 M NaClOa.
(A) the potential dependent Raman spectra from -0.9 V to -0.1 V. (B) Fitting frequency of A1l
mode as a function of potential. (C) Fitting frequency of A2 mode as a function of potential.

The nonlinear potential-dependent frequency shift slope feature seen in the A2 mode was

also reported in CO on Pd and CO on Pt systems**~*

, and this phenomenon is likely associated
with the co-adsorption of water or hydrogen adatoms on the surface within the same
electrochemical window, which leads to the displacement of adsorbed CO to different sites. In
our study, we hypothesize that a similar process occurs at the surface. Previous results indicate
that the frequency shift slope of the higher frequency (atop) mode is smaller when two modes

coexist, compared to that when the A1 mode is absent®***. Additionally, the cyclic voltammetry
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(CV) data shown in Figure 4.1 provide further evidence supporting the correlation between the
reduction peak at -0.35 V and water dissociation. The hypothesis is illustrated in Figure 4.4: at
more positive potentials where the water adsorption and reduction have not occurred ( -0.1 to -
0.35 Vin a 0.5 M NaClO4 solution), the CO adsorbed on two different sites with 2-fold bridging
mode (~2080 cm™) and atop mode (~2120 cm™), respectively, and at more negative potentials,
co-adsorbed H atoms or water molecules displace the bridging CO molecules, transforming them
into atop CO (at ~2120 cm™); and due to the different surface environment with different
adsorbates and CO coverages, the dipole-dipole interactions among *CO should be affected from
positive potential to negative potential range (positive potential: bridging CO and atop CO;
negative potential: only atop CO), the potential dependent frequency shift slopes of A2 (atop)

mode is affected as a result.

“CO(B) CO(A) CO(A)
g8 "¢ 338
o™ o™
Negative bias
Non-HER region HER region

Figure 4.4. Hypothesized scheme of H adsorption induced exchange of CO adsorption sites.
Balls of different colors represent different atoms: yellow-gold, black-carbon, red-oxygen, and
white-hydrogen. *CO(B) represents the adsorbed CO in bridging sites, *CO(A) represents the
adsorbed CO in atop sites. NER region means the potential at more positive than the water
reduction onset, and the HER region means the potential region within the water reduction.

Besides, we also comment on the “Stark tuning rate” term. With the understanding of the
literature report'’, we think that the Stark tuning rate is mainly influenced by two factors. Firstly,
it is determined by the exchange of electrons between the orbitals of the electrode and the CO
adsorbate. Specifically, when the potential becomes more negative, there is an increased back
donation from the electronic d states of the metal to the 2p* adsorbate state. Secondly, it is
affected by changes in the molecular polarizability caused by the electric field. This involves the
interaction of the interfacial electric field with the dipole moment of the adsorbate. Thus, the

vibrational spectroscopic changes as a result of the tuning electrochemical potential can be
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differentiated from the conventional Stark effect (only induced by the electric field), it will
includes 2 factors in the “electrochemical Stark effect”!”: the changes originated from the

chemical bonding changing, the changes due to the pure electric field changing.

4.4. Raman result analysis— lonic strength effect on CO Stark tuning rate

To verify the hypothesis on the H adsorption-induced transformation and to assess the impact of
the diffuse layer thickness on the vibrational properties of the adsorbed CO, the electrochemical
Stark tuning rate was determined for various concentrations of the supporting electrolyte in

addition to 0.5 M, 0.2 M, 0.1 M, 0.01 M NaClOx.
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Figure 4.5. Tonic strength-dependent vibrational frequencies of A1 and A2 modes.

(A) the frequency of A1 mode obtained from Raman measurement. (B) the frequency of A2
mode obtained from Raman measurement. All the measurements were conducted in supporting
electrolytes with 0.5 M 0.2 M, 0.1 M, 0.01 M NaClOy saturated with CO.

Figure 4.5 A and B show the potential dependent vibrational frequency of adsorbed CO on Au in
different binding sites, 2-fold bridging mode (A1, in A) and atop mode (A2, in B). Each data
point represents the fitted frequency from the Raman spectra of the specific system. The original

Raman spectra are shown below.
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Figure 4.6. Raman spectra of CO on Au in 0.2 M NaClOa.
(A) the potential dependent Raman spectra from -0.9 V to -0.1 V. (B) Fitting frequency of A1l
mode as a function of potential. (C) Fitting frequency of A2 mode as a function of potential.
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Figure 4.7. Raman spectra of CO on Au in 0.1 M NaClOs.
(A) the potential dependent Raman spectra from -0.9 V to -0.1 V. (B) Fitting frequency of A1l
mode as a function of potential. (C) Fitting frequency of A2 mode as a function of potential.
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Figure 4.8. Raman spectra of CO on Au in 0.01 M NaClOs.
(A) the potential dependent Raman spectra from -0.9 V to -0.1 V. (B) Fitting frequency of A1l
mode as a function of potential. (C) Fitting frequency of A2 mode as a function of potential.

The corresponding Raman spectra and the fitting results on the potential dependent
frequency shift slopes of the A1 and A2 modes can be found in Figure 4.6 (0.2 M), Figure 4.7
(0.1 M), and Figure 4.8 (0.01 M). From the information, we fitted the potential dependent

frequency and summarized the ionic strength-dependent Stark slopes of 2 modes in the tables.

Table 1 and Table 2 summarize the fitted Stark tuning slopes of the A1 and A2 modes as
a function of potential. Firstly, in the A1 mode, it is clear that the data in the whole potential
region can be separated into 2 parts with different Stark tuning slopes. One part is roughly from -

1.1 V to -0.6 V, where the slope shows independence of concentration and stays constant at

61



around 27.5~ 30.7 cm™'/V. The other part is from -0.6 V to -0.1 V, where the Stark slope appears

to be dependent on ionic strength.

Table 1. Ionic strength-dependent results for *CO —A1 mode.

The potential dependent frequency shift slopes of *CO frequencies (A1l mode) from 0 to -0.4 V.
Condition pH R (cm’l/V)

0.50 M 7.6 57.3+9.0
0.20M 7.4 39.1+2.8
0.10M 7.5 35.1+2.0
0.01 M 7.7 189+2.8

Table 2. Ionic strength-dependent results for *CO —A2 mode.

The potential dependent frequency shift slopes of *CO frequencies (A2 mode), R1 refers to the
slopes independent of ionic strength (from ~-0.4 V to -1.1 V), R2 refers to the slopes dependent
on ionic strength (from 0.1 V to ~-0.4 V).

Condition pH Rl (cm'/V) R2 (cm’'/V)

0.50 M 7.6 279+04 234+1.0
0.20M 74 29.4+04 155+ 1.6
0.10M 7.5 27.5+09 11.9+1.5
0.01 M 7.7 30.7+1.6 6.1£2.4

From the results in Table I and Table 2, it is seen that from 0.1 to -0.4 V, when the atop
mode (R2) and bridging mode coexist on the Au surface, A1 and A2 both experience a
dependence on the ionic strength of the electrolyte, and the Stark tuning rate decreases as a
function of the concentration; from -0.4 V to -1.1 V, where only atop mode exists, the CO
stretching mode is no longer dependent on the ionic strength.

62



4.5. The theoretical model of the electric double layer of CO on Au and the discussion

The electrical double layer (EDL) describes how ionic charges are distributed near the
interface of a charged surface in contact with a liquid electrolyte®. Traditionally, the EDL is
separated into two distinct regions: the Helmholtz layer and the outer diffuse or Gouy-Chapman
layer. The Helmholtz layer represents the lowest point where ions approach the electrode surface.
When specific adsorption occurs, the Helmholtz layer is divided into two parts: the Inner
Helmbholtz Plane (IHP), which consists of specifically adsorbed ions, and the Outer Helmholtz
Plane (OHP), which consists of non-specifically adsorbed ions approaching the surface. Non-
specifically adsorbed ions at the OHP are surrounded by solvent and interact with the charged
surface through electrostatic forces. The outermost portion of the EDL region is known as the
diffuse layer, where fully solvated ions are distributed in a manner resembling the Debye-Hiickel
theory, interacting through electrostatic forces with the charged surface. The charge on the
electrode surface is effectively shielded by the opposite charge within the EDL, meaning that the
potential difference between the (metal) electrode and the electrolyte primarily occurs within this
EDL. Exploring the configuration of the electrochemical double layer (EDL) and its impact on
electrochemical reactions has been one of the important topics in the field of physical

electrochemistry.

double-layerudies'’*%2” demonstrate the sensitivity of the molecular Stark effect probes to the
changes in the diffuse double-layer by examining the Stark slopes of the nitrile/CO probes
changes with the ionic strength (Debye length). The nitrile-terminated SAMs on Au and Ag*®?’
enable the probe of how the vibrational mode at different positions relative to the boundary
between the Stern layer and diffuse layer responds to the ionic strength change in the diffuse
layer. And the discussion of CO on Pt!”, which falls within the Stern layer, shows that the tuning

172627 provide a comprehensive

rate of CO is independent of the ionic strength. These results
picture of how the probe moiety responds to the ionic strength, which can be divided into 3

distinct cases shown below, according to the Gouy-Chapman theory.
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Figure 4.9. The 3 models of Stark tuning rates of molecular probes in the double layer under
different ionic strengths.

In the first scenario, the probed mode resides within the diffuse layer, as exemplified by
the Au/Ag-attached SAM molecule illustrated in Figure 4.9A. In this case, as the ionic strength

is gradually increased, the Stark tuning rate is expected to diminish progressively until it
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becomes practically unmeasurable, as shown in Figure 4.9B. This negative response between the
ionic strength and the Stark tuning rates behavior can be explained as 1) when the ionic strength
is small (the large Debye length), the double-layer arrangement generates electric fields at the
interface that extend over tens of angstroms into the neighboring solution; consequently, a
noticeable Stark tuning effect manifest on the nitrile probe molecules even though it is far from
the interface; 2) when the ionic strength increases (short Debye lengths), compression of the
double layer happens, and the probed moiety falls outside the region where the potential drop
mainly occurs, thus, Stark tuning rates are predicted to be smaller; 3) this compression leads to a
faster decay of the electric field in a shorter range before reaching the nitrile molecule. As the
ionic strength increases (resulting in a decrease in Debye length), the double layer experiences
more pronounced compression, consequently leading to a further reduction in the
electrochemical potential gradient at the position of the nitrile group and even unmeasurable

Stark tuning rates.

The second scenario refers to the situations where the probed moiety is positioned in a
closer region within the diffuse layer (Figure 4.9C), yet still not within the OHP. As the ionic
strength increases, the probe is also expected to experience an increasing interfacial electric field
(Figure 4.9D). This phenomenon also can be explained by the predictions outlined by the Gouy-
Chapman theory. According to the theory and discussions in the previous case, a more compact
Debye length should give rise to a more substantial potential gradient (EFs). Notably, the EFs are
concentrated within a limited spatial range, positioned only at a few angstroms from the
interfacial boundary. As the ionic strength increases and the Debye length shortens, the confined
space of the diffuse layer facilitates the generation of bigger potential gradients. These gradients

effectively influence the probed moieties, contributing to a positive tuning response.

To elaborate on the two scenarios listed above, we used a numerical solver (COMSOL

Multiphysics 6.1) to simulate the coupling between electrostatics and the transport of ions, the two

physical chemistry process that dictates the electric field (ﬁ ) profile in an electrochemical cell as

a function of applied potential ¢, and ionic strength (ions concentration). The position dependent

-

Stark tuning slope ddTw is then related to dc;F , the response of electric field to applied potential,
M M
through do _do dF _ —Aj - 9" It should be noted that both F and —— is the e distance
depy  dF doy Aoy dpm
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(measured from the surface of electrode) the dependent, one needs to specify a position when

reporting their values.

-

dF
d¢

To capture the position dependent F and profile, we restricted our model as a one-

M

dimensional system as depicted in Figure 4.10A. And without loss of generality, we assume the
thickness of the Stern layer, or equivalently, the distance between the electrode surface and OHP,
is 0.5 nm and the concentration of NaClOj is tuned from 0.1 M to 0.5 M. To mimic the two
scenarios in Figure 4.9A, C, we select two points: point a resides in the diffuse layer (scenario 1)

and point b is positioned in a closer region within the diffuse layer (scenario 2). The position

dependent potential ¢ (the results returned from the numerical solver) and electric field F= Vo

are plotted in Figure 4.10b and Figure 4.10C for 0.1 M NaClOs. The linear relationship between

¢ and x, and most importantly, the constant F within the Stern layer (insets) confirm the robustness
of the simulation. The same analysis is then extended to other ionic strengths and applied potential,

and the simulated electric field (blue circle) and corresponding linear fit (red line) at point @ and b

are displayed in Figure 4.10D. The linear fit yields the slope ddTF for each curve which dictates
M
the Stark tuning slope and is depicted in Figure 4.10E. As mentioned above that ddTF determines
M
the trend of Stark tuning slope, our simulated results collaborated well with the two scenarios in
dF
dpm

Figure 4.9. It should be noted that the though the value of seems small, the multiplication with

dw

—Afi is the one that is comparable with experimental measured aon
M
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Figure 4.10. Simulated results of position-dependent Stark tuning slope. (A) One-
dimensional model represents diffusion of ions away from gold electrode with double-layer

structure defined. (B) Simulated potential and (C) electric field at each position evaluated at
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different applied potential. (D) Ion concentration dependent F -¢y curve evaluated at point a and

b. (E) Fitted slope

dF
Aoy

for point a (top) and b (bottom).

In the third scenario, we consider cases in which the probed modes of the molecules are

densely packed close to the interface shown as Figure 4.9E. In this configuration, these modes

are entirely contained within the OHP. As a result of this compact arrangement, the potential

drop across these modes remains relatively modest, and the dominance of the potential drop

occurs between the end of the molecule and the OHP. Consequently, the anticipated change in

response is independent of the ionic strength (Figure 4.9F). This absence of an ionic strength-

dependence origins from the fact that modifications in the ionic strength primarily happens in the

diffuse layer.
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Figure 4.11. The models of different structures of CO in the double layer on Au

(A) From 0.0 V to -0.4 V, the atop mode and bridging mode coexist within diffuse layer. (B)
Stark tuning rates of CO on Au: bridging (A1) atop (A2, R2) as a function of ionic strength in
solutions with different ionic strength: 0.01 M, 0.1 M, 0.2 M, 0.5 M NaClO4

(C) From -0.4 to -1.1 V, only the atop mode exists (within OHP), (B) Stark tuning rates of CO on
Au: atop (A1, R1) The solutions are: 0.01 M, 0.1 M, 0.2 M, 0.5 M NaClOs.

Returning to the analysis of the adsorbed CO on the Au system, we have observed two
distinct ionic strength dependencies within different potential regions. From 0 V to -0.4 V, we
observe two binding modes of *CO: the atop mode and the bridging mode. Both of these modes
exhibit a dependence on changes in ionic strength. Notably, as the ionic strength increases,
resulting in a smaller Debye length, the Stark slopes exhibit a corresponding increase. We infer
that within this potential range, both forms of CO likely show relatively loose packing
configurations on the Au surface. Consequently, this behavior is consistent with the second
scenario discussed previously. The potential drops across the CO layer, and their response serves

as a reflection of the properties of the surrounding diffuse layer during this phase.

From -0.4 V to -1.1 V, the bridging mode of CO disappears, and all CO converts into the
atop configuration. Remarkably, the frequency of atop CO within this range shows negligible
dependence on the ionic strength. This phenomenon indicates a strong interaction with the Au
metal substrate such as CO on Pt'”. CO can be also taken as forming an adlayer on the metal
surface. Here, the potential drop predominantly occurs at the juncture of the CO and the
Overlapping Helmholtz Plane (OHP). The behavior of *CO in this range remains is consistent

with the third scenario discussed previously.
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4.6. Conclusion

In conclusion, we investigate the structure and properties of the interfacial electric double
layers (EDLs) of the adsorbed CO on Au system through vibrational Stark tuning slopes of the
CO. Through the application of in-situ SERS technique, we observe two distinct peaks of
adsorbed CO on Au, atop mode of CO at higher frequency region and bridging mode at lower
frequency region. By changing the ionic strength of the electrolyte, our investigation reveals the
effects of the diffuse layer thickness on the Stark effect of adsorbed CO on Au. Our results reveal
that these 2 modes exhibit different appearance electrochemical windows and show different
ionic strength dependence. In the potential range spanning from 0 V to -0.4 V, the coexistence of
atop and bridging *CO modes is observed, both exhibiting a positive ionic strength dependence
(with increasing ionic strength, the Stark slopes increases). This positive relationship between
ionic strength and Stark slopes suggests that within this range, both forms of *CO likely assume
loose packing configurations on the Au surface so that they feel the changes in the diffuse layer.
From -0.4 V to -1.1 V, we only observe atop configuration without bridging mode. And within
the range, the atop *CO exhibits independence from ionic strength variations, signifying a robust
interaction with the Au metal substrate. This observation indicates the *CO as an adlayer on the
Au metal surface, with potential drop primarily localized at the CO-OHP juncture, thus almost
no potential drop can be felt across CO within this range. In summary, our observation and
investigation reveal the double layer properties of adsorbed CO on Au, providing deeper insights

into electrocatalysis.
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5. Chapter 5 Vibrational Spectroscopic Probing the impact of

Nanoparticle Proximity on Interfacial Electric Fields

5.1. Introduction and background

Probing and understanding the interfacial electric field within electric double layers
(EDLSs) is of great importance in electro/photo-catalysis on metal/semiconductor surfaces'~,
which plays a vital role in tuning electrochemical performances*”’. The development of
electrochemical in-sifu vibrational spectroscopic techniques has enabled researchers to study
static electric fields based on the molecular-level information at the interfaces® '>. The
spectroscopic tools, either selectively enhance the signal from interfaces (i.e. Surface Enhanced
Raman Spectroscopy, SERS) or are intrinsically generated from the surface'® (i.e. Vibrational
Sum Frequency Generation Spectroscopy, VSFGS!>!®), and can report the frequency of certain
vibrational modes and their dependence on the ruling factors, such as electric field!*!"-1%,
temperature'®, coverage?”, etc. The electric field-dependent vibrational frequency shift, known as
the Stark effect’!??, can be used as a probe for the local electric field experienced by the

t8:10.17.18.23.24 These measurements provide an experimental picture of

vibrational modes of interes
the EDL with the profile of the electric field strength at the molecular level and facilitate the
investigation of interfacial electric fields, which can be compared with classic theoretical models

of the EDL such as Gouy-Chapman model, Gouy-Chapman-Stern model, etc.

Among the various surface-sensitive spectroscopic techniques, surface-enhancement-
based techniques, such as Surface-enhanced Raman and surface-enhanced Infrared absorption,
require plasmonic nanostructures or nanoparticles (NPs) near the surface to enhance the intensity
of the interfacial optical phenomena®®2®. The extent to which the addition of these NPs perturbs
the EDL and further affects the characterization results remains debated. For instance, in situ
Shell Isolated Nanoparticle Enhanced Raman Spectroscopy (SHINERS)?’, employing shell-
isolated plasmonic nanoparticles, has been widely utilized in probing electrochemical

30,31

electrode/electrolyte interfaces™ " and identifying key intermediates in energy conversion

systems*? ¥, but it is recently reported*® that the absolute frequency of certain modes of
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molecules are also affected and show a NP-distance dependence when the Raman signal is
enhanced via the electromagnetic field enhancement mechanism in a SHINERS system, which
indicates the additional NPs’ influence on the surface static electric field. When utilizing a

scanning-tip-enhanced Raman experiment, previous studies®’-*

also reported substantial
perturbation of the EDL in the presence of the STM tip, highlighting the potential sensitivity of
the interfacial environment to physical and chemical modifications. SERS with Nanoparticle-on-
Mirror(NPoM) scheme!*-* presents a similar controversial question on whether the probed
IEF is affected. It has been reported'**” that the molecules inside the “sandwich” structure show
a Stark tuning slope similar to that measured by conventional SERS without sandwich structures,
indicating the unaffected static IEF in the EDL; conversely, other studies** ™’ claimed that the
vibrational molecular probes are affected by the local electric field environment in a gap mode

SERS, which can be modulated by the gap size and affected by the polarized NPs from the

electron tunneling across the junction.

In this section, shown in Figure 5.1, we aim to investigate the influence of nanoparticle
proximity on interfacial static interfacial electric fields (IEF) by comparing the absolute
frequencies and the Stark tuning slopes (the potential dependent frequency shift) of several
vibrational modes on the same electrode with nanoparticles on the surface probed by SHINERS
and without nanoparticles probed by VSFGS (shown in Figure 1.). The pronounced vibrational
modes of molecules are intentionally selected with a longitudinal distance-dependent difference,
specifically vCO in CO, vNC in phenyl isocyanide, VCN in 4-mercaptobenzonitrile, and vCO and
VNC in tungsten-pentacarbonyl(1,4-phenelenediisocyanide) (molecular ruler used by previous
work'®). By examining the Stark tuning rates of these modes and comparing the results obtained
using both SHINERS and VSFGS on the same “smooth” Au(polycrystalline) electrode surface,
we seek to answer whether and how the NPs on the surface affect the static IEF at an
electrochemical interface. Furthermore, we intend to provide valuable insights into the spatial
variance of the impact of nanoparticles on IEF and the applicability of SHINERS and SFG for

studying such phenomena.
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Figure 5.1. Scheme of Stark probe comparison of SFG and SHINERS

Schematic of in situ electrochemical SHINERS/VSFGS measurements in probing interfacial
electric fields by Stark tuning slopes of the molecules on Au(poly) electrodes. Different color
spheres represent different atoms: black-carbon, red-oxygen, white-hydrogen, and blue-nitrogen.
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5.2. Impacts of NPs on EF probed by the comparison of SFG/SHINERS
5.2.1. Considerations for SHINERS/VSFGS comparison

The different vibrational spectroscopic techniques should have identical frequencies for
the same probed modes of the species in theoretical principle if they are both IR and Raman
active. This is because the transition between energy levels is uniquely determined and is
irrelevant to the techniques. In practical experiments, the spectra obtained using different
measurement techniques may not be identical due to many reasons. For example, the full-width
at half-maximum (FWHM) of a vibrational mode may differ due to different selection rules or
surface inhomogeneity*?, as well as the convolution of the probe FWHM with the spectral width
of the vibrational mode itself. Differing enhancement mechanisms often show very different

4. Besides, if the surface

spectra, as not every mode will benefit from equal enhancemen
enhancement by different surface treatments is involved, more factors may perturb the actual
surface environment, leading to discrepancies in the observed absolute frequencies among
different techniques, i.e. different surface adsorption sites/geometries under different probing
techniques®>**, the surface roughness of substrates®, surface selection rules*®, and different

local temperatures'®/coverage®®/orientation, etc.

In our measurements, such mentioned surface environmental differences may cause a
difference in spectra measured with VSFGS versus SHINERS, as while VFSGS intrinsically
probes the behavior of the majority of molecules at the interfaces, surface-enhanced
spectroscopies only probe the subpopulation of the molecules at the “hot spot” where the
electromagnetic electric fields are enhanced. Thus, to control the focus of the study on the effect
of NPs and exclude the effects of others, we use the same Au electrode with the same treatment
process (mechanical polishing and electrochemical cleaning), except for NP drop-casting in the
case of SHINERS measurements, and the same molecular samples. Furthermore, to validate the
applicability of the measurements with two different techniques to elucidate possible light effects
by different light sources, a model system of weakly bonded CO on Au which is sensitive to light

perturbation in spectroscopic measurements is chosen first for benchmarking.
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5.2.2. Feasibility test on spectroscopic comparison — COaq on Au

CO adsorbed on Au is a model system for vibrational spectroscopic studies — CO is
comprised of only two atoms and the stretching mode v(CO) shows a pronounced peak in many
surface-sensitive spectroscopic tools, e.g., SEIRAS, SERS, and SFG. Due to the weak binding
energy of COaq on Au, this system can be easily perturbed by external electromagnetic fields,
thus techniques with varied wavelengths (e.g. IR vs. Raman)*° and/or different optical powers
(e.g., pulsed vs. continuous illumination)!® may lead to large differences in absolute frequencies

and Stark tuning rates®’, and even induce some desorption of CO'.

With the weakly bonded CO on Au, we can first investigate how different external
electromagnetic fields from two techniques influence Stark tuning slopes in our measurements. It
is worth noting that the laser characteristics in Raman measurements (continuous wave, 633 nm)
differ from those in SFG measurements (1 kHz pulsed, featuring narrowband 800 nm and
broadband IR centered around 4700 nm). Thus, we hypothesize that if the results measured by
SFG and SHINERS are quite similar in binding onset potentials, absolute frequencies, and Stark
tuning slopes within the weakly bound CO-Au system, then these similarities can rule out the
interference of external electromagnetic fields in the comparison study, or other words, the
different conditions/environment at the surfaces by two techniques should not introduce
observable differences. Under this hypothesis, we further believe that these effects from external
illumination should not impact more strongly bonded systems, such as self-assembled

monolayers (SAM).
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Figure 5.2. Comparison results of *CO on Au

(A) Potential dependent in situ Raman spectra of CO.q¢ on Au(poly) in CO-saturated 0.1 M
NaClOs solution. (B) Potential dependent in situ vibrational SFG spectra of CO.q on Au(poly)
with the same sample in CO saturated 0.1 M NaClOj4 solution. (C) The CO stretching
frequencies at around 2100 cm™! (obtained from fitting) in Raman and SFG measurements as a
function of potential. The squares and circles represent the measured data points, and the lines
represent the linear fitting of the data, the Stark tuning slopes are obtained by the intercepts from
the fitting lines, and all data are labeled in black (Raman) and red (SFG).

As illustrated in Figure 5.2, the Raman and SFG peak frequencies were obtained by
fitting the spectra (seen in Chapter 3). two pronounced peaks at around 2080 cm™ and 2120 cm’!
were observed in Raman, where the lower frequency peak shows from -0.1 V to -0.5 V, and the
higher frequency peak is prominent in all potential regions. In SFG spectra, the 2080 cm™ peak is
not as obvious as in Raman, but the weaker feature is still observable from -0.1 V to -0.5 'V, the
other higher frequency peak is more obvious through all potential windows at 2120 cm™'. Based
on the previous study>’, we assign the two peaks at different frequencies to different binding
environments (i.e. terrace sites vs. step sites) and the peak at around 2080 cm™ may have
originated from competitive water or Haq on metal co-adsorption®*>!. To have a better
comparison, we chose the more pronounced peak at 2120 cm™! for detailed potential dependent
frequency analysis. From the results in Figure 2C, we found that both Raman and SFG showed
two separate Stark slopes from the single 2120 cm™ peak, the first region is from -0.1 to around -
0.5V, the slopes are 12.9 and 11.7 cm™'/V respectively, the second region is from -0.5 to -1.0 V,
the slopes are 27.2 and 28.6 cm™'/V respectively. The two-segment slope pattern and the
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appearance of the lower Stark tuning slopes in the first region may be related to the COaq surface
coverage difference originating from competitive co-adsorption of water or Haq on metal, as the
lower frequency COaq also appears in the first region. Similar observations on the double-slope
of Stark tuning rates have also been reported for COad on Pd’!, in which it is presumably initiated

by the co-adsorption or Hag.

Nevertheless, the Stark tuning slopes of COaq on Au by Raman and SFG showed quite
similar results, both in the absolute frequencies and the Stark tuning slopes, this indicates that the
comparison between the two techniques with different laser properties is plausible. Furthermore,
it shows that for the weakly bonded molecules as the CO.q4 on Au, the presence of nanoparticles
places little effect on the static electric field within the double layer, or more specifically, the
static IEF within the outer Helmholtz plane(OHP) region where CQOaq exists is not noticeably
affected.

5.2.3. The impacts of NPs within OHP — PIC on Au

With the previous validation of the concept of comparison by different techniques, we
further did similar measurements with PIC SAM on Au to test the impacts of NPs on EDL within
OHP. The main difference between the SAM and the CO.q is that SAM forms a relatively
stronger bond with the Au surface through the Au-C or Au-S bond, which makes a more stable
surface coverage without changing the population of adsorbates during an electrochemical
potential change. Thus, the results of SAM can provide a more rigorous comparison by ruling
out the adsorbate population changes. PIC binds on the Au surface through the Au-C bond,
where the -NC group is directly attached to the Au surface and can be a probe of EF change
within OHP in EDL.
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Figure 5.3. Comparison results of PIC on Au

(A) Potential dependent in situ Raman spectra of SAM (phenyl isocyanide) on Au(poly) in Ar
saturated 0.1 M NaClOs solution. (B) Potential dependent in situ vibrational SFG spectra of
SAM (phenyl isocyanide) on Au(poly) with the same sample in Ar saturated 0.1 M NaClO4
solution. (C) The -NC stretching mode frequencies in Raman and SFG measurements as a
function of potential. The squares and circles represent the measured data points, and the lines
represent the linear fitting of the data, the Stark tuning slopes are obtained by the intercepts from
the fitting lines, and all data are labeled in black (Raman) and red (SFG).

As Figure 5.3A and B show, Raman and SFG spectra were collected from 0 V to 0.6 V in
Ar Ar-saturated 0.1 M NaClOjs solution. The PIC SAM was firstly prepared on Au electrode
surface and the NPs were then drop-cast later to form the “sandwich” structure. The -NC
stretching band appears in both cases with one noticeable peak at around 2190 cm™! region. By
detailed fitting of the spectra, the potential dependent frequency was obtained in Figure 3-C. The
Stark tuning slopes of PIC on Au are also quite similar for the two techniques, 28.1 cm™/V for
Raman and 27.7 cm™'/V for SFG. Similar to the previous scenario, the similarity on the Stark
tuning slopes indicates that the nanoparticles place little effect on the static electric field within
the double layer within the inner Helmholtz plane. However, the absolute frequencies of the two
techniques show a roughly ~5 cm™ difference, this difference indicates that the existence of
nanoparticles on the surface may change the surface coverage of the PIC SAM, leading to the
frequency shifts from different degrees of intermolecular interaction (dipole-dipole interaction??).
Besides, we also noticed that the Stark slope of the -NC group in PIC is slightly different from
what was reported in 1,4-pheylene diisocyanide (PDI) on Au (~16-20 cm™'/V)'¢, we believe this
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discrepancy is due to the para-substituted group on the other end of the benzene ring — as it may
modify the electron density of the benzene ring and -NC, which induced different response to the

change of electric field.

5.2.4. The impacts of NPs within diffuse layer— 4-MBN on Au
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Figure 5.4. Comparison results of 4-MBN on Au

(A) Potential dependent in situ Raman spectra of SAM(4-mercaptobenzonitrile) on Au(poly) in
Ar saturated 0.1 M NaClOg4 solution. (B) Potential dependent in situ vibrational SFG spectra of
SAM(4-mercaptobenzonitrile) on Au(poly) with the same sample in Ar saturated 0.1 M NaClO4
solution. (C) The -CN stretching mode frequencies in Raman and SFG measurements as a
function of potential. The squares and circles represent the measured data points, and the lines
represent the linear fitting of the data, the Stark tuning slopes are obtained by the intercepts from
the fitting lines, and all data are labeled in black (Raman) and red (SFG).

We then move on to analyze another extreme, in which the molecular probe is adjacent to
NPs and is relatively far away from the electrode surface and within the diffuse layer. In this
scenario, we anticipate that the NPs should have a nonnegligible effect on the static electric field
around it and thus the Stark tuning slopes should have quite different features for Raman (w/
NPs) and SFG (w/o NPs). To test this hypothesis, we utilized the 4-MBN SAM, in which the

nitrile group -CN is far away from the electrode surface (compared with PIC or CO) and pointing

82



towards the NPs. Many previous reports'*>%% have successfully shown that 4-MBN can be
applied on metal surfaces as a molecular probe for the surface electric field strength, and the
Stark slopes can vary based on certain conditions (solvents, ionic strength, potential region, etc.).
In our case, we compared the spectra in Ar-saturated 0.1 M NaClO4 solution from 0 V to 0.6 V
to avoid any possible reactions that may interfere with the measurements. As Figure 4A and B
shows, one pronounced -CN stretching mode at ~2220 to 2230 cm™! was observed in both Raman
and SFG. With the spectra fitting, the detailed potential dependent frequency can be obtained (in
Figure 4C). In contrast to PIC on Au, the Stark tuning slopes of 4 -MBN measured by SFG and
Raman are quite different (SFG is ~65% larger than Raman), with 2.0 cm™'/V for Raman and 3.3
cm™!/V for SFG, with the absolute frequencies also showing 4~5 cm™ difference. This dramatic
difference indeed bolstered the initial hypothesis, that is, the existence of NPs poses a noticeable

effect on the static electric field near the NP surface.

5.2.5. The whole profile of the EF affected by the NPs —molecular Ruler on Au

To quantify the length of the affected region due to NPs, we further conducted an
SFG/Raman comparison study using the ruler molecule: tungsten-pentacarbonyl(1,4-
phenelenediisocyanide) since it contains multiple vibrational active groups located at different

positions.

&3



Without NP

oo
:‘ :‘: 0 - §
I N
TT"TT
-0.475 2062 « CO-W Raman
; ’/\M’\_./ \“ P ﬁgﬂe{} s BN Cm_‘]’w
— 2058
('C.i -0.375 g 2056
~ | -0.325 5084 400+13cm v f
.|:_>:'| -0.275 52151- = NC-W Raman
2 | 0225 5 2 ., " News
()] | -0.175 3'2145 56+09em N
= | Qo ™ ) * : .
= 0175 |\ T 13+06cm 'V
-0.125 2105 +« NC-Au Raman 3
+ NC-AuSFG 3
-0.075 2100 218+13cmv_ -+
0025 gy b
2000 2100 2200 210 * 181x13emNV

: ) 05 0.4 -03 -02 -0.1 0.0
Raman Shift (cm™) Potential (V)

Figure 5.5. Comparison results of the molecular ruler on Au

(A) Potential dependent in situ Raman spectra of SAM (tungsten-pentacarbonyl(1,4-
phenelenediisocyanide)) on Au(poly) in Ar saturated 0.2 M TBAPFs acetonitrile solution. (B)
The -NC-Au (yellow label), -NC-W (blue label), and W-CO (green label) frequencies in Raman
and SFG measurements as a function of potential. Results of SFG data are taken from previous
publication'®. The squares and circles represent the measured data points, and the lines represent
the linear fitting of the data, the Stark tuning slopes are obtained by the intercepts from the fitting
lines, and all data are labeled in black (Raman) and red (SFG).

Our previous SFG study'® has shown the success of describing the static electric field
profile based on the measurements of the multiple -NC and -CO modes in the ruler molecule.
Thus, we took advantage of the multiple modes in the study and placed the same SAM under the

same condition with NPs for the comparison.

As Figure 5.5A shows, the Raman spectra of ruler molecules showed 4 peaks at different

frequencies, ~2000 cm™! for Fermi resonance, ~2060 cm™ for the -CO attached with W, ~2140
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cm’! for -NC attached with W, ~2190 cm™! for -NC attached with Au. We obtained the SFG
results at a similar potential region from the study'® in our group and compared them with
Raman results in Figure 5.5A. For the mode closer to the Au electrode surface, NC-Au (yellow
labeled), shows a similar Stark tuning slope by Raman and SFG, with 21.8 cm™/V and 18.1 cm
!/V respectively; while a larger difference on the Stark tuning slope can be observed by Raman -
5.6 cm™'/V and SFG -1.3 cm™'/V for the mode further to the surface, NC-W (blue labeled); as for
the mode close to the NPs, CO-W, a noticeable difference on the tuning slope is shown, -10 cm”
!V for Raman and -1.8 cm’!/V for SFG. The observation on the ruler molecule system confirms
that the different vibrational modes in one molecule on the electrode surface can experience
different influences on the local static electric field (EF) by the NPs assembled on the electrode,
the closer the modes are from the NPs, the bigger changes on the EF they can feel.

5.2.6. The model of the electric double layer with NPs

The physical picture of the EDL is usually described and interpreted by theoretical
models. In the conventional Gouy-Chapman-Stern model54, the electric double layer consists of
a Stern layer where the electric potential drops linearly as a function of distance to the surface
and a diffuse layer where the electric potential drops exponentially. This model considers the
specific adsorption of ions at the charged surface. The position where the nearest solvated ions
from the electrolyte can penetrate the surface adsorbates by diffusion is the Outer Helmholtz
Plane (OHP), which divides the Stern layer and the diffuse layer. In the case of 4-MBN, PIC like
SAM adsorbates electrolyte such as around 0.1 M NaClO4, the OHP should be near the end of

the benzene ring of the molecules'*'®.

The Stark tuning rate of certain mode reflects how electric potential drops(EF) at the
exact position; therefore, the differences in the measured tuning rates of the mode with and
without NPs describes how the EF is affected by the NPs, and analyzing the differences with the
modes at different positions can provide a quantitative description of the degree of the EF being
influenced by NPs and their relative positions of the NPs-effect. We label the probed modes in
different molecules as 2 categories based on their relative positions in the EDL of the Au

electrode: within the Stern layer (close to the electrode and far from the NPs) and within the
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diffuse layer (close to the NPs and far from the electrode). The measured modes within the Stern
layer region show a relatively smaller difference in Stark tuning rate, i.e., the vCO on Au shows
~ -5 9% difference with Raman vs. SFG comparison, the vNC mode in PIC also shows ~ 5 %
difference, and the vNC mode in molecular ruler shows ~ -17 % difference. This experimental
observation indicates the assembled NPs on Au electrode surface only pose a limited effect on
the electric potential gradient (electric field) within Stern layer. As for the modes within the
diffuse layer of the electrode surface, they show much bigger difference, i.e., the vCN in 4-MBN
show ~40 % difference, vCN of W-CN and vCO of W-CO in the ruler molecular system show ~
330 % and ~ 455 % differences, respectively. The bigger difference reveals that the electric field
in the diffuse layer is quite different from that with the addition of the NPs.

To validate this conclusion from the experimental observation, we have other simulation
in progress. The results are summarized into a qualitative model (seen in Figure 5.6) to describe
the impacts of NPs near the electrode in the molecular ruler system. In this model, the adjacent
NP is next to the SAM molecule on the surface, the OHP divides the Stern layer and the diffuse
layer, the red and black lines represent the profile of the electric potential as a function of
distance to the surface with NPs and without NPs, respectively; within the Stern layer, the
difference on the profile of electric potential between the two conditions is not noticeable, and
within the diffuse layer, the electric potential with NPs is affected by the existence of the
adjacent NPs, and thus shows a significant variance compared with that under no NPs condition.
This different electric potential profile with NPs should be mainly attributed to the superposition
of the electric field from the Au electrode surface and the additional electric field generated from
Au NPs. Other possible reasons are discussed in the following section. And it should be noted
that what is presented in the figure is that the electric potential drops faster without the NP, but
the exact effects may vary based on different conditions (i.e., the potential of zero charge on the
surface, the SAM molecular structure with different function groups, the ions in the electrolyte,
etc.). This model may help to understand why previous studies of the vibrational mode close to
the electrode with NP showed little difference in the Stark tuning rate compared to that without

NP*, and the mode far from the surface showed a distinct difference®.

The origins of the differences in Stark tuning rates. In the above model, we observe a

Stark tuning difference in the diffuse layer with and without NPs and conclude that the NPs also
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generate a certain electric field near its surface within a relatively short range, and thus the IEF in
the diffuse layer can be changed. Besides this explanation, we think there should be other effects
that the NPs can lead to and affect the IEF in the diffuse layer. The first possible effect may be
from the interaction between the electrolytes and the surface NP. In specific, the NP near the
surface should also interact with the electrolyte ions (Coulombic interaction or/and chemical
interaction) and thus preferentially repel or attract certain ions from the electrolyte, making the
screening charges different for the electrodes with NPs. It should be mentioned that in most
measurements with small loading/assembling of NPs in spectroscopic studies, the NP-affected
surface compared to the whole active surface of the electrodes is quite small, thus it is not easy to
directly detect the difference in charging/discharging by electrochemical methods. Another
possible effect may be due to the existence of the overlay IEF from both the Au electrode surface
and NPs in the positions near the NP's surface. The IEF contributions from the NPs can also be
fine-tuned by the polarization of the NPs through the electron tunneling effect'** from the gap.
While the electrode is being polarized, the NP near the surface can also be polarized by electron
tunneling, so that another double layer and related electrochemical potential gradient can be
formed near the NP/electrolyte interface. The molecules inside of the gap may feel the overlay of

the two static electric fields, and the vibrational probes then respond differently.

The absolute frequency difference. Besides the different EF in the diffuse layer, which
we interpreted from the observation based on the Stark tuning rates, we also noticed that in all
molecule systems, the absolute frequencies probed by SFG and SHINERS present some
variations. The variation by different techniques in COa4 on the Au system is around 2~3 cm’!
(Raman bluer, SFG redder), 5~6 cm™ in PIC or 4-MBN (Raman bluer, SFG redder), and 2~6 cm’
!'in molecular ruler system. We first rule out the possibility of systematic errors in the
observation, this is verified by the careful calibration of spectrometers before each measurement
used in Raman and SFG spectroscopy (seen in SI). We then comment on the possible origins of
the frequencies measured by different techniques, as mentioned earlier, the selection rules for
Raman or SFG should present the same frequency, therefore, we believe this difference should
be related to the surface environment difference: with or without NP. With NP standing on the
surface and the molecules inside the “sandwich” structure, 1) the different dipole-dipole
intermolecular interaction induced frequency shift” induced by different surface coverages w/

and w/o NPs; 2) frequency shift lead by the different orientation condition w/ and w/o NPs™.

87



This cause also helps to explain why the absolute frequencies of the SAM systems are more
influenced by NPs compared to that of CO, where the end of SAM is directly contacted with NP

and the orientation is easier to be affected while a more rigid CO molecule may not.

Diffuse layer

Potential

LA

b

Distance

Figure 5.6. A model of the electric double layer with NPs on the electrode.

The black solid line represents the electrochemical potential profile without NPs, red dashed line
represents the electrochemical potential profile with the NPs near the surface. The balls with
colors represent different atoms (yellow-Au, black-C, dark blue-N, light blue-W, red-O).
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5.3. Conclusions

To summarize, we conducted an in situ electrochemical SHINERS and VSFGS
comparison study on 4 types of different molecular Stark reporters to study the impact of NP
proximity on local static interfacial electric fields (IEF). The results of weakly bonded COaq on
Au, as a benchmark showing similar Stark tuning slopes of CO with the two techniques,
indicates the comparison by two techniques with different illumination conditions is feasible to
represent the comparison by those with and without NPs adjacent to the surface; the results of
other longitudinal length dependent SAM systems, phenyl isocyanide(close to electrode), 4-
mercaptobenzonitrile(close to NP) and tungsten-pentacarbonyl(1,4-phenelenediisocyanide),
representing the results of the probed moieties at different relative position in the electric double
layers, present the following results: within OHP in the EDL, similar Stark tuning slopes of the
molecular probes can be observed in PIC (~ 5% difference) and -NC in the ruler molecules(~
17% difference); in the diffuse layer of the electrode, or closer to the NPs, the probed modes
present quite different slopes, with the -CN in 4-MBN (~40 % difference), W-CN (~ 330 %
difference), and W-CO (~ 455 % difference) in ruler molecular systems. These observations
indicate that the NP near the electrode surface can greatly affect the EF in the diffuse layer but
impacts little within OHP. We speculate that the differences should originate from the co-
polarized NPs when the electrode is scanned at different potentials. The results with 4 different
types of molecules on the Au surface provide a complete picture of how the static electric field is
affected by the assembled NPs, where the closer to the NPs, the difference is. Our findings
contribute to a deeper understanding of the interferences of the additional nanoparticles at
electrochemical interfaces on the aspect of static interfacial electric fields, guiding researchers in
selecting the most suitable techniques for their specific research goals and challenges in
electrochemical spectroscopic studies, suggesting that applying NPs on the electrode for the
analysis of vibrational spectroscopy requires the detailed consideration of the regions of interest

and the methods of utilization.
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6. Chapter 6 Harness reversible interfacial hydrogen bonding at the
interface with electro-induction effect

6.1. Introduction and background

Hydrogen bonding (H-bonding) stands as one of the most fundamental and essential
intermolecular interactions in nature, playing a crucial role in shaping the properties and
behavior of various chemical systems: from molecular self-assembly/recognition to the stability
of biomolecular structures (such as DNA, proteins) and the solvation phenomena in solvent
environments' . The study of H-bonding has attracted considerable attention from researchers

across various scientific disciplines, in chemistry, materials science, biochemistry, etc.

The H-bonding is usually initiated by the electron-deficient hydrogen atoms to form
specific directional bonds with electronegative atoms with rich electron density, such as oxygen,
nitrogen, and fluorine*. In most cases, H-bonding can be expressed as X-H---Y, where X and Y
are the electronegative atoms and Y usually exhibits one or more lone pairs of electrons®. This
interaction differs from neither electrostatic attraction (ion-ion interaction, ~100-200 kcal/mol
binding energy) or covalent-like interaction (~50-150 kcal/mol binding energy), with distinct
features on specific directionality and much lower binding energy (usually lower 10 kcal/mol )°.
The strength of H-bonds significantly influences molecular structures, solubilities, properties,

and even the reaction rates™’, making them a heated topic to be probed.

Due to the weak binding energy of H-bonding, it is difficult to probe the H-bonded
complexes spectroscopically. Current literature reports provided two direct strategies to achieve a
direct probe on the vibrational features of H-bonded complexes: 1) initiate a big population of H-
bonding in bulk phase®’, or 2) the utilization of the surface-specific techniques at the interfaces,
such as Sum-Frequency generation spectroscopy'®!2. These studies enriched the molecular
understanding of H-bonding, but in systems with weak vibrational features of X-H or Y-H
changes, direct probes may not be plausible. Thus, an indirect approach has also been proposed

to probe the H-bonding—it focuses on probing the vibrational features of the secondary

structures stabilized by the H-bonding and then evaluating the strength of the H-bonding'*:'4.
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Besides studies on H-bonding in bulk phases and non-electrochemical interfaces, these
strategies have been proven to be successful in probing the electrochemical solid/liquid
interfaces, revealing a rich mechanistic understanding of the roles of H-bonding in catalytic
systems, including hydrogen oxidation/evolution reactions'®, oxygen reduction reaction'¢,
CO/CO; reductions!’, molecular recognition'®, and energy storage systems'’, etc. However, as a
key parameter at the electrochemical interface, how the electrochemical potential affects the
formation of interfacial intermolecular H-bonding remains unclear. Many relevant factors led by
the tuning electrochemical potential can be expected. For instance, the static electric field at the
interface can attract or repel species®® such as electron-deficient hydrogen of the H-bonding
donors, or the electrolyte ions as a competitor on H-bonding; at the same time, the electro-

t21

induction effect” to the surface bonded species can also stabilize or destabilize the H-bonding

via changing electron-density of the adsorbates.
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Figure 6.1 A scheme of SERS study on the electrochemical interfacial hydrogen bonding.
Hydrogen bonding formation (-0.4 V vs. Ag/AgCl) and dissociation (at positive potentials)
between surface-assembled 4-MBA and aniline in the electrolyte bulk phase on the roughened
Au surface. The balls in the cartoon represent different atoms of the molecules: light yellow- Au,
dark yellow- S, black- C, red- O, blue- N, and white- H.
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Herein, to better understand the interfacial intermolecular H-bonding under
electrochemical polarization, we present an observation of electrochemical controlling reversible
interfacial H-bonding and an in-depth mechanistic study on the nature of the electrochemical

interfacial H-bonding. We modify the widely studied and understood system— 4-mercapto

benzoic acid (4-MBA or para-mercaptobenzoic acid, pMBA)**2*

self-assembled monolayers
(SAM) on a SERS-active Au electrode (seen in Figure 1.), by adding the hydrogen bond donors
(aniline) in the organic electrolyte (0.1 M TBAPFg in acetonitrile, ACN). The 4-MBA/Au
exhibits strong vibrational features related to C-C, C-H, and carboxylate groups can be affected
by the interaction with electrolyte bulk species, if hydrogen bonding forms or dissociates during

a potential change.

We present an in situ electrochemical SERS spectroscopic study that demonstrates the
reversible forming and dissociation of the hydrogen bonding between the 4-MBA SAM on the
surface and solution phase anilines at different potentials (left panel in Figure 1). Specifically, we
present four key findings: 1) it shows noticeable vibrational spectral frequency shifts for both 4-
MBA and aniline before and after the intermolecular hydrogen binding, as easy and direct
evidence to support hydrogen bonding formation or dissociation; 2) unlike most of conventional
hydrogen bonding in bulk phases, the electrochemical polarized surface achieves a reversible
control of the hydrogen bonding (the population of hydrogen bonded complex on the surface) by
applying the different bias, in our case at -0.4 V, the hydrogen bonded complex reaches the
maximum and destabilize at more positive or negative potentials; 3) further control
measurements are conducted to understand the mechanisms of H-bonding formation: electric
field effect and the electro-induction effect are elucidated by the comparison results on
conjugated and non-conjugated acids, electrolyte ions effects in destabilizing H-bonding and the
exact (acid or base form)species to form the H-bonding are also investigated; 4) the kinetic study
shows the hydrogen bonding can be quickly established in seconds in a potential jump from
unfavorable potentials to one favorable. By integrating all the experimental studies, we provide
valuable insights into the formation, strength, and specificity of the interfacial H-bonds driven by

electrochemical potentials.
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6.2. Results and discussion

6.2.1. The vibrational spectroscopic confirmation for hydrogen bonding formation

We first conduct a series of control measurements to confirm the formation of the
hydrogen-bonded complex. As Figure 6.2 shows, the electrochemical SERS spectra at -0.4 V in
the same electrolyte of 04-MBA only (violet-blue), aniline only (light green), and 4-MBA with
aniline (dark green) are shown in different colors respectively. In the spectra of 4-MBA at -0.4 V,
two distinct Raman features at ~1168 cm™ and ~1585 cm™! can be observed and assigned with 4-
MBA §(C-H)* and v (C-C, ring) 2?3627 respectively; in the spectra of aniline at -0.4 V, the
signature modes from 1340 to 1450 cm™! are most noticeable, according to the previous reports,
they can be assigned with v(C-C)**?? / v(C-N)*** and 8(C-H)** / v(C-C) ** from aniline. Then,
the evaluation of the spectra of 4-MBA with aniline shows interesting observations, both
signature features of 4-MBA at ~1168 cm™ and ~1585 cm™' and those of aniline from 1340 to
1450 cm™! are obtained, and the modes of the 4-MBA in dark green show red-shifts by ~4.4 cm™!
and ~2.2 cm’! compared with original peaks in violet blue, while those modes of the aniline in

dark green show blue-shift by ~33.3 cm™ compared with those of light green.
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Figure 6.2. Validation of the existence of H bonding.

SERS spectra of 4-MBA SAM on Au at -0.4 V (violet-blue) with the electrolyte (0.1 M TBAPFs
in ACN), pure aniline on Au at -0.4 V (light green) with the same electrolyte and H-bonded
complex between 4-MBA and aniline (1 M in electrolyte) on Au surface at -0.4 V (dark green)
with the electrolyte. Vibrational modes belong to 4-MBA C-C and C-H redshift after H bonding,
and the modes belong to aniline blue shift after H bonding.

To further validate these noticeable frequency shifts are believed to be directly induced by the
formation of hydrogen bonding by putting aniline near a 4-MBA functionalized surface, we also
conducted additional control on the aniline concentration dependence experiments (seen in

Figure 6.3) with gradual frequency shift on 4-MBA modes.
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Figure 6.3. Control results of aniline-concentration dependence.

(A) SERS spectra of aniline concentration dependence at -0.4 V. Different colors of the spectrum
represents the results in different concentration, the black line represents the result with only 4-
MBA and without aniline. (B) the concentration-dependent frequency shift of 4-MBA ~1170 cm’
! peak. (C) the concentration-dependent frequency shift of 4-MBA 1587 cm™ peak.

All the peak assignments are summarized in 7able I, and to confirm the assignments, we conduct
additional electrochemical control at different potentials with 1 M aniline in the solution on bare
Au without 4-MBA (Figure 6.3) and electrochemical measurement of 4-MBA on Au without
aniline (seen in Figure 6.5). These additional controls confirm that peaks at ~1168 cm™ and

~1585 cm! belong to the 4-MBA, and the peaks from 1340 to 1450 cm™! belong to the aniline.

Table 3. Summary of measured and computed Raman peaks of key species

Raman shifts (cm™) Species Vibrational modes

996 Aniline §(C-C, ring)34’36

1029 Aniline Wagging (-NHa) 36
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1077 pMBA Vv(C-S)?2:23.2627

1167-1173 pMBA/Aniline 5(C-H)*

1375 Aniline IVé)go-ggz&” /v(C-
1447 Aniline S(C-H)* / v(C-C) 3
1586 pMBA gz,(zg;& ring)

1606 Aniline v (C-C, ring) 3436
1628 Aniline Scissoring ((-NHz)

6.2.2. Reversible hydrogen bonding formation/dissociation at an electrochemical interface

With the spectral confirmation of the hydrogen bonding, we then proceed with the in situ
electrochemical SERS measurements to track the hydrogen bonding formation and dissociation.
As shown in Figure 3A, the potential is applied from 0.2 V to -0.6 V and 0.2 V, and according to
the assignments of 4-MBA and aniline-related modes in the previous section, we label the 4-
MBA mode as orange and aniline mode as blue, the potential dependent frequency shifts of the
modes are also tracked and plotted in Figure 3B, the relative intensity of the peaks as a function
of potential can be seen in the Figure 6.5B. In a full scan of the potential from 0.2 Vto -0.6 V to
0.2 V, we separate the overall surface interchange into 3 stages. Stage I, which is from 0.2 V to -
0.2 V, can be seen as a “silent region”, in which the spectra features are mainly occupied by a
large portion of the non-hydrogen bonded aniline features (consistent with what is shown in pure
aniline control in Figure 6.6B), and a small portion of the surface 4-MBA (mostly base form), a
detailed fitting of the spectra by the linear combination with the spectra of each portion well

proved this in Figure 6.7. In Stage II from -0.2 V to -0.6 V and the reverse scan to -0.2 V, a larger
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population of hydrogen bonding between the 4-MBA and aniline is observed evidenced by the
distinct arising peak intensities and frequency shifts of 4-MBA peak (orange) and aniline peaks
(blue). The simultaneous peak shifts in Figure 6.4B of the two species validate the hydrogen
bonding that occurs between these two species. Another observation within Stage II is that the
intensities of the hydrogen-bonded peaks for both 4-MBA and aniline slightly decrease from -0.4
to -0.6 V, showing that the most favorable potential for the hydrogen bonding is at -0.4 V. This
observation results from the mechanism of the electrochemical potential controlled hydrogen
bonding, which is discussed in depth in later sections. Stage III from -0.4 V to 0.2 V in a reverse
scan, is a reversible process of Stage I, duplicates the state of no hydrogen bonded between
aniline and 4-MBA, and reflects the process of the surface with a larger hydrogen bonded
population gradually turning into a surface with small to no hydrogen bonded population. It
should be noted that the spectral frequency shifts on 4-MBA and aniline we observed from -0.2
V to -0.6 V are due to hydrogen bonding rather than the potential dependent frequency shift or

the interactions with other electrolyte components.
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Figure 6.4. In-situ Electrochemical SERS measurement of reversible hydrogen bonding.

4-MBA SAM and aniline (1 M) in the electrolyte (0.1 M TBAPFs in ACN). (A) Potential
dependent SERS spectra scanned from 0.2 V to -0.6 V to 0.2 V, interval at 0.1 V. The
Representative 4-MBA peak is labeled as orange, representative aniline peak is labeled as blue.
(B) the potential dependent frequency shift of orange labeled 4-MBA peak. (C) the potential
dependent frequency shift of blue labeled aniline peak. (D) corresponding surface phenomena on
hydrogen bonding (HB) at different potential regions, different stages are labeled as different
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colors (colors correspond to the spectra line colors and the shaded area colors in frequency
shifts).

To confirm the potential-dependent intensity change is due to the H-bonding formation and not
to the potential dependent behavior of aniline or 4-MBA, the control measurements of the
potential dependent measurements of individual 4-MBA or aniline on Au are shown in Figure
6.5 and Figure 6.6, which presents completely different frequency/intensity changes as a

function of potential.
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Figure 6.5. Control results of potential dependent 4-MBA.

(A) SERS spectra of potential dependent 4-MBA blank without aniline. (B) potential dependent
intensity changes of 1175 cm™' peak (down panel) without aniline, and the comparison of that
with aniline (up panel).
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Figure 6.6. Control results of potential dependent aniline.

(A) SERS spectra of potential dependent aniline without 4-MBA. (B) potential dependent
intensity changes of 1375 cm™ peak (down panel) without 4-MBA, and the comparison of that
with 4-MBA (up panel).

6.2.3. Quantitative analysis of potential dependence on hydrogen bonding

To quantitatively understand the potential dependent population of the hydrogen-bonded (HB)
complex at the interface, we conduct the spectra component fitting and analysis. We aim to
evaluate the relative intensity ratio of HB complex out of non-HB complex under different
potentials, and since the HB-induced spectral features of 4-MBA and aniline are different,
therefore, two different methods are applied to fit aniline and 4-MBA related HB complex

respectively.

Analysis on HB aniline. HB-induced aniline changes mainly involve large frequency shifts
(shifted over 30 cm™ after hydrogen bonding), so the fitting of HB aniline and non-HB aniline is
achieved by a component combination simulation. It simulates a combination spectra to fit the
experimental spectra by linear combing normalized individual component spectra (4-MBA, HB
aniline, non-HB aniline) with different ratios to match with the most distinct features at aniline
region from 1200 — 1600 cm™ at Stage II in Figure 6.4A, besides, we rule out the origins of
spectral changes from cations reported previously***’ by the pure 4-MBA control in electrolyte
with TBAPFg; and the potential dependent HB population is then described by the ratios of HB

aniline out of total aniline population obtained by linear combination. We use normalized
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spectra of four individual species in this process (shown in Figure 6.7A), protonated 4-MBA
(Figure 6.7A blue), deprotonated 4-MBA (Figure 6.7A green), non-HB aniline (Figure 6.7A
purple) and HB aniline (Figure 6.7A orange). The spectra of pure HB aniline are difficult to
obtain experimentally, thus, we manually blue-shifted the non-hydrogen bonded aniline spectra
for 33.3 cm™! to simulate its features. With the obtained 4 individual components, experimental
spectra from +0.2 V to -0.6 V are fitted into the 4 components in Figure 6.7B; the degree of
hydrogen bonding can be calculated by the ratio of HB aniline and non-HB aniline used in the

fitting by the following equation,

Intensity( Aniline H)
Intensity(Aniline non H) + Intensity (Aniline H)

H bonding ratio =

where the intensity of the HB aniline and that of the non-HB aniline are both obtained in the

summarized numerical portions of the simulated fitting results.
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Figure 6.7. Potential dependent 4-component spectra fitting.

(A) SERS spectra of 4 components utilized for spectra fitting: 4-MBA acid form (blue, acquired
on Auin 0.1 M TBAPF¢ in ACN at -0.4 V), 4-MBA base form (green, acquired on Au 0.09 M
TBAPF¢ +0.01 M TBAOH in ACN at -0.4 V), aniline without hydrogen bonding with 4-MBA
(purple, acquired in pure 1 M aniline + 0.1 M TBAPF6 ACN on Au at -0.4 V), aniline with
hydrogen bonding with 4-MBA (orange, acquired by manually shift 33.5 cm™ of the purple
spectrum of non-H-bonded aniline). (B) a linear combination fitting of 4 components to fit the
peaks from 1300 to 1600 cm™ region. (C) potential dependent surface hydrogen bonded aniline
ratio based on the fitting results.

The results in Figure 6.7C reveal that hydrogen-bonded aniline starts to increase intensity at -0.2
V and reaches the peak at -0.4 V with a later decrease from -0.4 V to -0.6 V. These findings in the

fitted results match well with the observation and the spectra analysis in the previous section,
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both indicating the most favorable potential for the hydrogen bonding between surface 4-MBA
and the solution aniline is at -0.4 V. With this method, we analyzed more results with aniline
concentrations of 10 mM, 100 mM, 500 mM, 800 mM, and 1000 mM from +0.2 V to -0.6 V and
obtained the H-B ratio numbers in Figure 6.8. We find a noticeable amount of hydrogen-bonded
complex is only formed over 0.5 M aniline and favorable at -0.4 V. We believe the concentration
effect should be mainly due to that the acid form of 4-MBA requires much more anilines as a

base to deprotonate them to engage the hydrogen bonding.
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Figure 6.8. Concentration and potential dependent hydrogen-bonded ratios.

The H-B ratios were obtained by the previous spectra fitting and simulation process. The actual
experimental data points used in the simulations were collected under 0 mM, 10 mM, 100 mM,
500 mM, 800 mM, and 1000 mM from 0.2 V to -0.6 V with 0.1 V interval. The space between
the data points was generated automatically for a smooth connection.

200

Aniline concentration (mM)

0
-0.6 -0.4 -0.2 0.0 0.2

Electrode potential (V vs. Ag/AgCl)

Analysis of HB 4-MBA. The goal of fitting the 4-MBA-related HB species is to find the
information on the binding constant of the HB complex and to compare it with our simulation
results on the potential dependent thermodynamics. The ideal approach is to distinguish a certain
mode of 4-MBA in the spectra from the same mode affected by HB and evaluate their relevant

intensities to obtain the "coverage" of HB complex on 4-MBA/Au. However, unlike previous
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reports®®* with distinguishable A1/B2 C-C stretching mode of 4-MBA before/after HB, most
modes of 4-MBA in our system do not produce a "new mode" with HB for the population
analysis, they mainly induce a frequency shift, and intensity change of their original modes with
HB, as discussed previously in the HB confirmation part. Thus, we use another approach to
evaluate the HB-affected 4-MBA modes. As shown in Figure 6.9, we find that the most
distinguishable feature of HB-induced changes on 4-MBA is the intensity increase on the C-H/C-
COO- peak at 1167-1173 cm™!, while the C-C stretching ring mode of 4-MBA at 1585 cm™!
barely changes. We then take C-C ring mode as the internal standard to do the normalization on
the HB-affected (C-H/C-COO-) mode. This approach can be an indirect indicator of the HB
"coverage", and we can obtain the relative HB complex population change as a function of

aniline concentration under different potentials.

It should be noted that some spectra features of the HB are different from the same
system in colloidal aniline/4-MBA/Ag NPs in other report®®. In the report with a relatively low
concentration of aniline, the spectra features of HB are mainly due to the new B2 modes of 4-
MBA initiated by the modification in the electronic structures of 4-MBA adsorbed on Ag NPs
from charge transfer (CT) SERS mechanism; while in our case, we initiate HB by
electrochemical controlling in much more concentrated aniline solutions with quite different
energy levels of 4-MBA, thus the relative enhanced modes should differ based on the CT

mechanism*’.
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Figure 6.9. Quantitative analysis of 4-MBA-related peaks for HB.

The C-H/C-COO- peak at 1167-1173 cm™, is labeled orange, and the C-C ring mode of 4-MBA
at 1710 cm™ is labeled in blue. Spectra of different potentials are shown in A (-0.2 V), B (-0.3 V),
C(-0.4V),D (-0.5V).

The aniline concentration-dependent HB degree I(C-H/C-COO-)/I(C-C) by potentials (in
Figure 6.10A) show interesting "S-shaped" profiles with 3 stages: a silent region from 0 M to
around 0.5 M of aniline, a rapid increasing region from 0.5 M to 1.0 M and a saturation region
from 1.0 M to 1.2 M. This indicates the HB complex population experiences a sigmoid increase
as a function of aniline concentration. We notice that the spectra with pronounced HB complex
peaks (1170, 1360-1500 cm™!) always show no C=0O stretching mode from -COOH at 1710 cm
lof 4-MBA, so we hypothesize that the sigmoid S-shaped increase of HB complex should be due
to the HB complex is only formed with deprotonated 4-MBA and it requires some amount of
aniline to deprotonate 4-MBA to make the surface more favorable for HB formation. To validate
this hypothesis, we then further analyze the C=O stretching mode in 4-MBA. By plotting the
ratio between the intensity of C=0O mode and that of the C-C ring mode of 4-MBA, we show the

aniline concentration-dependent surface acidity in Figure 6.10B. In all 0 M aniline conditions,
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the surface should be mostly covered by protonated 4-MBA, as the solvent ACN is difficult to be
pronated by 4-MBA, thus the ratios are quite similar to be around 0.42; with the increasing
aniline from 0.5 M to 1.0 M, the surface acidity shows a rapid decrease from 0.42 to around 0,
which is an opposite pattern as a function of aniline concentration compared with the HB profile,

indicating the 4-MBA deprotonation process is in sync with the HB formation process.
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Figure 6.10. Aniline concentration-dependent surface HB and acidity change.

(A) “S-shaped” isotherm-alike aniline concentration-dependent HB changes in different
potentials. The ratio of I(C-H/C-COO-)/I(C-C) is plotted as a function of aniline concentration;
the dots of different colors represent the experimentally measured ratios under different
potentials.

(B) Surface acidity as a function of aniline concentration. The ratio of [(C=0)/I(C-C) is plotted
as a function of aniline concentration; the dots of different colors represent the experimentally
measured ratios under different potentials.

The potential dependent binding constant for HB complex. With the previous validation on
the speciation of HB complex, we then conduct a detailed analysis to obtain the binding constant
for HB complex. Firstly, we define 0 as the fraction of the surface 4-MBA that is hydrogen
bounded by the aniline,

HB complex population on Au surface
Total 4—MBA on Au surface

0(HB complex coverage) =

(1
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Then a normalization to obtain 0 using the degree of HB data in Figure 6.10 A. As the 1170 peak
also exists in pure 4-MBA without aniline, the peak ratio of 1170 and 1585 in 0 M aniline is
normalized as 6 =0, where the surface is fully covered by non-HB 4-MBA (protonated 4-MBA);
in all data points, we find the highest HB peak ratio in 1.2 M aniline at -0.4 V, is then normalized
as 0 =1, where the amount non-HB surface 4-MBA can be neglected. Then all the data in Figure
6.10 A can be converted into HB 6 numbers as a function of aniline concentration and potentials
shown in Figure 6.11C. In experimental data, we observe the maximum values of the HB
complex at different potentials reached different 0, suggesting a different maximum capacity of
the surface from the HB complex. From the previous validation of the acid form of 4-MBA, we
think it is due to the limitation of available "sites" on the surface for HB formation, which is the

deprotonated 4-MBA population on the surface.
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Figure 6.11. The model for fitting the equilibrium constant.

(A) Define 4-MBA (acid) as A, 4-MBA (base) as B, HB complex as C, and aniline in bulk as D;
the total number of binding sites (sum of A, B, and C) is constant and normalized to 1.

(B) Two reactions happen at the interface, reaction 1 is a 4-MBA (acid) deprotonation reaction to
4-MBA (base) by an excess amount of aniline in bulk, and reaction 2 is 4-MBA (base) HB
reaction with aniline in bulk. (C) Aniline concentration dependent 6 of HB complex. 0 is defined
as normalized HB complex coverage.

The model to fit the experimental data of 6 can be seen in Figure 6.11. We assume 3 types of 4-
MBA related species exist on the surface, 4-MBA (protonated) as species A, 4-MBA
(deprotonated) as species B, HB complex as species C, the total population of the 3 species is a
fixed number, and Theta reflects the relative population portion of HB complex among the three
species. The model involves two reactions, the deprotonation of 4-MBA by aniline, and the HB

formation with deprotonated 4-MBA and aniline. The first reaction can be seen as a surface
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"phase" transition for HB formation, which converts the surface from unfavorable HB
(protonated 4-MBA covered) to favorable HB (deprotonated 4-MBA covered); with the HB
favorable deprotonated 4-MBA on the surface, the HB formation reaction occurs. From the
aspect of a 1:2 reactants ratio (4-MBA: aniline) in the whole process, this 2-step process is
similar to the cooperative binding behavior in biochemistry. The binding of ligands involves two
steps, and the first ligand binding promotes the second one. The logistic function is widely used
in fitting these binding systems in biochemical systems*!, so we also try to adapt this model to fit

our results.

The equation used in this model is:

0([D]) = —5=57 @)

where 6([D]) is the fitted relative portion of HB complex at a given concentration of aniline
([D]), L is the maximum value of the 6, K is the slope of the curve which indicates the steepness

of the transition, Xo is the value of the aniline concentration ([D]) at the midpoint of the curve.

The fitting curves are seen in Figure 6.11C. The binding constant Kug thus can be obtained from
the approximating of the fitting parameters. At the midpoint of the fitting curve, when aniline
concentration [D]=xo, Theta=L/2, assuming [B]=1-[C], then Kug can be calculated as the

equation,

L/2

__la
Kup = G110 (1-D)xo 3

The relative Kug is then calculated as follows, 0.16 (-0.2 V), 0.30 (-0.3 V), 1.41 (-0.4 V), 0.50 (-
0.5V), 0.43 (-0.6 V) shown in Figure 6.11C.

The results reveal that different electrochemical potentials can affect the free energy of the HB
formation reaction, altering the binding affinity. The mechanism of this electrochemical effect
can be due to the changes of the electronic states of 4-MBA through bond polarization (through-
bond effect), intermolecular interactions, or electrolyte ions through the electric field by the

applied potential (through-space effect), which is discussed in the following content.

Additionally, if the measurements are conducted in a 4-MBA deprotonated surface, we can also

expect that the aniline concentration dependent Theta will behave like a Langmuir-isotherm
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profile reported in similar systems*>**, however, the deprotonation control measurements with
base addition (KOH, NaOH, TBAOH) in ACN cannot be achieved due to their extremely low
solubility in ACN, replacing solvent controls (such as ethanol or water) fail to exclude the HB

interferences of solvent to 4-MBA, thus are also not shown.

6.2.4. Mechanistic understanding of the electrochemical hydrogen bonding at the interface

To understand why the negative potential is more favorable for hydrogen bonding formation and
why -0.4 V is the most favorable condition, we carry out additional experiments to investigate
the underlying mechanisms of the forming and dissociation of the potential-dependent hydrogen

bonding.

Hydrogen bonding is initiated by the unique ability of hydrogen atoms to form directional bonds
with electron-rich atoms. Due to its nature as an electrostatic attraction in forming and
dissociation, one may consider two common effects in terms of forming hydrogen bonding at the
electrochemical interface: the static electric field effect leads by changing potential to attract
hydrogen (electric field, EF effect) to the electrode, and the intramolecular inductive effect to
increase the electron density of the hydrogen bond acceptor lead by the electrode (electrode
induction effect). When a negative potential is applied, the two effects may both contribute to
forming a hydrogen bond. There are some cases with similar interactions, on the one hand, it is
well-discussed that the external electric field can affect the hydrogen bonding strength in proteins
and further manipulate the structures of the protein folding®’; on the other hand, electro-induction
effects are also widely applied in organic synthesis at the electrode surfaces®! and to discuss the
mechanisms of Lewis adduct formation?° at the electrode surfaces. Thus, in our case, it is
essential to elucidate whether it is due to the static EF taking part in interacting and stabilizing
the H of -NH; for engagement of hydrogen bonding, or the electrode-induced electron density
change of the carboxylate group (-COO") to form hydrogen bonding.

To rule out the contribution from EF, we designed the system with molecular 4-MPAA (4-
mercaptophenylacetic acid) with non-conjugation and reproduced the measurements with
conjugated acid 4-MBA shown in the previous sections. The results are shown in Figure 6.9A,

compared by the 4-MBA with noticeable spectral feature change on hydrogen bonding at -0.2 'V,
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the non-conjugated 4-MPAA shows no noticeable changes at -0.4 V under the same condition
and electrolytes. This control illustrates that in our case (seen in Figure 6.9B), the electric field
effect should not be the major contribution of the hydrogen bonding, the conjugation of the
molecules is the key to changing the electron density of the whole acid molecules, and increase
the hydrogen bonding donor (carboxylate groups) affinity on H atoms in aniline, further
influence the stability of the hydrogen bonding. This induction-induced mechanism helps to
explain when we apply a negative potential from +0.2 V to -0.4 V, the increase of the hydrogen
bonding. Notably, the charge transfer signs in these steps do not involve any actual redox
reaction, they only represent the degree of the charge transfer interactions between the electrode

and SAM.

As for the observation of the decrease in the hydrogen bonding from -0.4 V to -0.6 V, we think it
is likely to originate from the interactions between the 4-MBA (carboxylate groups) and the
cations in the system when the potential negative than -0.4 V is applied, insertion of the cations
may weaken the hydrogen bonding, we have no spectral evidence on the noticeable cation peaks
to support this claim, but the similar interaction is discussed and supported in the Lewis adduct

dissociation®’.

Notably, this electro-induction effect (on 4-MBA) along with the electric field effect (on solution
phase aniline and electrolyte ions) are usually discussed together to contribute to the interfacial
phenomenon and reactions®. In our case, if only 4-MBA and aniline, both effects may pose a
positive influence on the stability of the hydrogen bonding at a negative potential and should be
similarly dependent on the potential energies; however, the electric field effect also can
manipulate the behaviors of electrolyte ions (cations) at a negative potential, where it shows the
opposite contribution to hydrogen bonding compared with that of the electro-induction. In
summary, our observation can be explained by a gradual competing process including an electro-
induction-initiated hydrogen bonding from -0.2 V to -0.4 V on the surface, and an outcompeted

electric field effects on cations to destabilize hydrogen bonding from -0.4 V to -0.6 V.

With these understandings of the mechanisms, we also find the following factors are
crucial in hydrogen bonding formation: the acid/base form of 4-MBA, the solvent types (with
different dielectric constants), and the concentration of the aniline. First, for the form of 4-MBA,

all our results indicate that the deprotonated (base) form of the 4-MBA comprises the majority
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population of the hydrogen bonding complex. It can be evidenced by the control experiments
with strong acid added (seen in Figure 6.8, we notice the hydrogen bonding complex is formed
with carboxylate when 1710 cm™ (-C=O stretching of -COOH) is missing, so we purposely
conduct the acid test and obtain the results in Figure 6.8 middle line by adding strong acid (1
mM H>SO4), which presents obvious 1710 cm™ peak and much weaker hydrogen bonding
complex peaks (1168 cm™!, 1340 -1450 cm™). Secondly, the solvent type also affects the
formation of hydrogen bonding, in our control measurement of exchanging solvent from ACN to
DCM (Dichloromethane, CH>Cly) in the same 1 M aniline + 0.1 M TBAPFs electrolyte (Figure
6.8 lower line), we find that no hydrogen bonding complex is formed from +0.2 V to -0.5 V, and
most of 4-MBA stay in acid form (with 1710 cm™ peak) in DCM. We understand this difference
in the solvent effect by the dielectric constant (DC) difference, ACN exhibits a higher DC around
35.95°8 while DCM only has a DC around 9.0-9.2%, and the solvent with higher DC tends to
stabilize the ion form rather than the natural form of the species, which is supported by the report
on solution phase organic acid/base reactions*’. This solvent effect also serves as side evidence

to support that the base form of 4-MBA leads to most of the hydrogen bonding.

pMPAA(non-con)/Au at -0.4 V
1M aniline

pMBA/Au 1M aniline at-04 V
+ H,S0,

Intensity (a.u.)

pMBA/Au 1M aniline at-0.4 V
solvent: DCM

1000 1200 1400 1600 1800

Figure 6.12. Additional control measurements on H bonding formation.
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The red line represents the result under the 1M aniline in ACN; the blue line represents the result
under 1 M aniline in ACN with 1 mM H>SO4 added; the black line represents the result under 1
M aniline in DCM as solvent.

For a spectroscopic aspect, we also comment on the abrupt intensified 1168 cm™! peak of
4-MBA at -0.4 V, we believe it originated from a hydrogen-bonding-induced charge transfer
Raman enhancement (CT, from Au SERS substrate to 4-MBA and following selective-
enhancement on the B2 mode, non-totally symmetric mode), similar CT-induced spectral
mechanisms have been utilized in other systems*'**?. The reason is that in Figures 3 and 4, we
observed that the 1168 cm™ peak at -0.4 V is much more intense than the original 1168 cm™ peak
in the plausible fitting model of the 4-MBA component, which means that if we try to fit the
intensity of the 1168 cm™ peak by the intrinsic spectra of component 4-MBA, intensity of other
modes (such as 1585 cm™) will be out-fitted; at the same time, there is no aniline related peaks at
this region to contribute to the intensity. Thus, this unmatched 1168 cm™ peak should be
explained by a “super intensified” 4-MBA peak. By consulting the previous studies, we find a
plausible explanation for the enhanced peak. The charge transfer (between SERS substrate and
the adsorbate) enhancement (CT or chemical enhancement) of the SERS is usually considered
one of the two major enhancement mechanisms, theoretical and experimental results** have
revealed that CT enhancement can selectively pick up non-totally symmetric normal modes for
additional enhancement, while symmetric modes are more pronounced in non-CT cases. In a 4-
MBA case, specifically, the symmetric modes, labeled as A1, such as the 1585 cm™ peak, are
shown in most spectra with no or less CT occurring, but the non-totally symmetric modes,
including the 1168 cm™ peak, labeled as B2**, will be selectively enhanced when more CT
enhancement take place*?. Under a hydrogen bonding at -0.4 V, due to the more charge of the 4-
MBA taking part in the engagement of the bond formation, the CT takes place from the Au SERS
substate to the 4-MBA molecules, then the B2 mode is selectively enhanced. A previous study
utilized another B2 mode at 1572 cm! to correlate with the degree of hydrogen bonding. We also

observed the related enhancement of the mode in Figure 3.
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Figure 6.13. Mechanistic control on molecular conjugation (electrode induction).

(A) Comparison of SERS spectra of hydrogen bonding in conjugated acid (pMBA at -0.4 V with
noticeable shifts for peaks at 1168, 1340 cm™) and non-hydrogen bonding in non-conjugated
acid pMPAA at -0.4 V with no spectral shifts). (B) the scheme to illustrate the results in A of
electrochemical induction effect on hydrogen bonding. The electron transfer signs in B do not
involve redox reactions, only representing the non-redox movement of charge between the
electrode and the SAMs.

Finally, we followed a potential-jump approach to acquire kinetic SERS spectra (in Figure
6.10A). The potential was applied at 0.2 V for the first 10 s and jumped to -0.4 V for over 30 s to
initiate hydrogen bonding formation, the kinetic in-situ SERS measurement (spectrum
acquisition time for 1 s) proceeded along the whole time to observe the growth of the key spectra
features. As shown in Figure 6A, when the potential is applied at +0.2 V, several spectral features
belonging to aniline around 1360-1380 cm™! can be distinguished as most distinct peaks, after the
potential at -0.4 V is applied at the 10™ second, the intense peaks from 1360-1380 cm™ can be
seen to experience a gradual blue-shift to 1400-1430 cm™ region to the equilibrium state within
5-10 s and stay relatively stable, at the same time, the intensified peak at 1168-1178 cm™ is also
increasing its intensity and reach the stable and saturated point. As the analysis of the 1360-1450
cm’! region is complicated when multiple modes are involved, we choose to analyze the time-
dependent peak intensity of the 1168-1178 cm™ peak and have the kinetic information in Figure
6B. Under the assumption that the hydrogen bonding is a pseudo-first-order kinetic (as the
activity of aniline is much larger than the surface activity of 4-MBA), we can obtain the kinetic
rate constant around 3.4 + 0.6 s'. This approximation process neglects the direct current

charging response so it may not be the direct accurate measurement of the rate constant, but it to
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a reasonable extent reflects the rough reaction rate of the electrochemical potential induced

hydrogen bonding at the interface.
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Figure 6.14. Kinetic SERS measurement of hydrogen bond formation.

(A) kinetic time-dependent normalized SERS spectra of the 4-MBA on Au in 1 M aniline (0.1 M
in 0.1 M TBAPF¢ in CAN), potential jumped at 10 s from +0.2 V to -0.4 V. (B) kinetic reaction
rate constant fitting based on the normalized intensity of 1178 cm™ peak.
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Figure 6.15. Concentration and potential dependent hydrogen-bonded ratios.
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The H-B ratios were obtained by the previous spectra fitting and simulation process. The actual
experimental data points used in the simulations were collected under 0 mM, 10 mM, 100 mM,
500 mM, 800 mM, and 1000 mM from 0.2 V to -0.6 V with 0.1 V interval. The space between
the data points was generated automatically for a smooth connection.

Finally in terms of the concentration of aniline, to analyze the aniline concentration effect
on forming hydrogen-bonded complex, we conducted the control measurements with aniline
concentrations of 10 mM, 100 mM, 500 mM, 800 mM, and 1000 mM from +0.2 V to -0.4 V.
With the experimental results, we obtained the H-B ratio numbers based on the previous fitting
and simulation process and plotted them seen in Figure 6.11. We find a noticeable amount of
hydrogen-bonded complex is only formed in 1000 mM aniline electrolyte and a small number of
the complex in 800 mM. We believe the concentration effect should be due to two possible
reasons: 1) the hydrogen bonding is relatively weak and requires a lot more aniline to participate,
and 2) the acid form of 4-MBA requires much more anilines as a base to deprotonate them to

make base form 4-MBA as the hydrogen bonding acceptor.

6.3. Conclusions

In conclusion, we reported a new method of controlling hydrogen bonding between 4-
MBA and aniline by electrochemistry at the interface, with a comprehensive investigation into
the mechanism of the formation and ruling factors for this H-bonding at the electrochemical
interface. By applying the in-situ SERS measurements, we identified the spectral features from
the hydrogen-bonded complex and confirmed its existence between 4-MBA and aniline with 1 M
aniline in ACN. Our observation and further quantitative analysis showed the potential
dependent of hydrogen bonding is most favorable at -0.4 V with maximum population. To
answer why -0.4 V is the most favorable condition, additional control measurements revealed the
molecular formation mechanism of the H-bonding: the electrochemical H-bonding is mainly
initiated by the intramolecular induction, the conjugation of the SAM 4-MBA acid to the
electrode leads the major role in forming hydrogen bonding, while it can be also destabilized by

a competing factor originated from the interaction with electrolyte ions under the electric field.
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Besides, throughout additional experiments, we also unraveled the speciation (acid/base form) of
SAM species in H-bonding and investigated other ruling factors to form H-bonding such as

aniline concentration, and solvent types (dielectric constants).

From these results, our study reported a novel observation of H-bonding at an
electrochemical interface, we gained insights into the formation, stabilization, and fine-tuning
factors of the electrochemical interfacial H-bonding. For broader impacts, our findings can
provide a new method of harnessing and designing surface interactions for surface assembly,

electro-catalysis, and surface analytical chemistry.
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7. Chapter 7 In situ spectroscopic studies of electrochemical catalysis in

CO2RR

7.1. Introduction

The electrocatalytic CO: reduction reaction (CO2RR) has emerged as a promising solution
for addressing the global challenge of greenhouse gas emissions, providing a way to store
renewable electrical energy in the form of chemical bonds.'* Copper is a particularly advantageous
material for CO; reduction due to its cost-effectiveness and its ability to generate energy-dense
and economically valuable Cy+ products (compounds with more than two carbons) with minimal
overpotentials.> For Ca+ product-oriented pathways on Cu, *CO (* indicating adsorption to the
electrode) is a crucial precursor for the C-C coupling reaction to make Cz+ products. To better
understand fuel-forming reactions following the conversion of CO; to CO conversion, a variety of
theoretical, electro-kinetic, and spectroscopic studies have been conducted on the C-C coupling
process.®'® While these studies have been invaluable in advancing our understanding of the
reaction, a greater focus must now be devoted to the initial stage of CO; reduction on Cu, namely
generating CO via CO; activation.®!""?,

Reducing CO; to CO is a complex, multi-step process that involves multiple intermediates
and competing pathways'** the most accepted mechanism is shown in Scheme 1. The very first
step is the initial activation of CO2 which also includes many intermediates/possible pathways.
Previous research has identified the reductive chemisorption of CO; to a carboxylate group
coordinated through carbon and oxygen to the metal surface, n*(C,0)-COO™ (B in Scheme 1),
following Eq. (1), to be the activation intermediate for CO; reduction on Cu(poly).'® It undergoes
further reactions to produce either CO (D) or formate (CHOz). However, the precise mechanism
behind this reaction remains a subject of debate.> Hori et al. proposed that a strongly bound
carboxylate (B) can undergo protonation, i.e. Eq (2), to form a carboxyl group (*COOH, C in
Scheme 1), which can then be further reduced to make CO via proton-coupled electron transfer
(PCET), following Eq (3).>° Alternatively, Chernyshova et al. proposed that a weakly bonded
carboxylate can have its carbon protonated to form formyloxyl (*OCHO), following Eq (4), which

is further reduced to produce formate'®,
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CO,+e = *COO (1)

*COO + H' = *COOH (2)

*COOH+¢e +H = CO+HO 3)

*COO +H' = *OCHO 4)
| e + H*

H e +H! e+ H*
_€, —— C,, products, etc.

Strongly bonded *Carboxyl
*carboxylate

A B Cc D

Scheme 7.1. Electrochemical reduction of CO; to CO pathway on polycrystal Cu. Different color
spheres represent different atoms: black-carbon, red-oxygen, white-hydrogen, brown-copper.

However, the above reaction mechanism model from CO» to CO or formate!”?!??

may not
accurately describe the reactions at a polarized Cu interface with other surface binding species that
can affect activities. In a commonly-used NaHCO; aqueous solution at a polarized Cu interface,
surface bonded species such as carbonate,?® bicarbonate,?**> Cu(I) oxide/Cu®!” and *OH on Cu'>"
have been reported to alter the reaction and affect the product distribution. The conventional model
fails to consider the interaction, rearrangement, and displacement between the CO2-reduced
intermediates and the electrolyte ions which may alter the reaction pathway. Besides, though the
importance of these interactions has been realized by many studies, the mechanistic understanding
is still impeded due to the unclear assignments for the key CO2-reduced intermediates. For
example, A controversial aspect concerns the assignment of the Raman peaks at ~360 cm™' and
~1540 cm™!, which have been assigned to bidentate adsorbed carbonate,?*?**° a CO, activated

18,30

intermediate (cations stabilized adsorbed carboxylate, *COO M"), and a copper-carbonate-

hydroxide intermediate (malachite).’!

In this study, we aim to address the drawback of the conventional CO> to CO reduction
model by the additive consideration of competitive binding of electrolyte anions and the

development of a detailed spectroscopic assignment of the key intermediates during the
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electrochemical CO, reduction process. We firstly combine in situ Shell-Isolated Nanoparticle
Enhanced Raman Spectroscopy (SHINERS) and density functional theory (DFT) calculations in
the species assignment: through experimental spectra involving isotope labeling and modification
of the electrolyte, we resolve the assignments of the distinct spectral features to surface species,
reactants, products, and reactive intermediates at low overpotentials. We assign these spectra based
on our results of DFT calculations with the information on potential-dependent frequency shifts,
isotope shifts, and binding energies under various reaction conditions. Then by comparing the
results of electrolyte solutions with differently decreasing amounts of bicarbonate (the source of
carbonate on the surface), we analyze the potential dependent intensity change of the surface
species during CO» reduction to CO affected by competitive surface carbonate. To evaluate the
physical implications of our observations on the carbonate binding affected CO reduction, we
perform Monte Carlo simulations of a simple lattice model of surface adsorption involving
different species: comparing MC simulation to experimental results under the three conditions with
only carbonate, only CO and carbonate competing CO allows us to validate the conclusions on the

competing binding role of the carbonate anion in the electrolyte at this stage of CO» reduction.

7.2.  Anion competitive binding effects in COz reduction on Cu electrodes

We firstly combine in situ Shell-Isolated Nanoparticle Enhanced Raman Spectroscopy
(SHINERS) and density functional theory (DFT) calculations in the species assignment: through
experimental spectra involving isotope labeling and modification of the electrolyte, we resolve the
assignments of the distinct spectral features to surface species, reactants, products, and reactive
intermediates at low overpotentials. We assign these spectra based on our results of DFT
calculations with the information on potential-dependent frequency shifts, isotope shifts, and
binding energies under various reaction conditions. Then by comparing the results of electrolyte
solutions with differently decreasing amounts of bicarbonate (the source of carbonate on the
surface), we analyze the potential dependent intensity change of the surface species during CO»
reduction to CO affected by competitive surface carbonate. To evaluate the physical implications

of our observations on the carbonate binding affected CO: reduction, we perform Monte Carlo
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simulations of a simple lattice model of surface adsorption involving different species: comparing
MC simulation to experimental results under the three conditions with only carbonate, only CO
and carbonate competing CO allows us to validate the conclusions on the competing binding role

of the carbonate anion in the electrolyte at this stage of CO; reduction.

7.2.1. Raman measurements of CO2 reduction on Cu

Figure 7.1 shows schematically the in situ SHINERS measurement for electrocatalysis on
Cu electrodes in a three-electrode setup. In this study, we use shell-insolated nanoparticles (SHINSs)
comprised of a 55+5 nm diameter Au core and a 2-3 nm SiO> shell, synthesized by a literature
procedure.*? For operando SHINERS measurement, SHINS were deposited on the Cu electrode
to form gap plasmonic modes that amplify Raman intensity by about 6 orders of magnitude
(Figure 7.1A)*. The method has been successfully used for probing surface intermediates

involved in CO/CO; reduction to Cz+ products on Cu(hkl)/Cu(poly) -electrodes!®3334,
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Figure 7.1. in situ electrochemical SHINERS measurement

(A) Scheme of in situ electrochemical SHINERS measurement. (B) in situ Raman spectra of CO»
reduction to CO in 0.5 M NaDCO3/D;0 on Cu (poly) at indicated potentials (vs Ag/AgCl). Each
potential indicates a range of +/ 25 mV. The same color-coded Raman peaks represent different
modes of the same species. (C) Linear sweep voltammetry during spectra scan (potential applied
as a function of time shown as left black curve, obtained current density as a function of applied
potential shown by the right red curve, scan rate 0.4 mV/s).
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Figure 7.1 B shows the representative potential-dependent in situ SHINERS difference
spectra measured on polycrystalline Cu in 0.5 M NaDCO3 D>O solution saturated with COs.
Spectra were obtained every 125 seconds during the linear sweep voltammetry (LSV)
measurement from 0.346 V (vs. Ag/AgCl) to -1.654 V at a 0.4 mV/s scan rate. Each spectrum is
the average of 50 mV potential range and only the average potential is indicated in Figure 7.1 B.
The spectral windows from 100 to 1800 cm™' and 1800 to 2200 cm ™! were measured separately
and then combined to generate the full spectrum. The represented linear sweep voltammograms
(LSV) of these measurements are shown in Figure 7.1 C. The spectra contain contributions of
species within the double layer and in bulk solution, whose Raman spectra are dependent and
independent of the applied potentials, respectively. To isolate the contribution of the former, all
raw Raman spectra are subtracted by the reference spectrum at -0.004 V to produce the
corresponding difference in Raman spectra, as shown in Figure S3. This reference spectrum is
chosen at -0.004 V, a potential at which no CO> reduction-related reactions have occurred, as
shown in Figure S3 and S4. Figure S4 compares the raw and subtracted spectra in both H>O and
D>O at selected potentials. Similar SHINERS spectra were also measured in H2O to help the
assignment of OH/OD-related Raman peaks. The potential-dependent Raman peaks in Figure 7.1
B and Figure 7.2 have been color-coded, with the modes of the same species in the same color.
We attribute these spectral features to surface-adsorbed species that are affected by the potential-
dependent electric field (through the vibrational Stark effect), populations, orientations, and other

interactions.
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Figure 7.2. Assignments of key species

Comparison of measured potential dependent Raman spectra (left) and computed Raman spectra
(right) of proposed adsorbed species. Color codes for atoms: C (grey), O (red), and D(H)
(white). (A) Cu20 at 623 cm ™! (dark yellow shaded), Cu-OD at ~670 cm ! (green shaded) and
CuOx(OD)y at ~525 cm™! (blue shaded), (B) *COO™ M" at ~1540 and ~340 cm ! (red shaded),
(C) *COs* at ~ 1070 cm ! (purple shaded), (D) *CO at ~280 cm ™!, ~360 cm™ ! and 2080 cm !
(orange shaded).

7.2.2. Key species assignments

To assign the observed Raman spectral peaks, we conducted DFT calculations and
compared the computed Raman spectra to the experimental observations in D>O. Figure 7.2 A to
D shows the comparison of the measured and computed Raman spectra of key surface adsorbed
species and their computed structures and additional computed spectra are provided in Figure S5-
9. We used three key observations to facilitate the assignment: Raman frequencies, the direction
of potential-dependent vibrational frequency shifts (Stark shifts), and H/D isotopic effects (Table

S1 and Figure S9-15), and the detailed assignment and discussion are provided in Section SI2.3-
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2.5. The observed surface species can be classified into two distinct categories: carbon-containing
species (*CO, *COO™, and (*COs*") and non-carbon-containing (Cu oxygen-related) species. The
~1540 cm ™! and the ~360 cm™! peaks from -0.2 V to -0.85 V (red shaded in Figure 7.2B) are
assigned to surface cation stabilized carboxylate (*COO™ M"). This assignment is consistent with
a recent report'®, although different assignments have also been reported**?¢>*3!. A detailed
discussion of this assignment is provided in SI 2.4. The Raman peak at ~1055 cm™! from -0.2 V
to -1.3 V (purple shaded in Figure 2C) is assigned to surface adsorbed carbonate anions (*CO3*"),
following literature reports and the carbonate peak in solution®~°. The Raman peaks at ~2080
cm !, ~290 cm ™!, and ~350 cm™! from -0.904 V to -1.604 V (orange shaded in Figure 7.2B) are
assigned to the surface adsorbed carbon monoxide (*CO), consistent with literature reports. The
Raman peak at~623 cm ! from -0.054 to -0.204 V (dark yellow shaded in Figure 7.2A) can be
assigned to Cu,O following literature reports!®*’. The ~660 cm ™! peak and ~523 cm™! peak (green
and blue shaded in Figure 7.2A) are tentatively assigned to Cu-O-D(H) species, as discussed in SI
2.5. Both their spectral assignment and role in the CO> reduction reaction remain unclear and will
not be further discussed in this work. Table 1 summarizes the assignments of the key species,

along with their corresponding vibrational modes.
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7.2.3. Potential dependent adsorbate coverage during CO- reduction

Using the surface species assignments in the previous section, Figure 7.3A plots each
adsorbate’s normalized Raman intensity as a function of applied potential during a cathodic scan
of'a Cu electrode in CO2-saturated 0.5 M NaHCOs solution (the plot including more species under
the same condition can be found in Figure S16). This figure illustrates an interchange between
electrolyte anions and the CO: reduction intermediates on the surface. We divide the overall
interchange into a sequence of four stages in the cathodic scan. In Stage 1 (Cu20 reduction), from
~ 0.0 to 0.3 V, Cuz0 is reduced to Cu, following Eq. (1), which initiates surface co-adsorption of
*COO™ and *CO;?, following Eq (2a) and (2b), respectively. These processes lead to the onset of
a small Faradaic current shown in Figure 7.3A lower panel. This result suggests that poly-Cu
reduction (a Cu-rich surface) is required before CO> reduction can proceed, consistent with
previous reports'®!133738 In Stage 2 (Competitive binding), from ~ -0.3 - 0.85 V, the surface
coverage of *CO3”" continues to increase, while that of *COQ™ reaches a peak value and then
decreases. At around -0.85 V, the Cu surface is primarily covered by *CO3? . As discussed in the
next section, this is attributed to the strong binding of carbonate on Cu, which inhibits the
formation of more *COO". In stage 3 (Carbonate desorption), from -0.85 V to — 1.4 V, the
increasingly negative surface charges caused by applied potential leads to desorption of *COs*",
Eq (2b), which coincides with the formation of *CO, a product of CO: reduction, following Eq.
(3). At this potential range *CO, instead of *COO™ is a stable intermediate. This observation is
also consistent with the competitive binding of *CO and *COs*" reported previously?®2*340 In
stage 4 (CO reduction), from -1.4 to -1.6V, the population of *CO decreases while the Faradic

current increases, indicating the increasing rate of *CO reduction.

CwO +2e +2H" = Cu+ H20 (1)
*+CO, + e = *COO (2a)
*+ CO3% = *COz* (2b)
*COO +e +H'" = *CO (statically stable) + OH™ 3)
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Figure 7.3. Potential dependent surface species during CO> reduction and linear sweep
voltammetry current density (black line, bottom panel).

In electrolyte (A) E1 (0.5 M NaHCO3, saturated with CO,, pH=7.2), (B) E2 (0.1 M NaHCO3 +
0.4 M NaClO4, saturated with CO,, pH=6.8) and (C) E3 (0.5 M NaClOs, saturated with CO»,
pH=4.6). Scan rate 0.4 mV/s. Raman frequency of key species: 623 cm™! (Cu,0, grey line with
square points), 1540 cm™! (*COO", red line with triangle points), 1065 cm™! (*CO3*", purple line
with round points), ~2000 to 2100 cm™ ' (*CO, orange line with inverted triangle points). The
intensity was normalized to the maximum intensity of Cu2O and is scaled down by the factor
mentioned in the numbers within the figures (labeled as the same colors as the intensity data points
of species, i.e., 1 / 2.3 represents the original intensity values is scaled down by 2.3 times to be
plotted in this figure). The arrow markers with colors in LSV panels represent the onset potentials
for the species plotted in the same color in intensity panels. Relevant Raman spectra for B and C
can be found in SI 2.8 (Figure S17 to S 18).

To test this hypothesis of carbonate competitive binding with *COO™ and *CO, we carried
out a study of the effect of carbonate concentration on CO; reduction. This is done by comparing
three electrolyte solutions: (E1) CO;-saturated 0.5 M NaHCO3 (pH=7.2), (E2) CO-saturated 0.1
M NaHCO; + 0.4 M NaClOs solution (pH = 6.8), and (E3) CO»-saturated 0.5 M NaClOs solution
(pH =4.6). The result of E1 has been shown in Figures 7.1, 2, and 3A and discussed above. These
solutions have different ratios of NaHCO3 and NaClOg, but the total ion concentrations are kept
the same to maintain the same ionic strength. Perchlorate is chosen for this experiment because
perchlorate anions are reported to be non-adsorbing species on Cu electrodes?®~°. Because
carbonate is in equilibrium with bicarbonate in solution, its concentration is controlled by the
concentration of initially added bicarbonate (specified above). The equilibrium also dictates that
changing carbonate concentration is necessarily accompanied by a change in solution pH. Thus,

both the effects of pH and carbonate concentration changes on CO; reduction should be considered.
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The potential dependent Raman spectra during the cathodic scan in electrolyte solutions
E2 and E3 are shown in Figures S17 and S18, respectively. Figure 7.3 A-C compare the
normalized intensity of key species as a function of potential for the three systems of various
bicarbonate concentration. SHINER intensity depends on the population, Raman cross-section,
and field enhancement factor, and because the field enhancement factor varies from one
measurement to another, this variation should be accounted for to compare relative populations
from different measurements. To do that, the highest intensity of Cu2O is set to one and all other
species are normalized relative to Cu;O for each measurement in Figure 3A-C, and the
normalization factors, which set the peak relative intensity to 1, are indicated in the legend. If we
assume that the Cu,O signal is proportional to electrode surface area, the normalization factor
indicates the relative peak population of these species in different electrolyte solutions per unit
surface area. As shown in Figure 3A-C, the relative peak *COs*" coverage is 31.6, 20.2, and 2.0
in electrolytes E1, E2, and E3, decreasing at lower initial bicarbonate concentration in the
electrolyte. Although in electrolyte E3, no carbonate or bicarbonate was added to the solution, a
small amount of carbonate can be expected due to conversion between dissolved CO», carbonic
acid, bicarbonate, and carbonate in a CO2-saturated solution*'. Furthermore, the potential of peak
*COs3% coverage shifts from ~-0.8V in E1 to ~-0.6 V in E2 and ~-0.2 V in E3. As shown in Figure
S21, the estimated potential of zero charge (PZC) of Cu electrodes is at ~-0.85 V, ~-0.4 V, and ~-
0.15 V in electrolytes E1, E2, and E3, respectively, which correlates with potentials of peak *CO3>~
coverage. *CO onset occurs at ~-0.85 in electrolyte E1 (Figure 3A), ~ -0.25 V in E2 (Figure
7.3B), and ~-0.15 V in E3 (Figure 7.3C), shifting to more anodic potentials in electrolytes with
lower bicarbonate concentration. We also plot the *CO intensity under the RHE scale in Figure
S20, which also shows a similar trend in the *CO onset potentials in these electrolytes. The LSV
responses in these electrolyte solutions, shown in the lower panel of Figure 7.3 and detailed in
Figure S19B, show peaks at -0.3 V in E2 and -0.1 V in E3, in accordance with the increasingly
more anode onset potentials of *CO peak in the Raman spectra. We also conducted DEMS
measurements to support the observation of earlier CO formation (seen in SI 2.11), but bulk phase
CO was below the instrument detection limit to be detected. It should be noted that similar
potential dependent intensity peak changes on *CO, *COs*" have been reported previously and

were discussed according to a different mechanism,*'**? which is discussed in SI 2.10.
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The change in *CO formation onset potential in electrolytes E1, E2, and E3 may be caused
by different pH and/or different *CO3*" coverage (competitive binding). Previous experimental
studies®** have shown that for CO» to CO reaction, neither the onset potential of CO detected by
DEMS nor the experimental current due to CO2RR to CO exhibit significant pH dependence, and
a zero reaction order was found in all possible proton sources (HA*, bicarbonate*®, water*’) in the
electrolytes. The independence of the CO onset on the pH was rationalized by a model with the
formation of *COO™ being the rate-determining step (RDS) in the overall CO2RR. Thus, we
attribute the earlier formation *CO in E2 and E3 to an anodic shift of the *COs*>" competitive
binding (or “poisoning”) on the surface, which frees up active sites for CO; reduction. According
to the *COs?~ competitive binding model, under low carbonate binding conditions (both in E2 and
E3), the onset of *CO formation begins when Cu,O reduction occurs (~-0.15V); but under high
carbonate binding conditions (E1 and E2), *CO formation is delayed due to the much stronger

adsorption of *CQ3* that block surface reaction sites.
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7.2.4. Competitive binding model for CO> reduction on Cu

During the CO; reduction study described above, the potential dependent competitive
binding of *CO3*~ with *COO™ and *CO is convoluted with the potential dependent CO, reduction
reaction itself, which hinders quantitative modeling. To better understand the competitive binding
process, we carried out a study of competitive binding between *CO3>~ and *CO in CO-saturated
carbonate solution using both in situ Raman spectroscopy and Monte Carlos (MC) modeling. This
study involves Raman measurement in three electrolytes: 1) the first experiment probes the
potential dependent adsorption behavior of *CO3* in the absence of CO in C1 electrolyte (0.25 M
Na»COs aqueous solution saturated with Ar, pH=11.95); 2) the second experiment investigates the
potential dependent adsorption of *CO on Cu in the absence of carbonate in C2 electrolyte (0.5 M
NaClO4 aqueous solution saturated with CO, pH=7.62); and the third control experiment examines
the competitive binding of *CO3*" and *CO in C3 electrolyte (0.5 M NaHCOs aqueous solution
saturated with CO, pH=8.44).
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Figure 7.4. Experimental and Monte Carlo modeling of competitive binding between *CO3*",
*CO, and H2O on Cu electrodes.

(A) Comparison of potential dependent coverage of *CO3?" in the absence of *CO measured by
SHINER in Cl1 electrolyte (0.25 M Na>COs aqueous solution saturated with Ar, pH=11.95) (hollow
square) and calculated by MC simulation (solid black line). (B) Potential dependent coverage of
*CO in the absence *COs?>" measured by SHINER in C2 electrolyte ( 0.5 M NaClO4 aqueous
solution saturated with CO, pH=7.62). (C) Comparison of potential dependent coverage of *CO3>"
and *CO measured by SHINER in C3 electrolyte (0.5 M NaHCO3 aqueous solution saturated with
CO, pH=8.44) and simulated by MC modeling. Black square and red round (with transparent dash
line) represent the *COs*” and *CO data points measured by experimental Raman spectra
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respectively, and black solid line and red solid line represent the MC simulated *COs*~ and *CO
data points respectively. Relevant Raman spectra can be found in SI 2.12 (Figure S24 to S27).

To examine the potential dependent *COs*" in the absence of CO or CO; reduction
intermediates (*CO, *COQ"), we carried out in situ SHINER measurement in C1 electrolyte (Ar-
saturated 0.25 M Na>COs, pH=11.95). The Raman spectra (shown in Figure S24) during a cathodic
scan from +0.1 V to -1.8 V show a clear peak of *COs?". The spectra show negligible signatures
associated with *COO™ and *CO (~360 cm !, ~1540 cm ™!, and ~2080 cm '), which is consistent
with the negligible amount of dissolved CO; and associated CO: reduction intermediates under
the alkaline pH conditions in an Ar saturated solution. Therefore, under this condition, the potential
dependent *COs*™ intensity reflects the direct competitive binding between carbonate anions and
water on Cu surfaces (without the participation of other carbon-containing species). The
normalized intensity of *CO3* and MC simulated population of *COs*" as a function of potential
is plotted in Figure 7.4A, both of which show a peak at around -0.8 V and decrease at more positive
or negative potentials. This potential dependent *CO3*" intensity profile in Ar (pH~12.0, Figure
7.4A) resembles that in CO; saturated 0.5M NaHCOj3 solution (pH~7.2, Figure 3). The similarity
suggests that CO, and CO» reduction intermediates (*COO™ and *CO) have negligible effects on
the surface population of *CO3?", which is likely determined by its competitive binding with water.
In addition, because of the large pH difference in these solutions, this similarity also suggests that
the potential dependent *CO3>~ Raman intensity profile is not caused by potential dependent local

pH change near the Cu electrode surface.

To investigate how *CO population on Cu changes with potential in the absence of *COs*",
we measured the SHINER spectra of *CO on Cu in C2 electrolyte (CO-saturated 0.5 M NaClOg,
pH = 7.62). Perchlorate solution is chosen as a control since it is a weak binder to Cu among other
anions?*°. The raw Raman spectra during the cathodic scan from +0.046 to -1.504V (Figures S24)
show a peak of C1O4™ ions (~ 946 cm™) and *CO (~ 2080 cm™). The ClO4™ peak shows negligible
potential dependent frequency and intensity (Figure S25 to S26), suggesting the signal is
dominated by CIlO4 ions in the bulk solution with negligible interaction with the electrode. The
*CO peak frequency and intensity show a pronounced potential dependence. *CO peak appears

at -0.3V, near the potential of CuxO reduction; increases its intensity at a more negative potential
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to reach a maximum at ~ -0.7 V (Figure 7.4B); decreases in intensity at further cathodic scan due

to the reduction of CO (see SI 2.10 Figure S19 and SI 2.12 Figure S25 for details).

To examine how *CO adsorption competes with *COs*, we carried out a Raman
measurement in C3 electrolyte (CO saturated 0.5 M NaHCO; aqueous solution, pH=8.44Figure
7.4C plots the corresponding experimental Raman intensities and calculated populations for
*CO3*" and *CO. Figure 7.4C reveals a similar symmetric profile for adsorbed carbonate’s
intensity that shows a peak at around -0.83 V. This feature is the same as those in the absence of
CO or CO; (Figure 7.4A) and under CO; reduction conditions (Figure 7.3A), which indicates that
the characteristic potential-dependent surface coverage of carbonate is not altered by the presence
of carbon-containing species (*CO, *COO™, *CO.). Moreover, *CO’s intensity exhibits a bimodal
curve with the local minimum coincides with the potential at which carbonate’s intensity
maximizes. This is clear evidence of competitive adsorption between *COs>~ and *CO. During the
cathodic scan, *CO’s intensity shows the first maximum at -0.35 V, suggesting that at low surface
coverage (before -0.35V), both *CO3*” and *CO coverage increases at a more negative potential,
until *CO3>" out-competes and displaces *CO at -0.35V - ~-0.8V. At more negative potential,
*CO3%" desorption occurs and *CO coverage increases until reaching the second peak coverage
at -1.2V, after which *CO coverage decreases, likely due to the reduction of CO, similar to that
observed in the absence of carbonate (Figure 7.4B) and under CO; reduction conditions (Figure

7.3A).

To understand the competitive binding of *CO3*>~ with carbon-containing species observed
above, we carried out Monte Carlo simulations. The details of the simulation are provided in SI
2.14, and only the key findings are summarized here. The potential dependent *CO3*" surface
coverage in the absence of carbon-containing species, as shown in Figure 7.4A can be modeled
by the competitive binding of *CO3*" and *H,O. At potential more negative of the PZC, one
expects that Coulombic repulsion between the anion and a more negatively charged electrode to
drive *COs*" desorption. This effect is captured in our Monte Carlo model where at negative
potentials, water gradually replaces *CO3*" on the lattice (Figure 7.4A). The potential dependent
*COs3%" coverage at a potential more positive of PZC is more complicated. If only Coulombic
interactions are considered, one expects that at more positive potentials, *COs*>  will be

increasingly attracted to the surface until it saturates the available binding sites and its intensity
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plateaus. Since during a cathodic scan, the *CO3* Raman intensity turns on after Cu>O reduction
and increases gradually as the surface becomes less positively charged (towards PZC), it may
indicate a slow potential-dependent surface rearrangement that weakens carbonate binding at
positive potentials. This hypothesis is supported by a rapid intensity decrease of carbonate at -0.15
V, the potential of Cu oxidation, in an anodic scan (Figure S28), and the large hysteresis of *CO3*
in the cathodic and anodic scan. In our Monte Carlo model, we represent this effect on *CO3?>" by
giving the adsorbate a V-shaped binding energy (Figure S29), where it is most stable at the
experimental maximum Raman intensity. This V-shaped binding energy in our Monte Carlo model

becomes essential to replicating the results of the next section.

In the presence of CO, as shown in Figure 7.4C, the Monte Carlo model includes the
competitive binding of *COs?", *CO, and *H,O. The simulation shows that *CO coverage
minimizes at the potential with maximal *CO3*" coverage, and recovers its population on either
side of the *CO3*" peak (Figure 7.4C). Our modeling results are qualitatively a good match with
experimental results, and the assumption that carbonate dominates adsorption competition over
other CO-related species at potentials around -0.7 V. Unlike the experiment, however, our model
does not include Cu oxidation/reduction events. Consequently, the simulated *CO population does
not decrease from -0.3 to -0.5 V like it does in experiments. Most importantly, the *CO intensity
in this system displays a bimodal profile, which is quite alike the summation profile of *COO™ and
*CO under CO; reduction (-0.9 V, Figure 7.3A), This suggests that strongly adsorbed carbonate

outcompetes other carbon-containing adsorbates.

These three control cases provide the following key conclusions. Firstly, the potential
dependent intensity change of carbonate on Cu is mainly due to the surface binding rather than a
result of surface pH change. Secondly, carbonate exhibits preferential binding from -0.2 V to -0.8
V on Cu and it can outcompete *COO™ or *CO at the potential region. Thirdly, removing
carbonate from the solution allows *CO adsorption at the carbonate dominant adsorption region
(from -0.2 V to -0.8 V). Fourthly, some phenomenon other than another competitive binder is
selectively decreasing species adsorption from 0.2 V to -0.7 V. This phenomenon might be a
slow surface rearrangement as Cu,0O reduces to Cu in the cathodic scan that somehow prevents

carbonate’s coordination to the surface.
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7.2.5. A new competitive binding model for CO> reduction on Cu

Our results show that *COs*" out-competes *COO™ and *CO over the potential range of -
0.3 to -1.0V (vs Ag/AgCl). A similar competitive binding of *COs*>" and *CO has been observed
previously in CO-saturated bicarbonate solution in the range of -0.56V to 1.05 V vs. SHE (-0.783
to 0.827 V vs. Ag/AgCl)*. Thus, we propose that *COs®>" competes with many carbon-
containing intermediates on the Cu surface, including *CO,, *COO", *COOH, *CO, and this
competitive binding delays the onset of CO; reduction by blocking the surface reaction sites.
CO; reduction can only occur when *COs3*~ desorbs from the surface at negative potential. The
conventional CO; reduction pathway shown in Scheme 1 does not fully capture the reaction
mechanism. We propose a revised reaction mechanism in Scheme 2, in which the competitive
binding step is explicitly considered. Scheme 2 depicts three key species involved in three
representative potentials for a CO; reduction process on Cu electrodes in a CO2-saturated 0.5 M
NaHCO; electrolyte. At-0.15 V, where most CuzO is reduced to Cu, CO> and COs>" co-adsorb
on the surface to form *COO™ and *COs*; at -0.7 V, *COs> outcompetes *COO" in binding and
dominates the surface, decreasing the available surface sites for CO> activation; at -1.2 'V, the
surface coverage of *COs? decreases, which open up surface sites for CO, to CO conversion

(with *CO on the surface as a product).

s o’ Adsorption
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Scheme 2. Competitive binding model for CO; reduction. Schematic representation of
potential-dependent surface species surface during CO; activation at featured potentials along a
cathodic scan in the low overpotentials region for a Cu(pc) electrode in a CO; saturated 0.5 M
NaHCO:s electrolyte. Only major species are shown: CO», COs*", CO. Color code for atoms: Cu
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atoms ( metallic brown color balls), C atoms (black), O atoms ( red), aqueous electrolyte (the
blue cube on top of the surface).

To support this model, we have provided strong evidence to show that at low
overpotential regions on Cu polycrystal surfaces, the adsorbed carbonate anions play a role in
hindering the adsorption of other species and intermediates. This effect is partially based on
carbonate’s electrostatic interaction with the charged Cu surface under different PZC of the
surfaces, and it largely affects and out-competes the binding of *COO™ and *CO species until

really negative potential where it starts to fall off from the surfaces.

Thus, we believe at least three key factors are essential to the onset of *CO generation
from CO; reduction. First, a relatively Cu-rich surface (from CuO reduction) to enable the stable
adsorption of carbon-containing species; second, a favorable local environment with enough
proton sources and sufficient electrochemical potential to enable CO> reduction (CO pathway);
third, enough available surface sites without adsorbate “poisoning”, such as carbonate in our
case. It is also reasonable to infer that the diminished carbonate binding in a more acidic medium
may be one of the reasons to explain the different CO> reduction selectivity in acidic
electrolytes****. Especially on Cu, lowering pH not only affects the possible pathways and
energy parameters*’ but also depletes the surface adsorbed carbonate. Therefore, the selection of
less-surface-binding electrolytes can also be a parameter in improving CO> reduction reactions.
Another note is that the electrolyte binding preferences vary for different metals. For example,
on Au electrodes, no competitive binding between *COs*™ and *CO is observed”’, and when pH
is tuned from 7.4 to 5.7 with the same ionic strength, the onset potential for the detection of bulk

CO production also does not change™.
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7.3. Conclusions

In summary, we conducted a spectroscopic experimental and theoretical study to analyze
the competitive binding of carbonate anions on a polycrystalline copper surface during the early
steps of CO; activation and reduction at low overpotentials. Our results can be summarized in
two parts. Firstly, we used in situ Raman spectroscopy and bias-dependent DFT computation to
identify surface-adsorbed species on Cu generated by CO; reduction, including *CO3*",

*COO M" and hydroxyls.

Specifically, to verify the previous controversial assignments on Raman peaks at 1540
cm ! and 360 cm ! to be *CO3%, carboxylate*COO", or malachite, evidence was provided to
support the assignment of the *COO™(Na") species, while H/D isotope studies were used to
distinguish adsorbed hydroxyls from overlapped peaks in H>O. Secondly, to explain the gap
between the disappearance of the *COO™ peak and the onset of the *CO peak during the
potential scan, we introduced a hypothesis with a carbonate anion competitive binding model.
Supplemental measurements and MC calculations were conducted to test the hypothesis and the
results confirm that carbonate anions remain strongly adsorbed from the potential of Cu,O/Cu
conversion to the CO onset potential, leading to the suppressed adsorption of *COO™ and *CO.
Furthermore, carbonate concentration dependence control measurements show that CO
production and the adsorption of *CO can be delayed due to the high coverage of carbonate. This
suggests that high coverage of carbonate anions on Cu(pc) at low overpotentials inhibits the
electrocatalytic CO2RR by preventing the adsorption of key intermediates, *COO™ and *CO.
Lowering the concentration of carbonate can improve the delayed onset of *CO from the binding
competition but at the cost of lowering pH. Additionally, our results suggest that the step-wise
observed “halfway” intermediates at low overpotentials may not be the actual short-time scale
intermediates at high overpotentials due to the different local surface environments. Therefore,
step-wise potential dependent measurements may not be the most suitable ones to provide

accurate information on time scale intermediates at different catalytic conditions.

Our findings elucidate the negative influence of carbonate anions on CO; reduction, even
though it is seldom discussed due to its limited presence at low overpotentials. This furthers our

understanding of anions' contributions to modulating reaction pathways and can inform future
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efforts to optimize electrolyte solution concentration, anion choice, and pH conditions to achieve

efficient CO; reduction.
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7.4.  Supporting Information

7.4.1. Extended description of experimental methods

Preparation of nanoparticles
Au and Au@SiO> nanoparticles were prepared based on the methods developed by Li, et al>*.
The obtained shell-isolated nanoparticles were characterized by TEM and electrochemical

methods to verify the SiO2 shell fully covered the Au core.

Figure S1. TEM image of synthesized Au@SiO2 nanoparticles.
(With diameter ~55 nm, thickness of Si,O shell ~ 2-3 nm)

100 nm

Preparation of Cu working electrodes

The polycrystalline Cu disk electrodes (OD 6 mm, ALS, Co., Ltd) were firstly polished with 0.05

um AlO3 with polishing pads, then rinsed with ultrapure water and electrochemically cleaned in

85% H3PO4 at 1.5 V vs. Ag/AgCl (1 M KCI) for 30 seconds until showing mirror-like surfaces.

7.4.2. Extended results analysis and discussion

7.4.2.1 Discussion on the background subtraction of Raman spectra
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Figure S2. Background Raman spectra selection.

(A) Raw (un-subtracted) potential dependent SHINERS spectra in H>O. (B) Raw (un-subtracted)
potential dependent SHINERS spectra in D>O. The Raman peak of bicarbonates is highlighted in
yellow.
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Figure S3. Spectra before and after Background subtraction.

Comparison of (A) unsubtracted and (B) subtracted Raman spectra in H>O; and (C) unsubtracted
and (D) subtracted Raman spectra in D>O. Raman peaks of bicarbonates are heightened in
yellow in A and C.

144



To facilitate the analysis of potential-dependent spectral features, a background subtraction
was conducted. As shown in Figure S3, at potentials more positive of -0.204V, the Rama spectra
show negligible potential dependence, and as shown in Figure S4, at potentials more negative of -
0.204 'V, significant potential-dependent features appear. Therefore, the spectrum at -0.004 V is
taken as a reference and the raw (un-subtracted) spectra are subtracted by this reference spectrum
to remove potential independent spectral components. For example, the main peaks of bicarbonate,
~1020 cm ™!, ~1370 cm™! in H,0 and ~980 cm ™!, ~1360 cm ™! in D,0, highlighted as yellow color
in Figure S2 and Figure S3(A and C), can be nearly completely removed in the subtracted
(difference) spectra. This indicates that in our system of 0.5 M NaHCO3 solution, most observed
bicarbonate Raman peaks are caused by species in the bulk solution, and there is negligible signal
due to adsorbed bicarbonate. The assignment of these peaks agrees well with bicarbonate peaks in
bulk solution (Figure S4).

Intensity (a.u.)

1000 1200 1400 1600 1800
Raman Shift (cm™)

Figure S4. Raman spectra of solution (bulk) phase in 0.5 M NaHCO; (CO; sat.) water solution.
Different spectra of different colors represent the different sample spots.
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7.4.2.2 Additional DFT calculated Raman spectra of key species
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Figure S5. DFT calculation of *COO™ with explicit water. (A) DFT calculated the structure of
*COO™ with explicit water. (B) corresponding calculated Raman spectra of *COO™ in H,O/D-0.
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Figure S6. DFT calculation of *CO with nearby *OH.
(A) DFT calculated structure of *CO with nearby *OH. (B) corresponding calculated Raman
spectra of *CO in H,O/D>O0.
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Figure S7. DFT calculation of *OH.
(A) DFT calculated structure of *OH. (B) corresponding calculated Raman spectra of *OH(*OD)
in H,O/D»O.
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Figure S8. DFT calculation of *OH with nearby *CO.
(A) DFT calculated structure of *OH with nearby *CO. (B) corresponding calculated Raman
spectra of *OH(*OD) in H>O/D-0.
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7.4.2.3 Summary of the Raman peaks assignment

Table S1. Summary of measured and computed Raman peaks of key species on Cu(pc)

Vibrational Measured Computed Measured
Species modes Solvents Frequency Frequency frequency shift
(cm™) (cm™) (cm 1/V)
H,0 ~1076 (-04V) 1022 (-0.9 V) ?8 j 3{4}1 V)
*COs> v (al’)36 5 6.i 03 -
D,0 ~1071(:04V)  1022(09V) [0
H,0 ~360(04V)  315(05V) TSR E o
*CO0 Na* v (Cu-C) 5710
D,0 ~350 (-04V)  322(-0.5V) (_0‘72 008 V)
H,0 <1555 (-04V) 1592 (-0.5 V) (6206;025 5 V)
*COO Na' va (C=0)
D>0 ~1548.(04V)  1592¢05V) (5
H,0 <700 (-05V) 707 (-0.5V) gn(fvbgff;edigue
Cu-OH bpmne
(non-hydrogen 3 (Cu-O-H) 19.7+2.1
bonded) D-0 ~670(-0.5V)  536(-05V)  (-0.5t0o-1.15
V)
H,0 SS2TELLY) ses(05V) P eOs
Cu-OH i
in Cuo,0H), ¥ (WO 7.5+ 1.6
D0 SSBELLY) 485 C0SV) (TR Sy
-8.6+2.8
H,0 ~272(-125V)  289(-1.5V)  (-125t0-1.6
V)
*CO v (Cu-C)
3.8+0.4
D;0 ~280 (-125V)  268(-1.5V)  (-125t0-1.6
V)
12.0+4.0
H,0 ~358(-125V)  389(-1.5V)  (-125t0-1.6
V)
*CO p (Cu-C-O) 113402
D;0 ~350 (-125V)  380(-1.5V)  (-125t0-1.6
V)
H,0 ~2020102100  ~2020102100 o
*CO v (C-0) (Seen in ST 2.4)
D;0 ~2020 t0 2100 ~2020 to 2100

148




- R 1076 C —s— Cu-C-0D,0
ﬁmen- e =—in D0 § .. — 375, —*CuCDO .
P . =—inH,0| & L < *— Cu-C-O H,0
i N —+— CuCH,O
L1540 —~— <1072 . A G 360 e
"'--‘ '\- > .}..-'l.-- “ '] "’ .
> — 3 - /| - DI
L] - c - . \ 7} o
€ 1520 X 8 . . S sy .
g { o ", [
c 1068- \ S |
@ %01 e 3 / & _
o . —— e \ c 285 .
[T s S Ly wd ﬂ!_J R S—
340 — o6d— W oyl e e
0.3 0.6 0.9 -04 -0.8 -12 -1.6 -1.0 12 14 16
Potential (V) Potential (V) Potential (V)

Figure S9. Potential dependent frequency shifts of carbon-containing species in H>O and D>O.
(A)COO (1540 and 360 cm™!), (B)carbonate (1071 cm™!), (C)Cu-CO (280 and 370 cm™!).
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Figure S10. Potential dependent frequency shifts of OH-containing species in H2O and D-O.
(A) hydrogen bonding Cu-OH(OD) bending (520 cm ') and (B) free Cu-OH(OD) (670 cm ™).

The potential dependent frequency shifts of observed species indicate that they are surface
adsorbed as they have to be close enough to the electrode surface to experience the electric field
changes. Table S1 also shows the H/D isotope effect of these species. The experimentally
observed higher and lower frequency modes of COO™ both show 5-10 cm™! frequency
differences in H2O and D»O, which indicate this species interacts with proton or water
molecules. Similar isotope effects are also observed for adsorbed carbonate and CO. Therefore,
in our DFT models, to account for the adsorbate-water interaction, we include explicit water
molecules into the system in addition to an implicit solvent. Zero, two, three, and seven glasses
of water are included around COO™ in a test to determine how the additional water molecules
impact spectra. For the higher and lower frequency peaks, small changes of <5 cm™! can be seen

with the inclusion of hydrogen bonding for any number of explicit water molecules.
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*COs3* Peaks. We assign the Raman peak at ~1071 cm ™! in the potential range of -0.2 V to
-1.3 V to the symmetric stretching mode of bidentate adsorbed *COs* (Figure 2B), based on its
agreement with the reported Raman spectra of carbonate in the solution phase®. This peak shows
a~5 cm! frequency shift over the potential range, indicating that the absorbed carbonate can sense
changes in the electric field of the double layer. Specifically, it shows a red shift from -0.2 to -1.2
V and a blue shift from -1.2 to -1.6 V (Figure S9B); this potential dependent frequency shift is
also corroborated by our DFT calculations (Figure 2B). Furthermore, this peak also shows a ~5
cm ! red shift from H,O to D,O (Figure S9B), suggesting that its frequency is affected by
interactions with nearby water molecules. This effect has not been reproduced by the DFT
calculation, which may be due to insufficient water molecules near the carbonate in the
computation model. Our calculation indicates that *CO3?" can be either bidentate or monodentate

when adsorbed on Cu surfaces, consistent with a previous literature report.*?

HCO3™ Peaks. In the raw Raman spectra before subtraction, shown in Figure S9A and C,
we observe an intense peak at ~980 cm™! in D,O and ~1018 cm™! in H,O, which can be attributed
to the in-plane C-O stretching mode of uncoordinated bicarbonate in the bulk solution (Figure S4)
36 This is consistent with the observation that this peak shows negligible dependence on the
applied bias and has a negligible intensity in the subtracted spectra shown in Figure 2B. As shown
in Figure S4, in the bulk solution phase, Raman spectra are dominated by bicarbonate (1018 cm™)
with negligible carbonate contribution (1055 cm™!), consistent with the expected concentration
ratio ([H2COs] /[HCO;5 ] /[CO3?7]~2:8:0.01 at pH=7.2*"). However, our raw Raman spectra at
the interface (Figure S3) show a much lower HCO3/ COs*™ intensity ratio compared to the bulk
solution, and the subtracted Raman spectra show negligible HCO3™ intensity. These results suggest
that there is a preferential accumulation of COs*  on the surface, consistent with literature

reports>3>36,

*COO™ Peaks. Our experimental and computational results suggest that the ~1540 cm™
and the ~360 cm ! peaks should be assigned to *COO M, a cation M" stabilized adsorbed *COO",
rather than other literature assignments such as carbonate 222’ malachite 3!, or *COOH 7. A
detailed discussion of the reasons for supporting the *COO M" assignment and ruling out other

possibilities can be found in SI 2.4.
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*CQO Peaks. We assign the broad Raman peak at ~2080 cm ™! from -0.904 V to -1.604 V to
the C-O stretching mode of *CO. This broad Raman band consists of three overlapping *CO
species: ~2030 cm ™!, ~2060 cm™' and ~2090 cm™!. These species show different potential
dependent frequency tuning rates (shown in SI 2.6.), indicating they are *CO adsorbates in
different chemical environments'>>®. In previous studies, vibrational peaks in the 2000 to 2100
cm ! region are assigned to atop *CO, but multiple reasons have been suggested for the wide

distribution of vibrational frequencies!>>®

, including a distribution of the coordination number of
the Cu sites®® and the extent of interaction of surrounding *OH group'. In our analysis, we fit
these CO modes and obtain the total intensity of all atop *CO bands. Our DFT calculations and
experiments also identify lower frequency modes at 270 cm™! and 350 cm™! (Figure 2C). We assign
these to the Cu-C-O bending (Cu-CO restricted rotation) and the Cu-C stretching modes of Cu-

CO respectively, consistent with previous literature reports'>1¢-%,

Cu:0 and Cu-OH/OH Peaks. The ~623 cm™! peak (brown) appears between -0.054 V
and -0.204 V (Figure 1B) and shows negligible frequency change in H>O. This peak is assigned
to Cux0 and its disappearance at more negative potential has been attributed to the reduction of
Cu20 to Cu’’*®, Immediately following the decline of the ~623 cm ™! peak intensity, a rise of
*COO™ and *COs*™ peaks are observed (Figure 3). This suggests that the reduction of the
electrode surface from CuzO to Cu initiates CO2RR and the adsorption of carbon-containing

species.

In addition, the ~660 cm™! peak (green shaded peak in Figure 1B and 2D) is assigned
with the bending mode of Cu-O-H(D) that is minimally engaged in hydrogen bonding, and the
~523 cm™! peak (blue shaded peak in Figure 1B and 2D) is assigned with the OH stretching
mode of CuOx(OH)y. The ~660 cm ™' peak shows a relatively consistent isotopic H/D effect,
while the ~523 cm™! peak position and its H/D shifts can be greatly affected by the environment
(e.g. the population of adsorbed CO); therefore, we believe the 523 cm ™! peak should be a
special mode that possibly hydrogen bonds with surface *CO such that its spectral feature has
the property of adsorbing *O with diminished H/D isotopic shifts. Further reasoning and

discussion for the assignments can be found in SI 2.5.
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7.4.2.4 Additional discussion on *COO— peaks assignments

We assign the Raman peaks at ~1540 cm ™! and ~360 cm™' to *COO M", agreeing with a
recent SERS study by Chernyshova et al.!8

The ~1540 cm™! peak, which we argue based on frequency matching to DFT calculation
is from an asymmetric C=O stretching mode of *COO". The ~360 cm ' peak, in accordance,
should be assigned with the Cu-C stretching mode. The cation M is to stabilize the total
structure on the surface. This Raman peak presents itself over a broad potential region (-0.204 to
-0.854 V), and since it manifests before the appearance of *CO, it is largely believed to be a

possible precursor and the rate-limiting step in the CO2RR mechanism to make *CO.

We also assign the ~360 cm™' Raman peak to the Cu-C stretching mode of *COO M"*
with DFT calculations as evidence. In the experiment, this Raman peak exists within the same
potential region as the ~1540 cm ™! peak, and both the ~1540 cm™' and the ~360 cm™' peaks
exhibit a similar change in intensity as a function of potential as well as a similar shift in
frequency direction due to Stark effect and possible coverage dependence effects® (Figure 2-A).
In detail, in CO»-saturated 0.5 M NaDCOs, the ~1540 cm™! and the ~360 cm ™! peaks both grow
in intensity from -0.15 and -0.5 V and maximize around -0.5 V. In addition, their potential
dependent frequency tuning rates are 64.3 £+ 1.4 and 29.7 + 1.0 cm ™ !/V respectively (Table S1).
These results suggest that the ~1540 cm ™' and the ~360 cm™! peaks belong to the same adsorbed

species.

Nevertheless, many studies present inconsistent assignments on the chemical identity
attributed to the ~1540 cm ™! and ~360 cm ™! peaks, with the literature reports assigning them to
carbonate **#?%27 malachite 3!, *COO™ 1% and *COOH °’. The challenge is because the peak’s
frequency range of 1500-1600 cm! can belong to the C=0 bond stretch in many different

species, and the corresponding Cu-C or Cu-O mode is also at 300-400 cm ! region.

Ruling out carbonate or bicarbonate.

We exclude the possibility of assigning the ~1540 cm ™! peak carbonate or bicarbonate

based on the following 3 reasons. Firstly, the ~1540 cm ™! peak cannot be solution phase species,
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as it was not observed in our bulk spectra(Figure S4) or any previous studies on bulk
carbonate/bicarbonate*®®!. Secondly, under CO> reduction conditions, its intensity potential
dependency doesn’t change accordingly with known carbonate/bicarbonate peaks. While it
increases in intensity from -0.204 to -0.3 V, plateaus from -0.3 to -0.5 V, and then decreases in
intensity until -0.854 V (Figure 2A), the profile of the ~1055 cm ™! peak belonging to *CO3*
whose intensity increases at -0.6 V, and that of the ~1018 cm ! peak belonging to HCO3;~ whose
intensity shows no potential-dependence. Thirdly, in our pure carbonate solution binding control
shown in Figure S21, Ar-saturated 0.25 M Na>COs solution (pH = 11.95), there is no 1540 cm™!
peak. This result replicates those of the Chernyshova et al. SERS study'®. It should be noted that
on other metals with different ion-affinity, such as Au®® or Pt°%, the 1500-1600 cm™' assignments
can be different because many C=O containing species such as carbonate/bicarbonate do have

similar stretching modes in the similar frequency region.

At the same time, We excluded the assignment of ~360 cm™' Raman peak to be carbonate
reported by other paper®’, this is mainly due to the inconsistency on the potential dependent
intensity compared to ~1055 cm™! peak (Figure 1 B and Figure 2), i.e., from -0.85 Vto -1.15V
where the ~1071 cm™! peak shows a large intensity, the ~360 cm™' peak disappears, thus it

should not be assigned to carbonate species.

Ruling out *COOH.

Moreover, we disagree with assigning the ~1540 cm™! peak to anti-symmetric stretching
of *COOH. Shown in Figure S11B, our DFT calculations of *COOH give prominent vibrational
modes at ~302, ~369, ~523, and ~1696 cm™'. The calculation predicts that the peaks ~523 and
~800 cm ™! show similar intensities and Stark tuning rates as the observed peak at ~369 cm™';
these peaks are not observed in Figure S11A. The calculated ~1696 cm™! peak also shows a
small frequency shift towards higher frequency in the cathodic scan, while the experimental
~1540 cm™! peak shows a frequency shift in the opposite direction. Thus, we excluded the

possibility of *COOH assignment.
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Figure S11. Ruling out the assignment of *COOH.

(A) Zoom-in potential dependent spectra at ~1540 cm™' and ~340 cm ™! (left, red square coded)

(B) calculated spectra of *COOH with simulated structure (right, red square coded). The

different atoms are shown in different colors: C atom-grey, O atom-red, and H atom-white. From

positive to negative potentials, the experimental results showed a red shift while DFT results

showed a blue shift, indicating the mismatched assignment of *COOH.
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Ruling out malachite.

13" reported the assignment of ~ 1070 cm ™' and 1540

The previous work by Jiang et a
cm ! to be the malachite, a type of Cu hydroxide carbonate species, not the adsorbed carbonate.
Other previous work®'? has predicted and shown that malachite is an important precursor of Cu
surface chemical conversion in altering CO» reduction activity. Especially for purposely prepared
malachite according to the work>?, it shows clear different vibrational spectral features compared
with Cu or Cuz0 and exhibits featured selectivity difference by product analysis method. In light
of this information, the assignment of ~ 1070 cm ™' and 1540 cm™' to be malachite is reasonable
in some ways. i.e., the featured peaks in malachite Raman spectra are by the reported ~ 1070
cm ! and 1540 cm ™! peaks, as well as ~360 cm ™! and ~700 cm™! peaks. We appreciate the

detailed work on the malachite tuning reaction activities, and we also believe the malachite

formation may not be ruled out,

We disagree with the conclusion on the Raman peak assignments during CO2RR on Cu
based on the following reasons. In terms of assigning ~1540 cm™' peak, we disagree with
assigning the ~1540 cm ™' peak to the anti-symmetric stretching of carbonate in malachite based
on these reasons: (1) under CO; reduction condition, the potential dependent relative intensity
changes of “malachite-related” vibrational modes are not in sync, i.e. from -0.3 V to -0.8 V,

~1070 cm™! peak stops increasing while ~1540 cm™' and ~360 cm ™! continues to grow; (2) the
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missing ~1540 cm ™! peak in malachite-enriched sample control under CO; reduction condition®!,
even though the purposely malachite-enriched sample shows same spectra features of malachite,
but the potential dependent spectra showed no peaks at ~1540 cm™!; (3) the missing ~1540 cm™!
peak in 0.25 M Ar saturated NaxCOs3 carbonate control (Figure S21) or their carbonate reported

control*'.

In terms of assigning ~360 cm ™' peak, we disagree with the possible assignment on O-
Cu-O bending modes of carbonate-induced malachite®! due to: (1) the different direction of ~360
cm ! peak potential dependent frequency shift: while a noticeable red shift (from -0.2 V to -0.8
V) of around ~30 cm™!/V is observed for the ~360 cm™' Raman peak, the O-Cu-O bending mode
of malachite bulk species should not see any frequency shifts; (2) in our H/D labeling experiment
of CO,-saturated 0.5 M NaH(D)COs, the ~360 cm™! peak in H>O exhibits an isotope shift to
~350 cm ™! in D0, indicating stronger interaction of surface species and explicit solvents. This
10 cm ™! isotope shift disagrees with a previous report that suggests that the bulk malachite

system does not have a significant H/D shift®'.

For the listed reasons, we tend to support the assignments of surface carbonate (~1070
cm ') and *COO™ (~360 cm ™' ~1540 cm ') rather than malachite. There are some additional
discussions on the mechanism of potential dependent intensity change for the related peaks,

which will be provided in a later section SI 2.9.
7.4.2.5 Supplement discussion on Cu-OH-related species assignments

We assign the ~660 cm™! peak (green) to be the bending mode of Cu-O-H(D) that is
minimally engaged in hydrogen bonding, which is also consistent with the assignments by
Bodappa et al.’” In our experiments, we find the ~660 cm™! peak in D>O shifts to around 700
cm! in H>O. However, in H,O, the precise peak analysis is difficult as this ~700 cm ™' peak may
overlap with other modes associated with carbonate or *COO™ %, Our DFT calculations find
that Cu-O-H bending mode with hydrogen bonding (with H,O or CO) exhibits a 678 or 568 cm ™!
peak that shifts to ~707 cm™! for that without hydrogen bonding. Thus, we tend to assign it with
the Cu-O-H(D) bending mode of minimal hydrogen-bonding engaged Cu-OH(D).
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We assign the ~523 cm ™! (blue) peak to be the bending mode of a Cu-O-H in an OH against
an O-containing species, CuOx(OH)y, due to its smaller isotope shift and more negative onset

potential when more CO is added to the system.

In the Ar-saturated 0.01 M KOH/KOD solution (Figure S12), the blue peak and green peak
have similar onset potentials. In addition, the blue peak exhibits a H/D isotopic shift as large as
30 cm ™! (~520 cm™! with H, ~490 cm™! with D), which is consistent with the previous report of
Cu-OH species in the Cu electrooxidation system. In calculations, this H/D shift is exaggerated,
likely due to a lack of explicit solvent. In comparison, in COz-saturated 0.5 M NaHCOj3 solution,
the blue peak appears at a more negative potential than the green peak (-1.154 V vs. -0.704 V for
the green peak), and it shows a significantly smaller 6-7 cm ™' isotopic shift (~527 cm™! with H,
~523 cm™! with D, Figure S13). In comparison, in CO,-saturated 0.5 M NaHCOjs solution, the
blue peak appears at a more negative potential than the green peak (-1.154 V vs. -0.704 V for the
green peak), and it shows a significantly smaller 6-7 cm™' isotopic shift (~527 cm™' with H, ~523
cm ! with D, Figure S13). When even more CO is in the system, in CO-saturated 0.01 M KOH
solution, the blue peak has an even smaller isotopic shift of 2-3 cm ™! (~532 cm ™! with H, ~530

cm ! with D, Figure S14).
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Figure S12. H/D Raman spectra of OH without CO.
(A) Raman spectra in Ar saturated 0.01 M KOH. (B) Raman spectra in Ar saturated 0.01 M
KOD, O-H stretching mode is labeled by the black, Cu-O-H bending mode is labeled by the red
color. O-H stretching presents 526 cm™' in H>0, 496 cm™' in D>O at -1.254 V, Cu-O-H bending
presents 710 cm ™! in H>0, 671 cm ™! in D0 at -1.254 V.
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Figure S13. H/D Raman spectra of OH with a medium level of CO.
(A) in CO; saturated 0.5 M NaHCO3s. (B) in CO; saturated 0.5 M NaDCOs. (C) Comparison of
the potential dependent frequencies of the O-H stretching mode in H/D solutions.

A 544 A B 544 f C 545 -

A 1554 % 4554 —~ 530 cm™' peak
\_,\_% “\—; -1.354 % -1.354 5 540 | in 328
R A 1,154 ; 1154 ¢ In Ay
%: -0.954 &""— -0.954 5 535
\“_,__/\n.__._ \__/\

0.754 0754 &
N \v~ ©
0554 l £ 530

| 14

-0354 :

; ; ; 525 . . .
200 400 600 800 200 400 600 800 -1.6 -1:4 1.2 10
Raman Shift cm™)  Raman Shift (cm™) Potential (vs Ag/AgCI)

Figure S14. H/D Raman spectra of OH with a high level of CO.
(A) in CO saturated 0.01 M KOH. (B) in CO saturated 0.01 M KOD. (C) Comparison of the
potential dependent frequencies of the O-H stretching mode in H/D solutions.

Given the correlation between the green and blue peaks in the CO-purged system, we believe

the blue peak in this environment behaves more like a Cu-OH group engaged in hydrogen
bonding. When more CO is added to the system, the blue peak behaves more like a Cu-O group,
due to its smaller isotope effect. One explanation for this is that the introduction of *CO results

15,63

in more *CO—*OH hydrogen bonding/interation>*°, and disrupts the hydrogen-bonding

network among *OH and explicit waters or other *OH near the electrochemical interface such
that there is less hydrogen coordination to affect Cu-O stretching from Cu-OH. Another
explanation is that *CO reduction involves the deprotonation of Cu-OH to form another product,
such as Cu-Oaq species reported on the Cu(111) surface®’. Hence, we argue that this blue peak

belongs more to a CuOx(OH)y species.

This assignment aligns with those found in other studies'®!?. In the scope of our CO.RR
experiments, the appearance of the green peak between -0.504 V and -1.154 V and then the
subsequent appearance of the blue peak between -1.104 V and -1.604 V suggests that the
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electrode surface is changing from Cuz0 to Cu-OH to CuOx(OH)y. Moreover, given how the rise
of the blue peak coincides with *CO onset and *COs*~ desorption, these changes in the surface

are correlated with CO; reduction processes.
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7.4.2.6 Supplement electrochemical Raman spectra on *CO
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Figure S15. Raman spectra of CO; reduced *CO on Cu.

(A) potential dependent Raman spectra in 0.5 M NaDCO; D>O (COs saturated). (B) Fitted
Raman peaks of 3 modes at different frequencies of *CO in 0.5 M NaDCO; D20 (CO>
saturated). (C) potential dependent Raman spectra in 0.5 M NaHCO3 H>O (CO; saturated). (D)
The tuning rates of the three modes are difficult to identify as the peak width and frequency both
show potential dependency.
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7.4.2.7 Additional plot of potential dependent intensity
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Figure S16. Potential-dependent Raman peak intensity of all Cu-O (top panel) and Cu-C (middle
panel) containing species in D>0.

Raman frequency of key species: 623 cm™! (Cu0), 520 cm™! (hydrogen bonding Cu-OH
bending) and (B) 670 cm™! (free Cu-OH ), 1540 cm ™! (*COO"), 1070 cm ™! (*CO3?"), ~2000 to
2100 cm ™! (*CO).
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7.4.2.8 Additional results on *COs*~ population dependence
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Figure S17. *CO onset potentials using electrolytes with different carbonate concentrations.
Comparison of (A) unsubtracted and (B) subtracted Raman spectra (background at -0.004 V) of
intermediate carbonate concentration in 0.1 M NaClO4 + 0.4 M NaHCO3 (CO> sat. pH=6.8)
solution.
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Figure S18. *CO onset potentials using electrolytes with different carbonate concentrations.
Comparison of (A) unsubtracted and (B) subtracted (background at -0.004 V) Raman spectra of
low carbonate concentration in 0.5 M NaClO4 (CO; sat. pH=4.6) solution.

Notably, in Figure S18, the peaks at 1389 cm™' and 1601 cm™! should be related to the
CO reduction products, such as HOCCOH at 1397 cm™ ! and OCCOH at 1576 cm ™!, based on
previous literature’$%4,
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Figure S19. Comparison of CO onset under different amounts of carbonate.

(A) Potential dependent *CO intensity in different solutions: 0.5 M NaHCO3 (CO> sat. pH=7.2)
in black; 0.1 M NaClO4 + 0.4 M NaHCO3 (CO; sat. pH=6.8) in red; 0.5 M NaClO4 (CO:» sat.
pH=4.6) in blue. (B) Comparison of linear sweep voltammograms (scan rate 0.4 mV/s) of Cu
(poly) in 0.5 M NaHCO3; (CO; sat. pH=7.2) in black; 0.1 M NaClO4 + 0.4 M NaHCOs3 (CO: sat.
pH=6.8) in red; 0.5 M NaClO4 (CO> sat. pH=4.6) in blue. The onset potentials of Cu20
reduction are marked as dark yellow arrows, and those of CO production are marked as orange
arrows.
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Figure S20. Comparison of normalized intensity of CO in different solutions under RHE scale.
0.5 M NaHCOs3 (CO3 sat. Ph=7.2) in black; 0.1 M NaClO4 + 0.4 M NaHCO3 (CO; sat. Ph=6.8)
in red; 0.5 M NaClO4 (CO; sat. Ph=4.6) in blue.
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7.4.2.9 Estimation of potentials of zero charge for systems

In our competitive binding model, we think that the strong preferential binding of
carbonate on Cu is also controlled by the potential of zero charge (PZC) of the system, to verify
this hypothesis, we conducted the potential dependent capacitance measurements of different
systems, the PZC can be found at the minimum of the capacitance. The potential dependent
differential capacitance was obtained by the potential dependent impedance measurements and
followed by the previous report®. However, this method can only provide an estimation of the
PZC due to the complexity of the system (involving multiple Faradaic reactions), the exact

determination may require other methods>>.
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Figure S 21. The differential capacitance for Cu(pc) in different solutions.
Potential dependent capacitance at 25 Hz in different solutions: 0.5 M NaHCO3 sat. with CO»
(pH=7.2, black line); 0.1 M NaHCOs + 0.4 M NaClOy sat. with CO; (pH=6.7, red line); 0.5 M
NaClOy sat. with CO2 (pH=4.6, blue line).

By estimation, the PZC for Cu(pc) in 0.5 M NaHCO;3 sat. with CO; is roughly around -0.8
to -0.9 V vs. Ag/AgCl, in 0.1 M NaHCO3 + 0.4 M NaClO4 sat. with COz is around -0.4 V, in 0.5
M NaClO4 sat. with CO» is around -0.1 to -0.2 V. We observed a pH/carbonate population
dependent PZC change, as the carbonate population or the pH becomes smaller, the PZC also
decreases. In each case, the PZC values are also roughly in sync with the potentials for carbonate
starting to decrease intensity, thus we believe this carbonate and *CO competitive binding should
be directly related to the PZC change of the system. Moreover, the pH-dependent PZC change was
also reported by previous work in alkaline solutions® (from -0.51 V vs. Ag/AgCl at pH=13 to -
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0.25 V at pH=10 in NaClOs solutions). In our case, we observed how PZC changes from medium
pH (pH=7.2) with more carbonate binding to relatively acidic condition (pH=4.6) and less
carbonate binding, thus the variation among our reported values and others’ should be mainly

induced by different amounts of the adsorbates (*carbonate and reaction intermediates) binding.

7.4.2.10 DEMS Results Analysis
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Figure S22. DEMS results analysis.

(D Linear scan voltammetric (LSV) profile for CO» reduction on a bulk Cu electrode in CO>
saturated 0.1 M KHCOs (a) and corresponding mass spectrometric currents at m/z =2 (b), m/z =
15 (c), m/z =26 (d), m/z = 28 (e) and m/z = 31(f). Scan rate: 50 mV/s. (II) LSV profile (a) and
current efficiencies of H» (b), CH4 (c), and CH2CH> (d) plotted vs. potential.

The DEMS results (seen in Figure S28) showed that the CO, reduction on Cu generated
large amounts of methane and ethylene, and also small amounts of ethanol as solution volatile
products. Formate/formic acid was also formed during CO» reduction; however, it is not volatile
enough to be detected. The amount of CO formed in the solution was too small to be detected

with DEMS. It should be noted that the decrease of the mass spectrometric signal of CO at m/z =
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28 at potentials below -1.6 V was due to the decrease in CO; concentration near the Cu surface
(Figure S22-Ie) rather than the decrease in CO concentration, since CO; also had a fragment of
CO". The formation of adsorbed CO (*CO) onset at around -0.20 to -0.25 V vs. RHE, as
observed by SHINERS, while most product analysis measurements®®’ found the onset of bulk
CO at a more negative potential than -0.2 V vs. RHE. We think the inconsistency among the bulk
and surface measurements may result from 1) the sensitivity in measuring bulk CO with DEMS
in our measurement was not ideal; (2) when the lower overpotentials were applied, there was one
adlayer of *CO resulting in an extra energy barrier for continuous CO formation; 3) there is only
limited amount of CO at low overpotentials, with no efficient mass transport of *CO to the bulk
phase; 4) before it reaches the more negative potential for CO desorption, *CO takes part into
*CO reduction, so only sub-monolayer of *CO can be seen. We find some evidence for the
fourth reason with peaks of possible CO reduction intermediates (1178 cm™' OCCO, 1401 cm™!
OCCOH, and 1599 cm™! HOCCOH "®) observed in from -0.3 to -1.0 V vs. Ag/AgCl (Figure
S18). It is also evidenced by the DEMS data that methane, ethylene, and ethanol were formed as
soluble products. And to test other possibilities, a more sensitive fast-stirring spectroscopic study

with a more sensitive product analysis method may be more helpful in answering this question.
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7.4.2.11 Additional results on competitive binding control
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Figure S23. Raman spectra of potential dependent coverage of *COs*" in the absence of *CO.
(A) unsubtracted and (B) subtracted Raman spectra Raman spectra in 0.25 M Na>COs sat. with
Ar (pH=11.95).
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(A) unsubtracted and (B) subtracted Raman spectra in 0.5 M NaClOj sat. with CO (pH=7.62).

In Figure S25, there are also some small peaks at 1389 cm™' and 1601 cm™' from -0.554
V to -1.204 V, similar to the above cases in Figure S18, they should be related to the CO
reduction products”®%* (HOCCOH at 1397 cm ' OCCOH at 1576 cm ™).
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7.4.2.12 Discussion on Cu20 reduction induced carbonate intensity change
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Figure S27. Anodic/cathodic potential dependent coverage of *CO3> and *CO

(A) Raman spectra in CO-saturated 0.5 M NaHCO3 during an anodic scan. (B) comparison of the
analyzed intensity of carbonate and CO. The cathodic scan intensity is obtained from Figure
S24.

The potential dependent carbonate intensity changes in an anodic scan shown in Figure S25
present a different scheme compared with that in a cathodic scan, while the former shows a rapid
change from -0.3 V to -0.1 V, the latter shows a gradual increase from -0.1 V to -0.6 V. By this
comparison, we believe the main reason is that the CuO reduction process is a slower one

resulting in slow arrangement of surface adsorbates, the reversible Cu to Cu2O oxidation process

is a faster process that quickly finishes.
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7.4.2.13 Additional discussions of other possible interpretations of the mechanism

In the main text Figure 3 and SI Figure S16, we plot the potential dependent intensity
changes of different species and proposed the carbonate competitive binding mechanism to
explain these interchanges of the different species. In this section, we would like to share our

31,42

insights into similar observations by other previous reports’ "~ with different mechanisms during

COz reduction and re-state the evidence and discussions to support our arguments.

Malachite-precursor mechanism. The first mechanism to explain the similar potential
dependent intensity changes is based on the malachite-precursor mechanism,*! where *CO is a
direct product of 1540 cm™! peak (assigned with malachite), these two processes would be
expected to coincide along the potential scan, where one converts to the other during the scan.
This seems correct under the conditions with 0.1 M NaHCOs (CO; saturated, pH=6.7)'® or 0.1 M
KHCO; (CO; saturated, pH=6.8)>!, where the interchange of disappearing of 1540 cm™! peak and
onset of *CO can overlap from 0.1 V to -0.1 V ( vs. RHE); however, our measurement of 0.5 M
NaHCOs3 (COs saturated, pH=7.2), has a later *CO onset at around -0.2 V to -0.25 V vs. RHE,
where the peak of ~1540 cm™! starts to decreases at ~ 0.1 V and is no longer observed at -0.1 V.
Under the malachite mechanism, it cannot explain what other products malachite (1540 cm™'
peak) converts to from 0.1 V to -0.2 V when it decreases its intensity. Thus, this observed large
potential gap between the diminishment of the 1540 cm ™' peak and the appearance of *CO in our
measurements (Figure S16 or Figure 3 A) can also serve as one more evidence to support the

assignment on *COO™ instead of malachite.

Malachite-formation induced local pH change mechanism. Another interpretation of
the potential dependent carbonate Raman peak intensity change was reported by Henckel et al.*.
In their work, the relative potential dependent carbonate peak intensity change at the same
potential region was also observed but regarded as an indicator of surface pH change, so that the

potential dependent pH change profile on Cu during CO» reduction can be obtained by the ratio
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of intensity ratio of carbonate and bicarbonate, followed by the mechanism to explain the pH
decreases including the malachite formation. We believe the surface pH changes as the potential
is swept cathodically, especially the Cu oxide reduction and other side reactions must occur and
change the local pH; however, we disagree with attributing the potential-dependent intensity
change of carbonate to the pH change, at least not in a significant amount. The reason is mainly
due to the adsorption of carbonate. First, it has been shown in a SEIRAS study?’ that, on the Au
surface, the vibrational modes for carbonate and bicarbonate at ~1363 to ~1400 cm ™! can be
utilized to quantify the surface pH changes, this is well accepted, as the bicarbonate or carbonate
is not a specific strong adsorbate on Au, showing no competition with adsorbed *CO %;
however, it is also proven that*®?, carbonate on Cu shows specific adsorption and greatly affects
other adsorbates. Therefore, in the case of Cu, the increased intensity of carbonate cannot be
solely seen as a pH change. Second, in our specific case, we observed at least around 8~9 cm™!/V
Stark shift for carbonate in any control experiments, so we believe the carbonate in our system
can be seen as an adsorbate so that it can feel and respond to the electric field change. Third, as
Figure 5-A, B shows, in our Ar saturated 0.25 M Na,COj3 control with a different pH = 11.95
compared with the ones around 6~7, we observed a similar potential-dependent intensity change
of carbonate, which is unlikely to be a case with pH probe. Therefore, for these three reasons, we
believe the carbonate in our system exhibits more features of adsorbates rather than a local pH
probe. At the same time, we also think that more studies similar to the gradient vibrational
detection study>? are needed to disentangle the contribution from the gradient pH change and that

of adsorption.

Stepwise intermediates during electrochemical measurements. Lastly in terms of
“intermediates”, it is commonly seen that potential-dependent spectroscopic methods are used in
measuring halfway “intermediates” for a reaction, as it provides an easy way to control the
thermodynamics input of the reaction and stop at the halfway to measure. However, our
measurements again indicate that, for many cases, these step-wise measurements only reflect and
measure the species steadily at the “halfway” condition. In other words, they cannot fully
represent the exact mechanistic intermediates at a different potential (thermodynamic condition)

where the final product is produced, as the surface environment can be greatly different between
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the two cases. Taking our measurements as an example, in the CO; saturated 0.5 M NaHCO;
case, from -0.2 V to -0.85 V, only *COO™ but no *CO was observed due to the required energy
input for reducing *COO™ being higher than provided. And from -0.9 V to -1.3 V, similarly, *CO
becomes the more stable species, but the surface environment (binding ions, pH, etc.) is quite
different from the previous case; therefore, the exact pathway and intermediates at this potential
may also change as the environment changes. In the second case, perhaps a fixed potential but
faster time-resolved or time-dependent measurement can be introduced to detect actual
intermediates. Our results suggest that it is not accurate to ascribe the probed species at low
overpotentials to Faradaic intermediates. Specifically, the cations stabilized -C,0 down
carboxylate, *COQO™ have yet to be attributed to either specific CO or formate pathways, even
though we have detected and assigned the *COQO™ species. This is because it was detected at a
specific low overpotential where carbonate still binds on the surface, and no other significant
amount of products (CO or formate) were detected. This may account for previous reports with
no other products except for only traces amount of formate detected at the potential of *COO™
observed.'® When the potential is increased to a more cathodic level where the Faradaic current
increases, the surface local environment including binding ions, pH, etc. changes significantly.
This highlights the importance of applying a step-wise potential to the electrocatalysis surface, as
it not only affects the energy parameters but also the local environment; the ideal case is for the

step-wise applied potentials to only affect the energy input.
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8. Chapter 8 Photo-enhanced Electrochemical CO, reduction on Au
electrodes

8.1. Introduction

Among catalytic metals, Au has been recognized for its unique capability to reduce CO>
into carbon monoxide (CO), which is an important raw material for many synthetic processes. To
enhance the efficiency and energy utilization for CO; reduction on Au in aqueous solution, one
promising strategy has been developed to couple the photo/light into the electrochemical catalysis.
Recent studies'™ have shown that light can modulate the interfacial electrochemical reaction
pathways and greatly enhance CO> reduction efficiency through light irradiation at the Au/aqueous
interface. However, such light-induced effects on CO production and their correlation with other
surface properties (e.g., roughness) have not been well understood and the relevant molecular
mechanism remains unclear. Herein, we present a report on utilizing laser light to enhance the CO»
reduction to CO on the Au surface and the investigations into the enhancement mechanism.

In this section, by using VSFGS with 800 nm and ~5000 nm pulsed probed light, we first
studied the COa.q on Au during CO» reduction. We found a high onset potential at 1.1 V for CO
production on Au under this condition, surprisingly above the predicted value at around 0.2 V. This
observation led us to propose a mechanism involving photo-assisted CO2 reduction on Au, in
which the probe light in the SFG setup also takes part. To further validate the photo-assisted
mechanism, we did two types of measurements: 1) we conducted a series of photocurrent
measurements by different light sources and revealed that the photo-illumination from 532 nm to
800 nm on the Au electrode under the electrochemical conditions can initiate noticeable
photocurrents for CO; reduction; 2) we prepared samples including small 3-6 nm Au, Cu NPs in
aqueous solutions and on Indium Tin Oxide (ITO) electrodes, then by the identification of the
characteristic signal of solvated electrons by the Transient Absorption (TA) Spectroscopy, were
able to confirm the generation of solvated electrons and measure their lifetime, partially supporting

the mechanism of possible triggered by solvated electrons generated from the metal surface.

However, this photo-enhanced electrochemical CO> (PEEC) reduction is a complicated
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system that may involve many different contributions, i.e. hot electron generation from the Au
surface, laser heating effect, and direct laser-induced reduction in the liquid phase. With these
possible mechanisms coexisting, there is no direct way to rule out each possible contribution, thus
the whole picture for this interesting observation of PEEC is still not well understood. At the
current stage, we only presented one possible mechanism and the part of validation. To make a
better understanding, we propose more follow-up experiments to fully elucidate the mechanisms

of PEEC on the Au surfaces.

8.2. Results and analysis

8.2.1. SFG observation of the photo-enhanced and photo-induced *CO on Au

Au has emerged as an effective material for electrochemical CO; reduction to CO, as it
shows high selectivity for CO instead of other products in aqueous solutions. To find out the
molecular mechanisms, many studies have been focusing on utilizing in situ spectroscopic
techniques to study the CO; reduction to CO on Au. Dunwell et al. have used the ATR-SEIRAS?
to successfully observe the onset of CO; reduction of CO on Au at around 0.2 V vs. RHE. To
investigate the molecular interfacial mechanisms of the electrochemical CO: reduction in the Au

system, we also conduct a similar potential-dependent measurement with SFG.

We consider the electrochemical interface with probe light as the environment where the
electromagnetic fields from light beams (pulse lasers in SFG) and the static electrical fields from
electrochemical potential coexist. The most ideal case in our original prediction is that the light
pulses only serve as a probe which poses as minor as possible impacts on the electrochemical
interfaces, while the bias mainly triggers and influences the CO> reduction reaction. In this case,

we should observe a similar electrochemical onset potential with different optical techniques.
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Figure 7.1. Potential-dependent SFG spectra for smoother Au surface
The potential dependent SFG results on Au (0.05 um Al>O3 polished)

Thus, We first studied how electrochemical SFG results behave differently than those by
non-invasive SEIRAS technique. In Figure 7.17, we showed the results of electrochemical CO»
reduction on Au studied by SFG. According to the previous study with ATR-SEIRS by Dunwell
et al°, the onset potential of CO2-reduced CO should be around + 0.2 V vs RHE. In our potential
dependent SFG spectra on a smoother Au surface, a similar result was also observed. The basic
understanding of the onset potential is that, from the potential positive than +0.2 V, CO>
molecules or other activated CO; reduced precursors can be adsorbed or stay near the Au
surfaces, where the CO» reduction has not happened; form potential +0.2 V to -0.5 V, *CO starts
to be observed, as the reduction reaction happens and the +0.2 V can be regarded as the onset
potential; and when the potential is negative than -0.5 V, it is assumed that the stronger
absorption of cations leads to the desorption of CO, thus a decrease of *CO can be seen. The

related scheme can be seen in Figure 7.18.
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Figure 7.2. Proposed scheme of surface phenomenon on CO; reduction on Au

However, when we replace the Au electrode to be a more roughened one (from 0.05 um
AlL>0O3 polished to 0.3 um AlO3 polished), more contribution from the photo/lasers shows up and
the previous assumption no longer predicts the observation accurately. As shown in Figure 7.19
A, the onset potential of CO from CO; reduction changed from +0.2 V vs. RHE to around +1.2
V. In previous studies, the potential positive than +0.6 V is often regarded as the CO desorption
and oxidation potential, thus, the observation of *CO at +0.6 V to +1.2 V can be seen as quite
unlikely to happen. Besides, at the same potential region from 1.2 to 0.1 V, more CO signal was
also observed in the roughened Au case. A direct comparison of the roughened and the smooth
surface at 0.1 V can more clearly show the difference, shown in Figure 7.19 B, where the

roughened Au shows a more intense *CO peak.
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Figure 7.3. Potential-dependent SFG spectra for roughened Au surface
(A) Potential dependent SFG spectra on Au (0.3 um Al,Os polished). (B) SFG spectra with
different roughness comparison at +0.1 V vs. RHE.
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The increase of the surface roughness not only results in a stronger *CO signal, but also
results in a positive onset potential, which means the pure electrochemical CO; reduction may be
altered into a mixed photo-enhanced electrochemical CO> reduction, and a stronger CO signal or
the positive onset can be attributed to a roughness dependent photo-induced effect. To verify the
light-induced or the photo-enhanced effect, we conduct another control measurement with only
the pulses in the system without any bias applied. Figure 7.20 shows the results of the differently
roughened Au surfaces with only light (800 nm and mid-IR pulses from SFG generation) and
without bias. Under this condition, all the original energy levels of Au surfaces should be the
same and equal to the fermi level of Au at open circuit potentials, and the lasers in the system not
only work as a reaction trigger but also as a probe to generate SFG pulses. With 10 min exposure
to the two laser pulses, *CO signal can be observed on all three samples of raw SFG spectra, and
the most roughened Au surface showed the most intense CO signal. In the actual measurement,
the laser beams required for the CO generation are confirmed by the observation of gradually
increasing *CO signal from zero during the moving of the probed area to different spots. These
measurements further validate that there is a surface morphology-dependent photo-induced effect
that can initiate the reaction and lead to the CO> being reduced to CO.
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Figure 7.4. Raw SFG spectra of light-induced *CO generation measurement

Different numbers of um in the labels represent the different sizes of the Al>O3 used in polishing

the Au surface. The larger the Al>O;s is, the more roughened the surfaces are. The spectra are
obtained by the 10-minute-long time exposure of the collection signal. The big Gaussian peaks in
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three spectra are due to the non-resonant signal of the Au surface, the 2 major peaks at 2336 and
2362 cm™! are due to the CO; absorption in the IR beam path, the wavy line-shape is due to the
water vapor absorption in the IR beam path.

In summary, the observation with potential dependent SFG spectra on roughened Au and
the spectra without bias both indicate that the probe light of SFG can greatly influence the
reaction of reduction CO; to CO at the interfaces. Under the SFG probe light, the pure
electrochemical reaction has been tuned to a photo-enhanced/assisted electrochemical reaction
where light plays an important role in initiating the reactions; besides, this photo-enhanced /
assisted phenomenon is surface morphology dependent: a more roughened surface should induce
more photo effects. However, the mechanism of how the photo/lasers take part in the reaction
remains unclear, whether the application of SFG laser light can be broadened to more universal
lights also and requires more investigation. Therefore, we did the more control measurements

shown as follows to possibly elucidate the mechanism.

&.2.2. Photocurrent measurements of PEEC CO» reduction

We first conducted the photocurrent measurements to estimate the internal photo-current
efficiency (IPCE), to have an estimation of the efficiency of the system converts the energy from
photons to contribute to the electrochemical reaction. The previous SFG measurements indicate
that surface roughness can be a key factor in making a high yield of CO from CO; reduction.
Following this concept, we purposely prepared the Au film samples with a high surface area that
can be utilized for the photocurrent measurements. As Figure 7.21-A shows, we can directly
shine the light on the working electrode, and with the given surface area and the corresponding
photocurrent information, the IPCE can be calculated. The electrodes we used are shown in
Figure 7.21-B, which are the electrochemical deposited Au on the ITO electrodes with a high
surface roughness area. In Figure 7.21-C, the Au nanostructures are estimated to have around
150 to 250 nm diameter, and in Figure 7.21-4, we observed a higher absorptance from 500 to

540 nm on the samples.

183



WE RE CE
Au@ITO  Ag/AgCl  Graphite

AuNP (~200 nm) on ITO|
——Au NP (~100 nm} on ITO|

[——pure ITO glass

~

Absorptivity (%)

Light Source 13

Proton Exchange Membrane
Nafion NRE-212

400 500 600 700 800
Wavelength (nm)

Figure 7.5. Electrochemical photocurrent measurements

(A) The scheme of the electrochemical cell used in the photocurrent measurement. (B) The
electrochemical deposited Au on the ITO electrode. (C) AFM image of the microscopic structural
information of the Aw/ITO electrode. (D) Photo absorptivity test of different samples.

To have a quantitative analysis of the surface roughness, an electrochemical area factor
determination is also conducted on these differently roughened surfaces. The idea of the
measurement is to utilize the reduction peak of the monolayer Au oxide to Au at around 0.8 V vs
Ag/AgCl during the electrochemical voltammogram scan to estimate the electrochemical active
monolayer surface area, as the quantity of the charge that this monolayer reduction is a constant
in most cases, in our measurements, we utilized the number from the literature®, 482 mC/cm? for

one monolayer. The electrochemical active area factor can be calculated with Equation 3.

electroactive area
thF =

geometric area

Equation 2. Electrochemical active area factor calculation
According to the results shown in Figure 7.22. The electrochemical active area factor for

different samples is: 0.05 um polished—1.24, 0.3 pm polished—1.86, and EAF for NP electrode —
1.41.
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Figure 7.6. Electrochemical area factor determination measurement
The peak at 0.8 V is used to calculate the active surface area of the Au electrode.

In the photocurrent measurements, 532 nm light is selected to make a higher absorption
on the Au films, according to the adsorption measurement in Figure 7.21D. Three potential
points were chosen shown in Figure 7.23A, one point at +0.12 V, which has only a few
overpotential for electrochemical CO: reduction and only a small constant current can be seen,
one point at -0.08 V, and the other point at -0.28 V, which are both relatively more reductive
potentials with larger reductive currents. For data analysis of the photocurrent measurements in
Figure 7.23B, we used the Cottrell equation (current-time response) to simulate the light-off
current values at a certain time (with the assumption that diffusion is a good approximation), and
to get the photo-induced current difference values is the deduction from the simulated light-off
current and the measured light-on current. Different power intensities of light are chosen to give

a detailed profile of how the light intensity affects the phot current.
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Figure 7.7. Electrochemical area factor determination measurement
(A) Potential data points selection and (B) the photocurrent contribution calculation.

The power intensity-dependent photocurrent measurements are shown in Figure 7.24A-
C, and the results from light-induced contribution are shown in Figure 7.24D. At each potential,
the 532 nm light shows a noticeable enhancement in the photocurrent and apparent photo-current
efficiency (APCE, shown in Figure 7.25) with a light-on period, and we find a super linear
relationship in all potential results, because the current density increase can be directly related
with a reaction rate increase, and the super linearity between the reaction rate and the light
intensity is also regarded as a signature of electron-driven chemical reactions on metals’ rather
than a pure thermal heating effect®. The IPCE and corresponding APCE can be obtained from
Equation 4. To further validate this assumption and exclude the contributions from
charging/discharging currents and the photo-assisted hydrogen evolution reactions, the
measurements in CO> saturated solutions and those in the inert gas solutions (with only HER and
charging/discharging) are also compared, shown in Figure 7.25, the results of photo enhanced
effects towards the hydrogen evolution reaction shows no intensity dependence thus exclude the
possibility of charging/discharging and HER contribution. In our system, the IPCE for CO>
reduction is around ~0.05%, though it is not as high as some systems with Ag nanostructures®>

(~0.3 t0 0.6 %), it is still quite compatible with other Au nanostructure systems with 10"-4 % !.

Equation 3. Electrochemical APCE calculation
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Figure 7.8. Electrochemical photocurrent measurement results
(A) Photocurrent measurement results at +0.12 V (B) at -0.08 V and (C) at -0.28 V. (D)
Photocurrent density change as a function of the input power intensity.
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Figure 7.9. Electrochemical area factor determination measurement
(A) Potential data points selection and (B) the photocurrent contribution calculation.
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8.2.3. Evidence of solvated electrons species

The previous results provide some evidence to support photo-enhanced CO- reduction
may be partially due to the Au generated electron driven chemical reaction, but it cannot fully
answer the questions on why the positive onset of *CO can be observed in SFG and why more
roughened Au surface can induce a larger *CO signal. Thus, to find out the possibility of other
hidden mechanisms of the previous observation, we conducted more experiments with different

techniques. Previous results’!”

in colloidal Cu and Au plasmonic nanoparticles inspired us that
the smaller NPs can generate a large number of solvated electrons, even in the aqueous solutions.
Further studies based on other materials to generate solvated electrons for nitrogen fixation and
COz reduction prove its applicability in reducing reactions'! 3. Thus we tried to conduct

measurements to validate the possibility of a mechanism on solvated electrons.

We proceed with two types of time-resolved spectroscopic measurements on two types of
samples to observe the existence of the solvated electrons. The first one is the transient
reflectance measurement on a gold film working electrode (the same Au film used in IPCE
measurements), and the second one is the transient absorption measurement of Cu colloidal
nanoparticles in an aqueous solution. The first measurement is to test whether, under the same
conditions of IPCE or SFG measurements, the solvated electrons can be detected. The second

measurement is to test in general whether the solvated electrons can be generated.
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Figure 7.10. Scheme of transient reflectance measurement
The beam size is focused smaller (tens of microns) for an easier time zero response location in

measurements.

We proceed with a wide-angle probe (shown in Figure 7.26) in the transient reflectance

measurement to maximize the interaction between the probed beam and the solvated electrons.

According to reports™!%!?, the solvated electron in an aqueous solution should present a broad

peak feature at around 700-800 nm absorption with quite low absorptivity. Thus, we specifically

locate the region to obtain the time-resolved response of the signal (shown in Figure 7.27).
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Figure 7.11. Transient reflectance results of Au film
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kinetic signal change at 700 nm and 540-550 nm decay as a function of time. (C) Kinetics of 700

nm signal change in different pH solutions.
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The results in in Figure 7.27, show that the kinetics (decay) of the signal changes at 700
nm is quite similar to that at 540-550 nm. As the signal at 540-550 nm is usually directly related
to the plasmon band of Au, this similarity means that in the Au film electrode case, the time-
resolved signal change should be regarded as a residual signal of the plasmon band of Au at this
region rather than the signal from solvated electrons. Additionally, another control measurement
in Figure 7.27C also proves that the signal is irrelevant with the solvated electrons, as the signal
lifetime should be directly pH-dependent (protons can consume electrons quickly). Therefore,
these results indicate that it is quite difficult to directly detect solvated electrons signal from the
Au film electrode, the possible reasons may be due to the insufficient probe light path interaction
with the electrode surface depth and area (as the solvated electrons can be quickly and easily
quenched in solutions), or the insufficient population of solvated electrons generated in the

system (too large Au NPs).

We have reached the detection limit on the increasing limit on the first factor, thus we
tried to increase the population of generated solvated electrons. We followed the report® and
synthesized similar 2-3 nm Cu NPs, as the smaller NPs exhibit a bigger possibility to generate

higher energy hot electrons to make more solvated electrons.
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Figure 7.12. Transient absorption results of Cu NPs

(A) Different time scale responses of the Au film sample from 450 to 800 nm under 400 nm
excitation. (B) Normalized kinetic signal change at 700 nm and 540-550 nm decay as a function
of time. (C) Different time scale responses of the Au film sample from 450 to 800 nm under 550
nm excitation. (D) Normalized kinetic signal change at 700 nm and 540-550 nm decay as a

function of time.
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The results in in Figure 7.28, show that under 400 nm and 550 nm excitation, we observe
a time-resolved signal change at 700 nm in both cases, and it has a faster decay kinetics
compared to that of the signal at 530 nm. Thus, we believe this is clear evidence that the solvated
electrons can be generated and probed in aqueous solution. However, it cannot help to answer
whether similar solvated electrons can be generated in the Au film case for the CO; reduction

reaction.

8.2.4. Discussion on the mechanisms in PEEC CO;

The observation of light-enhanced *CO production on Au surfaces by SFG drives us to
investigate deeper into the underlying mechanisms that could account for this phenomenon. But
based on our experimental results and existing literature, we cannot fully resolve which possible
mechanism may lead the major role in making *CO on the Au surface, we thus propose a
possible mechanism with a mixture of three key contributions: the direct hot electron transfer
from the Au electrodes to the adsorbates (such as weakly bonded *CO,), the generation of
solvated electrons through Au plasmon excitation, and direct laser-induced reduction. The first
mechanism is supported by the photocurrent measurements and involves the hot electron
generation from the excitation of the plasmons on the Au surface and following electron-hole
separation; the second mechanism involves a different followed-up step with the production of
solvated electrons after the excitation of plasmons on the Au surface. The excitation of surface
plasmons on Au has been previously demonstrated to induce hot electron transfer, which can
result in the generation of solvated electrons in the surrounding solution'*. These solvated
electrons can serve as powerful reducing agents, capable of triggering the reduction of CO> to
CO'". In our study, the presence of solvated electrons was confirmed through transient
absorption spectroscopy, which serves as evidence for its generation and decay dynamics. This
evidence supports the solvated electron mechanism as a possible pathway for light-enhanced
CO; reduction on Au. The third proposed mechanism involves direct laser-induced reduction in
the liquid phase'”. This mechanism suggests that high-intensity laser light can directly excite

CO:z molecules in the solution, causing them to transition to high-energy states conducive to
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reduction. A recent study'® provided solid evidence for this mechanism, demonstrating that laser
light can directly reduce COz in the liquid phase under certain conditions. It is plausible that
similar processes could be taking place in our system, given the use of high-intensity laser light
in our SFG setup. However, further experimental investigations are required to verify the
occurrence and significance of this mechanism in our system. Thus, while all the direct electron
transfer reduction, solvated electron, and direct laser-induced reduction mechanisms can
potentially account for the observed light-enhanced CO» reduction on Au, more detailed studies
are needed to fully understand their respective roles and contributions. We can provide evidence
to prove the existence of one of them (the generation of the solvated electrons) but cannot rule
out the possibilities of other mechanisms. We believe more measurements are needed to fully
disentangle these mechanisms so that we can gain a deeper understanding of the roles of light in

electrochemical reactions at the Au/aqueous interface.
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8.3.  Conclusions

In conclusion, in this section, we showed the study on photo-enhanced electrochemical
COz reduction and the mechanism of the interaction between light irradiation and
electrochemical processes at the Au surface. The utilization of VSFGS enabled us to observe the

unusual phenomenon occurring at the Au/electrolyte interface—a positive onset potential for CO

production on Au surfaces during CO; reduction. By more photochemical experimental
measurements without bias, we believe this unexpected observation should involve several
possible mechanisms to achieve photo-assisted/photo-enhanced electrochemical CO, reduction,
where the pulsed laser excitation from the SFG setup plays a vital role. Through systematic
photo-current measurements employing various light wavelengths and pulses, we found
noticeable photocurrents produced by different wavelengths of light, which further proves the
light-enhancement effect within the CO; reduction system. With the experimental evidence, we

introduced two possible pathways to explain this PEEC phenomenon—the generation of solvated

electrons from the Au surface and direct laser-induced reduction in the liquid phase. While our
detailed investigation utilizing TA spectroscopy provided evidence for the former mechanism,
confirming the generation of solvated electrons on Au NPs in aqueous solutions, we still think
another mechanism may occur as we cannot fully rule out the other possibilities on a roughened
Au disk electrode. In summary, the insights from our observation possibly provide a better
understanding of photo-enhanced CO; electroreduction on Au, but due to the complexities of the
system and other possible mechanisms, We propose that further investigations should be
designed to elucidate alternative mechanisms on Au surfaces. Nevertheless, this study enriches
our understanding of the interaction between light irradiation and electrochemical interfaces on

metals.
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