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Abstract

Identifying the Sources of Variation in Host-Associated Microbiomes Using
Caenorhabditis elegans

By Satya Spandana Boddu

Microbiome, often referred to as the “forgotten organ”, plays a significant role in
the health and functionality of its hosts. These collectives of microbes show variation
across different host species, among individuals in a population and even within indi-
viduals over time. This dissertation quantifies this variation in the gut bacterial load
using Caenorhabditis elegans model system through experimental and mathematical
approaches. The goal is to understand the dynamics and drivers of inter-individual
variation in gut microbiome composition. First, I introduce a high-throughput pro-
tocol for accurate single-worm bacterial load measurement, revealing the hidden het-
erogeneity among worms exposed to the same bacterial inoculum. Then, I discuss the
challenges in bacterial quantification using colony forming units (CFUs) by extending
the Most Probable Number (MPN) method and providing a new formula for com-
bining dilution counts improving accuracy. Finally, I investigate the inter-individual
variation across hosts through mono-colonization of individual nematode worms by
focusing on the C. elegans model. This research advances our understanding of the
role of host-microbe interaction in variation in microbiome composition.
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Chapter 1

Introduction

Most organisms, including humans, live in conjunction with complex microbial com-

munities known as microbiomes. Microbiomes are composed of a diverse mix of

microbes, including bacteria, viruses, fungi, and archaea, which interact with each

other and with their host in various ways, including symbiosis and pathogenesis, and

affect host health and function [1].

Host-associated microbiomes are complex, dynamic, and non-equilibrium sys-

tems [2]. They exhibit significant variation across different host species [3] and among

individuals within a population [4, 5]. This variation can be observed in both the

composition, which is a measure of the abundance of different microbes present, and

the diversity, which refers to the variety of microbial species [4, 6, 7]. Factors con-

tributing to this variation include genetic differences among hosts, environmental

perturbations, and even random bacterial birth/death events [8, 9, 10, 11]. Even in

the absence of these external factors, individual hosts exhibit variation in microbial

composition and the fundamental drivers of this variation, during the microbiome

assembly process, are still not completely understood.

Understanding the dynamics and structure of these host-associated microbial com-

munities is crucial because they play a fundamental role in the health and functioning
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of their hosts [12, 13, 14, 15]. How identical hosts and microbes collectively give rise

to microbiomes that are varied by orders of magnitude and species diversity and yet

stably existing is a fundamental question. This dissertation uses a multidisciplinary

approach, incorporating concepts from microbiology, ecology, and physics, to bring

us closer to solving this question.

1.1 Significance of the Intestinal Microbiome

Although host-associated microbiota can be associated with many body sites [13],

here we focus on the intestinal microbiome. Gut microbiomes are associated with

many aspects of host health and metabolism, ranging from immunity to behavioral

development [12, 13, 14, 15, 16]. Changes in the gut microbiome are linked to several

neurological diseases, such as Alzheimer’s and Parkinson’s, as well as mental health

conditions like anxiety and depression [17, 18, 19]. This is thought to occur through

the gut-brain axis, where microbial metabolites influence brain function [20, 21]. Fur-

thermore, certain cancers are associated with pathogen-originated mechanisms and

microorganism-associated molecular patterns (MAMPs) in the gut, which can trigger

inflammation and other immune responses that contribute to disease progression [22].

The composition of the gut microbiome is known to shift with changes in host health,

such as during infections or in conditions like obesity [23, 24].

The relationship of host and the intestinal microbiome is thus bi-directional: hosts

influence the microbiome while the microbiome, in turn, influences host health as

well. Understanding the dynamics of host-microbial communities is hence crucial

for addressing dysbiosis (microbial imbalance) and improving host health through

therapies such as probiotics, prebiotics, and fecal microbiota transplantation, which

aim at restoring healthy microbiome composition [25, 26].
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1.2 Structure and Patterns in Host-associated Mi-

crobial Communities

Composition of intestinal microbiomes is unique to a host yet variable across different

sites within the host and among hosts in a population [6]. Factors such as diet,

environmental exposures, and host genetics contribute to this variability [6, 2, 27].

The human gut microbiome, for example, is highly variable within individuals over

time, influenced by dietary changes, antibiotic use, and other lifestyle factors [28, 29,

30]. It is also noteworthy that early environmental interactions significantly impact

the colonization and development of the gut microbiome [31]. This ever-changing

nature of microbiomes results in significant compositional variation among species,

among individuals, and within individuals over time.

While the specific composition and abundance of microbial species vary widely

between individuals, adding complexity to microbiome structures, there are various

signs of host-association. In humans, the number of microbial cells in each microbiome

outnumbers human cells, yet most bacterial species belong to a few major phyla, such

as Firmicutes, Bacteroidetes, Actinobacteria, and Proteobacteria (Fig. 1.1.b) [5, 6,

28, 32]. The vast diversity and complexity of microbiomes, and how they change as a

result of interactions between bacterial species and the host, makes it an interesting

system to study.

Advancements in genome sequencing and metagenomic analysis using 16s rRNA

data have revolutionized our understanding of microbiomes [32]. These techniques

allow for the identification and classification of microbial taxa within microbiomes,

as well as assessment of the metabolic potentials encoded within a community.
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1.3 Inferring Microbiome Ecology From Data: Top

-Down and Bottom-Up Approaches

Despite significant technological advancements in quantifying composition and mea-

suring the diversity of microbiomes, many questions remain regarding the ecology

of host-associated microbial communities. Understanding microbial interactions and

their temporal dynamics, and how these interactions collectively influence commu-

nity dynamics and assembly of a microbiome, are some challenges in this regard. To

address this challenges, studies can be done in a “top-down” perspective to identify

patterns and infer interactions by analyzing large-scale data from complex systems.

These methods often use network-based models and statistical techniques to study

how components of a system, such as microbial communities, interact and change over

time based on observed data. On the other end, “bottom-up” perspective studies fo-

cus on studying simpler systems or direct interactions between individual bacterial

species in controlled experiments. This method builds understanding from basic, fun-

damental interactions to infer larger system behaviors, often using experimental data

to observe how species interact and affect each other within a community.

Understanding biological systems from large data sets often relies on networks

biology. Big Data projects like The Human Genome Project continue to follow such

systems biology approaches [33]. Network-based approaches have been implemented

to also study disease-related genes and predict drug targets using gene expression

data, advancing the treatment of human diseases [34]. Analyzing large datasets from

various organisms using these approaches has become increasingly popular, providing

meaningful and valuable insights on ecological networks and patterns.

In recent years, these kinds of “top-down” approaches have been used extensively

to study microbial ecology and interactions using analysis and modeling approaches.

Co-occurrence analysis using sequencing-based metagenomics data has enabled the
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identification of ecological patterns where co-existing microbes tend to be phylogenit-

ically closely related to each other across several environments around the world [35].

Time series sequence-based data also has been used to infer dynamics within microbial

communities, helping to infer ecological patterns through correlations [36].

Within the umbrella of modeling approaches, the Generalized Lotka-Volterra

(GLV) model is the standard for studying population dynamics in microbial com-

munities, accounting for external perturbations and predicting temporal dynamics.

GLV model is foundational and versatile for understanding complex ecological sys-

tems and can be used to model various types of bacterial interactions as it used

current state of the system and interactions strengths to predict dynamics. Mini-

mal models like the Microbial Consumer-Resource Model (MiCRM) are known to

recapitulate observed ecological patterns [37]. While these models enable us to do

this qualitatively, they lack quantitative comparison to real world microbiomes with

higher order interactions and constant environmental changes.

However, understanding ecological dynamics in a microbiome is directly related to

both direct interactions between species and indirect interactions among species and

cannot be fully comprehended from compositional data alone. Applying modeling

approaches to experimental data cannot directly confirm whether collective outcome

of microbial composition is due to direct or indirect interactions between bacterial

species. Information about individual interactions that lead up to this composite data

are often lost in the large data collection and analysis methods.

While these top-down approaches are essential for extracting patterns and predict-

ing dynamics in microbiomes, they have limitations. The large amounts of data used

in these models are often collected as snapshot data across individuals with different

genetic, diet and environmental backgrounds (e.g., Human Microbiome Project [28]).

These kinds of data are not easily reproducible, cannot be altered under different

conditions and contain a lot of inter-individual variation that is lost in the data [38].
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Particularly, correlation-based inferred network approach provides information on a

larger scale yet remains insufficient to understand all the details about functional in-

teractions driving microbiome community dynamics [39]. Similarly, modeling meth-

ods are most effective only when applied to species competition models, like gLV,

involving a set of bacterial species that are experimentally convenient to handle [40].

On the contrary, “bottom-up” approaches are also used to address questions re-

lated to microbial interactions using simple models and experimental data. These

approaches involve measuring ecological parameters, including those associated with

growth and with interactions between species in a given environment, to understand

the dynamics in a microbial community. Interactions between microbes can be of

different types and strengths and can be simplified to sign (+/-) depending on its

affect on the host and other species. These direct microbial interactions can be quan-

tified using a variety of experiments which can be used as fundamental information

for bottom up microbiome assembly.

Traditional attempts to understand species-species interactions started with ob-

servation of growth curves of species grown separately and in a mixed culture. The

growth curves were fitted to logistic population growth equations [41]. This class of

models has persisted and has been developed into the present day. For example, a

recent study showed that relative fitness of bacterial species in co-culture can be in-

ferred by fitting simple growth and competition models to optical density time series

of mono-cultures and co-cultures [42]. Such data can be easily obtained from in vitro

experiments, and the ecological parameter predictions effectively improve our under-

standing of species-species interactions. However, this is still limited to the number of

species used in a laboratory setting and its utility is limited to pairwise interactions.

Using ecological network models, interactions that control the stability of mi-

crobiomes can be predicted. For example, competition between bacterial species is

understood to be useful for the host and increases the stability of microbial commu-
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nity [43]. Studies show that community structure can be predicted from competition

outcomes in small sub-sets (pairs to trios) of bacterial species in controlled envi-

ronments, supporting a bottom-up approach [44, 45]. However, this approach may

not be applicable to natural microbial community data. As the complexity increases

(more bacteria and higher order interactions), the accuracy of null model predictions

of community function decreases [46, 47]. Further, while in vitro studies outside the

host with a minimal microbial community can be done easily, the assembly of that

community into a microbiome is very dependent on host environment [48]. Hence de-

spite being the first step to understand community structure, the information from in

vitro experiments is not enough for superimposition and prediction of dynamics in a

host. Mapping of bacterial interactions to microbiome composition and to properties

of the host is difficult, but this can be accomplished in experiments using a simple

model host with small sets of bacterial species. Using a simple tractable host, like

Caenorhabditis elegans, also makes it possible to address the inter-individual variation

in bacterial composition inside the gut.

1.4 C. elegans as a model host

Host models are frequently used in experimental studies of microbial community ecol-

ogy and dynamics [6]. Model host systems range from invertebrates, like nematodes

and fruit flies, to simple vertebrates, such as zebrafish, Danio rerio, and to mam-

malian systems, like mice. Model hosts provide experimentally tractable systems in

which to study microbiome ecology.

Small host models have provided insight into the ecology of host-microbiome sys-

tems. For example, experimental studies in zebrafish have shown that higher order

microbial interactions inside the host can shape and alter their microbiome [9, 49].

For this dissertation work, I used Caenorhabditis elegans as an experimental model
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Figure 1.1: Different model hosts and their intestinal bacterial composition
a) Microscopic images of model hosts (in order: C. elegans body, dissected guts
of adult Drosophila, honeybee and Seriola dumerilii ) with gut regions labelled b)
Relative abundances of major bacterial phyla in different model host guts. Image
reproduced with no changes from [6] under a Creative Commons Attribution 4.0
License (https://creativecommons.org/licenses/by/4.0/)

host (Figure 1.1a). C. elegans are bacterivorous soil-dwelling nematodes with andro-

dioecious reproduction and a simple invertebrate body plan. These small worms (≈ 1

mm length as adult hermaphrodites) can be easily maintained in the laboratory on

agar plates with bacterial lawns as food. Worms mature rapidly (≈ three days from

https://creativecommons.org/licenses/by/4.0/
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egg to adult), and a single adult hermaphrodite can produce 200-300 offspring over

the first three days of adulthood, allowing large, highly homozygous populations with

shared life history to be produced on convenient scales in time and space. These trans-

parent worms are large enough to see by eye and manipulate by hand, and cellular

and subcellular details can be visualized under microscopy [50]. The C. elegans in-

testinal epithelium is similar to that of higher animals making it convenient to study

host-microbe association in a simple system. Accordingly, the worm has been used

as a model system for understanding interactions with human pathogens [51, 52].

The nematode worm C. elegans is a convenient model for host-microbiome in-

teractions. Several aspects in worms, ranging from immune response, to behavior,

to utililty as a probiotic model, were studied by colonizing the “germ-free” gut with

E. coli, Bacillus subtilis or pathogenic bacteria [53, 54]. However, until relatively

recently, there was essentially no information available on interactions between C. el-

egans and microbes from its natural environment. Recent studies have shed light

on the composition of the native C. elegans microbiome [55, 56]. Bacterial compo-

sition in both lab-enriched and natural worms is distinct from their substrates, and

microbial community composition is conserved within a specific worm type across

different geographical locations [55]. This suggests a characteristic native worm gut

microbiome.

Bacterial species colonization in the nematode gut, however, is known to vary

with the initial conditions, and the outcome of colonization is correlated and is de-

pendent on species-species interactions. This highlights two things: stochasticity

involved within this model host and the underlying conserved host-associated ecol-

ogy despite the variability [10, 8]. Randomness in colonization also determines the

community structure in an indirect way and needs to be considered. In C. elegans,

the majority of bacterial cells get killed going through pharyngeal grinder, and that

can result in randomness in this colonization process. But despite several environ-
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mental perturbations and random events, microbiomes tend to be host-specific which

indicates that there is host-associated filtering taking place. The composition of

bacterial species in surroundings along with host genetics affects proliferation and

functioning of worms living in that habitat while also contributing significantly to

host-microbiomes [56, 57]. It is therefore essential to study the ecology and assembly

rules of a host and its associated native microbiome.

Unlike that of other complex, vertebrate model organisms, the worm native mi-

crobiome is comparatively small (up to ≈ 105 cells/worm), gathering data through

experiments is convenient and reproducible. The data from experiments can be paired

with mathematical approaches to understand host-microbe ecology. This tractable,

low-maintenance model system has minimal limitations and a reasonable amount of

data can be produced without losing control over the microbes involved and the host

background. In other words, using C. elegans as a model host to understand the

network structure of its native microbiome is both convenient and informative.

1.5 Dissertation Outline

In this dissertation, I present my work on quantifying variation in microbial asso-

ciation with the host Caenorhabditis elegans using experimental and mathematical

approaches. Specifically, I focus on quantifying inter-individual variation in bacterial

loads within a C. elegans population and on identifying drivers of this variation.

When data from individuals in a population are averaged, the biological variation

of that population is lost resulting in an inaccurate representation of the data. In

Chapter 2, the focus is on this hidden heterogeneity within isogenic populations of

C. elegans. We present a detailed protocol for accurate and high-throughput single-

worm disruption, facilitating bacterial load quantification. Significant heterogeneity

in intestinal microbial populations is observed among worms colonized from the same
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well-mixed solution with bacterial inoculum. This study mainly emphasizes the need

for accurate individual-based measurements in studying host-microbe associations.

Measuring bacterial abundance in a culture or a host is usually done through

serial dilution and recording colony-forming units (CFUs) in those dilutions, a part

of the protocol described in Chapter 2. This widely used methodology is based on

estimating density from suspensions of live bacterial cells, a problem complicated by

sampling fluctuations, colony crowding, and technical errors. Chapter 3 addresses

these challenges by examining existing point estimation methods and extending the

applicability of the Most Probable Number (MPN) method to colony counts to get

more accurate estimates. Additionally, a formula for combining counts from differ-

ent dilutions (as opposed to counts from a single dilution) to obtain precise point

estimates is given. This work provides practical recommendations for experimental

design, contributing to reliable quantification of fluctuating microbial populations

which is highly important in the study of microbiomes.

Chapter 4 presents work on the drivers of variation in microbiome composition

within and between hosts. In C. elegans, isogenic, synchronized populations colo-

nized with a homogeneous inoculum exhibit significant inter-individual variation in

microbiome composition. This work combines experimental data with mathematical

modeling to identify potential sources of this variation. By mono-colonizing worms

with individual bacterial species from a minimal native microbiome, I show that

microbe-microbe interactions are not essential to create this variation. Even with

only one bacterial species colonizing the worm, gut we see significant inter-individual

variation in host-associated bacterial load. This study also suggested the presence of

alternative steady states in bacterial load, indicating that traditional Lotka-Volterra

type models may not fully capture the dynamics of host-microbe systems.

Overall, my dissertation builds on the detailed examination of host-microbe inter-

actions in C. elegans, presenting innovative experimental and quantifying methods
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that advance the field of microbiome research. The protocols and models presented

herein not only facilitate accurate microbial quantification but also reveal some un-

derlying drivers of microbial community variation, paving the way for future studies

focused on host-associated microbiomes.
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Chapter 2

Using Single-Worm Data to

Quantify Heterogeneity in

Caenorhabditis elegans -Bacterial

Interactions

This chapter is adapted from a previously published paper [58].

2.1 Summary

The nematode Caenorhabditis elegans is a model system for host-microbe and host-

microbiome interactions. Many studies to date use batch digests rather than indi-

vidual worm samples to quantify bacterial load in this organism. In this chapter, it

is argued that the large inter-individual variability seen in bacterial colonization of

the C. elegans intestine is informative, and that batch digest methods discard infor-

mation that is important for accurate comparison across conditions. As describing

the variation inherent to these samples requires large numbers of individuals, a con-
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venient multi-well protocol for disruption and colony plating of individual worms is

established. This chapter describes the above-mentioned 96-well disruption of indi-

vidual bacterially-colonized C. elegans following cold paralysis and surface bleaching

to remove external bacteria. The resulting suspension is plated on agar plates to

allow accurate, medium-throughput quantification of bacterial load in large numbers

of individual worms.

2.2 Introduction

Heterogeneity in host-microbe associations is observed ubiquitously, and variation

between individuals is increasingly recognized as a contributing factor in population-

level processes from competition and coexistence [59] to disease transmission [60, 61,

62]. In C. elegans, “hidden heterogeneity” within isogenic populations has been ob-

served repeatedly, with sub-populations of individuals showing distinct phenotypes

in heat shock response [63, 64] ageing and lifespan [65, 66, 67, 68, 69], and many

other aspects of physiology and development [70]. Most analyses that attempt to

identify sub-population structure provide evidence for two sub-populations in exper-

imental populations of isogenic, synchronized worms [63, 65, 66] though other data

suggest the possibility of within-population distributions of traits rather than dis-

tinct groups [65, 70, 71]. Of relevance here, substantial heterogeneity in intestinal

populations is observed even within isogenic populations of worms colonized from a

shared source of microbes [71, 48, 72, 73], and this heterogeneity can be concealed

by the batch digest measurements that are widely used [8, 74, 75, 76] for bacterial

quantification in the worm.

This work presents data suggesting a need for greater reliance on single-worm

measurements in host-microbe association, as well as protocols for increasing accuracy

and throughput in single-worm disruption. These protocols are designed to facilitate
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mechanical disruption of large numbers of individual C. elegans for quantification of

viable bacterial load, while providing better repeatability and lower effort per sample

than pestle-based disruption of individual worms. A recommended gut-purging step,

where worms are permitted to feed on heat-killed E. coli prior to preparation for

disruption, is included to minimize contributions from recently ingested and other

transient (non-adhered) bacteria. These protocols include a cold-paralysis method

for cleaning the cuticle with a low-concentration surface bleach treatment; surface

bleaching can be used as a preparatory step in single-worm disruption or as a method

for preparing live, externally germ-free worms. This surface-bleaching method is

sufficient to remove a wide range of external microbes, and cold treatment provides

an alternative to conventional levamisole-based paralysis; while levamisole will be

preferred for cold-sensitive experiments, cold paralysis minimizes contributions to

hazardous waste streams and allows rapid resumption of normal activity. While the

full protocol describes a laboratory experiment where worms are colonized with known

bacteria, the procedures for cleaning worms and single-worm disruption can readily be

applied to worms isolated from wild samples or colonized in microcosm experiments.

The protocols described here will produce live bacteria extracted from the worm

intestine, suitable for plating and quantification of colony forming units (CFUs) in

individual worms; for sequencing-based intestinal community analysis, subsequent

cell lysis and nucleic acid extraction steps should be added to these protocols.

2.3 Protocol

Worms used in these experiments were obtained from the Caenorhabditis Genetic

Center, which is funded by NIH Office of Research Infrastructure Programs (P40

OD010440). Bristol N2 is the wild-type. DAF-2/IGF mutants daf-16(mu86) I (CGC

CF1038) and daf-2(e1370) III (CGC CB1370) are used to illustrate differences in
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intestinal bacterial load.

HT115(DE3) E. coli carrying the pos-1 RNAi vector is from the Ahringer library

[77]. The MYb collection of C. elegans native gut bacteria [55] was obtained from

the Schulenburg lab. Salmonella enterica LT2 (ATCC 700720) attB:GFP-KmR is

from this lab [78]. Pseudomonas mosselii was isolated in this lab. Staphylococcus

aureus MSSA Newman pTRKH3-mGFP was obtained from the LaRock lab at Emory

University.

All worm buffers and media are prepared according to formulations and protocols

in Wormbook chapter ”Maintenance of C. elegans” [79].

2.3.1 Preparation of synchronized sterile C. elegans

In this section, step-by-step procedures are described for generating a synchronized

population of reproductively sterile adult worms. Feeding on pos-1 RNAi plates

is used here to prevent production of progeny because this interference is embry-

onic lethal; L1 larvae raised to adulthood on pos-1 RNAi develop into egg-laying

hermaphrodites, but these eggs are inviable [80]. The RNAi feeding protocol is as in

the ”Reverse genetics” chapter of Wormbook [81].

• Before synchronizing worms, ensure that fresh 10 cm NGM + pos-1 RNAi plates

will be available. Plates can be prepared fresh from concentrated induced liquid

culture (+Amp + IPTG) or inoculated as lawns on NGM +100µg/mL ampi-

cillin +1mM IPTG and allowed to grow at 25◦C in the dark for one day [82].

NOTE: Carbenicillin ( 25 µg/mL ) is often used instead of ampicillin on RNAi

plates. Ampicillin is less expensive but less stable; if using ampicillin, plates

should be seeded immediately once dry and used as soon as possible (can be

stored for < 1 week at 4◦C ) [82]. The high antibiotic concentration recom-

mended here will help to ensure adequate selection.
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• Start with several (typically 2-4) NGM plates with large populations of gravid

hermaphrodites. Isolate eggs using bleach- NaOH synchronization [79].

– Wash worms off agar plates using 2 mL sterile ddH2O per plate. Distribute

the liquid evenly into 1.5 mL microcentrifuge tubes (one tube per plate or

hermaphrodites).

– Spin down for ∼ 5 seconds in a benchtop minicentrifuge (2000xg ) to pull

adults to the bottom of the tubes. Pipet off supernatant and discard.

– Wash with 1 mL sterile ddH2O; spin down as before and discard super-

natant.

– Repeat previous step to reduce remaining bacterial debris.

– Resuspend the contents of each tube in 1 mL sterile ddH2O. Add to

each tube 130µL commercial bleach ( 8.25% sodium hypochlorite) and

130µL5 N sodium hydroxide (NaOH, final concentration 0.5 N ).

– Vortex tubes vigorously for at least 10 − 15 seconds every two minutes

until adult bodies have broken up. Do not allow bleach- NaOH treatment

to go longer than 5 minutes to avoid killing eggs.

– Spin in a minicentrifuge for 30− 60 seconds at 2000× g to pellet the eggs;

pipet off the supernatant and discard. There may or may not be a visible

pellet, this is normal.

– Add 1ml of M9 worm buffer; spin 30 − 60 seconds at 2000× g. Discard

supernatant.

– Repeat the previous rinse step 5X to thoroughly remove bleach- NaOH

mixture, removing as much of the supernatant as possible without dis-

turbing the egg pellet.

– Transfer eggs to 10 mL of M9 worm buffer in a 50 mL conical tube or
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30 mL culture tube with cap. If using conical tubes, leave the lid un-

screwed slightly and use a bit of tape to keep it secure. Incubate with

shaking overnight ( 16 hours) at 25◦C and 200 RPM to allow larvae to

hatch.

• Transfer synchronized L1 larvae to RNAi plates to grow to adulthood.

– Add 2 mL sterile M9 buffer +0.01% Triton X-100 (henceforth M9TX-01)

to each L1 tube and transfer the entire volume ( 12 mL ) to a 15 mL

screw-top conical tube.

– Place 15 mL tubes with L1 worms at 4◦C for 10 minutes to slow larval

movement.

– Spin down 15 mL conical tubes in a large tabletop centrifuge ( 1500xg at

4◦C for 3 minutes; acceleration and deceleration should be no higher than

80% of maximum).

– Carefully pipet off supernatant without disturbing the L1 pellet. Discard

supernatant.

– Add 12 mL cold M9TX-01 to each tube. Repeat the centrifugation; care-

fully pipet off and discard supernatant. Each tube should have ∼ 200µL

remaining.

– . Rinse a 200µL pipet tip in M9TX-01 to keep worms from sticking to the

plastic, then use this tip to resuspend the worm pellet. Transfer resus-

pended worms to prepared pos-1 plates by pipetting drops of liquid onto

the bacterial lawn.

– Incubate the plates at 25◦C until the first day of adulthood.

NOTE: If growing worms on pos-1 RNAi plates, worms MUST feed ad libitum

on the RNAi bacteria until they have fully transitioned to adulthood to ensure
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high penetrance of the embryonic-lethal phenotype. Check the plates at 24 and

48 hours. If the plates appear starved or nearly starved, the worms will need

to be moved to fresh plates to finish growing into full-sized adults. To avoid

depleting plates before worms are grown, aim to add 250-500 L1 larvae to each

10 cm RNAi plate.

• Harvest adults and clear intestinal E. coli to create germ-free worms.

– Rinse adult worms from plates using 5 mL M9TX-01 per plate. Transfer

buffer + worms to a 15 mL conical tube and allow adults to settle to the

bottom of the tube.

– Rinse adults in changes of 10 mL fresh M9TX-01 buffer until no visible

bacterial turbidity remains (typically 1-2X). Tubes can be centrifuged at

700xg for 30 seconds to pellet worms, or adults can be allowed to settle by

gravity.

– Perform one additional wash with 10 mL M9TX-01 to reduce external

bacteria.

– Transfer worms to 50 mL conical tubes or 30 mL culture tubes containing

5 mL S Medium +2X heat-killed E. coli OP50 ( ∼ 5 ∗ 109 killed cells

/mL) + 200 µg/mL gentamycin +50 µg/mL chloramphenicol. If using

conical tubes, leave the lid unscrewed slightly and use a bit of tape to

keep it secure. Use glass pipets or rinse plastic pipets in M9TX-01 to keep

the worms from sticking.

– Incubate adults at 25◦C with shaking at 200 RPM for 24 − 48 hours to

produce germfree adults.

NOTE: If the worms are to remain in antibiotics for > 24 hours, more heat-

killed OP50 may have to be added to ensure that the worms have an adequate
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food source. Check tubes at 24 hours and supplement with heat-killed OP50 if

turbidity is visibly reduced.

• Sucrose wash adults according to standard protocols [79] to obtain clean, re-

productively sterile, synchronized adult-only stocks for bacterial colonization.

– Ensure that cold volumes of 60% sucrose, M9 worm buffer, and M9TX-01

are ready for use. For simplicity, these can be left at 4◦C the night before.

– For each sample to be washed, create a labeled 15 mL conical tube con-

taining 8 mL of M9TX-01 and set aside on ice. These will be needed

later.

– Add 5 mL M9TX-01 to each 50 mL tube containing L1 larvae. Transfer

the entire volume (now 10 mL ) to an empty 15 mL screw-top conical tube

and allow adults to settle to the bottom of the tube.

– Carefully pipet off the supernatant and discard.

– Add 10 mL M9TX-01 to each tube and move tubes to an ice bucket for

5 − 10 minutes. Starting at this point, worms and all buffers should be

kept on ice.

– Use the “fast temp” setting to cool a large tabletop centrifuge to 4◦C.

– Add 10 mL cold M9TX-01 to each tube to rinse off any remaining debris.

Let worms settle on ice; remove supernatant and discard.

– Sucrose float: Add 5 mL of cold M9 buffer and 5 mL of cold 60% sucrose

solution to each tube, mixing thoroughly. Then - carefully! - float 1 mL

of cold M9 buffer on top of the sucrose-buffer mixture in each tube. Do

not mix after the float has been added.

Move quickly for the next few steps - worms can desiccate if

exposed to high concentrations of sucrose for too long!
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– Centrifuge at 1500× g for 3 minutes at 4◦C. Live adult worms will be at

the interface of the M9 and the sucrose, approximately 1 mL from the top

of the tube.

– Use a glass 5 mL serological pipet to transfer the worm layer to prepared

15 mL conical tubes with cold M9TX-01 . Be very careful to get the layer

of live worms without pipetting up too much of the sucrose.

– If necessary, add M9TX-01 to get equal volumes of 10 − 12 mL/tube.

Centrifuge at 1500xg at 4◦C for 1 minute, then pipet off the supernatant.

– Worms can be returned to room temperature at this point. Repeat the

previous wash step twice, reducing the speed to 700 × g at 4◦C and time

to 30 seconds.

2.3.2 Feeding worms on live bacteria in liquid culture

This protocol is used to colonize worms with laboratory-grown bacteria in well-mixed

conditions in liquid culture (2.1). Worms can be colonized with individual isolates

from pure culture (e.g. pathogens such as Enterococcus faecium [83, 84]) or mixtures

of isolates (e.g. minimal microbiome communities [48]).

• Start with sucrose washed synchronized adult worms in a 15 mL conical tube.

Wash the worms once in 12 mL S buffer and discard supernatant.

• Resuspend the washed worms in the volume of S medium needed for the exper-

iment. Consider the volume of experimental conditions, the number of condi-

tions over which worms will be split, and the final concentrations of worms and

bacteria.

NOTE: Feeding in worms varies with bacterial availability [85] and worms can

be stressed by crowding [86]. For colonization in liquid culture, < 1000 worms
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/mL and > 107CFU/mL are recommended; 1011CFU/mL is considered “ad

libitum” feeding density on E. coli [87].

• Spin down bacterial cultures. Pour off supernatant; aspiration or pipetting can

be used to remove supernatant for bacteria that form loose pellets.

NOTE: For cultures > 5 mL, transfer to 15 mL tubes and spin at ∼ 2800xg in a

large tabletop centrifuge for 8-10 minutes. Cultures < 5 mL can be transferred

to 1.5 mL tubes and centrifuged at 9000× g for 1-2 minutes in a small tabletop

centrifuge. Highly motile bacteria (e.g. many species of Pseudomonas) may

need to be chilled at 4◦C for 10− 15 minutes to facilitate formation of a stable

pellet, and it may be better to centrifuge at 4◦C.

• Resuspend bacterial cultures in 1 volume S buffer and centrifuge again to pellet.

Remove and discard supernatant as before.

• Resuspend bacterial cultures in S medium at the desired density for the exper-

iment, plus any antibiotics for selection. The antibiotics to be used, if any, will

depend on the resistance profile of the bacteria used for colonization.

• Using a pipet tip coated in M9TX-01, pipet worms gently up and down until

worms are thoroughly resuspended in S medium, then transfer to tubes or plate

wells for bacterial colonization.

• Add bacterial suspension to each worm culture to reach the desired bacterial

concentration and final volume.

• If using a multi-well plate for colonization, cover plate with a sterile 96 -well

gas-permeable sealing membrane.

• Incubate with shaking at 200 RPM to prevent bacteria from settling during

incubation.
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2.3.3 Mechanical disruption of individual worms in a 96 -well

format

This section describes a 96 -well plate format protocol for mechanical disruption of

individual bacterially-colonized C. elegans. The first steps in the protocol describe

a method for purging non-adhered bacteria from the worm intestine and cleaning

the exterior of the worms using cold paralysis and surface-bleaching; these steps will

produce clean, live adult worms that can be mechanically disrupted for quantification

of bacterial contents or used for further experiments (2.1). This protocol can be

adapted to quantify bacteria in worms colonized in liquid culture (Protocol 2.3.2), on

agar plates, or from natural or microcosm soil.

• Place an aliquot of M9TX-01 on ice to chill (4-5X the number of samples in

mL).

• Prepare an aliquot of M9TX-01 + bleach (6% sodium hypochlorite, 1:1000 or

1:2000 v/v, 1 mL per sample +1 mL extra) and place on ice to chill. This

aliquot will be used later.

• Prepare 96 -well plates for serial dilution of disrupted worm samples.

– Obtain sterile 300µL-capacity 96 well plates with lids; this protocol uses

one dilution plate per 12 worms digested.

– Use a 96 -well multichannel pipettor to fill rows B-D of each plate with

180µL of 1X PBS buffer. Leave the top row empty. Rows B-D will become

10X serial dilutions of the worm digests [0.1X, 0.01X, 0.001X].

– Set plates aside. Dilution plates will be used in later steps.

• Resuspend each worm sample in 1 mL M9TX-01 in a 1.5 mL microcentrifuge

tube.
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• Spin tubes briefly ( 2 − 3 seconds) in a low-speed minicentrifuge ( 2, 000xg )

at 25◦C to pellet adults. Pipet off supernatant and discard, being sure not to

disturb the worm pellet.

• Using the centrifugation settings from previous step, rinse worms twice with

1 mL M9TX-01, then once with 1 mL M9 worm buffer, to reduce external

bacteria.

• Purge non-adhered bacteria from the worm intestine.

– Resuspend each sample of worms in 1 mL S- medium +2X heat-killed

OP50 in a culture tube.

– Incubate at 25◦C for 20− 30 minutes to allow passage of any non-adhered

bacteria from the gut. This will also purge any extracellular fluorescent

protein from the lumen and allow clearer visualization of labeled bacte-

ria adhered to the intestinal epithelium, particularly when acid-fast fluo-

rophores (e.g. mCherry, dsRed) are used.

• Surface bleach worms to clear external bacteria.

– Rinse purged worms twice with 1 mL cold M9TX-01 and discard the su-

pernatant.

– Allow tubes to chill for 10 minutes on ice (preferred) or at 4◦C. This will

paralyze worms and prevent ingestion of bleach.

NOTE: Other protocols use a chemical paralysis agent such as levamisole;

this is an established approach [88] which requires addition of a hazardous

waste stream.

– Add 1 mL ice-cold M9 worm buffer + unscented bleach ( 8.25% sodium

hydroxide, 1 : 1000 or 1 : 2000v/v ) to each tube. Allow tubes to sit on

ice (preferred) or at 4◦C for at least 10 minutes to kill external bacteria.
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NOTE: DO NOT EXCEED 1:1000 CONCENTRATION OF BLEACH.

Even in paralyzed worms, mortality can result.

– Pipet off bleach buffer and discard; return tubes to ice to ensure worms

do not resume pumping until bleach is cleared.

– Add 1 mL cold M9TX-01 to each tube. Spin ∼ 5 seconds in a minicen-

trifuge ( 2000× g at 25◦C ); return tubes to ice. Remove supernatant and

discard.

– Repeat this rinse step with another 1 mL cold M9TX-01, discarding as

much of the supernatant as possible.

NOTE: If using worms for further experiments, skip the permeabilization step

and instead transfer freshly surface-bleached adults to ice-cold buffer in a 6 cm

Petri dish and separate worms into experimental conditions as in Protocol 3.10.

Keep worms cold to prevent motility from resuming, but work quickly - keeping

worms for > 30 minutes on ice can potentially result in < 100% resumption of

normal activity [89].

• Chemical permeabilization of worm cuticle with sodium dodecyl sulfate and

dithiothrietol (0.25% SDS +300mM DTT) (based on [90]).

CAUTION: DTT is a reducing agent and irritant. Wear PPE and work in a

fume hood when handling dry stocks or solutions. A hazardous waste stream

is required.

– In the fume hood, prepare enough SDS/DTT solution to allow 100µL for

each sample. For 1 mL, to 965µL M9 worm buffer or M9TX-01 in a 1.5 mL

microcentrifuge tube, add 5µL of 5%(w/v ) SDS and 30µL of 1M DTT.

NOTE: 1M DTT solution (aqueous) should be prepared fresh or stored in

aliquots at −20◦C to ensure potency. Aliquots should be sized to be used
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up in two to three experiments to avoid excessive freeze-thaw cycling.

– Move microcentrifuge tubes containing surface-bleached worms to a roomtem-

perature tube rack. Each tube should contain worms in ∼ 20µL of buffer.

– Add 100µL SDS/DTT solution to each worm sample; dispose of any re-

maining SDS/DTT solution in the appropriate hazardous waste stream.

– Allow the treatment to proceed for up to 8 minutes on the bench to par-

tially break down the resistant cuticle of the adult worms. Worms will die

and settle to the bottom of the tube during this time.

– After permeabilization time is up, carefully pipet off the SDS/DTT su-

pernatant and dispose of it in an appropriate SDS/DTT hazardous waste

stream.

– Add 1 mL M9TX-01 to each tube. Spin briefly in a table-top centrifuge

to pellet the worms, or allow worms to settle by gravity to the bottom of

the tubes, then draw off the supernatant and dispose of it in a SDS/DTT

hazardous waste stream.

– Resuspend worms in 1 mL M9 worm buffer +01% Triton X − 100 until

ready to use.

• Separate worms into a deep 96 -well plate with silicon carbide grit for mechanical

disruption.

– Prepare the 96 -well disruption plate.

∗ Obtain a sterile 2 mL deep-well 96 -well plate and a matching silicon

96 -well plate cover.

NOTE: It is important to use plates that are compatible with the

96-well adaptors for the tissue disruptor. Tiny differences in external
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dimensions make the difference between a plate that can be removed

from the adaptors and one that cannot.

∗ Using a sterile scoop spatula, add a small amount of sterile 36 -grit

silicon carbide to each well of the plate that will receive a worm. Use

enough grit to barely cover the bottom of the well - about 0.2 g per

well. Excessive material will make it difficult to get a pipette tip to

the bottom of the well when retrieving the contents.

∗ Add 180µL M9 worm buffer to each well.

∗ Label the columns or rows to indicate where each sample will go, then

cover the plate loosely with the silicon 96 -well plate cover.

• Transfer individual worms to the 96 -well plate for disruption.

– Move permeabilized worms carefully to a small ( 35 or 60 mm ) petri dish

containing sufficient M9TX-01 to fill the dish to a depth of ∼ 1 cm.

NOTE: If a large number of worms are present, it may not be feasible to

transfer the entire sample as the liquid will become crowded and it will be

difficult to pipet individual worms.

– Using a dissecting microscope or other low-magnification device, pipet off

individual worms in 20µL volumes, and transfer these worms to individual

wells of the 96 -well plate.

NOTE: It is best to harvest only freshly killed worms. Avoid worms with a

rigid linear shape, as these worms may have been dead for some time. Try

to take worms that are curved or S-shaped, with normal gross physiology

and an intact gut.

– After transferring each volume, make sure that the selected worm was

actually ejected into the well. To do this, pipet up 20µL of M9TX-01 from

a clear area of the petri dish and release the full volume back into the dish;
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this will normally eject the worm if it is stuck to the pipet. If the worm

was stuck, remove 20µL from the well and try the transfer again.

– Once all worms have been transferred, cover the 96 -well plate with a

sheet of commercially-available flexible paper-backed sealing film ( 2 × 2

squares), making sure that the paper-backed side of the sealing film is

facing down onto the sample wells. Be careful not to stretch the sealing

film too thin, or it will be very difficult to remove later.

– Place the silicon sealing mat lightly on top of the flexible sealing film; do

not press the cover down into the wells at this time.

– Move the plate to 4◦C to chill for 30 − 60 minutes. This will prevent

over-heating during disruption, which can damage the samples.

NOTE: This is a break point in the protocol. In most cases, the plate can be left

at 4◦C for up to four hours before grinding. Do not leave the worms overnight,

as this will change the bacterial counts.

• Load 96-well plates onto a tissue disruptor to break up worm tissues and release

intestinal bacteria.

OPTIONAL: If using an odd number of 96 -well plates for digests, it is necessary

to prepare a counterweight before proceeding. Use an empty deep 96 -well plate

and fill wells with water until it weighs the same as the first plate.

– Press the silicon sealing mat down firmly into the wells to create a seal,

making sure the lid lies flat across the entire surface of the plate.

NOTE: If the flexible sealing film is too thick after stretching, it will be dif-

ficult to secure the silicon lid such that it is lying flat in all wells. This will

result in an insufficient seal and wellto-well contamination during shaking.
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– Secure plates in the tissue disruptor using the 96 -well plate adaptors.

Shake plates for 1 minute at 30hz, then rotate plates 180◦ and shake again

for 1 minute. This will help ensure even disruption in all wells of the plate.

– Tap plates firmly on the bench 2-3 times to dislodge any grit from the

flexible sealing film.

– Using a large centrifuge with 2 × 96-well plate adaptors, spin the plates

down at 2400 xg for 2 minutes to gather all material to the bottom of the

wells.

– Remove the silicon lid and carefully pull off the flexible sealing film.

NOTE: If the flexible sealing film sticks in any of the wells, use a 200µL pipet

tip to remove it. This is common when the flexible sealing film was stretched

too thin.

• Serially dilute worm digest samples in 300µL96-well plates.

– Using a multi-well pipettor set to 200µL, pipet up and down several times

slowly and carefully to re-mix the contents of the wells, then draw off as

much of the liquid as possible. Transfer this liquid to the top rows of the

96 -well plates prepared previously.

– Using a 96 -well pipettor set to 20µL, remove this volume of liquid from

the top row and dispense into row B. Pipet up and down 8-10X to mix.

Discard tips.

– Repeat this step, starting from the 0.1X samples in row B to create 0.01X

dilution samples in row C.

– Repeat the same step again, going from row C to row D.

– Plate onto solid agar for bacterial quantification. For mono-colonized

worms, it is generally sufficient to plate 10 − 20µL drops of each dilu-
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tion [1X-0.001X] on agar plates. For multi-species colonization, plate each

dilution separately by pipetting 100µL onto a 10 cm agar plate; spread

immediately using glass plating beads.
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Figure 2.1: Overview of the Protocol. Here, synchronized adult worms are mono-
colonized with red bacteria, surface-bleached, and permeabilized before mechanical
disruption of individual worms in a 96-well format. Bacteria released from the intes-
tine are dilution plated in 10X series for CFU/worm quantification; plates shown are
typical for observed heterogeneity.
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2.3.4 Cleaning silicon carbide grit for re-use

This procedure is used to clean and sterilize the grinding material, silicon carbide

grit, for re-use after experiments. This protocol should be followed in its entirety

before first use, as silicon carbide grit is an industrial product and does not come

pre-sterilized. Si-carbide grit ( 3.2 g/cc ) is a dense, rough-edged material that works

efficiently to disrupt tough samples. However, the particles can wear down over

repeated use and should be replaced when wear becomes apparent. Fortunately, the

material is inexpensive, and the sizes typically sold ( ∼ 1lb ) are sufficient for many

experiments.

• After removing samples for plating, add 10% bleach solution to all wells of the

96 -well plate and let sit for at least 10 minutes.

• Remove the bulk of the grit by rapidly inverting the 96 -well plate over a small

high-sided tray or empty P1000 pipet tip container large enough to catch all

the contents. The grit will sink immediately to the bottom of the tray. Pour

off the bleach solution into a sink.

• Re-fill the 96-well plate with tap water and invert into the same tray to rinse

out remaining grit. Pour the water off into the sink.

• Repeat one to three more times with tap water until plate is completely clear

of grit.

• Rinse grit 2X in tap water, filling the tray each time.

NOTE: The 96 -well deep well plate can be washed in a laboratory dishwasher,

covered securely with foil, and autoclaved with other reusable plastics.

NOTE: Grit does not need to be washed immediately and can be set aside at

this point. Used grit is usually accumulated from multiple experiments before

washing and autoclaving.
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• Wash grit in a solution of laboratory detergent for 30 minutes, agitating occa-

sionally by swirling or mixing with a metal spatula.

• Rinse away all traces of detergent in several (8-10) changes of tap water, then

rinse 2X with distilled water.

• Spread grit in an open tray, such as a shallow polypropylene autoclave tray,

and dry at 40-70◦C for several hours.

NOTE: If the grit is clumpy when dry, it was not cleaned or rinsed sufficiently.

Repeat the cleaning protocol with additional rinses in previous step .

• Distribute clean, dry grit into screw-top autoclavable glass bottles to a maxi-

mum depth of 5-6 cm. Autoclave on prevac cycle for 30 minutes to sterilize.

2.4 Results

2.4.1 Bleach sterilization of live worms

Surface-bleached worms are effectively free of external bacteria until motility returns

and excretion resumes. Under the conditions used here, rapid extinction of bacteria in

buffer is observed (Figure 2.2A-C) without disturbing the gut-associated bacteria in

cold-paralyzed worms (Figure 2.2D-F). These data indicate that surface bleaching can

be used effectively to sanitize worms externally without compromising the intestinal

contents (comparisons of surface-bleached vs no-bleach worm-associated CFU counts

are non-significant, Wilcoxon rank-sum test p>0.05).

2.4.2 Variations on multi-sample mechanical disruption

The 96-well technique for mechanical disruption of worms is robust to the specific

materials used, and practical considerations dictate the choice of grinding material.
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Figure 2.2: Low-concentration surface-bleaching treatment rapidly kills bacteria in
buffer but does not disturb intestinal communities in cold-paralyzed worms. (A-C)
Bacterial CFU/mL in M9 worm buffer during surface bleaching at three different con-
centrations (1:1000, 1:2000, 1:5000 v/v; unbleached control for comparison), targeting
(A) S. aureus Newman, (B) S. enterica LT2, or (C) E. coli OP50. Samples were taken
at indicated time points up to 20 minutes post-exposure and washed twice with sterile
buffer to prevent bleach from killing colonies on plates. Data for the 1:1000 condition
are offset slightly so that these data are visible on the plot. (D-F) Intestinal bacte-
ria in individual N2 worms (n=24 worms per experiment, 2-3 independent runs on
separate days). All comparisons of surface-bleached and no-bleach worm-associated
CFU counts are non-significant (Wilcoxon rank-sum test p>0.05). Grey horizontal
lines represent threshold of detection, defined as the density (40 CFU/worm) at which
probability of observing at least one colony is 60%.

Similar to a previous report [88], manual disruption (Figure 2.3A) resulted in more

heterogeneity than the standard 96-well protocol (silicon carbide grit, Figure 2.3B)

(var(log10CFU)=0.499 across all buffer conditions, as compared with 0.229 for Si-

carbide, 0.243 for large glass beads (Figure 2.3C), and 0.227 for small glass beads

(Figure 2.3D)). Nonetheless, most differences in CFU/worm distributions were not
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Figure 2.3: The 96-well disruption protocol produces consistent results and is robust
to choice of materials. N2 adult worms colonized with a single bacterial species for
48 hours (P. mosselii) were surface bleached and permeabilized according to standard
protocols, then individual worms (n=24 per condition) were mechanically disrupted
for CFU plating using (A) manual disruption in individual 0.5 mL tubes, using a
motorized pestle or (B-D) variations on the 96-well disruption protocol described in
detail in the Protocol. Disruption was carried out in M9 worm buffer containing
varying concentrations of Triton X-100 (x-axis, 0-0.1%,v/v) and one of (B) 36-grit
silicon carbide, (C) small (425-600 µm) glass beads, (D) large (2.7 mm) glass beads.
For all plots, data shown are log10(CFU/worm), and each point is one individual
worm.

significant (Kruskal-Wallace p=0.017 with df=3; significant post-hoc Wilcoxon tests

for large beads vs. small beads p=0.021 and large beads vs. silicon carbide grit

p=0.02). The use of Triton X-100 as a surfactant was not associated with any sig-

nificant difference in yield when considered as an individual factor (Kruskal-Wallace

p=0.94, df=3), although there is an apparent increase in yield in no-Triton vs. Triton-

containing samples when large beads (2.7 mm) were used (Figure 2.3C), possibly at-

tributable to the excessive “foaming” observed in these wells when Triton was present.

These results indicate that large glass beads, while ideal for use in homogenization

tubes [88], are not suitable for the 96-well technique. While small glass beads pro-

duced reasonable results (Figure 2.3D), they consistently clogged 200 µL pipet tips

during mixing and plating. The standard material in this assay, silicon carbide grit,

is inexpensive, too large to clog standard tips, and like glass beads can be washed

and reused after autoclaving. The grit does release a small amount of “dust” into
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the buffer, which does not interfere with plating but needs to be filtered off if the

products of disruption are to be used for flow cytometry.

2.4.3 Heterogeneity in bacterial colonization in adult worms

Successful disruption of individual worms reveals heterogeneity in bacterial coloniza-

tion. Individuals from isogenic synchronized populations of worms, colonized at

the same time on the same pool of bacteria, consistently show 100-fold or greater

range in intestinal bacterial load. This is observed for different bacterial colonists

(Figure 2.4A) and during colonization on multi-species bacterial communities (Fig-

ure 2.4B). This heterogeneity is also evident in individual-worm measurements of

fluorescence when worms are colonized with bacteria expressing a fluorescent protein

(GFP) (Figure 2.4C-D). The properties of the host play a role in shaping this het-

erogeneity, as can be seen by comparing colonization of wild-type Bristol N2 worms

to colonization by the same bacteria in DAF-2/IGF mutants; this daf-16 mutant

supports larger populations of many bacteria as compared with N2, while daf-2 is

resistant to colonization by a range of bacteria [91] (Figure 2.4B, D). This hetero-

geneity is characteristic, showing variation across different combinations of host and

colonist(s), while retaining a consistent structure over different runs of the same ex-

periment (Figure 2.4E-F).

2.4.4 Importance of individual heterogeneity for accurate com-

parison of groups

The importance of individual heterogeneity can be easily seen by considering how

batch digests could alter the distributions of data. Colonization by native microbiome

bacteria MYb53 (Rhodococcus erythropolis) and MYb120 (Chryseobacteria spp.) (Fig-

ure 2.4A, 2.5A) in N2 adults are used as examples. The individual worm data are
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Figure 2.4: Heterogeneous bacterial colonization of the C. elegans intestine. (A)
Single-species colonization of N2 adult hermaphrodites prepared as in Methods. Bac-
teria are four species from the MYb native worm microbiome collection ([55]) (n=24
worms, one experiment each) and two pathogens, Staphylococcus aureus MSSA New-
man (SA) and Salmonella enterica LT2 (SE) (n=96-144 worms over 2-3 independent
experiments). Colonization by native microbiome species was assessed after 48 hours’
incubation at 25°C in liquid S medium + 108 CFU/mL bacteria; colonization by
pathogens was assessed after incubation on lawns on NGM worm agar for 24 (SA) or
48 (SE) hours at 25°C. (At 48 hours, worms on S. aureus have mostly died.) (B) To-
tal CFU/worm in N2, daf-16(mu86), and daf-2(e1370) adults colonized for four days
in liquid media on an eight-species minimal native microbiome [48]. C-D) Green
fluorescence in individual worms colonized with GFP-expressing bacteria, observed
by large object flow cytometry. In (C), synchronized populations of N2 adults were
colonized with OP50 (non-fluorescent, n=1908 individual adult worms), S. aureus
(GFP, n=968), or S. enterica (GFP, n=1153) as described in (A); the OP50 control
indicates typical levels of green-channel autofluorescence in day-3 adult N2 worms.
In (D), synchronized populations of N2 (n=1165), daf-16(mu86) (n=1180), and daf-
2(e1370) (n=2267) adults were colonized with commensal Ochrobactrum MYb14-GFP
for two days on plates as described in (A).(E-F) Day-to-day variation in colonization
by S. aureus (E) and S. enterica (F) (same data as in panel A and figure 2.2, n=48
worms per experiment). The x-axis indicates the day of sampling. Grey horizon-
tal lines represent threshold of detection, defined as the density (40 CFU/worm for
single-species colonization, 4 CFU/worm for multi-species colonization, due to differ-
ent plating volumes) at which probability of observing at least one colony is 60%.
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Figure 2.5: Batching erases biological variation in skewed log-scale data. CFU/worm
data from Figure 3 were resampled with replacement to create n=25 replicate sets of
simulated data for each batch size, where size is the number of individual worms per
batch. CFU/worm is the total CFU in each simulated batch divided over the number
of worms per batch. In the raw data (panel A), average CFU/worm for MYb53 is
4450.8 (103.648), and for MYb120, 1398.3 (103.146); the batch-inferred numbers con-
verge to these values as batch size increases (B, 5 worms/batch; C, 10 worms/batch;
D, 20 worms/batch), consistent with expectations from central limit theorem.

clearly similar in distribution (two-tailed t-test p=0.9, Wilcoxon rank sum p=0.59).

When resampling these data to simulate the effects of batch digests, the batch extrap-

olated CFU/worm pulls toward the upper quantiles of the data due to the positive

skew in these distributions (mean > median). As batching effectively averages over

the individuals within a batch, batch-extrapolated CFU/worm will center around

the arithmetic mean of the individual data, with decreasing distance to this mean as

batches become large according to the central limit theorem (Figure 2.5B-D). Accord-

ingly, signal from biological variation is quickly lost; batch-inferred CFU/worm mea-

surements converge toward the average, which is not a representative metric of these

log-scale-distributed data. Differences in inferred colonization by MYb53 vs MYb120

quickly become significant in simulated batch digests (t-test batch 5 p=0.049, batch

10 p=2.27e-4, batch 20 p=1.19e-15; Wilcoxon rank sum test batch 5 p=2.27e-4, batch

10 p=2.70e-06, batch 20 p=1.80e-09) as the original signal is obscured.



38

2.4.5 Effects of individual heterogeneity on microbial trans-

mission

As individual worms show substantial heterogeneity in bacterial colonization, it is

reasonable to ask whether this heterogeneity has downstream effects. For example,

it is reasonable to expect that transmission might be a function of intestinal bacte-

rial load. By transferring individual surface-bleached worms to a clean environment,

it is possible to observe inoculation of the environment with excreted live bacteria.

In these experiments, surface-bleached pre-colonized adults, carrying generally sub-

stantial populations (103 − 105 CFU/worm, Figure 2.6) of commensal Ochrobactrum

MYb14-GFP or pathogenic S. aureus-GFP, were allowed to roam on heat-killed OP50

lawns on NGM agar for 1.5 hours. When these worms are re-harvested from excretion

plates and disrupted for bacterial quantification, there is no significant relationship

between bacterial load and excretion rate of live bacteria (Pearson correlations be-

tween log-transformed colonies/hr and CFU/worm: MYb14 rho=0.19, p=0.45; S.

aureus rho=0.02, p=0.9) (Figure 2.6). Nor is there a significant relationship between

presence/absence of colonies on a plate and intestinal bacterial load (binomial logistic

regression with log-transformed CFU/worm as factor, p=0.15 with df=53). A sub-

stantial fraction of plates remained free of new growth (9/18 plates for MYb14, 10/36

plates for S. aureus), indicating low overall excretion rates.

When worms are allowed to excrete onto agar plates, the actual number of live

excreted bacteria per worm is confounded by “farming”, where worms pass through

colonies and create trails of new growth (Figure 2.7) [92]. A plate with n colonies

represents at least one, and at most n, events where live colony-forming bacteria were

excreted. From this observation, it is not possible to know how many excretion events

in (1,n) actually occurred, nor is it possible to know how many bacteria were excreted

in each event. It is therefore not possible to precisely estimate excretion rates of live

bacteria from the gut using these data. However, it is possible to infer some bounds.
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Figure 2.6: Excretion of live bacteria is poorly correlated with CFU load in the in-
testine of individual worms. Here, N2 adults were colonized by feeding for one or
two days respectively on lawns of S. aureus-GFP or MYb14-GFP. Worms with de-
tectable GFP fluorescence (total GFP >1.8 logs on large object flow cytometer) were
sorted from the bulk population, surface bleached as described in Methods, and trans-
ferred individually to NGM + heat-killed OP50 plates. Pearson correlations between
log-transformed colonies/hr and CFU/worm are non-significant (MYb14 rho=0.19,
p=0.45; S. aureus rho=0.02, p=0.9).

Although the number of colonies per plate is not very informative, presence/absence

data can be used for rough inference of excretion rates. For simplicity, if it is assumed

that excretion rate of live bacteria is not a function of bacterial load and that excretion

is a Poisson process, there is a ∼50% chance of observing at least 9 events in 18 trials

when λ ≈ 0.33 worm−1hr−1 in MYb14. For S. aureus, similar plausible rates of

λ ≈ 0.2 worm−1hr−1 are obtained. While these rough calculations suggest low rates

of excretion of live bacteria, more precise quantification of this process over larger

numbers of individual worms will be necessary to obtain reliable estimates.



40

A B

Figure 2.7: Bacterial “farming” obscures the number of excretion events on agar
plates. Here are two plates with MYb14-GFP colonies from worm excreta. The
first plate (A) has clear evidence of “farming” along worm paths and appears to
represent at least two separate excretion events based on differences in GFP expression
(visible as yellowish pigmentation) across colonies. While the second plate (B) is more
ambiguous, farming cannot be ruled out based on the positions of the colonies. In
these experiments, N2 adult worms were pre-colonized for 48 hours by feeding on agar
plates containing lawns of MYb14-GFP. After colonization, worms were prepared and
surface bleached according to Methods, then transferred in 5 µL aliquots of M9 worm
buffer + 0.1% Triton X-100 to 6 cm NGM + heat-killed OP50 plates (prepared by
allowing 50 µL spots of 5X concentrated heat-killed OP50 to dry on the surface).
Worms were permitted to roam for 1.5 hours at 25°C, then picked from plates and
disrupted for CFU/worm plating (manual disruption in 20 µL buffer in individual
0.5 mL tubes, using a motorized pestle). Plates were incubated at 25°C for two days
before counting.

2.5 Discussion

Here data are presented on the advantages of single-worm quantification of bacterial

load in C. elegans, along with a 96-well disruption protocol to allow the rapid and

consistent acquisition of large data sets of this type. As compared with existing meth-

ods [88], these protocols allow higher-throughput measurement of intestinal microbial

communities in the worm.

This approach has plating as a rate-limiting step and is not truly “high-throughput”.

Large-object flow cytometry (Figure 2.4B-C) is a useful high-throughput method for
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quantifying fluorescently labeled bacteria in individual worms [73], although number

of simultaneous fluorophores is a limitation in multi-species communities. Linking

multi-well plate disruption with community sequencing is another way to increase

throughput; however, the 96-well disruption procedure described here was optimized

specifically to leave bacterial cells intact. Sequencing-based analysis, where thorough

lysis of cells is desirable, will require addition of a nucleic acid extraction step or

modification of the beating protocol to extract cell contents instead of live bacte-

ria. Protocols for single-worm disruption and extraction of nucleic acids have been

published elsewhere [93, 94].

Bacterial total abundance in the worm intestine is heterogeneous, and the data

shown here suggest that batch-based measurement can produce erroneous results in

comparisons between groups. However, other measures of bacterial communities in

the worm may be less sensitive to the effects of batching. Of note, relative abundances

in worm-associated communities seem to vary very little if at all with total intestinal

population size, regardless of whether interactions among microbes are neutral [10]

or not [48]. It is plausible that relative abundance measures will be less susceptible

to the false-positive rate issue described here than are count data. Sequencing-based

community analysis, which generates relative abundance data for community compo-

sition, may therefore not require measurement of single worms. Further investigation

is needed on this point.

Here we use cold treatment to paralyze worms for surface bleaching. Other work

has found that worms resume normal activity rapidly (<15 minutes) if time on ice

is kept under 30 minutes, allowing immediate use in further assays, in contrast with

chemical paralysis agents which can require extended periods before full recovery[89].

If worms are to be disrupted immediately for bacterial quantification, this feature is

dispensable, and the main advantage of chilling vs. chemical paralysis is in avoiding

the need for a controlled waste stream. Extended cold treatment should be used
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with caution when investigating stress responses, particularly if there is a known

connection to temperature. The cold paralysis protocols described here entail shorter

acute cold exposure than used in experiments for cold stress (20-30 min vs 2+ hours

at 2-4°C)[95, 96, 97], and a one-hour cold shock produces no apparent phenotype in

wild-type worms[97]. Short-term (90 minutes) incubation at 4°C induces changes in

cold-stress gene expression (measured by expression of a TMEM-135::GFP reporter),

but expression returns to unstressed levels within minutes once worms are returned

to room temperature[89]. However, the effects on stress-sensitive worm genotypes

may be more severe than in wild-type. This procedure should be validated under the

experimental conditions to be used.

The surface bleaching protocol described here can be used as a way to limit or

eliminate passaging of external microbes in experiments. This method has addition-

ally been used to clear fungal contaminants by surface bleaching and transferring only

L1/L2 larvae to fresh plates (transfer of surface-bleached adults resulted in failure to

clear the contaminant, presumably due to carriage in the intestines of the larger an-

imals). It is critically important to ensure that bleach concentration does not exceed

1:1000 v/v, as damage to the worms and mortality will result. This procedure may be

useful in experimental host-microbe evolution and host-pathogen interactions. For

example, the low excretion rate of live bacteria observed here can help to explain

the highly variable rates observed for bacterial transmission from hermaphrodites to

offspring[72]. The lack of correlation between intestinal bacterial load and excretion

rate observed here is interesting but requires further investigation; a larger number

of data points across a range of conditions will be needed to determine where (or

whether) this observation will hold.

It may not always be necessary to clean worms to the extent provided by surface

bleaching. Multiple washes in sterile buffer are likely sufficient when worms are inter-

nally colonized with a single microbe if the minimum expected CFU/worm is much
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higher (10-100 fold) than the concentration of bacteria in buffer supernatant, as this

carryover will minimally affect counts (see Figure 2.2). Additionally, if the microbe(s)

of interest primarily colonize the cuticle, surface bleaching should clearly be avoided.

Thorough cleaning is more important to ensure accuracy when dealing with mixed

microbial communities (to ensure that all colonies/reads in a sample are from worm-

associated bacteria and not from the environment), when bacteria adhered to the

cuticle interfere with reading the internalized population, when expected minimum

CFU/worm is low, etc.
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Chapter 3

Maximum Likelihood Estimators

For Colony Forming Units

This chapter is adapted from a previously published paper [98].

3.1 Summary

Measuring the abundance of microbes in a sample is a common procedure with a

long history, but best practices are not well-conserved across microbiological fields.

Serial dilution methods are commonly used to grow bacterial colonies in small enough

numbers to count and, from these counts, to infer bacterial concentrations measured

in Colony Forming Units (CFUs). The most common methods to generate data for

CFU point estimates involve plating bacteria on (or in) a solid growth medium and

counting their resulting colonies, or counting the number of tubes at a given dilution

that have growth. Traditionally, these types of data have been analyzed separately

using different analytic methods. Here we build a direct correspondence between these

approaches, which allows one to extend the use of the Most Probable Number (MPN)

method from the liquid tubes experiments, for which it was developed, to the growth

plates by viewing colony sized patches of a plate as equivalent to individual tubes. We



45

also discuss how to combine measurements taken at different dilutions, and we review

several ways of analyzing colony counts, including the Poison and truncated Poison

methods. We test all point estimate methods computationally using simulated data.

For all methods, we discuss their relevant error bounds, assumptions, strengths, and

weaknesses. We provide an online calculator for these estimators.

3.2 Introduction

Extrapolation of viable microbial counts from suspensions of live cells is a longstanding—

and surprisingly complicated—problem, which here we will explore computationally.

The fundamental problem is simple: there exists a sample with some unknown con-

centration of live microorganisms, which an experimentalist wants to measure. For

simplicity, we will assume that the sample in question was taken as, or has been

re-suspended into, some initial volume. That initial volume will be serially diluted

(usually in a ten-fold series), and fixed-volume aliquots (or sub-samples) of the re-

sulting suspensions will be cultured. If these aliquots are plated in or on agar, the

resulting data will be in the form of colony counts (colony forming units, CFUs).

Alternately, multiple aliquots may be taken from a single dilution and used to seed a

number of wells or tubes of liquid culture, or a number of plates. Then the number

of volumes showing growth when seeded from a particular dilution, as a fraction of

the total number of volumes inoculated, can be used to calculate the Most Probable

Number (MPN) of live agents in the initial volume [99, 100].

Best practice for this apparently simple and ubiquitous scenario has been the

subject of debate for over a century [99, 101, 102, 103, 104, 105, 106, 107, 108, 109,

110, 111, 112, 113, 114]. CFU measurement is inherently subject to errors due to

the stochastic nature of counts. This type of error is the primary concern in research

settings, where microbes are grown in culture prior to quantification. For reasons



46

that are not clear, the substantial literature on microbial quantification in food and

environmental samples is not well known in research laboratories, and the practices

and estimators used vary considerably from lab to lab.

Counting error is related to the density and number of colonies. At one extreme,

when the sample is too concentrated, the number of resulting colonies will be too

numerous to count (TNTC; sometimes “too many to count”, TMTC). At these high

concentrations, colonies merge, breaking the assumption that each microbe corre-

sponds to one colony [104, 115]. At the other extreme, when the sample is very

diluted, the number of colony initiating bacteria in the sample is subject to small-

number statistical (sampling) fluctuations, resulting in high relative error (ratio of the

standard deviation to the mean) [116, 117]. Crowding error is widely acknowledged,

and TMTC colonies or plates are generally simply excluded from analysis (although

there are uses for these data, see for example [118]). However, understanding of small

number errors is less common in wet-lab microbiology. Finally, experimental errors,

such as inaccuracies in pipetting, can emerge and compound over the steps of a serial

dilution. However, the latter source of error is expected to be negligible for equipment

calibrated to usual standards, and technical replication further reduces effects of this

variation [119].

Thus the problem at hand is: How can CFU density best be estimated from

plate counts, given the error produced by sampling fluctuations, colony crowding,

and (to a lesser degree) pipetting? These errors will contribute differently to different

experimental designs. For a single sample with initial volume V0 which is represented

by one count of colonies nk at one dilution dk (because only one dilution was measured,

or because only one spot or one plate in a series was countable), statistical error of

counts (presumably but not necessarily [120, 121] Poisson) is inevitable, and pipetting

error will contribute but may not be significant.

For a single sample represented by more than one count of colonies (representing
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counts at different dilutions within a single dilution series, and/or technical replicates

where one sample was measured multiple times), the same errors apply, but pipetting

bias may not be constant across measurements (for example, one failing O-ring on a

multichannel pipette can lead to bias in a single column of a 96-well plate). If technical

errors are reasonably small, these measurements should conform to expectations for

Poisson sampling error [122].

It is critical to note that for multiple samples of the same type measured in parallel

(including biological replicates), we can no longer expect variation across samples to

reflect a Poisson-distributed sampling error. Variation across samples will be biologi-

cal (or otherwise inherent) and demographic (accumulating over time) in addition to

that due to sampling. This was the basis for the Nobel-prize winning experiments of

Luria and Delbrück, who used the distribution of fluctuations to distinguish Darwini-

nan vs. Lamarckian evolution [123]. This is also frequently the case in environmental

samples, where different samples from the same source (e. g., water samples from

different parts of the same lake) will produce measurements that have super-Poisson

variation (aka, over-dispersed). In such cases, a substantial part of the variation is

“real” due to inhomogeneities in the source [124] and counts may be better represented

by a lognormal or negative binomial distribution [120, 121] than by the Poisson [124].

These considerations are substantial. Sample inhomogeneity is known to be a

major source of variation between measurements in environmental and food samples

[125, 120]. Even apparently “well-mixed” samples, such as water samples or liquid

cultures in a laboratory, can be very inhomogeneous especially if microbes have a ten-

dency to clump [117]. However, such considerations are case-specific, and dealing with

these is beyond the scope of the present work. The larger problem of microbiological

estimation from varied and inhomogenous samples has been dealt with extensively

elsewhere, for example Ref. [120, 116, 126].

Here we will focus on point estimation of CFU density within an individual, ho-
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mogeneous sample, which may be represented by a single set of measurements or by

technical replicates, in which one sample is measured multiple times. The main ob-

jective of this paper is to propose methods for accurately estimating colony forming

units (CFUs), while taking into account the effects of crowding and sampling fluc-

tuations, without losing valuable data from counts. Drawing from previous research

[116, 115, 127, 117], we present simple analytical formulas that can be used to combine

counts from different dilutions and to obtain precise CFU point estimates along with

accurate error bars. First, we examine existing point estimate methods in the liter-

ature, assessing their strengths and weaknesses including pick-the-best, Poisson, and

Poisson with a cutoff. We discuss the “Poisson with a cutoff” method, which clarifies

the impact of crowding on CFU density estimation and demonstrates how to mini-

mize the effects of sampling error by combining measurements of “uncrowded” counts.

We explore the mathematical equivalence between different regimes of the common

CFU estimators. Next, we introduce a crowding-explicit model to demonstrate the

relationship between canonical plate-based counts and the Most Probable Number

method for presence/absence of growth in liquid media. This is achieved by consider-

ing colony sized patches of the plate as equivalent to individual tubes. This extension

of the domain of applicability of MPN to colony counts will potentially increase the

accuracy of a whole class of experiments with no additional experimental costs. Fi-

nally we computationally evaluate and compare all the point estimators we discussed

for their bias and standard errors. If experimentalists require estimates beyond point

estimation such as full distributions or need to include experimental uncertainties

in the counting process, more detailed methods are available in the literature[117].

However, if an experimentalist just requires a point estimate of the CFU density we

provide practical recommendations for experimentalists on how to select appropriate

dilution and replication schemes and how to combine data from multiple observations.

We also have provided a calculator for these estimators available on Hugging Face
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spaces, named CFUestimator [128].

3.3 Results

3.3.1 A Brief History of Counts

Colony Forming Units (CFUs) are a proxy for the concentration of microbes within a

sample. A standard experimental procedure for estimating CFUs consists of serially

diluting homogeneous samples in a sterile aqueous buffer, then plating aliquots of

these dilutions on growth-supporting agar and later counting the resulting colonies.

If an appropriate dilution has been reached, each microbe will form an independent

colony that is countable by eye. We assume for simplicity that all plates or tubes used

for growth have the same ability to support growth of the organism(s) being studied,

and that the sample is sufficiently homogenized to ensure that microbes are free in

solution and not adhered to one another or to a substrate [102]. (In practice, these

assumptions should be tested before choosing an estimator [124, 116]; we discuss one

such test in the next section.)

The simplest way of estimating CFUs is to multiply the number of colonies by the

reciprocal of the dilution factor to find the concentration of colony-forming microbes

in the original suspension [99, 103, 127]. For example, say there is a single sample

represented by one countable 10 cm plate in a dilution series, where we observe 100

distinct colonies after plating 100 µL of a 1:100 dilution (dilution 2 in a ten-fold

series) from the original sample. In this case, following this simple procedure, we

would obtain:

CFU
Volume =

counts
FracOriginalVolume =

100

0.1mL · 0.01
= 100 · 103 = 105 CFU/mL. (3.1)

This is exactly equivalent to multiplying the number of counts by a volume correction
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factor (1/(size of aliquot in mL)) and multiplying by the base of the dilution series

raised to the power of the number of dilution steps:

CFU
Volume =

1

0.1mL · 100 colonies · 102 = 100 · 103 = 105 CFU/mL. (3.2)

This simple calculation follows from a more general Poisson model, explained

below. This method works reasonably well under ideal conditions: all samples should

be represented by a single count of colonies, and each count should be large enough to

minimize small-number sampling fluctuations, and yet small enough to avoid crowding

on the plate. When any of these conditions are not met, accurate estimation of CFU

density becomes more complicated.

There is a broad literature of methods proposing to ensure that estimates of CFU

density are “good”. A good estimator should be accurate. Formally, this means that

such estimators should have the true value of the CFU density as their expected value.

In other words, they must be unbiased. Good estimators must also be precise, so that

variance in the estimate is small and samples are repeatable. Therefore, an ideal solu-

tion to this problem should provide an estimator that is provably unbiased and with

a minimal variance. The solution to this problem is well known in statistics: if we can

assume that data follows a specific probability distribution, then the maximum likeli-

hood estimator (MLE) for that distribution will have these properties[116]. While this

is formally true only for very large samples, MLE estimators generally perform well

even for relatively small samples. Further, an ideal method should be straightforward

to use in the hands of researchers without advanced mathematics background. Unfor-

tunately, many of the available methods fail one or the other of these requirements,

being either simple to use, but statistically sub-optimal, or mathematically correct,

but incomprehensible to many bench scientists.

Straight-forward to use methods focus largely on designing protocols that avoid
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data in error-prone extremes. For example, the FDA recommends [129] that the best

dilution range for coliform bacteria results in 25 to 250 colonies per 10-cm spread

plate, with the ideal count closest to 250. Restriction on the high end limits counting

errors due to growth limitation by nutrient depletion as well as outright merging of

colonies, which would bias the number of counts downward. Conversely, restriction

on the lower end limits the sampling error associated with small numbers of counts.

Specifically, under the assumption that counts represent random draws from a given

sample and are, therefore, Poisson-distributed, the error scales as the square root of

the number of counts. Thus, for small counts, the error becomes an unacceptably

large fraction of the mean. Within the example above, our dilution 2 count of 100

colonies should have a standard deviation (SD) of
√
100 = 10, giving a coefficient

of variation (CV) of 10%. At dilution 3, we might obtain 10 counts, with a SD of
√
10 ≈ 3.16, and a CV of 31.6%.

From here, the simplest approach that is often used in practice is to choose only

the plate or spot that has the “best” count in the acceptable range, and to estimate

CFU density based on that single count. Often only the dilution at the high end

of the countable range is used since it has the smallest sampling fluctuations; all

other measurements are discarded [127]. We call this the “pick-the-best” method

for later reference. If counts in the acceptable range can be consistently achieved,

this method is straightforward and reasonably accurate. However, discarding data is

rarely advisable, and over- and under-crowded measurements can, in fact, be used to

improve CFU estimates.

3.3.2 Simplest “Good” Estimator: Poisson

One simple and reasonably accurate model for calculating CFUs assumes that the

number of colonies are Poisson distributed, with variation due to sampling. That

is, for a particular dilution, the mean colony count for that dilution is the same as
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the variance. By this model, the most likely estimator for the density of microbes is

simply the ratio of the total number of colonies counted from all plates divided by the

total amount of liquid used from the original sample in all plates (see Supplementary

Information). If there is only one countable measurement for a given sample, this

simplifies to “pick-the-best”.

The Poisson model implicitly assumes that the original sample is well mixed and

each microbe plated will result in its own separate and countable colony. It further

assumes that experimental volume is spread uniformly across the agar surface, re-

sulting in cells being randomly distributed, independent of the locations of where

other cells landed. Formally, these assumptions mean that there is a uniform and

well mixed population density r of microbes per unit volume in an initial volume of

liquid V . The liquid is diluted by a factor dk = Vk/V , where Vk is the volume of the

liquid from the original sample used on the plate or the spot k. Plating will result

in nk colonies, where nk is Poisson distributed with the parameter λ = rdkV = rVk.

That is, the average number of colonies per experiment is rdkV with variance rdkV .

Using these assumptions, the MLE estimator of the density of microbes rmle and its

standard error are:

rmle =

∑
k nk

V
∑

k dk
=

∑
k nk∑
k Vk

, σ =
rmle√∑

k nk

. (3.3)

In other words, the best estimator for the concentration, rmle, is the total number of

colonies divided by the total amount of the original volume of liquid used. However,

as noted earlier, this ignores crowding and counting errors. In practice, this method

should be avoided unless all measurements are from well-dispersed, uncrowded plates,

as crowding effects can make a large difference in the estimator, resulting in under-

estimating the microbial density as colonies merge and are under-counted.

If technical replicates exist (multiple measurements of the same sample; four or
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more such measurements are recommended), it is straightforward to test whether the

data adhere to a Poisson distribution using the following test, known as the dispersion

index test. If there are j measurements of a given sample, with average number of

counts N̄ and variance of counts s2N , then the index of dispersion D2 is:

D2 =
(j − 1)s2N

N̄
, (3.4)

which will be distributed as χ2 with j−1 degrees of freedom [116, 130]. If D2 is greater

than the upper 1−α quantile of that distribution, where α is the needed significance

p-value, then we reject the null hypothesis that these replicates are drawn from the

same Poisson distribution. This can indicate technical problems that are introducing

an excess (or insufficiency) of variation, possibly by biasing replicates differently from

one another (e. g., the failing O-ring example above), or biases due to a too-lenient

cutoff for countability.

3.3.3 Combining Data: Common Bad Estimators

The primary reason for the “pick-the-best” approach is that it eliminates confusion

over how to combine multiple measurements for a given sample, particularly when

counts belong to more than one dilution. First notice that combining measurements

from technical replicates that are taken at the same dilution is straightforward. For

example, let’s assume an original 200 µL volume V contains r = 3 · 108 CFU. We

can create simulated serial dilutions from this original volume by assuming that each

pipetting step (ten-fold dilutions and plating onto agar) is a binomial sampling event

[117] that comes with experimental noise. In one such simulation, triplicate plating

100 µL aliquots results in counts n6 =(162, 141, 148), all from the sixth ten-fold

dilution. The fraction of the original volume plated in each case is V6 = 0.5 · 10−6 =

5 · 10−7. These numbers can be combined via the Poisson method shown in the
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previous section to estimate CFU density in V :

CFU =
162 + 141 + 148

5 · 10−7 + 5 · 10−7 + 5 · 10−7
=

162 + 141 + 148

3 · 5 · 10−7
= 3.007 · 108. (3.5)

Alternately, counts taken from the same dilution can be averaged across technical

replicates, then adjusted by the volume plated and the dilution read [131]:

CFU = 2· 162 + 141 + 148

3
·106 = 2· 162 + 141 + 148

3 · 10−6
=

162 + 141 + 148

3 · 0.5 · 10−6
= 3.007·108.

(3.6)

Clearly, these two most common approaches are algebraically identical.

In contrast, combining counts across different dilutions is less straightforward.

In fact, some commonly-used methods for combining measurements are statistically

inadmissible. For example, if there are multiple measurements in the countable range,

the USDA FSIS recommends [131] that researchers calculate the estimated CFU for

each dilution separately using the average colony count across technical replicates at

a given dilution and then average the results of the separate dilutions. If the two

estimates are more than a factor of 2 apart, the researcher is instructed to instead

only use the counts from the higher-density plates. This commonly used method

incorrectly combines the data using a simple average, thus increasing the variance

of the estimated CFU density. Indeed, continuing the example above, let’s suppose

that, on the plates corresponding to the seventh ten-fold dilution from these three

technical replicates, we observe (13, 17, 20) colonies. The Poisson estimator gives us:

CFU =
162 + 141 + 148 + 13 + 17 + 20

3(5 · 10−7) + 3(5 · 10−8)
= 3.036 · 108. (3.7)
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The USDA averaging method gives:

CFU =
1

2
(2
162 + 141 + 148

3
· 106 + 2

13 + 17 + 20

3
· 107)

=
1

2
(3.06 · 108 + 3.33 · 108) = 3.2 · 108.

(3.8)

On these data, averaging was substantially less precise, with an error of 7% as com-

pared with the Poisson method’s error of 1% (recall that the true density in this ex-

ample is 3.0 ·108 CFU per 200 µL). The USDA method improperly averages across di-

lutions, amplifying fluctuations associated with small colony number counts, whereas

the simple Poisson model properly combines measurements across dilutions by effec-

tively re-weighting small counts by the small volumes with which they are associated.

In a later section, we demonstrate that averaging across dilutions will, as a rule,

increase the variance of CFU estimates.

3.3.4 Too Few and Too Many

Further, there is the problem of what to do with zero counts. These data are inevitably

limited by some threshold of detection (TOD), representing the smallest CFU density

at which counts can be detected. This “left-censoring” is a well-known issue [132, 133,

134] with many proposed work-arounds, including but not limited to: substituting

zeros with a small value (which may be the average of the undetectable range, a

maximum-likelihood inferred value, or some other small number), reporting zeros as

“below TOD” or “<1” rather than as a value, and pretending they didn’t happen (not

generally recommended; although if zeros are rare, it won’t make much difference)

[132, 134]. Sometimes, a threshold of quantification (TOQ) representing the lowest

“acceptable” (sufficiently precise) count is used along with or instead of TOD [127],

with values below this threshold omitted from analysis.

The “best” approach to zero-contaminated count data depends on what else is
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in the data and what the data will be used to do. We assume here that the goal is

to obtain a point estimate of CFU density in the original sample (as opposed to, for

example, determining the probability that this density is in excess of some threshold).

If a sample is represented by zero and non-zero measurements, the Poisson model

explicitly allows zero counts to be incorporated as outcomes of the random sampling

process. For example, if a hypothetical V = 200 µL sample contains 5 · 107 CFU, one

simulation of serial dilution and plating in triplicate with 100 µL per plate produces

dilution-6 counts of (31, 26, 20) and dilution-7 counts of (4, 0, 0). Using just the

dilution-6 counts, we estimate

CFU =
31 + 26 + 20

3(5 · 10−7)
= 5.13 · 107 ± 0.59 · 107. (3.9)

If we use the lower dilution as well, we obtain

CFU =
31 + 26 + 20 + 4 + 0 + 0

3(5 · 10−7) + 3(5 · 10−8)
= 4.91 · 107 ± 0.55 · 107. (3.10)

In this case, incorporating data from zeros (in the form of the additional volume that

was plated but contained no counts) improved precision. Alternately, when zeros are

common because the density in the original sample is close to the TOD, non-zero

counts are useful for making a distinction between samples where no organisms are

detectable (and density might be zero) and those where the density of organisms can-

not be zero. Although the actual density cannot be estimated accurately or precisely

from very low counts, the distinction between “<TOD” and “>1” for a given sample

is important [134].

At the other end of the range, researchers must deal with crowding and set thresh-

olds for “too many to count”. Defining an optimal range for “countable” data is not

always straightforward, and this determination is very important to ensure that CFU

estimates are accurate. Since the sampling-based standard error of counts scales as
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nk√
nk

, the number of colonies counted nk should be as large as reasonably possible.

However, there are consequences for pushing this too far. As cell density in the

aliquot increases, counts will be biased downwards due to merging of colonies and

colony stunting or failure to grow. These data are then “right-censored”, with an

upper limit past which the number of counts observed does not increase in proportion

to an increase in the density in the original sample. Densities above this point result

in “crowded” samples, with counts that are lower than the true number of colony

forming units. Further, as the number of colonies per plate or spot increases, data

collection becomes more time-consuming or requires expensive robots for automatic

counting; it is common for researchers to minimize effort on plates near the top of the

“acceptable” range by dividing plates into sections, counting colonies in one section,

and multiplying this count by the number of sections to get an estimated final count

for the whole plate. While this approach is sufficient for a rough estimate of CFU

density, it introduces additional sampling variation due to both reduction in counts

and imperfect division of plates, and it does not remove bias due to crowding. We

will demonstrate the consequences later in this paper.

Previous works [115] have modeled crowding using shifted Poisson distributions.

In these models, the variance of estimates from crowded data would be the same as if

there was no crowding and the mean would be shifted down due to colonies merging

together. However, this is a priori unlikely to be true. As we will show below, if

colonies are crowded, both the mean and the variance will be shifted relative to the

pure Poisson (uncrowded) distribution. The reason for this is that the variance of the

large colony counts is shifted downward due to a “ceiling” effect—there is an upper

bound to the total number of colonies, which limits upwards fluctuations. In other

words, the use of a shifted Poisson distribution is a reasonable approximation, but

the variance must also be modified.
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3.3.5 Better Estimators: Poisson With Cutoff, aka What’s

Countable, Exactly?

The main problem with the naive Poisson model is that it does not account for

counting errors due to crowding. The simplest way to take account of the crowding is

to assume that there is a threshold of colonies, M , below which crowding is negligible,

which in practice will often be smaller than the largest number of counts we are

willing to attempt (TMTC). It is convenient to assume that this threshold M is

the same as some TMTC threshold (e. g., the commonly referenced 250-300 colonies

per plate for coliforms). However, this threshold will depend on colony size and

morphology, which will vary across different bacteria and will change for a given

bacterial strain depending on the media used, concentration of agar in a given batch

of plates, incubation time and temperature, humidity, etc. To be certain of the

validity of a chosen threshold within a standardized protocol, it is advisable to plate

a finer-than-normal dilution series (two to five-fold, to ensure multiple dilutions with

readable counts) and check that dispersion within and across different “countable”

dilutions for a given sample is consistent with Poisson. For densities where crowding

affects counts, the data will become “right-censored” and show a decrease in variation

as compared with expectations for Poisson-distributed samples.

Once the threshold M is determined, we can then segment our data into two

parts: plates/spots with counts above the threshold where crowding is important, and

plates/spots with counts below this threshold for which crowding is not important.

If we have identified our cutoffs well, for our theoretical homogeneous sample, the

Poisson estimator is correct for all measurements k where the number of colonies

counted nk ≤ M . The calculation is, therefore, exactly the same as for the naive

Poisson estimator, with the caveat that only measurements nk ≤ M are used. Here,

the indicator function I(nk < M) is 1 when nk < M , and 0 otherwise. Similarly,

I(nk > M) is 1 when nk > M , and 0 otherwise. Due to its balance between simplicity
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and accuracy, this method is the easiest to use in practice.

rmle =

∑
k I(nk ≤ M)nk∑
k I(nk ≤ M)Vk

, σ =
rmle√∑

k I(nk ≤ M)nk

. (3.11)

If we want to incorporate data from measurements above this threshold M , the cal-

culation becomes slightly more complicated. This method was first introduced in the

literature as “averaging TNTC counts” [116, 118]. Using “crowded” measurements

as if they were uncrowded will bias the naive Poisson estimator downward, resulting

in under-estimation of CFU density (Figure 3.2). However, we can use the number of

plates/spots that were above the crowding threshold M , along with the colony counts

from plates/spots below this threshold at the same dilution, to estimate CFUs. This

will be applicable when plate counts at a given dilution are toward the high end of

the countable range, such that some technical replicates fall below this threshold and

others above it by chance. To estimate the CFU density in the original sample r, the

following equation should be solved numerically :

∑
k

I(nk ≤ N)
(nk

r
− dkV

)
+
∑
k

I(nk > N)
dkV (dkrV )Ne−dkrV∫ dkrV

0
tNe−tdt

= 0. (3.12)

The first term is equivalent to the simple Poisson model and uses the counts from

uncrowded samples directly, whereas the second term reflects the probability of counts

being above the threshold M . Inference of r can be done in Excel using SOLVER or

using numerical solvers in R, Python, MATLAB, etc. An equivalent model is shown

in [116, 118].

This model properly accounts for two error sources in counts from an individual

sample: the sampling fluctuations and the crowding effect. The simple Poisson, using

only counts from uncrowded plates, gives a good estimate for the CFU counts and

properly combines multiple measurements at different dilution factors. The more

sophisticated form of the model has greater precision, but the greater computational
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effort may or may not be worth it to an investigator depending on the effect size

and the structure of the experiment. In the next section, we present an alternate

estimator based on the Most Probable Number approach, which we argue provides a

better trade-off between effort and estimator performance when incorporating data

from crowded samples.

3.3.6 Crowding and the Most Probable Number

Figure 3.1: Visual equivalence between plate and tube based assays. The left panel
is a cartoon of a typical plate containing colonies, where the growing colonies are
shown as dark disks. In the middle panel, the plate is divided into N (here 16)
approximately colony-sized regions. If a region contains one or more colony centers
(black dots), this region can be mapped to a positive (dark) tube as shown in the right
panel. Similarly regions containing no colony centers are mapped to negative (light)
tubes. This demonstrates that plating is equivalent to a massive parallel version of a
tube based assay with N ≈ Aplate

Acolony
tubes. Furthermore it demonstrates that the MPN

method can be used for plate data.

For the final model we consider the effects of crowding in space. To account for

crowding, we will divide each plate into N ≈ Aplate
Acolony

regions, each approximately the

size of a full colony. We make the assumption that if more than one microbe lands

in one of these regions, the colonies that form from these cells will grow together and

be counted as one colony. For each region, the number of cells landing in that region
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will be Poisson distributed with parameter λ = dkrV
N

.

These assumptions are equivalent to that of quantal-based methods for microbial

quantification, such as the commonly used Most Probable Number (MPN) method. In

the MPN assay, a known quantity (volume of original sample) is introduced into each

of a series of N replicate tubes, and the dilution of the original sample is adjusted

to find a region where some of the tubes contain viable growth and some do not.

The results of this assay are therefore, for each dilution volume Vk from the original

sample, out of the Nk tubes inoculated, a number nk that is positive for growth.

A direct mapping to tube-based assays is possible if space on a plate (or within a

spot) is considered as a set of colony-sized bins. Each of the N colony-sized regions

on a plate or within a spot corresponds to one tube. The presence of colonies in a

particular region corresponds to when a tube has growth. Hence a plate that is divided

into N regions can be thought of as N tubes being tested in parallel (Figure 3.1).

Therefore, the probability of nk successes in N colony-size regions on the agar

surface can be described using a crowding-explicit model based on the binomial distri-

bution. Assuming that the cells in the original sample are well-mixed, the probability

of zero cells landing in a particular region is (from the Poisson) p0 = e
−dkrV

N and the

probability that at least one cell lands in that region is therefore p> = 1 − e
−dkrV

N .

Assuming that the original sample is well mixed, each region is independent of all

other regions in our crowding model, so that

p(nk) =

(
N

nk

)
pnk
> pN−nk

0 =

(
N

nk

)
(1− e

−dkrV

N )nke−dkrV (N−nk). (3.13)

We can maximize this probability to find the MLE CFU density, rmle ). We can

accomplish this by numerically solving the following equation for r:

∑
k

dknk

N(1− e−rdkV /N)
=

∑
k

dk. (3.14)
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This expression for r is the same as that of the MPN estimator[129, 135, 136]. In

the limit where concentrations and colony counts are low, this model simplifies to

the Poisson model. Outside the “uncrowded” regime, the mean and the variance

of data from the crowding model are not the same as in the Poisson. Therefore,

the two approaches are not equal to each other, though both are depressed due to

the “ceiling” effect described earlier. We also find that the error associated with

the maximum likelihood estimator rmle of the MPN method can be minimized at an

optimal dilution factor, which falls into the crowded regime.

The MPN procedure can generate biased estimates of the original sample density,

and the precision and accuracy of results depend strongly on the number of tubes

used [116]. The bias on the maximum likelihood estimator results in an over-estimate

of 20-25% with 5 tubes, which is reduced to a few percent with 50 tubes. By back

of the envelope calculation, an average 10 cm plate (inside diameter 86 mm, surface

area 58 cm2) can fit a maximum of approximately 5000 medium-sized (1 mm outside

diameter) “tubes”, whereas a single grid square on a 10 x 10 cm square plate (typically

gridded 6 x 6) can fit 200 of these colony-sized spaces. All of these are well above

the threshold where the bias in this estimator [137] makes much difference in the

value. (Note that this refers to the number of colony-sized spaces available and is

independent of the number of colonies observed.) This also means that the standard

error of the estimator will, in theory, be minimized at a plating density that is much

higher than the threshold for “uncrowded” plates and, in fact, is well into a range

of densities where a minority of colonies will be distinct. Fortunately, the standard

error is still well behaved over a broad space in fraction of regions occupied , meaning

that plate counts into the “uncrowded” range will still produce good estimates with

this method. In fact, this produces a result equivalent to that of the Poisson method

in the fully uncrowded regime. However, the MPN method is most useful as plating

densities encroach into the crowded regime, allowing precise and accurate estimation
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of CFU density from plates that would provide severely biased estimates using a naive

Poisson model.

3.3.7 Utility of the Models
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Figure 3.2: Bias and under-estimation of the true bacterial concentration as a function
of crowding, illustrated using the Poisson estimator. We illustrate this by plotting the
ratio of the estimated concentration (with the error bands denoting ± one s. e. m.
at N = 5000) to the true concentration. Here crowding is measured by the ratio
of the average number of colonies to the maximum number of colonies that can fit
within a plate f = ⟨n⟩

N
. At low crowding values (encompassing the conventionally

recommended 25-250 colonies per plate), the naive estimator has low bias, but large
uncertainty. At a crowding value of 0.2 (∼1000 colonies on a 10 cm plate - an
ambitious task, and not recommended) the naive-Poisson estimator underestimates
the true concentration by about 10%, and many-fold underestimation is possible as
crowding approaches 1.

Here we demonstrate the relative utility of each model for estimation of CFU

density from simulated data. First, we can use the crowding-explicit binomial sam-

pling model described in the previous section, to estimate bias due to crowding,

and to demonstrate the importance of choosing an appropriate cutoff M , below
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which plates are considered to be uncrowded and countable. To do so, we solve

the crowded binomial model in Eq. 3.13 for dV with respect to the average number

of colonies ⟨n⟩ and the number of colony-sized regions on a plate N . Doing so we find

dV = −N
r

log(1− ⟨n⟩
N
). We can substitute this into the Poisson estimator and find:

rp =
⟨n⟩
dV

=
⟨n⟩

−N
r

ln
(
1− ⟨n⟩

N

) = −r
⟨n⟩
N

ln
(
1− ⟨n⟩

N

) . (3.15)

Let us define the ratio of expected colony number to the number of colony-sized

regions as f = ⟨n⟩
N

. This ratio represents the amount of crowding, where a value of

1 is the maximum crowding and a value close to zero is in the uncrowded regime.

Expressing the previous expression in terms of the crowding we see

rp
r

= − f

ln(1− f)
. (3.16)

This ratio indicates how close the estimated CFU concentration is to the true concen-

tration. A ratio of 1 tells us that we have an unbiased estimator, whereas a ratio of

less than 1 tells us we are underestimating the CFU density. We plot this expression

in Figure 3.2 to show how the simple Poisson estimator underestimates the actual

concentration as a function of crowding, f . After a crowding value of f = 0.2 the

Poisson estimator starts to be significantly biased, undershooting the true value by

about 10%. This has implications for the value used in the Poisson model with a

cutoff. The cutoff should be chosen such that the bias is not greater than the exper-

imenters targeted precision. For example, if a bias must be less than 10%, then a

cutoff of about 20% of the total plate capacity should be used. In the case of a 10 cm

plate with an estimated 5000 1mm diameter colony-sized regions, this corresponds to

a cutoff of M = 1000, whereas the more typical cutoff of M = 300 provides an essen-

tially unbiased estimate (bias 3%), but this results in a large statistical fluctuation
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of 5.8%. In the case of a 6 by 6 mm grid on a 10cm by 10cm plate, there are roughly

200 grid regions in a plate. Thus an M = 40 would be appropriate to achieve bias

less than 10%, and a threshold of M = 12 colonies is required to reduce bias to 3%

for colonies of this size. At these thresholds, the statistical error would be 15.8%.
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Figure 3.3: The probability distributions of estimated CFU concentrations from dif-
ferent estimators generated from 1000 independent numerical experiments with dilu-
tions 0.1, 0.1, 0.01, 0.01, 0.001, 0.001, r = 100000, V = 0.2, N = 5000. Here the
segmented-plate average (one-quarter of the plate is counted), naive Poisson, “pick
the best”, traditional average, Poisson with cutoff, and MPN methods are compared.
The MPN method demonstrates the best combination of high precision and accuracy.

To compare the performance of the different estimators discussed here, we simu-

lated 1000 experiments and applied each of our estimators to the resulting data. Data

for each experiment was modeled using the binomial crowding model with r = 105,

V = 0.2, N = 5000, and dilution values (0.1, 0.1, 0.01, 0.01, 0.001, 0.001). This

corresponds to two replicates for each dilution in a tenfold dilution experiment. An

example set of colony counts corresponding to these dilutions is (1705, 1629, 196, 181,

21, 21). The first two dilutions are in the over-crowded regime and the last two dilu-

tions are in the dilute uncrowded regime. The traditional methods (“pick-the-best”,

averaging, segment averaging) and Poisson with a cutoff will discard the first two

counts as too many to count, while the other methods will use their numeric values.

The resulting distributions are plotted in Figure 3.3.
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The results show that the MPN (most probable number) method is unbiased and

has the highest degree of accuracy. The Poisson with a cutoff (which always discards

counts from the least-diluted samples in these outputs) is nearly unbiased, whereas

the naive Poisson (which unrealistically uses all colony counts and included here only

for comparison) is biased down due to inclusion of “crowded” data. This illustrates

the relative costs of discarding data and using these data inappropriately. The naive

Poisson has a similar variance as that of the MPN because both are using all the

data points. However, the measure around which the naive Poisson estimator varies

is incorrect due to this bias. With the Poisson estimator, increasing accuracy comes

at a cost in precision; the Poisson with cutoff has roughly twice the standard error

of the MPN method due to the fact that it does not use all the data and throws out

the first two counts of each experiment. Next, the traditional averaging method [131]

has roughly five times the standard error of the MPN method, due to the fact that it

gives lower-precision measurements the same weight as higher-precision large counts

in the uncrowded regime. However, it is unbiased. If there are technical replicates,

pick-the-best (choosing the largest number of counts in the countable range, over

multiple technical replicates at each dilution) is a biased estimator (overestimating

CFUs) and has a standard error roughly ten times that of the MPN method. Pick-

the-best where the best count from each technical replicate is used is equivalent to

Poisson with a cutoff, with some loss of precision due to discarding of small counts.

Segment averaging (here, counting one-quarter of the plate, and assuming perfect

segmenting such that exactly one-quarter of the colonies are counted) resulted in an

unbiased estimator with the largest standard error, roughly 13 times the standard

error of the MPN method.

These simulations show that the MPN method produces the most precise results

and is unbiased. However, the Poisson with a cutoff is a close second, also with

high accuracy and precision and with the advantage of being practical to calculate
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by hand. The bias of the naive Poisson (using all data) serves as a warning: if counts

are not in the uncrowded regime, the Poisson assumptions do not apply, and an esti-

mator using only number of colonies counted at each dilution will under-estimate the

CFU density in the original sample. Other standard estimators (averaging, segment

averaging) using the same data required for the Poisson estimator show universally

poorer precision than Poisson with a cutoff and cannot be recommended.

Estimator Name Strengths and Weaknesses

Pick the Best This traditional estimator is simple to understand and calculate
but has large standard error.

Naive Poisson The naive Poisson is valid at low crowding, but if used with high
crowding data can produce a strong bias. It can combine data
across multiple different dilutions.

Poisson with cutoff The Poisson with a cutoff is easy to calculate by hand. It can
combine data from different dilutions. The resulting bias of the
estimator can be controlled by setting the cutoff and is suffi-
ciently small when data is uncrowded.

MPN The MPN method is valid across all crowding levels and uses all
available data. It can combine multiple experiments. The same
method can be used for colony counts on plates and in tubes,
viewing patches of a plate as equivalent to individual tubes. The
method requires either a computer program or table to calculate.
It produces an unbiased estimator and has the smallest standard
error of all discussed methods.

Table 3.1: Table summarizing the strengths and weaknesses of each estimator along
with their appropriate regions of validity.

3.4 Discussion

We have discussed commonly-used point estimator methods for estimating CFUs in

a single sample from dilution series data, and we have presented a new method based
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on the Most Probable Number (MPN) framework. The methods overview given

here, while far from comprehensive [117, 138, 139, 140, 141, 142], is intended as a

practical introduction to sampling errors in count-based measurements, particularly

for researchers outside environmental and food microbiological surveillance who are

likely to have had little if any exposure to the existing literature.

We have focused here on technical rationales for choosing a point estimator for

CFU density, but it is important to emphasize that the research question and the

data taken must be suitable. We assume here that the researcher wishes to obtain a

point estimate of bacterial density in each sample, with high accuracy and precision

so that comparisons between samples can be made. The Poisson-based estimator

used throughout this paper assumes well-mixed, homogeneous samples with high

culturability, which may not be true even for shaken broth cultures. This assumption

should be verified for the sample type to be used. Departures from the Poisson

will appear as deviations from expected dispersal of counts [116, 121], as indicated

in the text. If measurements across technical replicates are not Poisson, this may

be correctable. For example, if bacteria are known or suspected to clump, proper

shaking [104] and/or use of a surfactant like Tween 80 [143, 144] can help to disperse

aggregates. As always, any such protocols should be validated under the conditions

where they are to be used.

In practice, the choice of point estimator will depend on the precision required for

the estimate of CFU density, as well as the tradeoffs between experimental repetition

and analytical complexity that a researcher is willing to make. We have provided a

summary of the strengths and weaknesses of all methods in Table 3.1. Traditional

pick-the-best estimators are fine for quick imprecise measurements; however, this

method has the largest standard error as it does not use a majority of the data

collected. Other methods can use more of data collected to to provide more precise

point estimates of the concentration with smaller standard error. For experiments
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with reasonably large expected effect size, the simplest mathematically admissible

method - the Poisson estimator with a cutoff - is perfectly valid, as long as the

dilutions are chosen appropriately to ensure all measurements are in the countable

range. Broadly speaking, addition of unbiased data will improve the precision of

an estimator. Historically, technical replicates have been used for this purpose -

even technical duplication is sufficient to markedly reduce variance of the estimated

CFU density, although triplicate plating is preferred to safeguard against accidents

and outliers [126] . The Poisson model allows data from technical replicates to be

combined into a single mathematically interpretable point estimator with definable

properties - specifically, a maximum likelihood estimator, which should be an unbiased

and minimally variable estimator for the true value. This is as opposed to averaging

[131], which produces an estimate whose properties are not well defined. The Poisson

method also allows the investigator to incorporate data from dilutions with too few

counts, in addition to (not in place of) data from countable wells in the same dilution

series - by effectively re-weighting the contribution of these wells by the total volume of

original suspension that they contain, these data can be used to improve the accuracy

of the estimator even though their sampling variance is high. We have presented

several methods for estimating CFUs and we have provided a calculator for these

estimators available on Hugging Face spaces, named CFUestimator [128].

The correspondence shown here between using tubes and gridding a plate into

subsections based on colony area allows the usage of estimator techniques typically

used for quantal-based measurements of CFU density, specifically the MPN, where

positive growth events (e. g., colonies) are explicitly considered to represent one or

more originating cells. These techniques have a long history in environmental surveil-

lance microbiology, and statistically well-founded techniques are readily available for

analysis of such data [100, 145, 146]. If an experimentalist wants tighter bounds for an

estimated CFU count, the MPN provides a very low-variance, unbiased estimator at
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the cost of some extra steps. This estimator allows the experimentalist to incorporate

data from normally uncountable (TMTC) plates as well as counts from uncrowded

plates, maximizing the amount of information that can be gleaned from a dilution

series.

The MPN model requires an estimate of the maximum number of colonies that

can be packed into the growth area for each sample; we show that it is better to

over-estimate this maximum than to under-estimate it. If the patch size on a plate

is correctly chosen to be around the size of a typical colony, even a spot-plating

assay on a 10 by 10 cm plate is equivalent to running hundreds of tubes in parallel.

Further, it is necessary to estimate the number of occupied regions in the growth

area. In or near the uncrowded regime, this will be equivalent to the number of

counts. However, this method does not require that all colonies are individually

countable - instead, image analysis[147, 148, 149] can be used to estimate both the

size of an individual colony and the fraction of total area occupied by colony growth.

The MPN estimator can therefore potentially provide accurate, precise estimates of

CFU density for plates where exact counts cannot be obtained. However, colony size

varies across different microorganisms as well as across culture conditions (media type,

agar percentage, pad thickness, plate drying time and conditions, growth temperature

and atmosphere, etc.) and incubation time on plates, meaning that the size range

of colonies may be different even across plates within a single experiment [150, 151].

This added complication of properly choosing a grid size or determining the typical

size of a colony means that application of the MPN will most likely require parameters

estimated for the specific experiment being analyzed. Further, the fact that colony

size can decrease under crowding means that heavily-crowded plates or plate regions,

where few or no distinct colonies are visible, may have very different “average” colony

sizes than the same microbes in a less-crowded area. While theory suggests that the

MPN estimator will be most precise when the majority of colony-sized locations are
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occupied ([152]), this practical limitation suggests that use of the MPN on plate count

data will become less accurate with extremes of crowding, and that the best use of the

MPN is likely to be in the liminal region between the technically uncrowded and the

physically uncountable, where most to all growth is in the form of distinct, countable

colonies but crowding produces a measurable bias in these counts.
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Chapter 4

Variance in C. elegans gut

bacterial load suggests complex

host-microbe dynamics

This chapter is based on the work done in collaboration with K. Michael Martini,

Ilya Nemenman and Nic Vega.

4.1 Summary

Variation in bacterial composition inside a host is a result of complex dynamics of

microbial community assembly, but little is known about these dynamics. To de-

construct the factors that contribute to this variation, we used a combination of

experimental and modeling approaches. We found that demographic stochasticity

and stationary heterogeneity in the host carrying capacity or bacterial growth rate

are insufficient to explain quantitatively the variation observed in our empirical data.

Instead, we found that the data can be understood if the host-bacteria system can

be viewed as stochastically switching between high and low growth rates phenotypes.

This suggests the dynamics significantly more complex than logistic growth used in
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canonical models of microbiome assembly. We develop mathematical models of this

process that can explain various aspects of our data. We highlight the limitations

of snapshot data in describing variation in host-associated communities and the im-

portance of using time-series data along with mathematical models to understand

microbial dynamics within a host.

4.2 Introduction

Microbiomes are complex, dynamic microbial communities [153, 13, 154, 15], the

composition of which is known to vary within and between hosts [155, 156]. Many

factors are thought to contribute to this variation, including: genotypic or phenotypic

heterogeneity in hosts [157, 158], diversity in host-microbe and microbe-microbe

interactions [8, 9] and stochasticity in the colonization process [10, 11].

Gut microbial composition is known to vary across host species, across individ-

uals in a population, and within individuals over time [7, 6, 58]. Canonically, this

variation is described in terms of the diversity of bacterial taxa comprising a micro-

biome. However, increasing evidence suggests that variability in total abundance -

particularly within individuals over time - may also be relevant for understanding

these systems [6, 94]. To better characterize variation in host-associated microbiome

composition, we need to understand how different sources of variation contribute to

the distributions observed in data.

The nematode C. elegans is a simple model host especially useful to study het-

erogeneity in microbial community assembly. The commonly used laboratory wild-

type strain C. elegans N2 Bristol is androdiecious and reproduces primarily by self-

fertilization, allowing production of highly homozygous populations under laboratory

conditions. The short life cycle of this host facilitates generation of large numbers of

age-synchronized adults on time scales convenient for laboratory experiments. This
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ability to produce large, highly genetically homogeneous, age-synchronized popula-

tions with a shared physical environment and life history makes allows to generate

sufficient data to make the worm a mathematically tractable model for studying

variation.

This host assembles a characteristic intestinal microbiome from soil bacteria in

its native habitat [55, 159]. For the gut colonization process, bacteria need to survive

passage through the grinder in the worm’s throat during ingestion and then attach

themselves to the epithelial layer of the gut to grow inside the worm. The coloniza-

tion process is stochastic [10], but composition of these communities is shaped by

interactions among microbes [8] and between microbes and the host [160, 161], which

can be viewed as more deterministic. As in other host-microbiome systems, there is

substantial compositional variation in the gut microbiome among individuals. Inter-

estingly, we observe this variation even in populations of isogenic, synchronized hosts

colonized from a shared inoculum in a uniform, well-mixed environment [161, 162].

This result motivated us to investigate the drivers of community variation using the

C. elegans model system.

In this paper, we used a combination of experimental data and mathematical

modeling to understand what contributes to observed variation in microbial coloniza-

tion within populations of hosts. In our previous work [161, 40], where worms were

colonized with an eight-member minimal native microbiome, we observed large varia-

tion in microbiome community composition and total bacterial load among individual

hosts of the same genotype. In the current experiments, we further simplified this sys-

tem by mono-colonizing synchronized populations of C. elegans N2 Bristol with each

of the single bacterial isolates from the minimal native gut microbiome. We found

that high variation is still present in bacterial load of mono-colonized worms, indi-

cating that microbe-microbe interactions are not required to produce inter-individual

differences in microbial colonization of the worm intestine. Using a logistic type
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neutral model to parameterize the colonization process for each bacterial isolate, we

found that it is hard to explain the observed variation using the demographic noise

and parametric differences among hosts. Next, by experimentally manipulating bac-

terial growth rate in the worms, we found emergence of alternative “phenotypic”

states in bacterial load inside worms. The individual worm-bacteria dynamical sys-

tems then move between these states, suggesting that canonical models of bacterial

growth cannot fully characterize the host-microbe system’s dynamics. We find that

the distributions observed can be qualitatively recapitulated by two distinct, more

complex models, but that snapshot-type (not individual worm time series) data are

insufficient to distinguish between these competing models.

4.3 Results

4.3.1 Large variation in total bacterial population size is ob-

served in the host but not in vitro

We previously observed substantial variation in total bacterial load across individ-

ual worms colonized with a minimal native microbiome (species in the microbiome

are listed in Table A.1) [161, 40]. Here we sought to determine the sources of this

variation. First, we sought to determine whether colonization with a microbial com-

munity is required to produce expected distributions of bacterial load. For this, we

colonized wild-type N2 worms with individual bacterial isolates from the minimal

native microbiome. Specifically, wild-type N2 worms were mono-colonized in liquid

culture according to standard protocols [58], with each bacterial isolate presented at

a 108 CFU/ml concentration in the culture. Bacterial load in individual worms was

quantified at specific time points (3…48 hours) after the start of colonization. For

comparison, we also measured bacterial growth in vitro outside the host (as OD600)

in a standard worm medium (liquid NGM).
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While growth in vitro showed low variation across replicates, we observed consid-

erable variation in bacterial load between bacterial isolates and across individual hosts

colonized with each isolate (Fig. 4.1a). Different bacterial isolates grew to different

final densities in both environments, but there was no obvious relationship between

maximum density of a given bacteria in vitro and in the host. Standard deviations of

bacterial load in hosts (colony forming units, CFUs, per host) scaled linearly with the

mean in these data, suggesting that most of this variability is not due to demographic

noise [163] (Appendix A Fig. A.1). Distributions of log-bacterial load in hosts tended

to be long-tailed and left-hand skewed (Fig. 4.1b), typical for microbial load data in

C. elegans [164].

10 2 100 102 104 106

µ

10 4

10 2

100

102

104

σ
/µ

Environment
in vitro
in vivo

Species ID
MYb27
MYb45
MYb53
MYb71

MYb120
MYb238
MYb181

0 10 20 30 40 50
Time (h)

100

101

102

103

104

105

106
C

FU
/w

or
m

MYb71
stochastic

Mean CFU
deterministic

0 10 20 30 40 50
Time (h)

100

101

102

103

104

105

106

MYb120
stochastic

Mean CFU
deterministic

(a) (b) (c)

Figure 4.1: In vivo bacterial populations exhibit high variation that is ab-
sent in in vitro populations. (a) Seven bacterial isolates from a C. elegans native
microbiome (Table A.1) were grown in vitro in NGM liquid medium at 25◦C, mea-
suring OD600 over 48 hours (n = 6 replicate wells). For in vivo, CFU/worm mea-
surements were taken in individual wild-type N2 worms (n = 24) at time points 3…48
h during mono-colonization using the same set of bacteria. Comparison of standard
deviation/mean to mean for both in vitro and in vivo across replicates or worms at
different times is shown. (b-c) Bacterial load in samples of individual worms over time
since the start of colonization. Experimental data are shown for one good colonizer
(b, MYb71, Ochrobactrum) and one poor colonizer (c, MYb120, Chryseobacterium)
to illustrate typical colonization dynamics; other bacterial species’ data are shown
in Appendix A Fig. A.1. Gillespie simulations (blue lines, n = 30) were carried out
using parameters obtained from fitting CFU per worm data to the mean field model
(Appendix A Table A.2). Mean log-CFU at each time point (large blue point) and
the mean-field deterministic simulation (dashed black line) are also shown.
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4.3.2 Demographic noise does not explain variation in bac-

terial load

To check if variation across hosts mono-colonized with a given bacteria could be

attributed simply to demographic noise, we established a simple stochastic neutral

model as our baseline model for these data. This model contains three rate parame-

ters, which are assumed to be identical across all hosts and are specific to a colonizing

bacterial isolate. Colonization (ci) corresponds to the process of bacteria entering the

worm gut from the environment, death (di) corresponds to loss of bacteria within

the gut, and birth (bi) corresponds to bacterial multiplication within the host. Total

occupancy of the worm gut is limited by a constant carrying capacity (Vi); E corre-

sponds to the number of empty sites in the worm gut (i. e., E + Ni = Vi for each

mono-colonized worm). Overall, the model is summarized as:

E
ci−→ Ni,

Ni + E
bi−→ 2Ni,

Ni
di−→ E. (4.1)

The mean-field equation for this model is single species special case of the model

described in [40], see Appendix A A.3. It describes the mean population density,

ϕi(t) =
〈

Ni(t)
Vi

〉
as a function of time:

∂ϕi(t)

∂t
= (1− ϕi(t)) (biϕi(t) + ci)− diϕi(t). (4.2)

This model, in which bacteria grow according to a fixed set of parameters and all

hosts are identical, provides a convenient null model for bacteria-host dynamics. In

this model, the only source of variation is demographic noise due to spontaneous

colonization/birth/death events. If this model is sufficient to describe the variation in
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bacterial load that is observed within populations of worms, it implies that all worms

are essentially identical to each other and share a fixed, time-and density-invariant

set of parameters for host-bacteria interactions. Otherwise, one or more of these

assumptions is incorrect and must be relaxed to find a sufficient model. To test this,

bacteria-specific parameters inferred by fitting the model (see Materials and Methods)

to log transformed mono-colonization data (Appendix A Table A.2) were used to

initiate stochastic Gillespie simulations [165, 166]. As expected, the model adequately

captured the central tendency of the log data but fell short in explaining the observed

variance, particularly at later time points, when convergence to saturation density was

expected (4.1b-c, Appendix A Fig. A.1). The parameterization of the model is not

unique (birth and death partially compensate each other). However, this conclusion

does not depend on the specific parameter set used. Thus, demographic noise alone

was insufficient to account for differences in bacterial load between individual hosts.

4.3.3 Static host heterogeneity does not explain the variation

in bacterial load

One way of explaining the high variation observed in the bacterial load among in-

dividual hosts is to allow individual hosts to have different parameters for inter-

actions with bacteria. This assumption has some biological support: there is a

well-established “hidden heterogeneity” within synchronized, isogenic populations of

C. elegans, which can be seen in distributions of aging, mortality, and stress response

[167, 168, 169, 170, 171]. We therefore next hypothesized that parameter(s) of the

logistic growth for intestinal bacteria might differ across individual hosts.

We first sought to identify a single parameter which, if allowed to be heteroge-

neous across individual hosts, could explain the observed data. Measurement of rates

for ingestion (as a proxy for colonization rate) and excretion of bacteria-sized inert

particles indicated variation between individuals, but a single representative mean
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rate across individual hosts was sufficient to describe these data, and no reasonable

values for these inferred parameters produced multiple orders of magnitude in bac-

terial load at saturation if plugged into the logistic growth model (Appendix A Fig

A.5). Therefore, we focused on the parameters that strongly determine the steady-

state bacterial load in the intestine. In this model, these are capacity Vi or per-capita

birth-death rates bi, di.

Heterogeneous carrying capacity

We sought to determine if worm hosts significantly differ in their carrying capacity.

To gain intuition about this scenario, we considered a model where hosts were allowed

to differ only in capacity V . By changing migration rates (ci) in the intestine, we

expect at high migration rate to achieve the final distribution of carrying capacities

earlier than when the migration rate is low.

In a scenario where carrying capacity V is the only difference across hosts and all

other parameters are the same, average time to first colonist and early (exponential)

growth of colonists should be the same regardless of capacity of individual hosts. If

colonization rate is increased in this scenario, waiting time to the first colonist during

early colonization should decrease, resulting in fewer uncolonized individuals at early

time points. The number of uncolonized individuals should decrease over time, also

as a function of this rate. Once an individual is successfully colonized above some

threshold of stochastic extinction, growth of bacteria in the intestine should proceed

until carrying capacity is reached.

Previous work [10] indicated that the density of bacteria provided in liquid media

can be used to control the average migration rate into the worm intestine. Thus we

mono-colonized worms with one of two isolates (MYb71 or MYb120) across three

orders of magnitude in inoculum density to determine the effects of colonization

rate on distributions of bacterial load. Colonization over time (CFU per worm) was
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Figure 4.2: A model with heterogeneous carrying capacity across worms
is not sufficient to explain empirical variation in bacterial load. Bacterial
mono-colonization in wild type N2 worms by (a) MYb71 and (b) MYb120 as colo-
nization rate is changed using bacterial densities in the inoculum: 107 CFU/ml (left),
108 CFU/ml (middle, same as Fig. 1) and 109 CFU/ml (right). Gillespie simulations
(blue lines, n = 24) were carried out using birth and death parameters obtained from
fitting single species log-CFU per worm data to the mean field model (Appendix A
Table A.2), and distributions of carrying capacity V were established from data at 48
h post inoculation at the highest inoculation condition (far right). Colonization rates
corresponding to the 108 CFU/ml condition were taken from Appendix A Table A.2
and adjusted down and up by 10 fold in the lowest and highest colonization conditions
respectively. Mean log-CFU at each time point (large blue point) and the mean-field
deterministic solution (dashed black line) are also shown. Fraction of cases with the
zero CFU at all time points is shown in bottom panels for experiments (dark blue
bars) and simulations (light blue bars) (See Materials and Methods for fitting and
error bar calculations.)

quantified via destructive sampling as previously described.

As shown in Fig. 4.2, bacterial load varied across individual worms at all time

points in all conditions. As expected, worms in the lowest-migration condition ac-

quired colonists more slowly than worms in the highest-migration condition, with

larger numbers of uncolonized worms at early time points. Distributions of bacterial
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load changed minimally between 24 and 36 h time points, suggesting that steady

states had been reached.

For the “strong” colonizer MYb71, we expected to observe evidence of logistic

bacterial growth within hosts. The data are broadly consistent with this expecta-

tion. Increasing colonization rate reduced the number of uncolonized individuals and

up-shifted distributions of bacterial load in the earliest time point (12 h), whereas

maximum bacterial loads at 24-36 h were similar across colonization conditions, sug-

gesting growth of bacteria to maximum capacity in the most heavily colonized hosts.

However, bacterial load in the least-colonized individuals at 36 h was affected by col-

onization rate, with some individuals remaining below threshold of detection in the

lowest-colonization condition.

For the “poor” colonizer MYb120, we expected a migration-forced scenario where

bacterial load was determined by the balance between colonization and death in the

intestine, such that increasing migration would increase the total load. This is not

what we observed. Rather, while worms in the lowest-inoculum condition colonized

more slowly, bacterial load was otherwise similar across conditions and time points.

Recent work from another group suggests that this may be behavioral; MYb120 is

mildly pathogenic, and worms exposed to high densities of a pathogen as a sole food

source will stop feeding [172]. The result is that bacterial density in the inoculum

has minimal effects on colonization, consistent with our data.

We next compared these results with predictions from a modified stochastic model,

where individual hosts were allowed to have different carrying capacity V . Stochas-

tic Gillespie simulations were initiated using the birth and death parameters from

previous experiments (Fig. 4.2, Appendix A Table A.2), colonization rate that is

scaled to the bacterial density outside the worm (c/10 for 107, c for 108 and 10c for

109), and carrying capacity randomly picked from 36 h data of the highest bacterial

density condition. The predicted trend of the means and first colonization in all the
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conditions agree with the observed data. Specifically, at 12 hours post colonization,

the centers of the log transformed data move up with increase in colonization rate

also agreeing with the deterministic prediction.

To compare simulations to the data, “zero occupancy” percentages (fraction of un-

colonized worms) were calculated at each time point in each condition. For MYb71,

the Gillespie simulations produced higher frequencies of zero occupancy (uncolonized

worms) than observed in experiments under all conditions. For example, in the low-

est condition (107) of MYb71 at the last timepoint (36 hours), we measured about

25% zeros in experiments, but the simulations predict about 75% zeros. This, in gen-

eral, remained true for the poor colonizer MYb120: the expected and the observed

fractions of uncolonized hosts were similar in the highest-migration condition and

across conditions at the earliest time point, but simulations again over-predicted the

fraction of uncolonized hosts at all later time points in moderate and low-migration

conditions. This suggests that the null model with heterogeneous carrying capac-

ity in a population of hosts is insufficient to capture the variation observed in the

experimental data.

Heterogeneity in growth and colonization parameters

In order to try to explain the variation observed in the experimental data, we next

considered an extension of the previous model where the birth and death rates of bac-

teria depend on the individual host. The intuition for this comes from our observation

that bacteria loading can vary greatly between different worms and a small change in

either birth or migration rate can result in exponential changes in the bacterial load.

To test this hypothesis, we conducted Gillespie simulations of bacteria colonization

in worms with different birth (bi) and colonization (ci) parameters. The birth rate

parameters of bacteria for a given worm are drawn from a normal distribution with

a given mean birth rate and variance. Similarly, the colonization rate is drawn for
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each host from a normal distribution.

We found the best fit set of parameters (including the parameters characterizing

the normal distribution of birth rate and colonization rate) that maximize the log-

likelihood of data (see Materials and Methods for details). In Fig. 4.3 we observe that

this modification of the model appears to be sufficient to explain the observed varia-

tion of the data for the strong colonizer MYb71. However, the model is not sufficient

to explain the variation and data for the poor colonizer MYb120. Additionally, we

expect that if we were to increase the resolution of our log-likelihood calculation, the

model fits would become worse for both colonizers.
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Figure 4.3: Heterogeneous growth parameters generate large bacterial load
variance, but the model is still insufficient. Gillespie simulations (blue lines,
n = 24) with heterogeneous growth parameters (colonization and birth rates) for a)
MYb71 and c) MYb120 in comparison with the data previously shown in Fig. 4.1.
The upper bound of the low bacterial count bin and the lower bound of the high
bin, which were used to determine the best fit parameters, are shown in dotted lines
(see Materials and Methods). Distribution of the negative log-likelihoods (L) of the
simulations (n = 50 with 24 simulations each) using the best parameters for the
model for b) MYb71 and d) MYb120. Negative log-likelihood of the experiment (red
line) given the best parameters is also shown.
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Heterogeneity in growth and death parameters under growth inhibition

In our earlier experiments, total bacterial load consistently varied over orders of mag-

nitude between individual hosts within synchronized, isogenic populations when colo-

nized with single bacterial taxa under shared conditions. However, the results thus far

did not indicate that individual worms had different total capacity for bacterial col-

onization. Nor did we find evidence that individual worms had different parameters

for colonization or excretion rates (see Appendix A Fig. A.5). It was, therefore, rea-

sonable to ask whether differences in net bacterial growth (birth-death) could explain

differences in bacterial load among hosts. To clarify this, we next sought to isolate

these within-host processes after an initial intestinal population was established.

As the host presents a responsive, biotic environment capable of controlling bacte-

rial load, we hypothesized that different hosts might be differently able to exercise this

control, and that this might correspond to differences in bacterial death rate in the

intestine. Therefore, we modified our null model to allow bacteria-specific death rates

inside the host to be heterogeneous across individual hosts. For simplicity, growth

rates and carrying capacities in this model were bacteria-specific and constant across

hosts within a population. In the absence of migration (ci = 0) and at steady-state

(∂ϕ
∂t

= 0, we can solve Eq. (4.2) to get an effective steady state value of N∗
i . In this

model, high-load worms have bacterial birth rates much higher than death rates, re-

sulting in an effective steady-state capacity for bacteria of species i close to the true

capacity Vi. If bi > di, this capacity is:

N∗
i = Vi

bi − di
bi

= Vi

(
1− di

bi

)
. (4.3)

From this model, some simple, qualitative predictions are possible for the effective

steady state value N∗
i . If growth in the intestine bi were decreased while di remained

unchanged, effective steady state capacity should decrease.
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To test this model, we used a bacteriostatic antibiotic to decrease growth of bac-

teria inside pre-colonized hosts. For these experiments, N2 adults were pre-colonized

with fluorescently labeled Ochrobactrum MYb14, a member of the native worm micro-

biome closely related to the “strong” colonizer MYb71. Like its relative, MYb14 is a

well-tolerated commensal and colonizes to high densities in the worm intestine. After

pre-colonization, worms were exposed to a gradient of the static antibiotic chloram-

phenicol, including low drug concentrations sufficient to impair growth of MYb14 in

the supernatant but not inside the host. Heat-killed OP50 was used as an inert food

source during antibiotic treatment. Pre-colonized worms were divided across antibi-

otic treatments at random, so that all treatment groups represented draws from the

original population of worms. Worms were measured, washed, and re-fed with fresh

inert food and antibiotic every 24 h. Confirming the utility of fluorescence as a proxy

for bacterial load, the relationship between bacterial load and fluorescence in individ-

ual worms was monotonic (Appendix A Fig. A.8). Notably, this colonist showed a

threshold of detection of roughly 100 CFU per worm, and fluorescence saturated at

high bacterial densities (above 106 CFU per worm), indicating a “ceiling” effect for

highly colonized worms (Appendix A Fig A.8). The auto-fluorescence of C. elegans

limits the ability to detect low bacterial loads inside the worm guts. Worms below

the auto-fluorescence line in Fig. 4.4 are not necessarily uncolonized worms as can

be seen in Appendix A Fig. A.8. This resulted in a nonlinear mapping between the

fluorescence signal and the CFU measurements, which needed to be addressed in the

models below.

The lowest concentrations of drug used here (25 and 100 µg/mL chloramphenicol)

are sufficient to inhibit bacterial growth outside the host, preventing new colonization,

but do not inhibit growth within the host. This is expected, as antibiotic concentra-

tions required to inhibit growth in the C. elegans intestine are typically 5-10X higher

than the in vitro MIC [173]. Accordingly, in both of these conditions we observed
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Figure 4.4: Distributions of bacterial load under low vs. high inhibition
of growth within hosts. Green fluorescence in MYb14-GFP-KmR pre-colonized
worms over 72 hours of inhibition at (a) low (25µg/ml) or (b) high (500µg/ml) con-
centrations of chloramphenicol. Centers and weights of high and low GFP modes at
each time point from the transformed Gaussian mixture model fits are shown in the
legend. Mean GFP (black dots, dashed lines) for the entire population at each time
point is shown. Mean autofluorescence (light green, dashed lines) calculated using
the data from uncolonized worms is also shown. CFU to GFP mapping is shown in
Appendix A Fig A.8. (c) Probability density fits modeled as a Gaussian mixture with
two components fit on CFU transformed data and then transformed back to GFP, at
T72 for low and high inhibition (See Appendix A A.7.1).

substantial growth of bacteria in the worm gut over 72 h; this was visible in total

bacteria-associated fluorescence per host and in direct measurements of bacterial load

(Fig. 4.4, Appendix A Fig. A.6). At higher concentrations (250-500 µg/mL antibi-

otic), growth of bacteria within the host was partially inhibited, as can most easily

be seen by comparing bacterial load after 72 hours on antibiotic (Fig. 4.4, Appendix

A Fig. A.6). Maximum intestinal populations increased over time overall even at the

highest concentration of drug, indicating that growth was not reduced to 0 (Fig. 4.4 ,

Appendix A Fig. A.6). This was observed in bacterial load taken from a sub-sample

of worms as well as in GFP fluorescence, again indicating the utility of bacterial

fluorescence as a proxy for bacterial populations in the host (Appendix A Fig. A.8).

However, differences between treatments indicated substantial growth suppression

at the highest levels of drug — at 72 hours, median CFU/worm was 5.5 logs at low

drug vs 3.8-4 logs at high drug (Appendix A Fig. A.8). Under partial inhibition
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of growth within the host (high drug), by the final time point, we observed fewer

worms at a very highly colonized state (5.5-6 log CFU/worm) and a larger fraction of

individuals in the low colonization state (∼3.5 log) as compared to populations where

only migration into the host was suppressed (low drug).

In the ci = 0 regime, where migration is absent, the effective steady state is

specifically given by Eq. (4.3). From the heterogeneous models presented thus far,

we expected to see steady state values near the carrying capacity, as d ≪ b for

this bacterial colonist. When bacterial growth is reduced by antibiotic treatment,

we would expect that the steady state bacterial load would be reduced accordingly.

However, we do not observe this (Fig. 4.4). This could be due to the fact that the

death rate is much smaller than the birth rate which would result in Ni = Vi and

we cannot observe the small downward shift due to biological variance masking this

shift.

Further, these data indicated multiple modes of bacterial density within popula-

tions of hosts. For example, in the high drug condition at 72 hours, the weights of

the sub population of worms are comparable. While we know that the GMM analy-

sis (see Materials and Methods) can be tricky, there are clear signatures of multiple

subpopulations. Furthermore, changes in population weight (fraction of worms in

each of the modes) across modes of the GFP fluorescence data cannot be explained

by sampling effects. The entire population of worms is measured at each time point,

and all of the same worms (minus losses to handling) are present across time points.

One possible hypothesis is that there could be two sub-populations of worms, where

intrinsic birthrate (b − d) is either high or low. If this were true, we would expect

to see bacterial load in the “high” sub-population to stay high over time, and vice

versa for worms in the “low” sub-population. However in Fig. 4.4A, we also observed

that the ”low” subpopulation at 24 hours does not continue to stay low. Although

it is not possible to determine trajectories of individual worms from these data, it is
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difficult to explain the observed redistribution of population weights across the modes

without some corresponding transitioning of individual worms between them.

subsectionData suggest multiple worm subpopulations, with individuals transi-

tioning between them on scales of hours We, therefore, next sought to isolate worms

that differed in initial bacterial load, to determine whether the redistribution of in-

dividuals seen in Fig. 4.4 across states implied by these data was actually occurring.

From the logistic model, we expected that if net growth of bacteria in the host was

different in high- and low-bacterial load worms, these groups would respond differently

when an initially high rate of colonization was reduced to 0 after establishment of

a bacterial population. High-load worms, where presumably initial birth is much

larger than death during early colonization, should be well out of the migration-

forced regime (where bacterial load is heavily dependent on migration) and should

be minimally responsive to any change in colonization after the initial population is

acquired. Low-load worms, where presumably these rates are more similar, may drop

slightly in bacterial load or even decrease toward extinction (if death is larger than

birth, such that bacterial load in these worms is entirely dependent on migration).

Removing colonization should, therefore, increase separation between modes, with

high-load individuals remaining highly colonized and low-load individuals settling at

a level determined by the relative contributions of death and migration.

To establish initial populations, N2 adults were pre-colonized for 24 h on fluores-

cently labeled Ochrobactrum MYb14. After pre-colonization, worms were sorted into

“high” and “low” GFP bins based on total fluorescence, with a narrow gap between

bins to minimize overlap in bacterial load. (Note that these broad bins were expected

to have considerable internal variation, from the machine or across experiments.)

Worms were then split evenly between treatments, with half of the worms from each

bin returning to the original condition (108 CFU/mL live MYb14-GFP provided in

the media, denoted below as “Migration”), and half moving to a condition where
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Figure 4.5: Worm switch between high and low colonization states Green
fluorescence over 48 hours after MYb14-GFP-KmR pre-colonized worms were sepa-
rated based on high (a,d) and low (b,e) GFP under conditions of a-c) No Migration
(top) or e-f) Migration (bottom). Full T0 distribution (pale green) in fluorescence is
shown in the background. Mean GFP (black dots, dash-dotted lines) for the entire
population at each timepoint is shown. Mean auto-fluorescence (Light green, dashed
lines) calculated using the data from uncolonized worms is also shown. c,f) PDFs
using the transformed GMM fits at T48 for worms starting at low (light green) and
high (dark green) fluorescence in no migration (top) and migration (bottom) condi-
tions (Appendix A, Transformation of GFP measurements to estimates for bacterial
load in individual worms)

new colonization is prevented (heat-killed OP50 for inert food + chloramphenicol to

prevent cross-inoculation among hosts, denoted below “No Migration”). Populations

were measured at 24 and 48 h, so that each data set represents repeated measurement

of the same population of individuals (minus individuals lost during handling).

We observed that individuals could transition out of their original bins, moving

from “high” to “low” and vice versa. For example, in the absence of continuous col-

onization (no migration), worms starting from the “high” condition produce a “low”
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mode (Fig. 4.5A) and vice versa (B). Allowing continuous colonization (migration)

(Fig. 4.5D-E) changed the distribution of individuals but did not prevent moving be-

tween bins. This can be seen in distributions of GFP fluorescence (Fig. 4.5, right most

column) as well as in CFU/worm measurements from destructive sampling (Appendix

A Fig. A.8). Similar to before, worms below the auto-fluorescence line could have

low bacterial loads instead of true zeros. We observed a similar pattern in N2 hosts

colonized with a different bacteria, the pathogen Salmonella enterica LT2 (Appendix

A A.14). Existence of two host subpopulations and individuals transitioning between

them on scales of just a few hours is not consistent with the simple logistic model or

with any host-sub-population model considered thus far. Instead, this indicates the

need for a model capable of producing alternate states within individual hosts.

4.3.4 Modeling multiple states in the worm-bacteria system

There are several possible ways to achieve multi-stable populations of bacteria within

the guts of C. elegans. Here we will examine two of them. The first model considers

a system where multistability arises due to density-dependent population dynamics

within the host, such that each stable population of bacteria has a basin of attraction

characterized by a specific mean value. We can model this kind of multi-stability

using multiwell-potential models from classical mechanics, where the potential (U(ϕ))

contains multiple troughs corresponding to stable states in the population of the

bacteria. Transitions between these states are driven by random white noise η, with

zero mean ⟨η⟩ = 0, and variance ⟨η(t)η(t′)⟩ = Dδ(t, t′). This model has the following

expression:
∂ϕ

∂t
= f(ϕ) + η = −∂U(ϕ)

∂ϕ
+ η (4.4)

where f(ϕ) has roots at the fixed points, or alternately, the potential U(ϕ) has troughs

(stable fixed points) and peaks (unstable fixed points).
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We chose to fit the multiwell-potential model to the modes of the 24-hour time

point in the low-inhibition data set in Fig. 4.4. This time point is 72 hours after the

C. elegans were initially colonized and is, therefore, on the same day of adulthood as

the 48 hour time point of the no migration condition of figure 4.5. This will allow us

to avoid fitting transient behavior and to simulate and compare to the no migration

condition of Fig. 4.5 (see Appendix A).

Log(GFP) (denoted as ϕ′) is a nonlinear monotonic function of the underlying

bacterial population size inside the gut of C. elegans. It also depends on properties

of the measuring device. This poses a challenge for modeling as the transformation

between the fluorescence and the bacterial load is not obvious. To build a more reli-

able model, we transform the log(GFP) measurements to the log(CFU), denoted as

ϕ) a more accurate measurement of the bacterial load, using a nonlinear transforma-

tion inferred in Appendix A Transformation of GFP measurements to estimates for

bacterial load in individual worms.

The transformed data shows two large modes in the log(CFU) bacterial load ϕ,

which correspond to two troughs in the potential (Fig. 4.6A). To have the two modes,

the potential U(ϕ) must be at least 4th order or higher; or equivalently, that f(ϕ)

must be 3rd order or higher. However, the fits of the potential using a procedure

outlined in the Appendix A showed that, while the 4th order potential is able to

capture the means of the two modes of the bacterial load distribution, it struggles to

capture the widths of the two main peaks Appendix A Fig A.11). In contrast, the

6th order potential (equivalently, 5th order f , can do both. A plot of the simulation

of the 6th order potential model is compared to data in Fig 4.6B. Crucially, even

though the fits are done only using the snapshot data, the model also produces the

dynamics of switching that are qualitatively similar (but not identical) to those seen

in the experiments. In particular, using parameters determined from the 24 hour

mark of Fig. 4.4 to predict the no migration condition of Fig. 4.5 we see in Appendix
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A Fig. A.12 that the locations of the two main peaks are well predicted but the

bacterial loads are not. Qualitatively the relaxation to the stationary distribution is

similar between experiment and simulation. For example, when initialized in the high

peak, some of the bacterial load transitions to the low peak with time.
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Figure 4.6: Multi-stable population models A) Potential U(ϕ) and f(ϕ) for po-
tential model fit to 24h low inhibition data from Fig. 4.4. B) Probability distribution
from 1000 simulations of the potential model, as well as the model’s stationary state.
Label poly5 corresponds to the fifth order force f5 in panel (A). We also show the
Gaussian mixture mdoel fit for comparison. Inset shows one sample simulation. C)
Schematics of the state switching model switching between Low and High states and
the corresponding logistic growth functions f for worms in the low (flow) and the high
(fhigh) state and their corresponding potentials, Ulow and Uhigh. D) Probability distri-
bution from 1000 simulations of the switching model as well as the model’s low and
high state distribution and the distribution in the stationary state. We also show the
Gaussian mixture model fit for comparison. Inset shows a sample simulation and its
corresponding state (high or low). E) Probability distribution of log(GFP) (ϕ′) data
and best fit theory curves (all transformed to the log(GFP) state) for the Gaussian
mixture model, the sixth order potential model, and the state switching model.

The second type of model is one where each C. elegans-microbiome system switches

between states. We consider a model with two states, corresponding to “high” and
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“low” bacterial loads. We denote the state variable as s, and it can take two values

{slow, shigh}. The system randomly switches between the states with αH being the

rate of low-to-high transition, and αL the rate of the high-to-low one (Fig. 4.6C).

In each state, the bacteria grow logistically within the host intestine according to

state-dependent parameters (Fig. 4.6C).

∂ϕ

∂t
= rsϕ(Cs − ϕ) + η(s) (4.5)

where ⟨η⟩ = 0, ⟨η(t)η(t′)⟩ = Dsδ(t, t
′).

For comparison to the first model, the carrying capacity in the high state (CHigh)

corresponds to the highest root of f and the carrying capacity of the low state Clow

corresponds to the lowest root of f . The rates of transition between states can be

independent of the potential function describing each state. The state switching model

results in a probability distribution very close to that of a Gaussian mixture model

(Fig. 4.6D), making it straightforward to fit based on the estimated parameter of

the GMM. Additionally, we are able to directly measure the switching rates between

states and find the transition from low to high to be αh = 0.08 (1/h), and from high

to low to be αl = 0.02 (1/h) (see Appendix A).

A comparison of the Gaussian mixture model, the potential model, and the switch-

ing model is shown in Fig. 4.6E. All the models were fit in log(CFU) space and then

transformed back to the log(GFP) space for direct comparison to experiment. The

Gaussian mixture model and the switching model are functionally identical in terms

of their ability to fit the data. This is because each peak can be fit independent of

the other. Both of these models struggle, however, to fit the right most part of the

observed distribution. The potential model is better capable of fitting the right most

part of the distribution of bacterial loads, but at low order it struggles to quickly

transition between peaks. Clearly, as the order of the potential model is increased it
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becomes better able to fit the empirical bacterial load distribution.

While the two models are very similar, they do make some distinct predictions.

Thus, in principle, experimental data can be used to detect which of the models

is a better representation of the reality. However, in practice, the data we have is

not statistically powerful enough for this purpose. For example, the independence of

state transition rates and local fluctuations is one of the key predictions of the state

switching model compared to the high-order potential model, where these features are

dependent. However, to detect if the local fluctuations and the state transitions are

independent or not with high accuracy requires single-host time series with sufficient

temporal resolution to measure both features. For our population-wide “snapshot”

data, these models are functionally equivalent as long as the potential is of high

enough order. Indeed, we can see this from simulations of how these models behave

when initialized as in Fig. 4.5: both display qualitatively similar features as they

approach their long time-steady state behavior (see Appendix A Fig. A.12 and A.13).

4.4 Discussion

In this work, we show that there exists innate heterogeneity in colonization density

within a population of individual hosts, with total bacterial load consistently varying

over more than an order of magnitude between individuals. This heterogeneity was

not apparent in in vitro bacterial populations, consistent with the expectation that

bacteria grow in vitro in a approximately logistic manner and that cultures inoculated

simultaneously from a single parent culture should exhibit low variation [174, 42].

This observation suggested an important role for the host, but the data were not well

described by simple models of host colonization. First, using Gillespie simulations

assuming all the parameters involved in colonization are the same for all worms, we

show that the demographic noise is insufficient to explain the variation we observe
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in our experimental data. Alternate models of the same form but with a stationary

worm-to-worm heterogeneity in various population dynamics parameters were also

insufficient to explain the data. Further, when new colonization was stopped after

establishment of the intestinal population, the data indicated two distinct modes

in the distribution of bacterial load across worms, with apparent transitioning of

individual worms between these modes.

We concluded that a simple logistic type model was not sufficient to explain the

population dynamics in the microbiome in the worm-microbe system, and that a suit-

able minimal model must allow multiple stable states even during mono-colonization

of the host. Here we explored two such models: a state-switching model where the

parameters of logistic growth are determined by a state variable, and a multiwell-

potential model, where bacterial growth within the host is a higher order polynomial

function of bacterial density. We show that both of these models are capable of re-

producing the salient features of the bimodal distribution of the colonization data at

different timepoints. Furthermore, while the models are distinguishable in pricniple,

we cannot distinguish between them in practice with the data available from our

experiments. Such disambiguation would require time series of bacterial load in indi-

vidual worms, rather than dynamics of the distributions of the load over the worms,

which we collect. These data can be collected using fluorescence microscopy with

labeled bacterial strains [175, 176, 177]. A sufficiently granular time series should

show whether changes in bacterial load behave more as expected for dynamical state

transitions (movement between steady states on a more or less fixed landscape) or

for an underlying system-level state switch (such that one primary state is available

for each host-microbiome system at a given time, and the available state(s) change

depending on some hidden process).

The drivers of bacterial load variation and “switching” in this system remain to

be determined. In these experiments, we used isogenic, age-synchronized popula-
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tions of hosts with a shared life history; genetic and developmental variation between

individual hosts is minimal. While it is well known that worms within isogenic, syn-

chronized populations are physiologically heterogeneous [171, 167, 170, 169], we found

that “hidden” host-side heterogeneity was not sufficient to explain these data. The

range of bacterial loads per individual host [162, 161] and the kinetics of bacterial

accumulation over time (Fig. 4.1, Appendix A Fig. A.1) vary across different colo-

nizing bacteria, and for a given bacteria or community across worm genotypes, but

these properties are generally consistent within a combination of host genotype and

microbial colonist(s). This suggests that variation in the host-microbe system cannot

be explained by variation in its constituent parts (worm alone or microbe alone). The

more complicated, multistate models considered here are best interpreted as repre-

senting different forms of feedback within the system, where the available states in

bacterial load are some function of the bacterial load (possibly as interpreted by the

host immune response, by changes in intestinal function, etc.) or manifestations of

an underlying system state (in the simplest case, from a history-independent process

such as a stochastic toggle switch). As the host appears to play a crucial role in

controlling bacterial populations, and probably in transitions between states, it is

plausible that an examination of host transcriptional and/or translational responses

within different states would shed some light on plausible mechanisms of the observed

multi-modal bacterial populations. This is a goal for future work.
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Chapter 5

Summary

This dissertation covers the experimental and mathematical approaches I applied to

understand complex dynamics of microbial interactions with the host, Caenorhabditis

elegans. My research focuses on quantifying bacterial load in individual worms, devel-

oping new tools for estimating colony forming units (CFUs), and understanding the

variability and dynamics in gut bacterial composition across isogenic worm popula-

tions. By using mono-colonization techniques and integrating experimental data with

quantitative modeling, I uncovered the role of host background in microbiome dynam-

ics and emphasize that host-microbe as a unit is an integral part of those dynamics.

Additionally, I also highlight the importance of acquiring high temporal resolution in

data coupled with higher order modeling approaches to fully understand microbiome

dynamics. This chapter is a summary of these studies and some final thoughts for

future work.

In Chapter 2, I described a 96-well disruption protocol for quantifying bacterial

load in C. elegans , which enhances throughput compared to existing methods. The

surface bleaching method used in this protocol minimizes cuticle-associated bacteria

and allows isolation of gut communities. These findings underscore the heterogeneity

in bacterial abundance within worm guts, highlighting the limitations of batch-based
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measurements and the advantages of quantification of bacterial load at a single-worm

level.

In Chapter 3, I presented an overview of various estimation methods for colony

forming units (CFUs) within homogeneous samples. This study also introduces a

method based on the Most Probable Number (MPN) approach, while addressing

crowding and sampling fluctuations. This approach brings attention to selection of

appropriate estimation methods tailored to specific experimental conditions that aids

in precise quantification of bacterial abundance.

Based on these two studies, I shifted my focus to understanding where the hetero-

geneity in bacterial load in C. elegans comes from using methods discussed in Chap-

ter 2. In Chapter 4, I showed that experimental data revealed significant variability

in bacterial loads among individual worms. Upon exploring whether random colo-

nization events could explain this variance, it became clear that stochastic population

dynamics processes alone could not account for the wide range of variation observed.

Later experiments, in which I manipulated the colonization parameters, showed signs

of multistability in bacterial loads. This dynamic stable state in the worm-microbe

system cannot be replicated using conventional logistic growth models. Furthermore,

I concluded this study advocating for more sophisticated, higher-order models that

are able to accommodate multiple stable states or density-dependent growth dynam-

ics to accurately explain observed variance in gut bacterial load. To fully specify such

models, snapshot data that we collect is not enough. While the data used in this work

emphasizes the importance of host-bacteria association, it is limited in understanding

the full picture of the host microbiome dynamics. In this regard, future directions

of host-associated microbiome studies should be towards acquiring auto-correlated,

high temporal resolution in data.

This dissertation is combination of hands-on experimental techniques, data collec-

tion and estimation methods, and quantitative model approaches that have helped un-
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derstanding microbial interactions within C. elegans. Together, these studies deepen

our understanding of how microbes interact with a host and highlight the complexity

of host-microbe dynamics. This work emphasizes the dynamic and multistate nature

of microbial communities within host organisms which will shape future research on

host-microbe systems.

However, several questions remain to be answered: What are the underlying mech-

anisms that lead to multistability in bacterial loads? How do gut bacterial communi-

ties change over time within individual worms? What specific host factors influence

the variability in bacterial load? Addressing these questions will require future re-

search to focus on acquiring high temporal resolution data and advanced modeling to

further unravel the complexities of host-microbiome dynamics.
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Appendix A

Chapter 3 Supplemental

Information

A.1 Materials and Methods

A.1.1 Bacterial Strains

Bacterial strains shown in Table A.1 were inoculated from glycerol stocks and indi-

vidually grown for 48 hours in 1ml LB cultures at 25◦C with shaking at 300 rpm. All

bacterial strains are from the MYb collection of native C. elegans gut isolates main-

tained by the Schulenburg lab [55]. Strain MYb56 (Bacillus) from the minimal native

microbiome used in [161] was excluded from these experiments due to its spreading

colony morphology on solid agar, which limited the precision of counts. The fluo-

rescent strain MYb14-KmR-GFP, bearing the broad host range plasmid pBTK519-

KmR-GFP, was used for measurement of bacterial load via green fluorescence [178].

A.1.2 Worm Maintenance

Worm strains N2 and exp-1(sa6) II were obtained from Caenorhabditis Genetic Cen-

ter, which is funded by NIH Office of Research Infrastructure Programs (P40 OD010440).
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Strain ID Bacterial species
MYb14 Ochrobactrum sp. strain BS30
MYb27 Arthrobacter aurescens
MYb45 Microbacterium oxydans
MYb53 Rhodococcus erythropolis PR4
MYb71 Ochrobactrum pecoris
MYb120 Chryseobacterium sp. strain CHNTR56
MYb181 Sphingobacterium faecium
MYb238 Stenotrophomonas sp.

Table A.1: Bacterial strains used in our experiments.

Standard protocols were used to maintain and cultivate worms for experiments [79].

Briefly, worms were maintained at 25◦C on NGM plates with OP50 and synchronized

using Bleach/NaOH protocols. Eggs were kept in M9 worm buffer overnight at 25◦C

with shaking at 200 RPM to hatch. L1 worms were then washed thoroughly in M9

buffer containing 0.1% Triton-X (henceforth M9TX01) and moved to NGM plates

with E. coli pos-1 RNA interference (RNAi) to produce reproductively sterile adults.

After 60-72 hours at 25◦C, reproductively sterile adult worms were moved to liquid S

medium with 2X heat-killed OP50 (HKOP50), 200µg/ml gentamycin, and 100µg/ml

chloramphenicol for 48 hours (25◦C with shaking at 200 RPM) to remove any live

bacteria that may have accumulated in the gut during growth. Germ-free adults were

then used for bacterial colonization experiments.

A.1.3 Single Species Colonization

Bacteria were grown individually to prepare inocula for mono-colonization of worms.

Cultures were diluted to 108 CFU/ml by suspension in S medium + 1% AXN (axenic

medium), centrifuging them for 2 minutes at 10000 rpm and resuspension in the same

medium.

Germ-free adult worms were sucrose washed prior to bacterial colonization to

remove heat-killed bacteria, dead worms, and other debris. After sucrose wash, 100
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worms per colonizing bacterium and time point were sorted into individual wells of a

96-well plate using a large object sorter (BioSorter, Union Biometrica). Each set of

worms was washed 2-3 times with 1ml M9TX01, then suspended in 100 µl S medium

+ 1% AXN and 100 µl 108 CFU/ml of individually-grown bacteria from Table A.1.

At indicated time points (3, 12, 18, 24, 36, 42, 48 hours), worms were removed from

wells and washed to remove the bulk of external bacteria, halting colonization. Pre-

colonized worms were incubated in S medium + 2X HKOP50 for 30-60 minutes to

purge non-adhered bacteria, then rinsed 2X with 1 mL M9TX01 to remove OP50

biomass.

A.1.4 Single Worm Digests

Single-worm digests were carried out according to standard protocols for this labora-

tory [58]. Briefly, after purging on HKOP50, pre-colonized worms were chilled to halt

peristalsis and lightly surface bleached (1:2000 v/v) in cold M9 worm buffer on ice

for 20 minutes to kill any remaining external bacteria. Worms were then rinsed 3X in

cold M9TX01 to remove bleach and sorted individually into wells of an Axygen 96-

well plate pre-filled with a small quantity of silicon carbide grit and 198 µl M9TX01

for mechanical disruption. Plates were chilled for one hour at 4◦C, then sealed with

a layer of parafilm and an Axygen square-well sealing lid to create a water-tight seal

on individual wells. Plates were then shaken on a TissueLyser II to mechanically

break up worm tissues (90 seconds at 30 hz; rotate plates 180◦; 60 seconds at 30

hz). After mechanical disruption, released gut contents were serially diluted in 1X

PBS and plated onto salt-free nutrient agar (per L: 3g yeast extract, 5g tryptone, 15g

agar), on which different bacterial colony morphologies can be easily distinguished .

After 48 hours at 25◦C, colony counts were recorded.
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A.1.5 Biosorter - Green Fluorescence Experiments

Inhibition

Worms were pre-colonized on 109 CFU/ml of MYb14-GFP-KmR for 48 hours as in

Single Species Colonization. Upon sorting, worms were suspended in S medium +

2X heat-killed OP50 along with varying concentrations of chloramphenicol (25-500

µg/ml). At selected time points (6, 24, 48, and 72 hours), green fluorescence was

recorded across all conditions. At selected time points, sub-samples of worms were

separated for digestion and plating in order to map CFU counts to the recorded green

fluorescence signal in individual worms.

State separation

Worms were pre-colonized on 109 CFU/ml of MYb14-GFP-KmR for 24 hours as in

Single Species Colonization. A small sub-sample of pre-colonized worms (n=100-

200) were measured on Biosorter to establish gate boundaries for “high”” and “low”

fluorescence bins. The measured Green range from the Biosorter for “high” was

around 850−3950 and for “low”, it was 45−620 (arbitrary units). The bulk remaining

worms were then sorted into high and low bins based on the measured fluorescence

signals (n = 150). Worms from each bin were then moved into each of two conditions:

one where the original density of live fluorescent bacteria was provided, and one where

worms were moved to an inert food source (S medium + 2X HKOP50 + 25 µg/ml

chloramphenicol to prevent bacterial growth and re-inoculation). At 24 and 48 hours,

worms were rinsed with M9TX01 to remove bacterial biomass, and green fluorescence

was recorded on Biosorter for all individuals in the population. At 24 hours, all

adult worms were retrieved after measurement (>99 % sorting retrieval efficiency),

lightly surface bleached to prevent transfer of any contamination from the sorter, then

returned to the originating condition until 48 hours. At 48 hours, green fluorescence
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was recorded on Biosorter, and a sub-sample of individual worms (n = 24 − 36 per

condition) were sorted into individual wells for disruption as in Single Worm Digests.

Accumulation and loss of inert fluorescent particles

In these experiments, germ-free adult N2 and exp-1(sa6) II worms were prepared

according to standard protocols, then exposed to fixed concentrations of Fluoro-Max

green fluorescent polymer microspheres (0.21 µm diameter, particle density in aqueous

solution 1.05 g/cm3, cat. G200) in M9 worm buffer + 0.01% Triton X-100 to help

prevent clumping of microspheres.

A.1.6 Simulations and computational methods

The mean-field simulations (dashed black lines) in Figure 4.1 and Figure 4.2 were

performed using python’s scipy odeint solver [179]. The odeint solver was used to

numerically integrate Eq. 4.2. Best fit parameters were found using scipy’s curve_fit

function to fit the log transformed simulations to log transformed data (Appendix A

Table A.2). The fits were done in the log transformed space since the fluctuations

were empirically more symmetric in the log space as compared to the real space.

The chemical reaction like equations of the stochastic model (Eq. 4.1) were simulated

using the Gillespie algorithm [165, 166]. The simulations were coded in python and

were initialized using the best fit parameters from the mean field model. 30 Stochas-

tic Gillespie simulations were performed per condition in Fig. 4.1. The stochastic

simulations in Fig. 4.2 ( n = 24, 10 repetitions) were initiated using the birth and

death parameters from Table A.2, but using a colonization rate c that is scaled to the

bacterial density outside the worm (scale factors: 1/10, 1, 10) and carrying capacity

randomly picked from 48 hour data of the highest bacterial density condition. For

stochastic simulations, error bars in zero occupancy at each timepoint are found by

calculation means and standard deviations for zero occupancies across 10 repetitions.
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For experimental data, the error bars are calculations using binomial standard devia-

tion (
√

N · p · (1− p), where p is the fraction of zeros at that timepoint and N = 24).

These are then expressed in percentages (Fig. 4.2) for convenience.

In Fig. 4.3, we performed a grid search for best fit parameters for variable coloniza-

tion and birth rates. We found the best fit by minimizing the negative log-likelihood

of the data. We evaluated the log-likelihood of the data given a model by discretizing

both the experimental data and the simulation data into three levels of bacterial load:

low (0-101.5 for MYb71, 0-10 for MYb120), medium (101.5 - 104 for MYb71, 10-102.5

for MYb120), and high (above 104 for MYb71, above 102.5 for MYb120) and calculat-

ing their relative probabilities. The negative log-likelihood is L = −
∑

ij nij log(Pi,j),

where ni,j is the number of observed worms with bacteria at level i at time j, and

Pi,j is the corresponding probability within the model as measured using Gillespie

simulations with n = 24 worms. We performed these simulations 50 times to produce

the distribution of log-likelihoods shown in Fig. 4.3 b and d.

A Gaussian mixture model with two components was fit to log(GFP) data trans-

formed into log(CFU) data in Figs. 4.4 and 4.5 using python’s sklearn package [180].

Once fitted in the log(CFU) space, the distributions were then transformed back to

log(GFP) (see Appendix A Transformation of GFP measurements to estimates for

bacterial load in individual worms). The best fit parameters of the mixture model

are reported in tables under each panel.

For Fig. 4.6, she stochastic differential equation of the potential model (Eq. 4.4)

was simulated in python using the Euler-Maruyama method with a time step of 0.01.

Similarly, the switching model Eq. 4.5 was also simulated in python using the Euler-

Maruyama method along with a random state switching given by the transition rates

αH and αL. Parameters for these simulations were set as described in Appendix

A Probability distributions in the state switching model.
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A.2 Logistic Model Fits for single species coloniza-

tion

As previously described, bacterial load in worms was measured by destructive sam-

pling at 3, 12, 18, 24, 36, 42, and 48 hours after initial colonization. Data for MYb71

and MYb120 are shown in Fig. 4.1. Here, we show the mono-colonization data for the

other bacterial species in the minimal microbiome (Table A.1). We also show the re-

spective Gillespie simulations (n = 30) using the parameters (Appendix 1 Table A.2)

from mean-field equation fits.
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Figure A.1: Bacterial load in individual worms over time. Data are shown for
bacterial species: a) MYb27 (red), b) MYb45 (green), c) MYb53 (blue), d) MYb238
(brown) to illustrate colonization dynamics. Gillespie simulations (blue lines, n=30)
were carried out using parameters obtained from fitting CFU per worm data to the
mean field model. Mean CFU at each time point (large blue point) and the mean-field
deterministic solution (dashed black line) are also shown.
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Species V c b d
MYb27 1.02x106 191.70 1.04 0.97
MYb45 5.9x104 0.19 2.80 2.04
MYb53 1.38x104 14.43 1.07 1.00
MYb71 1.76x104 0.07 1.23 0.58
MYb120 1.47x102 0.09 2.58 1.40
MYb238 2.60x106 5.85 0.85 0.99

Table A.2: Parameters from logistic model fits to bacterial load data during
mono-colonization of N2 worms (Fig. 4.1, Appendix A Figure A.1)

A.3 Demographic noise model

The null model of bacterial birth, death, and migration described in the main text

(Eq. 4.1) is a one species special case of the multi-species model described in our

previous work [40]. The equation for the mean population density (ϕi) and its vari-

ance is derived via a system size expansion [181] of a master equation governing the

probability of the number of bacteria within the gut as a function of time. The expan-

sion results in a Fokker Planck equation governing the probability of the population

density, from which it is possible to find an equivalent Langevin equation governing

the mean population density and fluctuations around the mean. For a more detailed

derivation, refer to the appendix of [40]. The resulting mean population density is

described by the following differential equation (same as Eq. 4.2):

∂ϕi

∂t
= (1− ϕi) (biϕi + ci)− diϕi, (A.1)

where ϕi is the mean population density (Xi/Vi), and the parameters bi, ci, and di are

the birth rate, migration rate, and death rate respectively. The predicted variance is:

Cii =
1

Vi

[
(1− ϕi(t)) (biϕi(t) + ci) + diϕi(t)

]
, (A.2)
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where Vi is assumed to be the carrying capacity for each bacterial species and is also

the well mixed volume governing the fluctuations.

A.4 Estimation of Ingestion and Excretion Rates

Ingestion rate The C. elegans intestine is colonized by ingested bacteria that survive

transit through the pharyngeal grinder and enter the intestine as live cells. Coloniza-

tion rate is a function of the density of bacteria in the colonizing inoculum [10] and is

an easily-accessible experimental knob in this system, as well as a potential source of

variation between individuals. We therefore sought to understand individual variation

in ingestion rate among adult worms exposed to a shared environment.
A B

Figure A.2: Fluorescent bead accumulation in adult worms. (A) Raw data.
Worms were exposed to high (20) or low (2) concentrations of beads (top labels).
Additional nutrient source (heat-killed OP50 or none) is shown on the vertical la-
bels. Samples were taken 10-60 minutes after exposure to beads, and total green
fluorescence was measured on BioSorter. Each point represents one individual worm.
Horizontal lines represent 90th percentile GFP in bead-free worms (red, HKOP50;
black, no nutrient source). (B) Median GFP bead accumulation in N2 wild-type and
exp-1 defecation mutant. Each color represents one independent run of the experi-
ment, carried out on different days.

To this end, we provided synchronized adult N2 (wild-type) or exp-1 (defecation

cycle mutant) worms with E. coli sized fluorescent beads (0.21 µm) suspended in

worm buffer and monitored acquisition of beads over time. Beads were provided at

a high (20 µL per 1 mL buffer) or low (2 µL) concentration; bead-free worms (0
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beads) were used as controls to determine auto-fluorescence thresholds. During bead

ingestion, worms were either provided with heat-killed OP50 (“HKOP50”) as an inert

but nutritious food source to encourage pumping, or given only the indigestible beads

in suspension.

Worms accumulated fluorescent beads over time at an apparently constant mean

rate (Appendix A Fig. A.2). There was much more bead accumulation in the high-

bead condition (20 µL/mL) than in the low-bead condition (2 µL/mL), as expected.

Across conditions, bead signal in the worm intestine begins to saturate by 40-50

minutes, prior to which there is a linear regime; this is consistent across experimental

runs (Appendix A Fig. A.2B). Further, no-food and heat-killed-food conditions are

very similar in overall bead accumulation. This is more consistent with an input-

output balance than with the worm gut filling to capacity, and not consistent with

the idea that worms can distinguish between different types of particles when feeding

in liquid [182].

To examine the underlying distribution of ingestion rates, we turn to a null model

where acquisition rate in the linear regime is a first-order function of encounters

between worms and beads, and where there are no differences between individual

worms. This model suggests that the fraction of worms with detectable bead load

over time can be approximated as:

− ln
(
S(t)

S0

)
= βGt. (A.3)

Here, S(t) and S0 are the number of non-fluorescent individual worms at time t

and at the start of the run respectively, G is the bead density, and β is the rate

constant representing average bead uptake in the population. This model further

indicates that movement to the “fluorescent” state should be 10X faster in the high

bead condition than in the low bead condition. Fitting this model to the high-bead

condition data, we obtain estimates βG = −0.009 min-1 (±0.002) for N2 and -0.014
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min-1 (±0.003) for exp-1, indicating a slightly greater accumulation rate in the exp

mutant than in wild-type. Both hosts show the expected linear relationship between

signal acquisition and time. Further, simply dividing these estimates by 10 provides a

good fit to the data from the low-bead conditions, consistent with the ten-fold lower

concentration of beads used in these samples (Appendix A Fig. A.3). Collectively,

this indicates that the population-wide mean is broadly representative for ingestion

in worms, suggesting that individual heterogeneity in this rate represents draws from

a single underlying distribution.

These data do not indicate the existence of sub-populations of worms with distinct

parameters for ingestion, and a model with individual heterogeneity performs best

at describing the observed variation. Variation in green bead fluorescence among

individual worms (Appendix A Fig. A.4) is substantially in excess of that predicted

by a simple null model in which bead input is proportional to bead concentration in

the buffer (G) and bead excretion is proportional to concentration in the gut (N):

dN

dt
= mG− eN. (A.4)

Here, all worms are identical and have the same values for ingestion rate m and

excretion rate e. Under this null model (“Null”), we expect that the coefficient of

variation of bead load across individuals will decrease as gut load N increases and

will be lower at higher bead concentrations G. In the data, we observe that CV is

nearly constant over a wide range of bead loads (GFP signal per worm) and that

this relationship does not change substantially across an order of magnitude in bead

concentration, contrary to the null model expectation. Allowing worms to differ from

one another by drawing parameters from a common underlying distribution weakens

the relationship between mean and CV of bead load; the qualitative trends in the

data are recapitulated by assuming uniform distributions (both m and e vary across
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[0.5X, 2X] of the central values) but not Gaussian (both rates drawn from N (rate,

sqrt(rate)). These distributions were chosen to reflect wide vs narrow parameter

ranges rather than for any specific features. Adding white (technical) noise to the

simulated data does not materially alter these observations.

Excretion These experiments were extended to estimate excretion rates for non-

adhered particles in the worm intestine. These values are not intended to reflect

loss of microbiome community bacteria, which are adhered to the intestine. Instead,

these observations provide insight into total fluid movement and loss of detached,

free-moving particles in a crowded gut.

Figure A.3: A model assuming homogeneous, density-dependent ingestion
of beads is adequate to describe population-level data. The linear “suscep-
tibility” model was fitted to high-bead data in the linear regime, and the resulting
rate was divided by 10 to recapitulate observations in the low-bead data (1/10 bead
concentration).

Briefly, worms were allowed to accumulate beads under the high-bead condition

for 75 minutes, chilled to stop pumping, rinsed to remove external beads, and divided

randomly across wells with S medium + 1X HKOP50 in a 96-well plate to allow bead

excretion. At each time point, worms were put through BioSorter to measure GFP
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Figure A.4: Variation in bead load is best explained by a model with wide
individual heterogeneity. (A) In the data, we observe that CVs of GFP/worm
measurements within samples vary little if at all with the mean. (B) Gillespie simula-
tions (n = 100 “worms” per “sample”) show a marked relationship between mean and
CV in the simple input/output model, which is altered slightly with Gaussian worms
(narrow individual heterogeneity). When allowing uniform worms (wider heterogene-
ity), the CV and mean are nearly uncorrelated over a wide parameter space. “Beads”
refers to the numeric value given for bead concentration in the external reservoir;
rate parameters m and e vary over [0.04, 0.1]; “In/Out” is the ratio m/e. Adding
white technical noise to the simulated data does not alter these observations when
imposing either (C) constant “flat” machine noise N (0,

√
10) or (D) “proportional”

noise N (GFP,
√

GFP).
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Figure A.5: Excretion of GFP beads follows an exponential curve on a pop-
ulation level. Each data point represents median GFP of one well (10-50 worms).

fluorescence; as many worms as possible from each well were recovered by sorting, so

that the same worms are being measured over time within each well. We confirmed

that repeated passage through the sorter does not damage the worms or photo-bleach

the bead contents (data not shown).

The resulting trajectories indicate roughly exponential decay of luminal fluores-

cence over time, with a slightly higher rate constant for N2 than for the defecation

cycle-defective mutant exp-1 (-0.1 vs -0.08 h-1) (Appendix A Fig. A.5). As with

the data for accumulation of beads, these data do not indicate sub-populations of

individuals with fundamentally different excretion rates.

A.5 Additional Conditions for Inhibition of Bacte-

rial Growth in the Intestine

MYb14-GFP-KmR pre-colonized wild-type worms were moved to 100µg/ml and 250µg/ml

chloramphenicol, in addition to the conditions previously described in Fig. 4.4 in the



114

main text. These additional inhibition conditions show similar trends as in the con-

ditions shown in the main text, where higher inhibition resulted in more worms in

the “low” fluorescence sub-population. This result further indicates the emergence of

sub-populations in total bacterial load.
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Figure A.6: Bacterial load distributions under additional levels of inhibition
of growth within hosts. Green fluorescence in MYb14-GFP-KmR pre-colonized
worms over 72 hours of inhibition at (a) 100µg/ml or (b) 250µg/ml concentrations of
chloramphenicol (CM). Centers and weights of high and low GFP modes at each time
point from the transformed Gaussian mixture model fits are shown in the legend.
Mean GFP (black dots, dashed lines) for the entire population at each time point
is shown. Mean autofluorescence (Light green, dashed lines) calculated using the
data from uncolonized worms is also shown. (c) Probability density fits modeled as
a Gaussian mixture with two components fit on CFU transformed data and then
transformed back to GFP, at T72 for CM100 and CM250 inhibition.

A.6 Run to run variation

Wild type worms were colonized with MYb14-GFP-KmR for 24 hours before being

separated into high and low bins, as described before. Green fluorescence was mea-

sured 24 and 48 hours post separation. While the experimental setup was similar to

that of Fig. 4.5 in the main text, there was higher loss of worms (through washing in

protocols) by 48 hours. Despite the smaller number of worms, we see similar trends

as in the other run, with re-distribution of individual worms between apparent states

in total bacterial load as measured by GFP fluorescence.
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Figure A.7: Additional run of Migration rate experiment . Green fluorescence
over 48 hours after MYb14-GFP-KmR pre-colonized worms were separated based on
high (a,e) and low (b,f) GFP under conditions of a-c) No Migration (top) or e-f)
Migration (bottom). Full T0 distribution (pale green) in fluorescence is shown in the
background. Mean GFP (black dots, dashed lines) for the entire population at each
time point is shown. Mean auto-fluorescence (Light green, dashed lines) calculated
using the data from uncolonized worms is also shown. c,f) PDFs using transformed
GMM fits at T48 for worms starting at low (light green) and high (dark green)
fluorescence in no migration (top) and migration (bottom) conditions.

A.7 CFU to GFP Mapping

Wild type worms were colonized with MYb14-GFP-KmR for 24 hours as before,

then run through Biosorter to measure the GFP fluorescence. During the sorter run,

individual worms were sorted out for quantification of bacterial load according to

standard protocols for this lab [58]. Plotting of GFP fluorescence vs bacterial load for

individual adult worms indicated an approximately monotonic GFP to CFU mapping

(Appendix A Fig. A.8C) which further facilitated our analysis of experimental data
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and modeling approaches. The log CFU to log GFP mapping was fit to a hyperbolic

tangent function of the form:

y(x) = a · tanh((x− b)/c), (A.5)

and best fit parameters were found to be a = 4.00, b = 0.884, and c = 3.064.

CM25 CM100 CM250 CM500
Condition

0

1

2

3

4

lo
g

10
G

F
P

Median
T72

CM25 CM100 CM250 CM500
Condition

0

1

2

3

4

5

6

lo
g

10
C

F
U
/W

or
m

Median
T72

0 1 2 3 4 5 6
log10 CFU/Worm

0

1

2

3

4

lo
g

10
G

F
P

CM25
CM100
CM250
CM500
fit

Figure A.8: Comparison of GFP and CFU distribution a) Green fluorescence
in worms (n = 24) measured in Biosorter at different inhibition conditions. b)
CFU/worm for the same set of worms measured through destructive sampling in
all four inhibition conditions. Medians (red) for each condition for both Green and
CFU/worm are also show. c) Green vs CFU/worm mapping for each worm colored
by inhibition condition.

A.7.1 Transformation of GFP measurements to estimates for

bacterial load in individual worms

As shown in Appendix A Figure A.8, the relationship between the concentration of

bacteria and the amount of fluorescence detected is not linear. In particular, near

the maximum threshold for the machine, the reported GFP becomes more non-linear,

compressing large CFUs measurements into a smaller range of reported GFP. This has

a consequence of making a bacterial load distribution that was originally symmetrical

skewed in the GFP space, as the right side of the distribution is more compressed



117

than the left.

In our models, all fits are done in the log(CFU) space, where we expect the

relationship between the true bacterial load and the measurement to be more linear.

Thus we transform the data into log(CFU) space before fitting. The transformation

from log(GFP) (y) to log(CFU) (x) is given by

x(y) =
c

2
ln
(
1 + y/a

1− y/a

)
+ b, (A.6)

where a, b, and c are the same parameters fitted earlier. The data in the log(CFU)

space is more symmetric than in log(GFP) space and can be fitted well by a Gaussian

mixture model with just two Gaussian components.

It is possible to transform probability distributions back to the log GFP space via

a change of variables:

P (y) = P (x(y))

∣∣∣∣∂x∂y
∣∣∣∣ = P

(
c

2
ln
(
1 + y/a

1− y/a

)
+ b

)
c/a

1− (y/a)2
, (A.7)

where P (x) is a distribution fitted in the log(CFU) space. Appendix A Fig. A.9A

shows an example fit of a Gaussian mixture model of two components to data from

Fig. 4.4 at 24 hours, fitted to log(CFU) data transformed using Eq. A.6. Panel B

shows the same data in log(GFP) space and the pdf of the transformed GMM model

using Eq. A.7. Tables A.3 and A.4 show the means, standard deviations, and weights

of a two component GMM model fit to transformed log(CFU) data.

A.7.2 Modeling in the log(CFU) space

As described in the previous section, we chose to model our experiments in the

log(CFU) space, which we consider to be more easily related to real bacterial loads.

Additionally, the fluctuations in log(CFU) space are more symmetric, making fitting

models easier.
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Figure A.9: Probability distributions of GFP and CFU data. Left: log(CFU)
probability distribution using transformed log(GFP) from Fig. 4.4 at 24 hours. A
Gaussian mixture model (GMM) with two components is fitted to the log(CFU)
data. Right: The GMM distribution fitted in the log(CFU) space is transformed
back to the log(GFP) space.

Condition Time (h) Mean 1 Mean 2 Std 1 Std 2 Weight 1 Weight 2
CM25 0 3.40 4.76 0.47 0.49 0.62 0.38
CM25 4 3.01 4.66 0.53 0.55 0.49 0.51
CM25 24 2.39 4.53 0.16 0.84 0.26 0.74
CM25 48 2.90 5.33 0.37 0.47 0.25 0.75
CM25 72 3.46 5.56 0.56 0.40 0.22 0.78
CM500 0 3.32 4.69 0.48 0.53 0.57 0.43
CM500 4 3.08 4.69 0.54 0.55 0.51 0.49
CM500 24 2.87 4.69 0.56 0.56 0.47 0.53
CM500 48 2.88 4.95 0.54 0.51 0.46 0.54
CM500 72 2.75 4.89 0.43 0.57 0.44 0.56

Table A.3: Raw parameters from the Gaussian mixture model in the
log(CFU) space fitted to data in Fig. 4.4.

The question then arises what the equivalent model in the CFU (not logarithmic)

space is. This is answered by performing a stochastic change of variables using Ito’s

lemma. Equation 4.4 of the main text undergoes a transformation under the change

of variables w = exp(ϕ) becoming:

∂w

∂t
= f (ln(w)) · w +

Dw

2
+
√
Dwη, (A.8)
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Condition Time (h) Mean 1 Mean 2 Std 1 Std 2 Weight 1 Weight 2
High - 0 4.36 4.36 0.40 0.40 1.00 1.00
High - 24 2.41 4.82 0.15 0.34 0.48 0.52
High - 48 2.78 4.96 0.33 0.42 0.44 0.56
Low - 0 3.09 3.09 0.32 0.32 1.00 1.00
Low - 24 2.37 3.82 0.11 0.54 0.71 0.29
Low - 48 2.41 4.47 0.17 0.51 0.68 0.32
High + 0 4.32 4.32 0.41 0.41 1.00 1.00
High + 24 3.57 4.89 0.41 0.26 0.34 0.66
High + 48 3.27 5.00 0.84 0.33 0.29 0.71
Low + 0 3.14 3.14 0.28 0.28 1.00 1.00
Low + 24 3.23 4.41 0.45 0.49 0.63 0.37
Low + 48 3.59 4.97 0.48 0.28 0.61 0.39

Table A.4: Raw parameters from the Gaussian mixture model in the
log(CFU) space fitted to data in Fig. 4.5.

where the Dw/2 is a drift term and η is a Gaussian white noise. This transformed

equation has multiplicative noise and, as long as f is a polynomial, it prohibits any

kind of pure migration term in the traditional sense of a constant growth rate. Our

best fit models thus need to be interpreted accordingly.

A.8 Probability distributions in the state switch-

ing model

Bacteria populations in both the explicit state switching model and the potential

model have transitions between two distinct states, visible in these data as modes

in the distribution of the total bacterial load. For each class of models, a master

equation describes the probability of a system being in the high or low bacterial load

state as well as the transition rates between states. For the explicit state switching

model, these transition rates are parameters of the model. In contrast, in the potential

model, the transition rates between states is given by properties of the potential of

each state.
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In the simplest case of the state switching model, transition rates are assumed

to be constant. Given a set of transition rates between states slow
αH−−→ shigh and

shigh
αL−→ slow the corresponding master equation for the probabilities of being in the

high P (sH) and low state P (sL) are:

∂P (sH)

∂t
= αHP (sL)− αLP (sH) (A.9)

∂P (sL)

∂t
= −αHP (sL) + αLP (sH) (A.10)

Assuming that an individual worm must be in one of the two states at any given time,

P (sH) + P (sL) = 1, the probability of being in the low state can be expressed as the

complement of being in the high state: P (sL) = 1− P (sH). Using this together with

Eq. A.9 one can solve for the probability of being in the high state as a function of

time.
∂P (sH)

∂t
= αH − (αH + αL)P (sH). (A.11)

This is solved as:

P (sH , t) = Ae−(αH+αL)t +
αH

αH + αL

, (A.12)

resulting in steady state values P (sH) =
αH

αH+αL
and P (sH) =

αL

αH+αL
. Best fit results

of Eq. A.12 to the weights of a Gaussian mixture model fit to MYb14-GFP-KmR

precolonized worms at low inhibition result in transition rates αH = 0.082(1/h) and

αL = 0.025 (1/h) (Fig 4.4, Appendix A Fig A.10).

We can use these results together with the stationary probability distributions of

each state separately to predict the stationary probability distribution of the the full

ensemble. In this model, states can be considered in isolation as they are uncoupled

except through transitions. The stationary distribution for an individual state in the

absence of the other is As exp(−Us(ϕ)/D(s)), where As is a normalization constant

and Us(ϕ) = −rsϕ
2(Cs/2−ϕ/3) is a potential corresponding to the force − ∂

∂ϕ
Us(ϕ) =
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rsϕ(C − ϕ).
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Figure A.10: Weights of the high mode in a Gaussian mixture model fit to the
Green fluorescence transformed CFU data in MYb14-GFP-KmR precolonized worms
over 72 hours of at low inhibition concentrations of chloramphenicol (Fig. 4.4). The
weights serve as a proxy for P (sH) and a fit of Eq. A.12 results in transition rates
αH = 0.08 (1/h) and αL = 0.02 (1/h).

The full stationary probability distribution can be thus approximated as:

P (ϕ) =
αHAH

αH + αL

exp(rHϕ2(CH/2−ϕ/3)/DH)+
αLAL

αH + αL

exp(rLϕ2(CL/2−ϕ/3)/DL)

(A.13)

as long as transitions between states happens very fast compared to the other

timescales in this problem.
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A.9 Probability distributions in the potential model

There exists a set of well known results from statistical mechanics for the transition

rate of a particle from a potential well to another over an energy barrier. This problem

is known as Kramer’s[183], problem and it obeys an Arrhenius like equation:

αL =

√
KHKM

2π
exp

(
−(U(CM)− U(CH))

D

)
, (A.14)

αH =

√
KLKM

2π
exp

(
−(U(CM)− U(CL))

D

)
, (A.15)

where KL = |U ′′(CL)| = |f ′(CL)| ≈ D
σ2
L

, KM = |U ′′(CM)| = |f ′(CM)|, and KH =

|U ′′(CH)| = |f ′(CH)| ≈ D
σ2
L

. CL is the lower stable state, CH is the higher stable

state, and CM is the location of the peak between these two states. Additionally, at

equilibrium the stationary distributions should have a form:

P (ϕ) = A exp
(
−U(ϕ)

D

)
. (A.16)

One feature of Kramer’s result is that the switching rates depend on the variance,

curvature, values of the peaks and troughs, and other features of the potential. In the

switching model, these rates could in theory be independently set and be independent

of the variance around each fixed point.

We can fit models for the potential to an effective potential determined directly

from data.
Ueff(ϕ)

D
= R(ϕ) = − ln(P (ϕ)) (A.17)

where P (ϕ) is a histogram approximation of the probability distribution of the log

transformed CFU data. In Appendix A Fig. A.11, best fits are found for a 6th order

potential and a 4th order potential. The Gaussian mixture model can also be viewed

as generating its own effective potential as the negative log of the mixture distribution.
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For comparison, this effective potential its corresponding force are also plotted.
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Figure A.11: Effective potentials and forces of different models. A) Fits
to the effective potential − log(P (ϕ)) for the Gaussian mixture model, a 6th order
polynomial potential U6(ϕ) and a 4th order potential U4(ϕ). B) The corresponding
force functions for the Gaussian mixture model, the 6th order potential (f5 5th order
force), and the 4th order potential (f3 3rd order force). C) The corresponding fits of
the probability distributions for all three models.

It is possible to further solve for D in terms of the ratio of the effective potential

to D, denoted via R, its second derivative, and the measured transition rates from

equation A.14:

D =
αL2π√

R′′(CH)R′′(CM)
exp (R(CM)−R(CH)) (A.18)

In Figs. A.12 and A.13, both the potential model and the switching model are

simulated and compared to the Gaussian mixture model fit to data. The parameters

for the Gaussian Mixture model and Potential models were fit directly to data and

the parameters for the switching model were inferred from the means, variances, and

weights of a Gaussian mixture model fit to one data set. For this fit, we used the 24

hour time point in the low inhibition experiment of figure 4.4. This time point is 72

hours after the C. elegans were initially colonized and is, therefore, on the same day

of adulthood as the 48 hour time point of the no migration condition of Fig. 4.5. In

this context, the main difference between these two time points is that in Fig. 4.5 the

population is filtered to separate C. elegans with high or low populations of bacteria.
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Figure A.12: Simulations of the 6th order potential model using parameters
that were initialized from the Gaussian mixture model fits to data from
Fig. 4.4 at 24 hours. The initial starting density distribution was taken from the
no migration initial condition of the High GFP condition of Fig. 4.5. The simulation
is shown every 6 hours and is compared to data fit at points (0, 24, 48 hours) of
Fig. 4.4.

This allows us to compare the observed re-distribution of individuals across states

in Fig. 4.5 with predictions from simulations initialized using the same distributions

of individuals. In both simulations, the low sub-population quickly recovers to the

original distribution that was fit. The simulations reach steady state at a faster time

scale than observed in the experimental data. The simulations do, however, capture

the means and the qualitative dynamics observed from the experiment.

The main distinction between the state switching and the potential models has

to do with their dynamics. For the state switching model, the rates of switching are

parameters, which can be tuned independently of the curvatures of the potentials.

For the multistable potential model, the curvatures of the potential (and hence the

variance of the fluctuations) contribute to controlling the switching rate. Measuring

the switching rate and observing its relationship to the fluctuations about a state in
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Figure A.13: Simulations of the switching model using parameters that were
initialized from the Gaussian mixture model fits to data from Fig. 4.4 at
24 hours. The initial starting density distribution was taken from the no migration
initial condition of the High GFP condition of Fig. 4.5. (Top Row) The simulation
is compared to data fit at points (0, 24, 48 hours) of Fig. 4.4. The simulation has
dynamics in the first 9 hours and then remains in steady state (bottom row).

longitudinal data would be one way to distinguish between these models.

A.10 State switching with other bacteria

Although the focus of our experiments was on the commensal MYb14-GFP, state

switching in total bacterial load can be observed in worms colonized with other bac-

terial species as well. For example, in an unrelated experiment [162], N2 worms

colonized with GFP labeled Salmonella enterica LT2 were separated into high- and

low-fluorescence bins, surface bleached, and transferred individually into wells of a

96-well plate containing S medium + heat-killed OP50 + kanamycin for selection. In

parallel, a sample of worms from each gate was treated according to standard proto-

cols (see Materials and Methods) and individual worms were mechanically disrupted
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Figure A.14: State switching in N2 adults colonized with Salmonella en-
terica LT2. Adult worms were allowed to feed on lawns of S. enterica-GFP for 48
hours, then purged and sorted into bins based on GFP fluorescence as before. Indi-
vidual worms were distributed into wells of a 96-well plate containing S medium + 1X
heat-killed OP50 + 50 µg/mL each kanamycin (for selection) and chloramphenicol
(to prevent re-inoculation) for 48 hours. Individual worms (n=24) were digested at
the start (time 0) and end (time 48) of the experiment.

for measurement of bacterial load. After 48 hours, worms were retrieved from wells,

and bacterial load was measured from these individuals. We observed that, as with

MYb14-colonized worms, distributions of bacterial load shifted over time, with some

low-GFP individuals transitioning to a highly-colonized state and vice versa (Fig.

A.14).
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