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ABSTRACT 
 

Area-based measures of socioeconomic status (SES) are widely used in studies of cancer 

survival.  There is consistent evidence that survival varies by SES for many malignancies 

and that this relationship is resilient to the choice of area-based measure.  The specific 

role of SES in population-based survival statistics and the mechanisms by which SES 

affects cancer survival are not fully understood. 

 

Three separate studies were conducted utilizing population-based cancer registry data 

from the Surveillance, Epidemiology, and End Results (SEER) Program of the U.S. 

National Cancer Institute.  The percent of the census tract population living below the 

poverty level was chosen as the area-based SES measure of interest based on previous 

research of health disparities using linked census data.  The goals of these studies were: 

1) to evaluate the validity of one area-based measure of SES; 2) to explore the effect of 

SES-specific mortality in the calculation of relative survival; and 3) to examine the 

relationships between SES and survival from non-localized prostate cancer. 

 

Study I identified practical steps to improve geocoding outcomes of registry data and 

revealed substantial misclassification of SES when geocoding at the level of the ZIP 

code.  Study II demonstrated that the use of SES-specific background mortality in the 

calculation of relative survival produced a reduction in the survival disparity observed 

when using national data that do not take SES into consideration.  This observation was 

most pronounced in SES-stratified analyses.  Study III, utilizing SEER-Medicare linked 

data, identified a significant interaction between SES and stage of disease at diagnosis 

 



and showed that while survival by SES does differ among study individuals with equal 

eligibility for care, much of the SES related disparity is explained by factors for which 

SES may serve as a surrogate. 

 

Area-based measures of SES play an important role in population-based studies of cancer 

survival and need to be more fully utilized in the calculation of relative survival.  It is 

important to understand and evaluate the completeness and accuracy of the geocoded data 

from which area-based measures are obtained.  Further research is needed to elucidate the 

specific, complex pathways by which SES affects cancer survival.  
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INTRODUCTION 

 

STUDY MOTIVATION 

Area-based measures of socioeconomic status (SES) are readily obtained by linking 

geocoded data with United States Census Summary Files from the decennial census and 

are widely used in the cancer literature (1-7).  There is consistent evidence that both 

cancer and non-cancer mortality differ by measures of area-based SES (8-14) and that 

survival from selected cancers does as well (13, 15-20).  Socioeconomic status is a 

complex measure encompassing both individual and contextual components.  Research 

has shown that the neighborhood in which one lives captures aspects of health beyond 

those that can be measured by individual SES alone (21-24) and that neighborhood SES 

might be even more appropriate than individual measures of SES for selected segments 

of the population, specifically the young and old (23).   

 

To expand research utilizing area-based measures of health in public health surveillance 

systems, researchers from Harvard University School of Public Health conducted the 

Public Health Disparities Geocoding Project (4, 25, 26).  They set out to determine which 

area-based census measures of socioeconomic status, at which specific level of 

geography, were most appropriate for monitoring socioeconomic disparities in health.  

Using well established a priori criteria to evaluate their results, these researchers 

suggested that measures of economic deprivation at the level of the census tract, 

specifically the percent of the census population living below the poverty level, were 

most effective for evaluating health disparities using linked census data.  Use of the 
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percent of the census population living below the poverty level demonstrated consistent 

expected gradients across population subgroups, was robust across a range of disease 

outcomes, allowed for maximal linkage with census data, and was easy to understand and 

explain.   

 

Despite the impressive research to date in the field of area-based measures of SES and 

health disparities, there is still much to be learned regarding the use of these measures 

specifically as they relate to cancer survival.  Research is needed to explore the validity 

of area-based SES assignment from geocoded data with inherent errors in positional 

accuracy.  The role of area-based SES-specific mortality in standard survival calculations 

from population-based registries has not been fully explored.  Finally, the specific 

relationship between area-based SES and survival needs further examination in the 

presence of factors known to affect cancer survival in an effort to help elucidate the 

specific roles by which SES may influence this outcome. 

 

PURPOSE 

This dissertation will expand upon current research in the field of area-based measures of 

SES and cancer survival in an effort to explore the issues described above.  Three 

separate studies were conducted utilizing population-based cancer registry data from the 

Surveillance, Epidemiology, and End Results (SEER) Program of the U.S. National 

Cancer Institute using the percent of the census tract population living below the poverty 

level as the area-based measure of SES.  The choice of this specific area-based measure 
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was based on previous research from the Public Health Disparities Geocoding Project.  

The primary goals of these studies are described below.  

 

1) The first study evaluated the validity of the area-based measure of SES obtained by 

linking census information to geocoded address data from the SEER database.  Steps to 

improve the completeness and accuracy of geocoded data were also explored.  

 

2) The second study explored the role of SES-specific background mortality in the 

calculation of aggregated and SES-stratified relative survival rates.  Regression models 

were used to further evaluate the role of SES in cancer survival while controlling for 

background mortality and other selected factors known to affect survival.  Comparisons 

with cause-specific survival were also made. 

 

3) The third study examined the extent to which various demographic, clinical, and social 

factors explained the association between SES and non-localized prostate cancer survival 

in a population with equal eligibility for care. 

 

This research provides a significant addition to the literature on area-based measures of 

SES and cancer survival.  It will hopefully serve to stimulate further utilization of these 

measures through a better understanding of their validity, their expanded role in survival 

calculations, and their relationship with other factors known to affect survival.    
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Chapter 1 

Population-Based Cancer Registries 

 

SURVEILLANCE, EPIDEMIOLOGY, AND END RESULTS PROGRAM 

In 1971, the National Cancer Act was signed into law to expand the authority of the 

National Cancer Institute (NCI) in an effort to advance progress in the “war” against 

cancer (1).  The Act mandated collection, analysis, and dissemination of cancer data and 

led to the creation of the NCI’s Surveillance, Epidemiology and End Results (SEER) 

Program (2).  In 1973, the SEER Program began collecting population-based cancer data 

in the states of Connecticut, Iowa, New Mexico, Utah, and Hawaii and in the 

metropolitan areas of Detroit and San Francisco-Oakland.  In 1974-1975, SEER 

expanded its coverage to include the metropolitan areas of Atlanta and Seattle-Puget 

Sound and then again in 1978 to include 10 rural counties in Georgia.  At present, the 

SEER Program includes 18 registries covering approximately 26 percent of the 

population of the United States (U.S.) (2).   

 

The SEER Program is the authoritative source of information on cancer incidence and 

survival in the U.S. and, along with state registries, forms the foundation of cancer 

surveillance in the United States.  High quality surveillance systems allow researchers to 

monitor changes in cancer incidence and survival, while national death certificate data 

serve the same purpose in evaluating cancer mortality.  It is only through monitoring 

variations in these measures that one can effectively evaluate programs aimed to improve 

preventive, diagnostic, screening, and treatment services at the population level.   
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METROPOLITAN ATLANTA AND RURAL GA SEER REGISTRY 

Background 

The Metropolitan Atlanta and Rural Georgia (MARGA) SEER Registry is operated by 

the Georgia Center for Cancer Statistics at Emory University in Atlanta, GA.  This 

registry is responsible for collecting detailed demographic and clinical information on all 

incident cases of cancer in a five-county area of metropolitan Atlanta (Clayton, Cobb, 

DeKalb, Fulton, and Gwinnett) and a ten-county area located to the southeast of Atlanta 

(Glasscock, Greene, Hancock, Jasper, Jefferson, Morgan, Putnam, Taliaferro, Warren, 

and Washington).  The MARGA registry is the oldest SEER registry in the southeastern 

U.S.  State legislation designates cancer as a reportable disease in Georgia, thereby 

mandating systematic collection of cancer data (3). 

 

Definition of Reportable Diagnoses 

The MARGA registry collects information on all individuals diagnosed with a reportable 

cancer while residing in one of the 15 MARGA counties at the time of diagnosis.  

Briefly, reportable diagnoses include all in situ and invasive neoplasms defined by the 

International Classification of Diseases for Oncology, Third Edition (4).  The non-

reportable exceptions to the above definition are basal and squamous cell carcinomas of 

the non-genital skin, in situ carcinoma of the cervix, cervical intraepithelial neoplasia, 

and prostatic intraepithelial neoplasia (5).  Beginning in 2004, the benign and borderline 

tumors of the brain and central nervous system became reportable as well.  While over 

95% of the cancers in the MARGA registry are confirmed by pathology, cases diagnosed 

clinically are also reportable.     

9 



 

The Data Collection Procedures 

The diagnosis, treatment, and evaluation of a cancer patient can take place in a variety of 

settings.  These include acute care hospitals and clinics, free-standing surgical and 

oncology centers, radiation therapy facilities, independent pathology laboratories, 

physician practices, and hospices.  All sources of data relating to the patient’s diagnosis 

or treatment should be reviewed in order to ensure complete ascertainment of necessary 

information.  Tumor registrars are the foundation of cancer data collection as they are 

specifically trained in this process (6).   

 

Reporting facilities in the MARGA coverage areas are required to identify cancer cases 

within their individual facilities and report them to the registry on a monthly basis.  

Facilities that do not have staff registrars to perform these tasks generally have their data 

abstracted and submitted by contract tumor registrars or field abstractors employed by the 

registry.  Information about MARGA cancer cases diagnosed or treated outside of the 15 

SEER counties is captured through a data-sharing agreement with the statewide Georgia 

Comprehensive Cancer Registry (GCCR) (7).  In addition, the GCCR has data exchange 

agreements with all of the states bordering Georgia and with several other states with 

large cancer treatment facilities.   

 

Data Items Collected 

As with all other cancer registries in the U.S., the MARGA registry collects and reports 

all data in the electronic format of the North American Association of Central Cancer 

Registries (NAACCR) (8).  NAACCR is the data standards organization responsible for 
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developing and promoting uniform data standards for cancer registration in the United 

States and Canada.  The SEER Program collects data for the following types of variables: 

 Demographic     

  Name, age at diagnosis, race, ethnicity, sex, marital status, date of birth 

 Geographic   

Residence at diagnosis (including address, county, and census tract), 

birthplace 

 Cancer Identification 

Primary site, laterality, date of diagnosis, histology, behavior, grade, 

sequence, site-specific biomarkers 

 Hospital-Specific 

  Reporting facility, facility-specific treatment 

 Extent of Disease 

Tumor size, tumor extension, lymph node involvement, regional nodes 

positive, regional nodes examined, summary stage 

 First Course Treatment 

Date of first course treatment, surgery, radiation therapy, chemotherapy, 

hormone therapy, other therapy  

Follow-up 

Vital status, date of death or date last known to be alive, cause of death, 

autopsy 
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Text 

Physical exam, x-rays, microscopic exams, laboratory tests, pathology, 

surgical procedures, other treatment 

Although the above list shows most key variables, it is by no means exhaustive.  Detailed 

information regarding all data items collected by SEER and the appropriate values for 

each variable can be found in the NAACCR manual (8), the SEER Program Code 

Manual (5), or the SEER Extent of Disease Manual (9). 

 

Editing and Consolidating Cancer Information 

The primary responsibilities of MARGA staff are editing and consolidating incoming 

cancer abstracts.  Computerized edits are used to evaluate completeness of the incoming 

data and the validity of each individual data item.  Visual editing is used to compare the 

code selected for each data item against the text documentation that is included with each 

abstract.  Visual editing is necessary to ensure accuracy of the coded registry data and to 

provide feedback to tumor registrars. 

 

Cancer patients often receive care at multiple facilities.  For example, a patient diagnosed 

at one facility may choose to undergo surgery at a different hospital and then receive 

weekly radiation treatment at a free-standing radiation center.  As a result, one patient 

may have several separate abstracts reported to the registry.  The process of record 

consolidation involves combining multiple sources of cancer information into a single 

record that most accurately and completely describes the diagnosis, staging, and 

treatment of each cancer patient.   
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Patient Follow-up 

To examine survival after a cancer diagnosis, registries participating in the SEER 

Program follow all patients on an annual basis to ascertain vital status, date of last contact 

and, for those known to be deceased, cause of death.  While in the past patient follow-up 

was largely achieved through letters mailed to patients, physicians and next-of-kin, 

current practices primarily involve record linkages.  The MARGA registry matches its 

data on a monthly basis against vital records from the state of Georgia.  This process 

allows the registry to identify cancer patients who have recently died and to obtain the 

date of death and cause of death for each deceased patient.  Every year, the registry also 

matches its database against the National Death Index (10) to identify patients who died 

outside the state of Georgia.  In addition, patient vital status is confirmed by matching 

registry data against a variety of independent sources such as birth records, voter records, 

hospital discharge records, Medicare files, and Social Security files.  Hospitals 

participating in the American College of Surgeons Commission on Cancer (CoC) 

Program also provide updated follow-up information to the MARGA registry since they 

are required to follow their own cancer patients to meet CoC Program standards (11).  

The minimum acceptable annual standard for follow-up of living registrants is 95 

percent, according to the Registry’s contract with the NCI.   

 

Geocoding 

An important part of the cancer registry abstract is the patient’s residential address at the 

time of diagnosis.  The MARGA registry sends all patient addresses for geocoding to a 

commercial vendor.  Geocoding is the process of assigning geographic coordinates, 
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typically latitude and longitude, or census tract, to a street address of interest (12, 13).  

The process of geocoding utilizes a street reference database containing a complete list of 

street segments in the U.S.  Each individual street segment in the reference database 

contains geographic coordinates and street numbers for the beginning and ending points 

of the segment on each side of the street.  The cancer patient’s residential street is first 

located in the reference database, using other ancillary variables such as city, state, and 

ZIP code.  Next, the location of the cancer patient’s house number along the reference 

database street segment is interpolated using the beginning and ending street numbers for 

the segment.  This process allows the assignment of interpolated latitude and longitude 

coordinates to the street address of interest.  Census tracts are then assigned to the address 

using census reference IDs associated with each individual segment.  When an exact 

street address cannot be located in the underlying reference database, the centroid of the 

residence ZIP code is often used instead (14).  Thus, it is important to keep in mind that 

geocoding results for different addresses may have different levels of certainty, which are 

reflected in the following NAACCR codes (8).  

 

 Code Meaning 

1 Census tract based on a complete and valid street address of residence  

2 Census tract based on residence ZIP + 4 

3 Census tract based on residence ZIP + 2 

4 Census tract based on residence ZIP code only 

5 Census tract based on ZIP code of PO Box 

9 Unable to assign census tract 

14 



 

One of the reasons U.S. registries use geocoded addresses is a lack of individual 

measures of socioeconomic status (SES).  Most cancer registry data are derived from the 

patient’s medical record and these records typically do not contain SES information.  

Geocoded registry data allow the assignment of area-based measures of SES to the 

individual cancer record by linking census tracts from the registry to census summary 

files from the U.S. Census (15-17).   
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Chapter 2 

Relative Survival 

 

NET SURVIVAL 

The probability of death for a cancer patient is subject to competing forces of mortality: 

death resulting from the addition of the newly diagnosed cancer and death from all other 

causes (1).  The two leading measures of population-based survival in the presence of 

competing cause mortality are cause-specific survival (2, 3) and relative survival (1, 4-6).  

Both measures attempt to estimate “net survival”, average patient survival from a specific 

cancer diagnosis corrected for other causes of death.   

 

Cause-specific survival uses standard life table methodology (4, 7, 8) but treats deaths 

from causes other than the cancer under investigation as censored observations.  This 

approach requires patient-specific cause of death, which in turn depends on the accuracy 

of information recorded in the death certificate.  Difficulty can arise in deciding whether 

a death was due to cancer or due to other causes.   

 

Relative survival, on the other hand, uses a somewhat more complicated three-step 

procedure.  First, all-cause survival in a cohort of interest is estimated using life table 

methodology.  Next survival of the general population, with demographic characteristics 

(such as age, sex, race, and calendar year) that match those of the cohort under 

investigation, is calculated using expected rate tables.  Expected rates tables are typically 

derived from life tables of the national population (6).  Finally, estimates of relative 
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survival are determined by dividing the observed survival of the cohort under 

investigation by the expected survival of the demographically matched population.  This 

approach avoids limitations reported to be associated with the use of death certificates (9-

11).  On the other hand, special attention should be given to the choice of the population 

used to calculate background mortality and the variables upon which it is matched to the 

cancer cohort.  If expected survival is underestimated, relative survival will be 

overestimated and vice versa.   

 

Of the two methods for estimating net survival, relative survival is the one most 

commonly used by population-based cancer registries (12).  It should be noted that the 

survival rate resulting from the calculation of relative survival is not really a rate but is 

instead a proportion.  The term rate, however, will be used in this chapter as it is widely 

accepted.  A five-year relative survival rate represents the proportion of patients not 

succumbing to the cancer under investigation during the five-year period following 

diagnosis.  A relative survival rate less than 100 percent indicates that mortality in the 

cancer cohort was greater than mortality in the general population during the specified 

time interval.  A peculiarity of this methodology is that at any point in time the survival 

of the patient population may exceed that of the general population, resulting in a relative 

survival proportion greater than 100 percent.  Typically, the relative survival rate is 

truncated at 100 percent when this happens. 

 

As with all statistical methods, relative survival calculations are based on a number of 

assumptions.  It is assumed that the background mortality of the matched general 
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population cohort does not include mortality from the specific cancer of interest, or that 

such mortality is negligible.  In most cases this assumption has been shown to be justified 

(1).  If, however, the contribution of the cancer of interest to background mortality is not 

negligible, relative survival will be overestimated due to underestimated expected 

survival.  It also is assumed that censored events are independent of the outcome and that 

the competing causes of death are independent of each other and thus additive.  This 

additive hazards model has been suggested to be more biologically plausible for cancer 

data (13, 14).  

 

CALCULATION OF RELATIVE SURVIVAL 

The methodology used in the calculation of relative survival can be demonstrated using 

the following simple example.  Suppose a small cohort of 10 prostate cancer patients was 

followed for five years.  Table 2.1 presents demographic and survival characteristics of 

this 10-patient cohort.  As shown in the table, all patients were white males between the 

ages of 60 and 84.  Survival times ranged from 10 months to 60 months following 

diagnosis.  During the 5-year follow-up, six patients died of prostate cancer, two patients 

died of other causes, one patient was alive at the end of the 5-year period, and one patient 

was lost to follow-up.  The numerator of the relative survival rate (observed survival) is 

calculated using standard life table methodology for all-cause survival.  This can be 

achieved using either actuarial or Kaplan-Meier estimates of patient survival as described 

elsewhere (15).  One of the key attributes of these methods is their ability to address 

censored observations.  In this cohort, the censored observations would include the 

patient still alive after five years of observation and the patient lost to follow-up.  The 
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two deaths from causes other than prostate cancer, which are censored observations in 

cause-specific survival calculations, are considered uncensored events in all-cause 

survival analysis.  

 

Table 2.2 shows observed survival for our hypothetical prostate cancer cohort calculated 

using actuarial estimates.  After dividing the 5-year follow-up into one-year intervals (i = 

1, 2, 3, 4, 5), interval-specific probabilities of death (qi), interval-specific probabilities of 

survival (pi) and cumulative probabilities of observed survival (1poi) are then calculated 

as: 

 

 qi = di / [ni – (wi/2)] 

 pi = 1 - qi 

 and  

1poi =  ∏ pj , from j=1 to i 

 

where di represents the number of deaths during the ith interval, ni represents the number 

of patients alive at the beginning of the ith interval, and wi represents the number of 

patients censored during the ith interval. 

 

The denominator for the relative survival rate (expected survival) is generally calculated 

using life tables from the national population.  The U.S. population census is conducted 

every 10 years.  Decennial life tables are generated using census population counts and 

national mortality (16).  Life tables present the probability of dying between the ages of x 
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and x+1 for a person of a given race and sex in a specific census year.  The core 

component of the life table is the death rate Qx.  Defined as the proportion of the 

population at age x expected to die before attaining age x+1, it is calculated using the 

formula:       

   

Qx = Dx / (3Px + 1/2Dx) 

 

where Dx is the adjusted number of deaths occurring in a population of age x over the 

three year period surrounding the population census, Px is the census population of age x 

at the mid-year of the census period, and deaths are assumed to occur uniformly over the 

one-year period during which the age advances from x to x+1 (16).  Deaths for which age 

was not stated are allocated proportionately among the different age groups through the 

use of an adjustment factor.  Beers interpolation coefficients are used to smooth single 

age population death rates (17).  This technique is applied to both death (Dx) and 

population (Px) values by aggregating the single year data into 5-year age groups and then 

interpolating back to single age values.  The inverse of the life table death rate (1- Qx) 

represents the proportion of the population surviving the age interval x to x+1 and is the 

value used in the expected rate table to calculate expected survival.  While population life 

tables in the U.S. are generated by age, race, sex, and census year, they can also be 

generated to include other variables such as socioeconomic status.  

 

Table 2.3 presents an example of life table death rates (Qx) from a decennial census for 

white males between the ages of 60 and 89.  From this table, the probability of dying 
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between the age of 70 and 71 for a white male in this census year is estimated as 0.03237.  

The corresponding value for a white male between the age of 71 and 72 is estimated as 

0.03531.  Expected survival for a cancer cohort can be generated using these life table 

values.  The Ederer I method is the simplest method of estimating the expected survival 

(1).  Using this method, interval-specific expected survival probabilities (pei(s)) are first 

generated for each individual subject in the cancer cohort based on life table values for a 

matched individual from the general population.  As shown in Table 2.4, the first year 

survival probability for a 60 year old white male (subject 1) is obtained by taking the 

inverse of the life table death rate for this man (pe1(1)= 1- 0.0134 = 0.9866).  The second 

year survival probability for subject 1 is obtained by taking the inverse of the life table 

death rate for a white male of age 61 (pe2(1)= 1- 0.01486 = 0.9851).  The results for the 

remainder of the cohort are generated in the same fashion (Table 2.4). 

 

The next step in the calculation of expected survival is to determine the cumulative 

expected survival probability (1pei(s)) for each individual in the cancer cohort.  This is 

calculated as:   

 

1pei(s)= ∏ pj(s) , from j=1 to i 

 

Again using subject 1 as an example, the 5-year cumulative expected survival probability 

for this individual is calculated as 1pe5(1) = 0.9866 x 0.9851 x 0.9836 x 0.9821 x 0.9805 

= 0.9205 (Table 2.5).  The final step in the calculation of expected survival is to generate 

23 



 

cumulative expected survival rates (1pei) for the entire cohort of cancer patients from the 

date of diagnosis to the end of the ith interval.  The Ederer I method uses the formula 

 

 1pei =∑ 1pei(s) / ni, summed from s=1 to ni  

 

with ni representing the number of patients alive at the beginning of the ith interval.  These 

cumulative expected survival probabilities are presented at the bottom of Table 2.5.  As 

shown in Table 2.6, relative survival rates (1RSi) can now be calculated for each interval 

by dividing the observed survival in the cancer cohort (1poi) by the expected survival 

obtained from the matched general population cohort (1pei). 
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Table 2.1  Characteristics of 10 prostate cancer patients followed  
for 5 years to assess survival    

Subject Sex Race Age 

Survival 
time 

(months) Status 
1 m w 60 10 Dead - PC 
2 m w 66 23 Dead - PC 
3 m w 84 27 Dead - PC 
4 m w 77 42 Dead - OC 
5 m w 73 47 Alive 
6 m w 61 60 Alive 
7 m w 80 14 Dead - OC 
8 m w 69 30 Dead - PC 
9 m w 61 37 Dead - PC 

10 m w 71 55 Dead - PC 
Status:  Dead-PC (died of prostate cancer)  
 Dead-OC (died of other cause)   
 Alive (alive at last contact or close of the study) 

 

 

 

 

 

Table 2.2  Observed 5-year survival for study cases generated using actuarial 
methods 
i ni di wi qi pi 1poi 
1 10 1 0 0.1000 0.9000 0.9000 
2 9 2 0 0.2222 0.7778 0.7000 
3 7 2 0 0.2857 0.7143 0.5000 
4 5 2 1 0.4444 0.5556 0.2778 
5 2 1 0 0.5000 0.5000 0.1389 
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 Table 2.3  Section of the annual life table showing the probability of death between the ages of x 
and x+1 for white men between the ages of 60 and 89    
X= X0 X1 X2 X3 X4 X5 X6 X7 X8 X9 
6 0.01345 0.01486 0.01636 0.01793 0.01953 0.02109 0.02271 0.02458 0.02685 0.02950 
7 0.03237 0.03531 0.03839 0.04159 0.04496 0.04856 0.05253 0.05703 0.06228 0.06837 
8 0.07552 0.08360 0.09225 0.10109 0.11027 0.12042 0.13100 0.14238 0.15473 0.16810 

 

 

 

Table 2.4  Interval-specific expected survival probabilities of each study case 
for the first 5 years.  Generated from population life tables (Table 2.3) 
    Interval expected survival probability (pei (s)) 
Subject Sex Race Age 1 2 3 4 5 

1 m w 60 0.9866 0.9851 0.9836 0.9821 0.9805 
2 m w 66 0.9773 0.9754 0.9732 0.9705 0.9676 
3 m w 84 0.8897 0.8796 0.8690 0.8576 0.8453 
4 m w 77 0.9430 0.9377 0.9316 0.9245 0.9164 
5 m w 73 0.9584 0.9550 0.9514 0.9475 0.9430 
6 m w 61 0.9851 0.9836 0.9821 0.9805 0.9789 
7 m w 80 0.9245 0.9164 0.9077 0.8989 0.8897 
8 m w 69 0.9705 0.9676 0.9647 0.9616 0.9584 
9 m w 61 0.9851 0.9836 0.9821 0.9805 0.9789 

10 m w 71 0.9647 0.9616 0.9584 0.9550 0.9514 
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Table 2.5  Cumulative expected survival probabilities of each study case 
for the first 5 years.  Generated from interval-specific probabilities (Table 2.2) 
    Cumulative expected survival probability (1pei (s)) 
Subject Sex Race Age 1 2 3 4 5 

1 m w 60 0.9866 0.9719 0.9560 0.9389 0.9205 
2 m w 66 0.9773 0.9533 0.9277 0.9003 0.8712 
3 m w 84 0.8897 0.7826 0.6801 0.5832 0.4930 
4 m w 77 0.9430 0.8842 0.8238 0.7616 0.6979 
5 m w 73 0.9584 0.9153 0.8709 0.8251 0.7781 
6 m w 61 0.9851 0.9690 0.9517 0.9331 0.9134 
7 m w 80 0.9245 0.8472 0.7690 0.6913 0.6151 
8 m w 69 0.9705 0.9391 0.9059 0.8712 0.8349 
9 m w 61 0.9851 0.9690 0.9517 0.9331 0.9134 

10 m w 71 0.9647 0.9277 0.8891 0.8491 0.8079 
      1pei =  0.95849 0.915931 0.872575 0.828679 0.784531 

 

 

 

Table 2.6  Relative survival rates for study cases 
i ni di wi qi pi 1poi 1pei 1RSi 
1 10 1 0 0.1000 0.9000 0.9000 0.9585 0.9390 
2 9 2 0 0.2222 0.7778 0.7000 0.9159 0.7642 
3 7 2 0 0.2857 0.7143 0.5000 0.8726 0.5730 
4 5 2 1 0.4444 0.5556 0.2778 0.8287 0.3352 
5 2 1 0 0.5000 0.5000 0.1389 0.7845 0.1770 
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 Chapter 3 

Geocoding and Area-Based Measures of Socioeconomic Status 

 

GEOCODING 

The Process 

Geocoding refers to the process of assigning geographic coordinates, typically latitude 

and longitude, or census tract, to a street address of interest and has been described in 

numerous texts in relation to geographic information systems (1-3).  Four primary 

methods exist for geocoding data to point coordinates (latitude and longitude).  Once 

point coordinates are obtained, other levels of geography can be assigned to the address 

(e.g. census tracts, census blocks, or ZIP codes).  The first method assigns the address of 

interest to the centroid of the geographic unit, typically the ZIP code, in which it is 

contained.  A centroid is defined as the center point of a polygon.  Centroids are often 

weighted to account for the location of the population within the polygon (4).  The 

second method uses a street reference database (e.g. Topologically Integrated Geographic 

Encoding and Referencing (TIGER)/Line files from the United States Census Bureau (5)) 

and an interpolation algorithm to assign individual street addresses along a referenced 

street segment.  If the actual point coordinate of a specific address is located in the 

reference database, the interpolation technique is not used.  The third method uses a 

parcel database to assign to each address the point coordinates of the matching address 

parcel.  While increasing in popularity and more accurate than the other methods (6), this 

method requires complete parcel maps that are not yet available nationwide.  The forth 

and final method involves the use of a hand-held GPS device to measure the address from 
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the actual location of interest.  While clearly the most accurate method available, it is also 

the most expensive, time consuming, and least feasible for large datasets.  Discussion 

from this point forward will focus on the first two methods described above. 

 

The process of geocoding usually begins by “scrubbing” the address file to be geocoded.  

Complete and accurate address level data are key components of successful geocoding.  

Address standardization and Coding Accuracy Support System (CASS) verification are 

two commonly used scrubbing techniques. Address standardization takes each individual 

street address and parses the address into individual components (i.e. house number, 

street prefix, street name, street suffix, street type, city, state, ZIP code).  The individual 

address components are then reviewed and recoded to a standard format.  For example, 

the directional street prefixes Nth and North would be standardized to “N”.  Variations in 

street names, such as Peachtree St, Pchtree Street, and P’tree St, would all be 

standardized to “PEACHTREE ST”.  Address standardization also creates soundex codes 

(a type of phonetic algorithm) for selected components of the address to be used in future 

address matching routines.  CASS verification attempts to validate each address for mail 

delivery (7).  This process compares the street and city against the ZIP code and makes 

corrections to the ZIP code or city as necessary.  It also evaluates and makes corrections 

to individual street components as needed.  Addresses not likely to geocode at the street 

level are highlighted during this process.   

 

After the address file has been standardized and verified, each address can be matched 

against the reference street database.  Each individual street segment in the reference 
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database contains geographic coordinates and street numbers for the beginning and 

ending points of the segment on each side of the street.  The street for geocoding is first 

located in the reference database, using other ancillary variables such as city, state and 

ZIP code.  Next, the location of the house number along the reference database street 

segment is interpolated using the beginning and ending street numbers for the segment.  

In certain instances, no interpolation is necessary as the address is located at the end of 

the street segment.  This process allows the assignment of interpolated latitude and 

longitude coordinates to the street address being geocoded in a manner such that the 

assigned coordinate is made proportional to its location on the street segment of a defined 

length.  Census tracts are then assigned to the address using census reference identifiers 

associated with each individual street segment.  Some vendors use a point-in-polygon 

approach to assign census tracts from point coordinates, although this method has been 

identified as less accurate (8).  When an exact street address cannot be located in the 

underlying reference database, the centroid of the residence ZIP code is often used to 

geocode the address instead (4).  Centroids of polygons are contained within the 

reference database for use when necessary. 

 

Geocoding Error 

There are a number of potential problems that can arise during the geocoding process 

described above.  Errors in the address file are a major problem (9, 10).  Misspelled 

address components, missing address components (e.g. street numbers, directional 

components) and incorrect street numbers are some of the most common errors.  Post 

Office (PO) Box addresses do not represent where the patient is living at the time of 
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diagnosis and can only be geocoded to the ZIP Code centroid of the PO Box.  Errors in 

the reference file also exist (11-15).  Research investigating the accuracy of TIGER/Line 

files estimated positional errors of  30 to 121 meters between a sample of GPS measured 

positions and TIGER file positions (14).  One source of these errors is interpolation.  

Interpolation techniques make certain assumptions that can introduce error; in certain 

areas the size of the error may be substantial.  The techniques generally assume that all 

addresses in a range actually exist and that addresses are distributed homogeneously 

across the street segment range.  These assumptions can introduce larger positional 

inaccuracies in areas with longer street segments or fewer addresses (12, 13).  

Deficiencies in the references files are also a problem.  Rural route addresses are often 

not found in reference files (16, 17) and newly added streets may be missing as well.  If 

vendors do not update their references files on a regular basis, they can become quickly 

outdated for geocoding current information.   

   

As a result of the types of errors presented above, numerous researchers have investigated 

the implications of using geocoded data in epidemiologic investigations.   The majority of 

the research has focused on geocoding match rates (6, 18-22) and positional accuracy of 

geocoded data (6, 11-13, 16, 20, 21, 23, 24).  Geocoding match rates are reported to 

range between 20 and 100 percent across vendors and datasets while positional accuracy 

has also been found to vary greatly.  As one example, Whitsel et al. compared four 

commercial vendors for geocoding match rates and positional accuracy, using a large 

nationwide dataset with established coordinates.  Their research found substantial 

differences in both measures, with vendors matching the smallest proportion of addresses 
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(match rates for vendors A-D: 98%, 82%, 81%, 30%) having the highest degree of spatial 

accuracy as measured in meters (positional error in meters for vendors A-D: 1809, 748, 

704, 228) (20).   

   

The leading cause of positional errors in most research has been attributed to rurality or 

population density.  Positional errors in geocoded locations are strongly correlated with 

population density.  As the population density increases, positional error has been shown 

to decrease (6, 11, 12, 16).  Cayo et al., for example, showed that while 95 percent of 

urban addresses geocoded to within 152 meters, the same statistic for rural areas was 

2,872 meters.  This is largely the result of the underlying street reference databases.  

Shorter street segments are more commonly found in densely populated urban areas, as 

there are more intersections.  Across these shorter street segments, the interpolation 

process involved in geocoding has less room for error.  Addresses of people living in 

these more densely populated areas contain more complete address information and 

fewer rural routes.  This results in more street matched addresses, fewer ZIP code 

centroid matches and, consequently, much less positional error in urban areas.  

  

Positional inaccuracy in the assignment of an address to a point coordinate can lead to 

biased study results.  Hurley et al. and Krieger et al. both demonstrated this issue in 

separate studies with the use of addresses geocoded to the level of the ZIP code (16, 25).  

In their study, containing a substantial number of participants with PO Box addresses, 

Hurley et al. showed that box holders are often not representative of the general 
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population and that excluding this population from their study could result in selection 

bias.  

 

Differential match rates by geographic region also can lead to biased results if data are 

missing in a non-random fashion and confounding is present between the risk factor 

under examination and geographic region.  Oliver et al. identified spatially non-random 

differences in geocoding completeness in their study of prostate cancer incidence in 

Virginia (19).  While they showed that area-based measures of income and urban status 

were associated with increased incidence of prostate cancer in their data, they also 

showed that rural counties had a higher percentage of unsuccessfully geocoded data.  

This, in conjunction with a statistically significant association of both older age and lower 

education with unsuccessfully geocoded addresses among males, led them to suggest that 

geographic confounding could explain some of the findings of their study. 

 

Studies have shown that approximately 75 percent of addresses standardized to the U.S. 

Postal Service address format, excluding PO Boxes and Rural Routes, can be successfully 

geocoded to a street level address by geocoding only (18, 26, 27).  Methods to improve 

geocoding match rates have been identified to enhance addresses that were not 

successfully geocoded to a street address on first attempt.  Researchers utilizing geocoded 

data must realize the error that is inherent in the geocoding process and take steps to 

minimize its effects on their research.  The degree of error that is acceptable to any 

research project primarily depends on the exposure of interest and the level of specificity 

that is needed in exposure assignment.   
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AREA-BASED MEASURES OF SOCIOECONOMIC STATUS 

Socioeconomic data are largely missing from United States surveillance systems (28).  

To address this problem, researchers from the Harvard University School of Public 

Health conducted the Public Health Disparities Geocoding Project (29-31).  

Acknowledging 1) that geocoded data exist in most surveillance systems, 2) that U.S. 

Census data contain many different measures of socioeconomic status, and 3) that these 

data can be readily linked together, the researchers set out to determine which area-based 

census measures of socioeconomic status, at which specific level of geography, were 

most appropriate for monitoring socioeconomic disparities in health. 

 

The researchers utilized public health surveillance systems from Rhode Island and 

Massachusetts to monitor seven different health outcomes: mortality (all-cause and the 

five most common causes of death in each state), cancer incidence (all-cause and the 5 

most common sites), low birth weight, childhood lead poisoning, sexually transmitted 

infections, tuberculosis, and nonfatal weapons-related injuries.  Files 3A and 3B of the 

1990 U.S. Census Summary Tape (32) were used to obtain census tract, census block 

group, and ZIP code data for 11 single-variable, area-based measures of SES and 8 

composite measures the researchers created for this study.  These area-based measures 

were constructed around the categories of occupational class, income, poverty, wealth, 

educational level, and crowding.  The final decision regarding the optimal area-based 

measure of SES and corresponding level of geography was based upon an a priori 

decision to evaluate each measure with regard to external validity, robustness, 

completeness, and ease of use at each level of geography. 

36 



 

The results of this study provided evidence that the choice of both area-based measure of 

SES and level of geography were important considerations.  The researchers suggested 

that measures of economic deprivation at the level of the census tract, specifically the 

percent of the census population living below the poverty level, are most effective for 

evaluating health disparities using linked census data.  This specific measure 

demonstrated consistent gradients of association across population subgroups, was robust 

across a range of disease outcomes, allowed for maximal linkage with census data, and 

was easy to understand and explain.   

 

While area-based measures of socioeconomic status are clearly useful for monitoring 

disparities across a wide range of health outcomes, some researchers have questioned 

their role in relation to individual measures of SES.  However, research has shown these 

area-based measures to be useful for a number of reasons.  First, area-based measures 

provide similar or complementary estimates of socioeconomic disparities in health to 

many individual measures (29, 33-37).  Second, area-based measures of SES may be 

even more appropriate than individual measures of education and income for individuals 

under the age of 25 and over the age of 65 (35).  Finally, area-based measures provide 

information regarding neighborhood effects on health above what can be measured from 

individual SES (38, 39).  Area-based measures of SES as described in this chapter are not 

intended to serve as proxies for individual measures of SES.  Rather, they are meant to 

represent all of the contextual factors affiliated with the neighborhood environment in 

which one lives.  As such, they are not subject to the ecologic fallacy.  Instead, the real 

concern with these measures regards the accuracy with which these neighborhood factors 
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can be meaningfully captured through census tract data.  One portion of this problem is at 

the census end – can the U.S. Census, using their current sampling procedures, accurately 

measure SES indicators within census tracts and blocks?  The other portion is at the 

geocoding end – to what degree of accuracy can one geocode data to the appropriate 

census tract and assign the appropriate measure of area-based SES? 
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ABSTRACT 

 

Background:  Population-based disease registries routinely geocode patient addresses 

and link the results with census files to obtain area-based measures of socioeconomic 

status (SES); however the validity of information obtained by this process remains 

unclear.  This study examines the degree of misclassification that may affect area-based 

measures of SES in studies utilizing registry data.  Steps to improve the completeness and 

accuracy of geocoding are also explored.  

 

Methods:  Residential addresses of all incident cancer cases between 1996 and 2000 

from the Metropolitan Atlanta and Rural Georgia SEER Registry were reviewed.  

Addresses that were not successfully geocoded to the exact street address were 

systematically processed using a variety of techniques to improve geocoding outcome.  

The extent of misclassification was assessed by comparing the area-based poverty 

measures assigned to the unsuccessfully geocoded addresses pre- and post-cleanup.  A 

random sample of successfully geocoded addresses was also evaluated for positional 

error using data from a hand-held GPS device as the gold standard.        

 

Results:  Steps to improve geocoding outcomes were successful for 85% of all addresses.  

Results were superior for metropolitan (91%) relative to rural (55%) addresses.  

Misclassification by area-based measure of SES varied depending on the location of the 

address (metropolitan or rural), by the choice of geographic unit (census tract or census 
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block) and by the address component upon which geocodes were assigned (street address, 

residential ZIP code, PO Box ZIP code).   

 

Conclusions:  Effective procedures exist for improving geocoding outcomes, especially 

in metropolitan areas.  Researchers utilizing geocoded registry data must have 

information regarding the completeness and accuracy of the assigned geocodes.  In the 

absence of this information, a proper interpretation of epidemiological findings may be 

problematic.     
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INTRODUCTION 

Population-based disease registries collect a wealth of information regarding 

demographic and clinical patient characteristics (1, 2).  They are generally limited, 

however, with respect to other data.  Cancer registries in the United States, for example, 

have for years tried to collect data on birthplace, religion, occupation, tobacco history, 

alcohol use, and family history of cancer (3) but with limited success as this information 

is typically absent from the medical record.  Individual measures of socioeconomic status 

(SES) are also missing from cancer data (3).  In the absence of individual measures of 

SES, one alternative is to collect area-based SES information through the process of 

geocoding. 

 

Geographic information systems (GIS) and the process of geocoding serve as valuable 

resources for researchers utilizing registry data (4-7) and national agencies in the United 

States have recommended their increased utilization in existing surveillance systems to 

enhance surveillance (8, 9).  As described in various texts (10-12), current GIS 

technologies facilitate the assignment of geographic coordinates to the street level, 

support the linkage of geocoded data to census summary files containing area-based 

measures of SES, and provide a means for spatial analysis.  While area-based measures 

may serve as proxies for individual SES, they have been shown to be meaningful 

indicators in their own right (6, 7, 13, 14).  The neighborhood in which one lives captures 

aspects of living conditions not necessarily defined by individual measures; it is a 

relevant characteristic that applies to all of its residents regardless of age and gender, and 

it is a moderately stable measure of socioeconomic conditions (13).   
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Useful data informing studies on socioeconomic factors and health come from the Public 

Health Disparities Geocoding Project, which was designed to identify the optimal area-

based measures of SES (e.g., occupation, income, education, crowding, poverty) and 

corresponding levels of geography (e.g., zip code, census tract, census block) (15, 16).  

This research suggests that measures of economic deprivation at the level of the census 

tract, such as the percent of the census population living below the poverty level, are 

most effective for evaluating health disparities using linked census data (17).  These 

measures demonstrate consistent gradients across population subgroups, are robust across 

a range of disease outcomes, allow for maximal linkage, and are easy to understand and 

explain.  While conceptually intuitive, the process of linking these data sources has 

limitations due to inherent difficulties in assigning geocoded information to the 

appropriate geographic level (18-29).   

 

Geocoding is the process of assigning geographic coordinates, typically latitude and 

longitude, or census tract, to a street address of interest.  Geocoding match rates are 

reported to range between 20 and 100 percent (24, 28-33) in different populations and 

using different definitions of success.  When an exact street address cannot be geocoded, 

the centroid of the residence ZIP code is often used instead (34). Variation in geocoding 

success has been attributed to problems with the input address data (26, 35, 36), 

limitations of the underlying reference database (18, 19, 21, 23, 25), methodological 

issues related to the interpolation process for locating the physical address along a 

reference street segment (19, 21, 26), and the use of Post Office (PO) Box and rural route 

addresses (20, 24, 37, 38).  Even a ‘successfully’ geocoded address may be subject to 
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positional inaccuracy (18-20, 27, 28, 30).  All of these process limitations may lead to 

misclassification in studies utilizing geocoded data. 

 

The primary aims of the present study are to investigate possible methods to increase the 

frequency of successful geocoding and to quantify the degree of misclassification of one 

measure of area-based SES that may arise from errors in geocoding.  Misclassification 

may result from assigning a particular address to a wrong census tract or a wrong block 

group, which may lead to inferring a wrong area-based SES category.  The area-based 

socioeconomic measure of interest in this study is the “percentage of persons living 

below the U.S. poverty line” as suggested by Krieger et al. (15).   

 

MATERIALS AND METHODS 

Population 

The population for this study included all incident cases of cancer diagnosed between 

January 1, 1996 and December 31, 2000, and reported to the Metropolitan Atlanta and 

Rural Georgia (MARGA) Surveillance, Epidemiology, and End Results (SEER) Registry.  

This population-based registry was established in 1976 as part of the National Cancer 

Institute’s SEER Program (39) to collect all incident cancers on an annual basis in a 15 

county area of Georgia: five counties in metropolitan Atlanta, and ten rural counties 

located in the central part of the state.  Addresses at the time of diagnosis for all eligible 

cancer records were geocoded by a single commercial vendor using data from the 2000 

U.S. decennial census.  The certainty of each geocoded record, as provided by the 

commercial vendor, was captured in the registry database using the codes established by 
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the North American Association of Central Cancer Registries (3).  The census tract 

certainty codes were assigned as follows.  A certainty code of 1 was assigned to records 

where the geographic coordinates from the geocoding process were based on an exact 

street address that was located in the underlying street reference database of the 

commercial vendor.  For the purpose of this study, these were the only records considered 

successfully geocoded.  Codes 2 through 4 were used when the exact street address was 

not locatable in the reference database but a residential ZIP code (ZIP, ZIP+2 or ZIP+4) 

was present.  In this situation, the geographic coordinates assigned were based on the use 

of a ZIP code centroid (34).  Code 5 was used when a PO Box, rather than a residential 

address, was provided as the address at diagnosis.  In this case, the geographic 

coordinates assigned were based on the ZIP code centroid of the PO Box.  Records with a 

certainty code of 9 could not be geocoded at any level. 

 

Review of unsuccessfully geocoded cases 

During the study period, 10 percent of the MARGA SEER Registry data were not 

geocoded to an exact street address, resulting in a certainty code other than 1.  For those 

records, an attempt was made to identify alternative methods of obtaining more complete 

and accurate addresses.  Registry data were divided into two groups: one containing 

addresses with presumed street level errors and the other containing PO Box and rural 

route addresses.  Due to the inherent differences between these groups, separate methods 

were developed for improving their respective geocoding outcomes.   
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As shown in Figure 4.1, all records in the group with presumed street level errors were 

batch processed using six different services: address standardization to the official United 

States Postal Service address format (40); Coding Accuracy Support System (CASS) 

certified address matching (41); a fee-based reverse directory service; a fee-based 

identification tracking service; linkage to mortality records; and linkage to voter records 

for the state of Georgia.  The first two services attempted to modify records to correct 

errors in the existing address while the other services searched for a more complete 

and/or more accurate address from an alternate source.  Probabilistic record linkage 

software was used to ensure an alternate source address corresponded with the actual 

address of interest.  

 

After the batch procedures were completed, records were resent to the Registry’s 

commercial vendor for a second geocoding attempt.  Records that still remained 

unsuccessfully geocoded were then manually matched against the United States Census 

Bureau Topologically Integrated Geographic Encoding and Reference (TIGER) files (42) 

for multiple years (1995, 1998, and 2000).  A 20 percent random sample of records not 

geocoded following this manual TIGER file review were sent back to the original 

reporting facility in an effort to obtain better address information from the hospital 

medical record or billing system.  In the event new address information was identified, 

records were again resent to the commercial vendor for a final geocoding attempt.   

 

Address standardization, CASS certified address matching, and manual review of TIGER 

files are of no value when there is only a PO Box or rural route address.  All records in 
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this category were first processed through the identification tracking service, which 

provided an address history and a corresponding date range for each location.  The goal 

of this process was to identify the residential address at the time of diagnosis.  Following 

the recommendation by Hurley et al. (20), PO Box addresses were also sent to the 

Postmaster of the corresponding city with a request for the physical street address of the 

box owner.  All PO Box and rural route records were also matched against state voter 

files (1994-2002).  Voter registration in the state of Georgia requires the listing of a 

residential address.  If an individual with a PO Box address in the Registry database 

voted both before and after the date of diagnosis and the addresses on the voter files were 

the same, the voter file address was presumed to be the street address at diagnosis.  The 

same applied to rural routes although this was a less common occurrence.  Finally, all 

records were matched against both statewide mortality files and the reverse directory 

service.  Since it was not possible to know if the address at the time of death or the 

current address from the reverse directory service truly corresponded to the address of the 

individual at the time of diagnosis, information gained from these sources was used for 

validation only. 

 

Geocoding results both pre- and post-address cleanup at the level of the census tract and 

census block group were linked to the Census 2000 Summary File 3 (43) to obtain the 

percent of the population at each level of geography living below the poverty level.  

Misclassification was assessed by comparing pre- and post-cleanup results. 
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Evaluation of misclassification among successfully geocoded cases  

A stratified random sample of 150 metropolitan and 150 urban/rural successfully 

geocoded cancer cases (certainty code 1) from the study population were selected for 

field geocoding.  Field staff trained in GPS data collection traveled to all 300 address 

locations and obtained latitude and longitude coordinates using a hand-held GPS device 

(Garmin, GPSMAP 76S) from the location of the residence mailbox.  In the event an 

address could not be located (i.e. the address no longer existed or could not be found 

using all available map sources), the address closest to the original location of interest 

was selected and geocoded.  All GPS devices were regularly calibrated and repeated 

measures from the exact same location were obtained prior to each trip.  To examine 

inter-observer agreement, a 10 percent random sample of locations was geocoded 

independently by two separate field investigators.   

 

Latitude and longitude coordinates for all 300 addresses from both the GPS device and 

the Registry’s commercial vendor were imported into the GIS and mapping software, 

ArcGIS 9, developed by ESRI of Redlands, California.  Block group shape files from 

ESRI for all counties in Georgia were loaded into ArcGIS.  A point-in-polygon technique 

was used to place each set of geographic coordinates for an address in its corresponding 

block group and census tract.  Geocoding results from both sources were linked to census 

data to obtain the percent of the population in that geographic unit living below the 

poverty level.  
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Data analysis  

The percent of the population living below the poverty level was classified first as a 

dichotomous variable with the cutoff point of ≥20 percent; and then as a 3-category 

variable further dividing the <20 percent group into subcategories of <10 percent and 10-

19.9 percent.  Areas with  ≥20 percent of the population living below the poverty 

threshold meet the federal definition of a “poverty area” (44).  For the year 2000, the 

poverty threshold was defined as $17,463 for a family of 4 with 2 children under the age 

of 18 (45).  The characteristics of successfully geocoded data were compared to those not 

geocoded based on an exact street address at the point of study initiation using frequency 

analyses and corresponding chi-square tests.  The extent of misclassification was assessed 

by comparing the geocoded data before and after the clean-up process.  The results of this 

comparison were expressed as the percent of cases assigned to a wrong census tract, 

wrong census block group, or wrong area-based poverty level.  Each percentage estimate 

was accompanied by a 95% confidence interval (CI).  Data from the field study were also 

assessed for misclassification using the hand-held GPS measurements as the gold 

standard. 

  

To further examine the potential for misclassification due to geocoding positional 

inaccuracy in the presence of a successfully geocoded address, we used Vincenty’s 

formula (46) to calculate the geodesic distances between the pairs of latitude/longitude 

coordinates obtained from the field study and from the commercial vendor.  This method 

used an ellipsoidal model of the earth.  Positional errors were then quantified in meters 
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and divided into categories of 0-50 m; 51-100 m; 101-200 m; 201-1,000 m; and 1,001+ m 

once again using the hand-held GPS measurements as the gold standard.   

 

RESULTS 

A total of 53,563 cancer cases were reported to the MARGA SEER Registry between 

1996 and 2000.  Of those, 48,209 cases (90%) were geocoded based on a complete, valid 

street address.  Selected case characteristics and their relation to geocoding success are 

summarized in Table 4.1.   A comparison of successfully geocoded records (certainty 

code 1) to those that were unsuccessful (certainty codes 2-9) demonstrated small, albeit 

significant at the 0.05 level, differences with respect to gender, age, frequency of 

unknown stage of disease at diagnosis (9% vs. 11%), and percent late stage disease (44% 

vs. 48%).  Other differences were more pronounced.  Black cancer patients constituted a 

higher proportion of the unsuccessfully geocoded addresses relative to the addresses 

successfully geocoded to the street level (34% vs. 26%) as did cases living in non-

metropolitan areas (16% vs. 4%) and poverty areas (25% vs. 16%).   

 

Nearly 9 percent of the records from Metropolitan SEER and 32 percent of the records 

from Rural SEER were not originally geocoded with certainty code 1.  Rural SEER had a 

much larger percentage of PO Box (9.5% vs. 1.1%) and rural route addresses (6.4% vs. 

<0.1%) relative to Metropolitan SEER.  Table 4.2 summarizes success of the clean-up 

procedures by address type.  As expected, clean-up was most effective for street 

addresses, followed by PO Box addresses and then rural routes.  Regardless of the 

address type, clean-up for metropolitan records yielded better results.  At the conclusion 
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of all steps taken to clean and enhance the address data, only 1.5 percent of the total 

records remained unsuccessfully geocoded to a street level address.  The percentage was 

substantially lower in Metropolitan (0.8%) than in Rural SEER (14.2%), although the 

actual numbers were slightly higher.  This was largely attributed to difficulty in 

geocoding rural route addresses, an observation that has been reported in prior studies 

(38).   

 

Table 4.3 presents a summary of the batch clean-up processes used alone and in 

combination with other methods.  The results of each individual process are shown on the 

diagonal, with the denominator of each percent representing records that were cleaned to 

allow successful geocoding.  The tracking service alone, for example, provided 75 

percent of the successful results.  In each column, cell values represent the additional 

percent gain from adding a second batch process to the one reported on the diagonal.  As 

an example, adding CASS as a second source to the tracking service provided an 

additional 17.6 percent gain for a combined 93 percent.   

 

A comparison of vendor provided coordinates to those obtained by GPS measurement 

among 300 addresses successfully geocoded to the street level demonstrated a median 

error of 34.7 meters (range: 1-1,322) for Metropolitan SEER and 195.1 meters (range: 8-

6,216) for Rural SEER.  The distributions were skewed due to a small proportion of 

extreme values.  While 91 percent of Metropolitan SEER addresses were geocoded to 

within 100 meters, only 33 percent of Rural SEER addresses achieved the same level of 

concordance with 17 percent of errors in excess of 1,000 meters.   
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Misclassification of the 300 field addresses with respect to geographic units (census tract 

and block group) and an area-based measure of poverty is presented in the first two data 

columns of Table 4.4.  In Metropolitan SEER, 3.3 percent (95% CI 1.5-7.6) of the cases 

successfully geocoded at the street level were misclassified into a wrong census tract or 

block group by the commercial vendor.  The misclassification of the area-based measure 

of poverty due to positional errors ranged from 1.3 to 2.0 percent at the geographic level 

of the census tract.  In Rural SEER, census tract and block group misclassification of 

successfully geocoded street level addresses occurred in 5.3 percent (95% CI 2.8-10.2) 

and 12 percent (95% CI 7.7-18.2) of cases respectively, while the misclassification by the 

area-based measure of poverty was comparable to that found in Metropolitan SEER, at 

least at the level of the census tract. 

 

Misclassification of addresses originally geocoded to the ZIP code centroid was far more 

pronounced (Table 4.4).  Nearly 60 percent of Metropolitan SEER cases and 27 percent 

of Rural SEER cases geocoded to the ZIP code were placed into a wrong census tract.  

The percentages misclassified were even greater at the block group level (69% vs. 60%, 

respectively).  Using the census tract poverty variable divided into three levels, 21 

percent of the Metropolitan SEER data were misclassified compared to 15 percent in 

Rural SEER.  PO Box addresses presented a larger problem, particularly in the 

Metropolitan SEER area.  Using the PO Box address instead of the actual residential 

address resulted in 82 percent misclassification of cases in Metropolitan SEER and 22 

percent in Rural SEER.  Misclassification by block group was again more extensive in 
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both areas.  When linked to census data, the census tract poverty variable (3 groups) was 

misclassified in 44 percent of Metropolitan and 8 percent of Rural SEER cases.   

 

DISCUSSION 

Our results indicate that some degree of positional error in geocoding based research is 

inevitable.  The need for concern about this error is largely dictated by the research 

question of interest.  If, for example, the goal is to produce rates of disease at a small 

level of geography such as the census tract, misclassification to a wrong geographic unit 

is of primary concern.  If the goal is to assign exposure status based on the distance from 

a specific location, positional accuracy in meters matters greatly.  If the objective is to 

link geocoded data to area-based measures of SES, misclassification by the SES measure 

is what matters the most.  Varying degrees of geocoding match rates, historical data 

geocoded by multiple vendors, census definitions that change over time (i.e. a poverty 

area in 1990 may no longer be a poverty area in 2000), and the common use of geocoding 

ZIP code centroids when street level addresses can not be located, can all produce high 

levels of misclassification that can bias study results. 

 

At the initiation of this study, 9 percent of the Metropolitan SEER data and 32 percent of 

the Rural SEER data (10% overall) could not be geocoded based on a complete, valid 

street address.  At the end of the clean-up process, only 1 percent of Metropolitan data 

and 14 percent of Rural data (1.5% overall) remained in this category.  Rural routes 

posed the greatest geocoding challenge because they are generally not contained within 

most geocoding reference databases.  During the course of this study we were able to 
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evaluate and compare different processes for improving historical address information.  

Ensuring that records meet Postal Service address standards (40) was a simple first step 

that should be applied to all incoming registry data.  The fee-based tracking service was 

the most effective single approach while voter records were especially useful for 

obtaining the residential address for a PO Box mailing address.  Researchers must clearly 

consider the availability and costs associated with different batch processing methods; 

however, overall costs were generally minimal. 

 

A second objective of this study was to quantify the degree of information bias that might 

arise from errors in geocoded data.  Smaller levels of geography produced greater 

potential for misclassification.  As census tracts and block groups are based on population 

density, they are smaller and more numerous in metropolitan areas.  These features 

account for the more common assignment to erroneous tracts and block groups of 

addresses originally geocoded to ZIP code centroids in Metropolitan relative to Rural 

SEER.  The degree of positional error in meters was much greater in rural areas relative 

to metropolitan areas, an observation reported in several previous studies (18, 27, 30).  

This finding can be attributed at least in part to the fact that reference database files used 

for geocoding are more complete in densely populated areas and are more accurate in 

areas with short street segments.  Our finding that in rural areas successfully geocoded 

addresses were more frequently assigned to the wrong tract and block group is supported 

by this information. 
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With respect to the area-based poverty measure, misclassification depended on the 

specific geographic location of interest.  This was largely explained by the relative 

heterogeneity or homogeneity of socioeconomic conditions within a given county (Figure 

4.2).  All of the census tracts in two counties in Rural SEER were classified in the highest 

poverty category, while three counties in Metropolitan SEER had fewer than 4 percent of 

their tracts classified as such.  Future studies may benefit from the use of mapping 

software that could help identify counties more susceptible to misclassification.  

Researchers could then expend additional effort to validate geocoded addresses within 

these areas. 

 

The results of our analyses should be viewed in the broader context of total 

misclassification affecting registry data.  Misclassification exists at multiple levels (street, 

residence, ZIP centroid, PO ZIP centroid) and to varying degrees in geocoded data.  If an 

entire dataset from a metropolitan area were geocoded using residence ZIP code 

centroids, an estimated 58-61 percent of the data would be misclassified by census tract, 

67-70 percent by census block group, and 7-22 percent by census tract derived poverty 

measure (Table 4.4).  This level of misclassification would not be acceptable to most 

researchers.  If all of the data were instead geocoded to a street level address, an 

estimated 1-8 percent of the data would be misclassified by census tract and block group, 

and only 0.4-6.0 percent by the same poverty measure.  The actual misclassification in 

most U.S. datasets probably lies somewhere between these two extremes with a large 

percentage of the data geocoded to the street level and a smaller portion based on zip 

code centroids. 
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Despite the potentially useful findings in this study, our analyses have several notable 

limitations.  First, it is unclear whether the results obtained in Georgia are applicable to 

similar registries elsewhere in the country.  The street level and PO Box misclassification 

at selected levels of geography (census tract and block group) were similar to those found 

in prior studies in other areas (20, 47), but this does not ensure consistency at the ZIP 

code centroid level.  The relative homogeneity of socioeconomic conditions (i.e. poverty 

areas vs. non-poverty areas) found within most counties in the SEER areas of GA may 

not hold in other states.  Second, despite the extensive data cleanup efforts we were 

unable to successfully geocode 1.5 percent of addresses.  This percentage was much 

higher (14%) in Rural SEER, leaving a greater degree of uncertainty with rural data.  

Third, our area-based poverty measure was based on the address at diagnosis between 

1996 and 2000 but was linked to the 2000 Census data.  This could introduce additional 

misclassification as the socioeconomic conditions of an area can change over time.  In the 

near future, the U.S. Census Bureau will be releasing 5-year rolling estimates that will 

help address this concern.  Finally, we used the GPS measurements as our gold standard 

for calculating positional error.  The GPS measurements themselves and the locations 

from which measurements were taken are also subject to error.  Nevertheless, our results 

were in line with the positional misclassification reported in previous research (47). 

 

Taking steps to understand and minimize bias related to area-based exposure assignment 

is a critical part of any study utilizing GIS.  A comprehensive practice guideline 

document for GIS technology is available from the North American Association of 
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Central Cancer Registries (36).  Other reference materials are also available to help 

maximize geocoding match results (24, 33).   These processes should be followed by the 

use of an accurate, complete, and reliable geocoding system.  Recent studies have 

suggested parcel matching as a more accurate alternative to interpolation protocols that 

are carried out by most geocoding applications (19, 26, 30).   

 

CONCLUSION 

Based on our findings, it is imperative that investigators both understand and report the 

percent of data geocoded based on ZIP centroids as the level of potential 

misclassification within the study results will increase as this percentage increases.  We 

also suggest caution in the use of PO Box addresses for the assignment of area-based SES 

measures as they are subject to the highest degree of misclassification in metropolitan 

areas.  In addition, we recommend a close examination of rural addresses as they are 

more likely to contain a large percent of unsuccessfully geocoded records and possess 

greater positional errors in the successfully geocoded records.  In conclusion, researchers 

utilizing geocoded registry data must have information regarding the completeness and 

accuracy of the assigned geocodes.  In the absence of this information, a proper 

interpretation of epidemiological findings is problematic.  
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      FIGURE 4.1  Process diagram for systematic re-evaluation of unsuccessfully  
        geocoded addresses with presumed street level errors   
 
        
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       

 

 

  
 

FIGURE 4.2  Metropolitan Atlanta and Rural Georgia SEER census tract poverty areas  
(>=20% of the population living below the poverty level)  

 
  

 
  

  
 

  
  

           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           

JaspeJasper 

Glascock  

Greene  

Hancock  

Jefferson  

Morgan  

Putnam  

Taliaferro  

Warren  

Washington  

DeKalb  

Gwinnett
Cobb  

Fulton  
Clayton

63 



 

 

 

 

TABLE 4.1  Baseline characteristics of Metropolitan Atlanta and Rural Georgia SEER 
Registry cases according to initial geocoding status, 1996-2000   
  Geocoded to   Not Geocoded to   
  Street Address  Street Address  p value 
Characteristic (n = 48,209)  (n = 5,354 )   
    No. %   No.  %     
Sex        0.0355 
 Male 23,298 48.3%  2,669 49.9%   
 Female 24,911 51.7%  2,685 50.1%   
Race*       <0.0001 
 White 34,718 72.3%  3,406 64.0%   
 Black 12,506 26.0%  1,815 34.1%   
 Other 790 1.6%  98 1.8%   
Age        0.0046 
 <45 6,936 14.4%  789 14.7%   
 45-64 19,368 40.2%  2,028 37.9%   
 65+ 21,905 45.4%  2,537 47.4%   
Stage        <0.0001 
 Known 43,798 90.9%  4,759 88.9%   
 Unknown 4,411 9.1%  595 11.1%   
Stage*       <0.0001 
 Early 24,345 55.6%  2,488 52.3%   
 Late 19,453 44.4%  2,271 47.7%   
Geographic Area       <0.0001 
 Metro 46,354 96.2%  4,486 83.8%   
 Urban 1,220 2.5%  347 6.5%   
 Rural 635 1.3%  521 9.7%   
% Pop below 
Poverty*~       <0.0001 
 0-9.9 29,143 60.5%  2,598 49.4%   
 10.19.9 11,445 23.7%  1,317 25.1%   
  20+ 7,621 15.8%   1,342 25.5%     
* Counts, percentages and p values exclude records with unknown values   
~Based on Zip Code Tabulation Area       
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TABLE 4.2  Distribution of initially unsuccessfully geocoded records ultimately successfully 
cleaned and geocoded, by initial address type, 1996-2000    

        
Metro SEER 
(N=4,486)   

Rural SEER 
(N=868)   

All GA SEER 
(N=5,354) 

                        

                  

  
Records Cleaned & 
Geocoded No. 

Percent 
Successful   No. 

Percent 
Successful   No. 

Percent 
Successful 

                        
    PO Box   481 83.1%   166 64.3%   647 77.3% 
    Rural Route   5 71.4%   31 17.7%   36 19.8% 
    Street Address   3,590 92.1%   283 65.1%   3,873 89.3% 
                       
 

 

 

 

TABLE 4.3  Batch processed records - percent gain in successfully geocoded addresses resulting  
from the addition of a subsequent source of information to an existing source of information* 
Additional  Existing Source 
Source Tracking Reverse Dir. CASS USPS Voter Mortality 
Tracking 75.10% 58.70% 38.10% 53.70% 39.80% 62.60% 
Reverse Dir. 3.20% 19.60% 10.10% 14.40% 7.20% 17.50% 
CASS 17.60% 45.10% 54.60% 22.20% 33.10% 46.60% 
USPS 11.10% 27.30% 0.00% 32.50% 19.50% 27.00% 
Voter 6.60% 29.50% 20.40% 29.00% 41.90% 35.30% 
Mortality 5.60% 16.00% 10.10% 12.70% 11.50% 18.10%
* Numbers on the diagonal represent the percent of successfully geocoded records (N=4556)  
  obtained by any single batch source.  Row percents off the diagonal display the gain received by  
  adding the row level variable as another source of information to the existing column level source. 

 



 

 

TABLE 4.4  Geocoding misclassification by geocode type (street, residence ZIP centroid, PO ZIP centroid),   
census geography, and poverty group   
  Street Level   Residence ZIP Centroid  PO ZIP Centroid 
Misclassification by: Metro SEER Rural SEER   Metro SEER Rural SEER   Metro SEER Rural SEER 
Tract         
    Percent 3.3% 5.3%  59.5% 27.0%  81.8% 21.7% 
    Confidence Interval  (1.5, 7.6) (2.8,10.2)  (57.9, 61.2) (22.4, 32.2)  (78.0, 85.0) (16.1, 28.6) 
Block Group         
    Percent 3.3% 12.0%  68.9% 59.3%  91.2% 66.3% 
    Confidence Interval (1.5, 7.6) (7.7,18.2)  (67.3, 70.4) (53.7, 64.7)  (88.3, 93.5) (58.7, 73.1) 
Tract Poverty 2-groups*         
    Percent 1.3% 1.3%  8.0% 11.9%  18.9% 5.4% 
    Confidence Interval (0.4, 4.7) (0.4, 4.7)  (7.2, 9.0) (8.8, 16.0)  (15.6, 22.6) (2.9, 10.0) 

Tract Poverty 3-groups#         
    Percent 2.0% 1.3%  20.9% 15.1%  43.8% 7.8% 
    Confidence Interval (0.7, 5.7) (0.4, 4.7)  (19.6, 22.3) (11.6, 19.5)  (39.4, 48.3) (4.7, 12.9) 
Blk Grp Poverty 2-groups*         
    Percent 0.7% 4.0%  11.5% 35.7%  20.5% 32.5% 
    Confidence Interval (0.2, 3.6) (1.9, 8.4)  (10.4, 12.6) (30.6, 41.3)  (17.1, 24.4) (25.8, 40.1) 

Blk Grp Poverty 3-groups#         
    Percent 1.3% 5.3%  26.4% 38.7%  48.1% 32.5% 
    Confidence Interval (0.4, 4.7) (2.8,10.2)   (25.0, 27.9) (33.4, 44.3)  (43.6, 52.6) (25.8, 40.1) 
* Census assigned poverty [% living below poverty line]: (0-19.9, 20+)   
# Census assigned poverty [% living below poverty line]: (0-9.9, 10-19.9, 20+)    
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ABSTRACT 

 

Background:  Relative survival describes the probability of surviving a diagnosis of 

cancer in the presence of competing causes of death.  In the U.S., this is calculated by 

controlling for age-, race- and sex-matched background mortality experienced by the 

entire population in a given calendar period.  As mortality is known to also vary by 

socioeconomic status (SES), this study evaluated the effect of using local, area-based 

SES-specific background mortality on relative survival estimates. 

 

Methods:  Age-, race-, sex- and SES-specific life tables were developed for Metropolitan 

Atlanta around the 2000 U.S. Census.  For the two most common malignancies in men 

and women (breast cancer and prostate cancer), aggregated and SES stratified age-, race- 

and cancer-specific 5-year relative survival rates were calculated and compared using 1) 

traditional national life tables and 2) SES-specific life tables limited to Metropolitan 

Atlanta.  Results using regression models for relative survival were compared to 

traditional Cox proportional hazards models. 

 

Results:  A consistent pattern of decreased survival with increased area-based poverty 

was observed in this study.  The use of national life tables to estimate background 

mortality generally overestimated relative survival in low poverty areas and 

underestimated relative survival in high poverty areas.  The use of SES-specific life 

tables somewhat diminished the observed SES disparities in survival.  When modeling 

the data, the excess risk of death among persons living in poorer areas was lower when 
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appropriately controlling for SES-specific background mortality.  Cause-specific 

regression models underestimated the role of poverty in breast cancer analyses but 

produced almost identical results for prostate cancer. 

 

Conclusions:  Area-based measures of socioeconomic status need to be considered when 

controlling for background mortality using population-based registry data.  This is 

especially important in SES stratified analyses and regression models that include SES.  

Further research and discussion is needed to address this important cancer surveillance 

issue at the national level. 
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INTRODUCTION 

When a person is diagnosed with cancer the overall probability of death can be viewed as 

an additive effect of two forces of mortality: death from non-cancer causes experienced 

by individuals from the general population, similar with respect to age, race, sex, 

calendar year, and other factors (background mortality), and excess death resulting from 

the addition of the newly diagnosed cancer (excess mortality) (1).  From the patient’s 

perspective, surviving the diagnosis becomes the focal point of concern and a primary 

goal of treatment is to decrease excess mortality.  Measures of average survival within 

population subgroups serve as guides for both clinicians and patients in planning 

treatment strategies. 

 

Relative survival is the most commonly reported outcome measure used by population-

based cancer registries to describe the probability of surviving a diagnosis of cancer in 

the presence of competing causes of death (2).  Defined as the observed survival in a 

cohort of cancer patients divided by the expected survival in a comparable age-, race-, 

sex-, and calendar year-matched cohort from the general population, it provides a 

mechanism to control for non-cancer related mortality (3-7).  Mortality has been shown, 

however, to differ by factors other than age, race, sex, and calendar year.  Numerous 

studies have clearly demonstrated that mortality varies by measures of socioeconomic 

status (SES) for both cancer and non-cancer causes of death (8-14).  A summary of the 

literature on socioeconomic disparities in total mortality showed a consistent negative 

gradient with individuals living in areas of lower SES experiencing higher levels of 

mortality (8).  This gradient was observed for both males and females, although it was 
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more pronounced in males.  Special attention should be given to the choice of the 

population used to calculate background mortality in relative survival analyses and the 

variables used to match this population to the cancer cohort.  If expected survival is 

underestimated in the comparison population, relative survival in the cancer cohort will 

be overestimated and vice versa. 

 

Prior studies have examined the need to control for SES-specific background mortality 

when measuring relative survival.  Two recent studies, by Dickman et. al. (15) and 

Kravdal (16), demonstrated that the use of a single national life table to measure 

background mortality for all SES groups can bias relative survival estimates, especially 

when comparing different SES strata.  These studies were conducted in countries where 

national identification numbers allow linking registry data with individual level census 

measures.  In the U.S., census data at an individual level are not available publicly and 

current National Cancer Institute (NCI) publications presenting relative survival rates do 

not take SES into consideration (2).  Instead the NCI has chosen to use cause-specific 

survival to control for background mortality in SES-specific analyses using area-based 

measures of SES (17).  Cause-specific survival, like relative survival, uses standard life 

table methodology (18-20) but considers deaths from causes other than the cancer under 

investigation as censored observations (21, 22).  This approach requires patient-specific 

cause of death and the validity of results is impacted by the accuracy and completeness of 

information on the death certificate.  Relative survival avoids the reliance on death 

certificate coded causes which have been shown to have limitations due to various types 

of coding errors (23-26).  As one example, SEER data from 1996-2000 showed that 5% 
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of all deaths were coded with an unknown cause and another 5% were coded as 

unspecified cancer (27). 

 

The calculation of SES-specific relative survival in U.S. registries must presently use 

area-based rather than individual measures.  United States registries consistently obtain 

address at diagnosis for each cancer case and geocode each address to the level of the 

census tract (28).  Census data can be linked to area-based measures of SES to assign 

neighborhood level characteristics to the underlying records, thus allowing SES-specific 

analysis (29-32).  Little work has been done to evaluate the effect of using area-based 

SES-specific background mortality in the calculation of relative survival rates within the 

U.S. 

 

The primary aim of this study is to evaluate the role of SES-specific background 

mortality in the calculation of aggregated and SES-stratified relative survival rates.  

Regression modeling will further evaluate the role of SES in cancer survival while 

controlling for background mortality and other selected factors known to affect survival.  

Comparisons with cause-specific survival will also be made.     

 

MATERIALS AND METHODS 

Source data 

The data for this study came from four sources: the Metropolitan Atlanta Surveillance, 

Epidemiology, and End Results (SEER) Registry (MASR), the Vital Records Department 

of the Georgia Department of Human Resources (DHR), the National Center for Health 
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Statistics (NCHS), and the 2000 U.S. Decennial Census.  The MASR data provided 

overall and SES-specific observed survival in the study cohort.   Mortality data from the 

NCHS were used in conjunction with population data from the 2000 U.S. Census to 

create national life tables.  Mortality data from the DHR and population data from the 

2000 U.S. Census were used to create local SES-specific life tables.   

 

The MASR is a population-based cancer registry collecting information on all incident 

cancers in a 5-county area surrounding the city of Atlanta.  All primary invasive cancers 

in individuals between 15 and 84 years of age diagnosed between January 1, 1996 and 

December 31, 2000, were eligible for inclusion.  Cases were excluded if they were out of 

the appropriate age range (7.6%), alive with no survival time available (0.1%), reported 

as being from a racial group other than white or black (1.8%), or missing the necessary 

area-based SES measure (0.3%).  In addition, people were excluded if their cancer was a 

second or subsequent primary cancer (12.5%), or was diagnosed at death or autopsy only 

(1.2%).  Follow-up through 2005 was successful for 98% of all cases.  

 

Mortality data from the NCHS and DHR were restricted to the years 1999-2001 to follow 

the standard methodology for generating life tables around the decennial census (33).  

While the NCHS data were available for the entire U.S., data from DHR were limited to 

the 5 counties included in the MASR. 
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Choice of area-based SES measure 

In the absence of individual SES information, census tract poverty has been shown to 

serve as a meaningful alternative (34-36).  In the U.S., census tracts are small relatively 

permanent statistical subdivisions of a county that were designed to be homogeneous 

with respect to socioeconomic status and living conditions (37).  For the purpose of this 

study, addresses from the MASR and DHR were geocoded to the level of the census tract 

by a single commercial vendor and linked with poverty data from the 2000 U.S. Census 

Summary File 3 (38).  Federal standards define census tracts with twenty percent or more 

of the population living below the poverty level as “poverty areas” (39). The designation 

of poverty level varies with family size, income, and year (e.g., $17,463 for a family of 4 

in calendar year 2000).  Each census tract was classified into one of three groups 

according to the percentage of the tract population living below the poverty level: 0-9.9% 

(low poverty), 10-19.9% (middle poverty), and 20-100% (high poverty).  

 

Creation of expected rate tables incorporating a measure of SES 

The U.S. population census is conducted every 10 years.  Decennial life tables are 

generated using census population counts and national mortality.  Life tables present the 

probability of dying between the ages of x and x+1 for a person of a given race and sex.  

Life tables are then used to develop expected rate tables.  Expected rate tables present the 

probability of survival from age x to x+1 for a person of a given race and sex and are 

used to generate the expected survival (denominator) for relative survival calculations.   
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For this study, two groups of expected rate tables were created and their impacts on 

relative survival were compared: standard U.S. national tables (US) that do not consider 

SES and SES-specific MASR tables (MASR-SES).  Separate age-specific tables were 

created for white males, white females, black males and black females.  All tables 

excluded data for ages less than 15 due to the believed underenumeration of the 

population by the census at younger ages (33).  Data for ages above 89 were also 

excluded due to known problems with the accuracy of conventional death rates in this 

population (33).  Race groups were based on unbridged race categories from the 2000 

Census and were limited to white and black.  Race bridging refers to the process of 

assigning an individual of multiple races to a single race category (40).  Unbridged data 

were used because race bridged population information was not available at the level of 

the census tract.  Research has demonstrated that race bridging has a small-to-negligible 

impact on white and black populations (40). 

 

For the MASR-SES tables, geocoded mortality data were linked to census files by tract to 

assign the area-based poverty measure to each record.  Records were divided into the 

three poverty categories previously defined (0-9.9%, 10-19.9%, and 20-100%) and counts 

were obtained by age, race, and sex.  All census tracts in the MASR were then divided 

into the same three poverty categories and population counts by age, race, and sex were 

obtained from the census file. For each poverty stratum, expected rate tables were created 

by age, race, and sex using SES-specific mortality rates.  A brief summary of the 

methodology used to generate the expected rate tables is presented in Appendix 5.A.   
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Analysis 

Primary analyses in this study were restricted to the two leading incident cancers in the 

MASR population: female breast cancer and prostate cancer.  Analyses of baseline 

characteristics across SES categories were conducted in SAS version 9.1 (Cary, NC).  

Relative survival calculations were performed using SEER*Stat software (41).  Five-year 

relative survival rates by age, race, and SES were generated using both the standard U.S. 

national expected rate tables and the MASR SES-specific expected rate tables.  Results 

using each method were compared.   

 

There are other methods to estimate relative survival, in addition to the stratified method 

described above.  One of these is the use of a generalized linear regression model with a 

Poisson error structure, which allows simultaneous control of multiple factors in a single 

analysis (1).  This additive hazards model allows the incorporation of the MASR SES-

specific expected rate tables to model the baseline hazard of background mortality in 

addition to the excess hazard caused by cancer.  The general formula for this model is: 

 

h(t,x) = h*(t,x1) + exp(xβ) 

 

where h(t,x) represents the overall hazard, t represents the time since diagnosis, x 

represents the covariate vector for each cancer patient, h*(t,x1) represents the background 

hazard estimated in the general population with covariate vector x1, and exp(xβ) 

represents the excess hazard due to cancer.  Since stage is a strong predictor of survival 

and because poverty could affect the timing of diagnosis, analyses were stratified by early 
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and late stage as defined by the national SEER Program (42).  Analyses for prostate 

cancer were limited to regional or distant stage disease since 5-year relative survival for 

localized disease was virtually 100% (2).  

 

Since cause-specific survival is an analogous methodology used to control for 

background mortality in many studies, results from the above model using MASR SES-

specific expected rate tables were also compared against various Cox regression models.  

Comparisons were restricted to the area-based poverty variable since this was our 

primary interest.  As discussed previously, cause-specific analyses rely on the use of 

coded cause of death to classify individuals into the appropriate outcome category and 

this is considered the key limitation of Cox regression using population-based registry 

data.  Three Cox models were compared against the results from the relative survival 

generalized linear model.  The first was a truly cause-specific analysis where only the 

cancer of interest was considered as the cause of death; the second model included other 

cancer deaths; and the final model included all causes of death.    

 

RESULTS 

Baseline characteristics of the MASR invasive female breast cancer and prostate cancer 

cases are presented in Table 5.1 by area-based SES.  While overall there were more 

breast cancer cases during the study period, prostate cancers were more common in high 

poverty areas.  Study subjects in these high poverty areas were more likely to be black, 

older, deceased within 5 years following their diagnosis of cancer, and Fulton County 

residents.  Fulton County is where the state capital city, Atlanta, Georgia, is located.  The 
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cancers among high poverty area residents were characterized as later stage and higher 

grade disease than those of the lower poverty area residents. 

 

An evaluation of age-, sex-, and race-specific mortality rates for the MASR counties 

stratified by poverty levels showed that national rates typically overestimate local 

background mortality rates in low poverty areas of the MASR and underestimate them in 

the high poverty areas.  Differences are consistently larger in males relative to females.  

The largest absolute differences between the national rates and those for age-, sex-, race- 

and poverty-specific strata will cause the greatest change in relative survival rates when 

controlling for background mortality by SES (see Appendix 5.B). 

   

Regardless of the approach used to calculate relative survival, a fairly consistent pattern 

of decreasing survival with increasing area-based poverty was observed (Table 5.2). 

Overall differences between relative survival rates computed using national and MASR 

SES-specific expected survival were generally small.  For analyses with all poverty 

groups combined, age- and race-specific relative survival rates never differed by more 

than 1 percent between the two methods.  Somewhat larger effects were observed when 

comparing differences in relative survival stratified by SES.  In general, relative survival 

rates calculated using national expected survival overestimated survival in low poverty 

areas and underestimated survival in high poverty areas, relative to rates calculated using 

MASR-SES expected survival.  Differences were generally more pronounced for prostate 

cancer and in the areas of high poverty.  Figure 5.1 plots the relative survival rates for 

prostate cancer for both whites and blacks comparing the two methods.  At 5 years, 
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relative survival for white males using national expected survival was 84.9 percent.  

When MASR-SES expected survival was used instead, 5-year relative survival of 92.7 

percent was observed.  These differences increased over follow-up time and were also 

observed in black males, although to a lesser degree.  The same general pattern was seen 

in breast cancer (Figure 5.2) but with smaller differences observed. 

 

Table 5.3 presents the results of stage-stratified regression models.  In all categories, as 

poverty levels increased so did the excess mortality.  For cancer patients residing in high 

poverty areas, the excess risk of death from their cancer diagnosis was consistently lower 

when modeling background mortality using MASR SES-specific expected survival.  As 

an example, using national expected survival, excess mortality among prostate cancer 

patients with late stage disease residing in the highest poverty areas was  2.56 times 

higher (95% CI 1.49, 4.40) than that among similar individuals in the lowest poverty 

areas.  In the same model using MASR SES-specific expected survival, the relative 

excess mortality was 2.22 (95% CI 1.29, 3.80).   

 

Table 5.4 compares results from the additive hazards model presented in Table 5.3 to the 

traditional proportional hazards model used in Cox regression models.  For breast cancer, 

cause-specific models underestimated the role of area-based poverty in the risk of death 

from breast cancer and did so to a greater extent for higher poverty areas.  Models 

incorporating other cancers and other causes provided results most consistent with those 

of the additive hazards model.  For prostate cancer, cause-specific models produced 

results almost identical to the additive hazards model.    

85 



 

 

DISCUSSION 

Our study demonstrated decreased cancer survival and increased all cause mortality 

among individuals living in lower SES areas.  These observations are in agreement with 

previous reports.  A recent analysis of SEER data showed that, after controlling for stage, 

individuals living in high poverty census tracts had worse survival from each of the 

cancers investigated relative to those living in lower poverty tracts (17).  There is also 

consistent evidence that overall mortality and each of its components, cancer and non-

cancer mortality, vary by SES.  For these reasons, calculations of relative survival that do 

not control for SES may be subject to error.  

 

Take for example a white male, age 66, living in the highest poverty area.  Using national 

expected rate tables that currently ignore SES would underestimate his background 

mortality of this individual (Appendix 5.B: 2,299 per 100,000 compared to 3,744 per 

100,000) and thus overestimate his expected survival; consequently his relative survival 

would be underestimated.  In comparison, the relative survival of an otherwise similar 

man living in one of the lowest poverty areas would be overestimated due to the 

overestimation of his background mortality (Appendix 5.B: 2,299 per 100,000 compared 

to 2,009 per 100,000).  The net effect of these types of errors would lead, in most 

circumstances, to an apparently widened survival gap between the poverty strata than the 

use of SES-specific estimates would indicate. 
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A review of SES-specific all cause mortality compared to a national reference illustrates 

the degree to which the use of national expected survival may affect study results.  Since 

the numerator of the relative survival rate, observed survival, remains constant, all of the 

variation in these calculations is driven by the denominator.  Age, sex, race, and poverty 

level-specific strata with the largest absolute differences in all cause mortality from the 

equivalent age-, sex-, and race-specific national rates will yield the most biased relative 

survival rates when background mortality by SES is ignored.  In our population, the 

magnitude of error is largest in the low poverty strata for blacks and the high poverty 

strata for whites.  It appears to be more pronounced in men relative to women.  

 

Two other important findings arise from the results of this study.  In this population, 

when a SES-stratified analysis is not being conducted, there is minimal benefit gained to 

using SES-specific expected survival as the errors cancel each other out.  This study also 

highlights the need for caution in the use of cancer registry data for calculating cause-

specific survival.  Cause-specific survival relies heavily on the quality of coding of cause 

of death and some evidence indicated that this may vary by SES (43).  In our study, the 

cause-specific results when modeling prostate cancer were similar to those from the 

relative survival models, whereas the cause-specific results when modeling breast cancer 

underestimated the relative survival results.  In women diagnosed with localized breast 

cancer, one possible explanation for the observed underestimation is misclassification of 

the cause of death.  It appears that in high poverty areas, breast cancer mortality is most 

comparable to the Cox model that includes breast cancer deaths along with deaths from 

common metastatic sites, perhaps because metastatic sites may be erroneously listed as 
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the underlying cause of death.  Among women with late stage disease, however, breast 

cancer mortality is closest to all-cause mortality presumably because cancer contributed 

to mortality from other causes (e.g. via treatment related toxicity) that were not captured 

in the cancer-specific results. 

 

Our study is conceptually similar to the earlier publication by Dickman et al., which was 

based on Finnish data (15).  Although the findings and conclusions from their research 

are comparable to ours, their analysis used individual measures of social class that are not 

available in population-based registries in the U.S.  It is also important to point out that 

SES-specific mortality is different in different populations, and for this reason, data from 

Finland may not apply to the United States as the data from Georgia may not apply to 

Utah.   

 

The strengths of our study include greater than 98% follow-up and a high proportion 

(98.5%) of registry data geocoded to a street level address.  For the purpose of this study 

we developed a multi-step procedure to clean and improve address data that could not be 

successfully geocoded through standard registry practices.  Consistent methods were used 

to create both the national and MASR SES-specific expected rate tables.  The limitations 

that warrant consideration include the assumption that SES is homogeneous within a 

census tract and the exclusion of certain age groups at both extremes when developing 

expected rate tables for this study.  Additional methods to develop SES-specific expected 

rate tables to include these other age groups are needed.  It would also be beneficial to re-

examine the results of this study in other cancers, in other populations, such as those with 
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a larger percentage of residents living in high poverty areas, and for longer periods of 

follow-up.  A comparison of results using local SES-specific expected rate tables to those 

using U.S. national SES-specific tables could lead the discussion regarding optimal 

methods for widespread use of SES-specific expected rates in relative survival analysis.  

 

CONCLUSION 

Area-based measures of socioeconomic status need to be considered when controlling for 

background mortality using population-based registry data.  This is especially important 

in SES stratified analyses.  The development of SES-specific expected rate tables at the 

local level, however, requires substantial effort and time.  Further research and discussion 

is needed to address this important cancer surveillance issue at the national level. 
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TABLE 5.1  Baseline characteristics of the MASR invasive female breast and prostate    
cancer cases* according to census tract poverty measure, 1996-2000     
    Low Poverty   Middle Poverty   High Poverty   
    (0-9.9%)   (10-19.9%)   (20+%)   
Characteristic N=8,835   N=2,792   N=1,602   
          
    No. %   No. %   No. %   
Sex                     
  Male 4,255 48.2   1,344 48.1   887 55.4   
  Female 4,580 51.8   1,448 51.9   715 44.6   
  p value ~         0.999     <0.001   
Race                     
  White 7,247 82.0   1651 59.1   271 16.9   
  Black 1,588 18.0   1,141 40.9   1,331 83.1   
  p value ~         <0.001     <0.001   
Age                     
  15-54 2,948 33.4   851 30.5   379 23.7   
  55-69 3,768 42.6   1,137 40.7   712 44.4   
  70-84 2,119 24.0   804 28.8   511 31.9   
  p value ~         <0.001     <0.001   
Stage                     
  Local 6,360 72.0   1,900 68.1   1,051 65.6   
  Regional/Distant 2,132 24.1   774 27.7   475 29.7   
  Unknown 343 3.9   118 4.2   76 4.7   
  p value ~         <0.001     <0.001   
Grade                   
  Well\Mod Diff 5,782 65.5   1,681 60.2   930 58.0   
  Poor\Undiff 2,210 25.0   803 28.8   461 28.8   
  Unknown 843 9.5   308 11.0   211 13.2   
  p value ~         <0.001     <0.001   
Vital Status at study cutoff                 
  Alive 7,070 80.0   1,950 69.8   949 59.2   
  Deceased 1,765 20.0   842 30.2   653 40.8   
  p value ~         <0.001     <0.001   
Geographic Area                   
  Clayton 416 4.7   409 14.6   29 1.8   
  Cobb 2,326 26.3   407 14.6   53 3.3   
  DeKalb 2,033 23.0   999 35.8   236 14.7   
  Fulton 2,183 24.7   734 26.3   1,284 80.2   
  Gwinnett 1,877 21.3   243 8.7   0 0.0   
  p value ~         <0.001     <0.001   
Diagnosis year                   
  1996 1,554 17.6   584 20.9   312 19.5   
  1997 1,846 20.9   548 19.6   330 20.6   
  1998 1,719 19.5   545 19.5   334 20.8   
  1999 1,829 20.7   540 19.4   338 21.1   
  2000 1,887 21.3   575 20.6   288 18.0   
  p value ~         0.002     0.020   
~ p value based on chi-square test (compared to low poverty group)       
*Study population limited to cases eligible for survival analysis         



 

TABLE 5.2  Comparison of age- and race-specific 5-year relative survival rates for two leading incident cancers in GA by percent of the census tract  
population living below the federal poverty level using expected survival from national life tables versus MASR-SES life tables, 1996 to 2000  
    National Expected Survival  
    Low Poverty  Middle Poverty  High Poverty     
    (0-9.9%)  (10-19.9%)  (20+%)  ALL  
Cancer Sex Race Age* No. 5-yr RS   No. 5-yr RS   No. 5-yr RS   No. 5-yr RS   
                    
Breast Female   White All 3,841 92.4  883 88.6  142 80.4  4,866 91.4  
   15-54 1,770 91.6  329 88.7  33 76.8  2,132 90.9  
   55-69 1,288 93.3  288 88.5  54 82.3  1,630 92.1  
   70-84 783 93.0  266 88.5  55 76.7  1,104 91.2  
                    
    Black All 739 83.6  565 75.2  573 73.3  1877 78.1  
   15-54 504 83.4  350 73.4  262 68.0  1,116 76.7  
   55-69 167 82.3  142 80.5  183 76.2  492 79.7  
   70-84 68 88.4  73 69.7  128 81.9  269 81.9  
                    
Prostate Male   White All 3,406 100.0  768 94.7  129 84.9  4,303 100.0  
   15-54 446 98.1  86 95.6  14 73.6  546 97.5  
   55-69 1,839 99.9  375 96.1  56 87.1  2,270 99.8  
   70-84 1,121 100.0  307 92.3  59 83.9  1,487 100.0  
                    
    Black All 849 99.9  576 95.9  758 90.8  2,183 96.8  
   15-54 228 99.4  86 92.3  70 92.2  384 97.2  
   55-69 474 100.0  332 98.4  419 90.5  1,225 97.7  
      70-84 147 97.4   158 89.7   269 90.4   574 93.3   
* Restricted to ages 15-84             
Relative survival rates over 1.0 have been adjusted to 1.0.        
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TABLE 5.2 (continued)  Comparison of age- and race-specific 5-year relative survival rates for two leading incident cancers in GA by percent of the 
census tract population living below the federal poverty level using expected survival from national life tables versus MASR-SES life tables, 1996-2000 
    MASR SES-specific Expected Survival 
    Low Poverty  Middle Poverty  High Poverty    
    (0-9.9%)  (10-19.9%)  (20+%)  ALL 
Cancer Sex Race Age* No. 5-yr RS   No. 5-yr RS   No. 5-yr RS  No. 5-yr RS 
                   
Breast Female   White All 3,841 92.1  883 89.2  142 82.9  4,866 91.3 
   15-54 1,770 91.2  329 88.9  33 77.2  2,132 90.7 
   55-69 1,288 92.5  288 89.4  54 83.8  1,630 91.8 
   70-84 783 93.6  266 89.0  55 79.6  1,104 92.0 
                   
    Black All 739 82.8  565 74.9  573 74.6  1,877 78.0 
   15-54 504 82.6  350 73.1  262 68.6  1,116 76.4 
   55-69 167 80.9  142 80.2  183 77.7  492 79.7 
   70-84 68 89.7  73 69.7  128 82.5  269 82.5 
                   
Prostate Male   White All 3,406 100.0  768 96.9  129 92.7  4,303 99.8 
   15-54 446 97.5  86 96.4  14 76.3  546 96.9 
   55-69 1,839 99.8  375 97.8  56 92.2  2,270 99.6 
   70-84 1,121 100.0  307 95.5  59 93.6  1,487 100.0 
                   
    Black All 849 99.8  576 95.4  758 94.2  2,183 97.0 
   15-54 228 97.9  86 91.9  70 94.5  384 96.3 
   55-69 474 100.0  332 98.1  419 94.5  1,225 98.0 
      70-84 147 97.5   158 88.5   269 92.9   574 94.2 
* Restricted to ages 15-84            
Relative survival rates over 1.0 have been adjusted to 1.0.       
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FIGURE 5.1  Comparison of expected survival effects in annual prostate cancer relative survival rates by race, 
(White N=129 and Black N=758), 1996-2000 cohort followed through 2005, 

MASR, high poverty category (20+%)
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FIGURE 5.2  Comparison of expected survival effects in annual female breast cancer relative survival rates by race 
(White N=142 and Black N=573), 1996-2000 cohort followed through 2005, 

MASR, high poverty category (20+%)
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Table 5.3  Regression models for relative survival comparing the use of national expected   
survival versus MASR SES-specific survival       

  National Expected Survival  
MASR SES-Specific  

Expected Survival 
  Relative     Relative    
Parameter Excess Risk 95% CI   Excess Risk 95% CI 
       
Breast Cancer Local Stage (N=4,139)     
Race      
 Black 1.55 0.95, 2.52  1.62 1.02, 2.57 
 White 1.00 Referent  1.00 Referent 
Age      
 70-84 0.64 0.20, 2.07  0.53 0.13, 2.07 
 55-69 0.54 0.27, 1.09  0.53 0.27, 1.05 
 15-54 1.00 Referent  1.00 Referent 
Grade      
 Unknown 3.77 1.48, 9.69  3.45 1.49, 8.02 
 Poorly Diff \ Undiff 6.37 2.80, 14.48  5.77 2.83, 11.78 
 Well \ Mod Diff 1.00 Referent  1.00 Referent 
Pct Below Poverty      
 20+ 1.83 0.94, 3.59  1.45 0.72, 2.89 
 10-19.9 1.31 0.76, 2.26  1.16 0.68, 1.97 
 0-9.9 1.00 Referent  1.00 Referent 
       
Breast Cancer Reg \ Distant Stage (N=2,517)    
       
Race      
 Black 1.64 1.36, 1.98  1.68 1.39, 2.02 
 White 1.00 Referent  1.00 Referent 
Age      
 70-84 not displayed due to  not displayed due to 
 55-69 interaction with follow-up time  interaction with follow-up time 
 15-54      
Grade      
 Unknown 4.26 3.29, 5.52  4.21 3.26, 5.45 
 Poorly Diff \ Undiff 2.66 2.12, 3.34  2.63 2.10, 3.30 
 Well \ Mod Diff 1.00 Referent  1.00 Referent 
Pct Below Poverty      
 20+ 1.79 1.40, 2.28  1.69 1.32, 2.15 
 10-19.9 1.43 1.17, 1.74  1.38 1.13, 1.68 
 0-9.9 1.00 Referent  1.00 Referent 
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Table 5.3 (continued).  Regression models for relative survival comparing the use of national 
expected  survival versus MASR SES-specific survival 

  National Expected Survival  
MASR SES-Specific  

Expected Survival 
  Relative     Relative    
Parameter Excess Risk 95% CI   Excess Risk 95% CI 
       
Prostate Cancer Reg \ Distant Stage (N=864)    
Race      
 Black 1.11 0.69, 1.77  1.17 0.73, 1.86 
 White 1.00 Referent  1.00 Referent 
Age      
 70-84 1.80 1.25, 2.66  1.77 1.03, 3.02 
 55-69 0.68 0.40, 1.17  0.67 0.40, 1.14 
 15-54 1.00 Referent  1.00 Referent 
Grade      
 Unknown 31.43 8.38, 117.89  30.28 8.70, 105.43 
 Poorly Diff \ Undiff 14.26 3.96, 51.40  13.61 4.07, 45.49 
 Well \ Mod Diff 1.00 Referent  1.00 Referent 
Pct Below Poverty      
 20+ 2.56 1.49, 4.40  2.22 1.29, 3.80 
 10-19.9 1.42 0.87, 2.33  1.31 0.80, 2.13 
  0-9.9 1.00 Referent   1.00 Referent 

 
 
 



 

Table 5.4  Comparison of relative excess risk of death by census tract poverty level using different regression techniques  

  MASR SES-Specific Expected Surv  
Cox Regression  

(Specific Cancer)  
Cox Regression 

(Cancer)  
Cox Regression  

(All Cause) 
  Relative     Hazard   Hazard   Hazard  
Parameter Excess Risk 95% CI   Ratio 95% CI   Ratio 95% CI   Ratio 95% CI 
             
Breast Cancer Local Stage (N=4,139)           
             
Pct Below 
Poverty            
 20+ 1.45 0.72, 2.89  1.16 0.70, 1.92  1.43 0.92, 2.23  1.34 0.98, 1.84 
 10-19.9 1.16 0.68, 1.97  1.11 0.77, 1.61  1.19 0.85, 1.66  1.27 1.01, 1.59 
 0-9.9 1.00 Referent  1.00 Referent  1.00 Referent  1.00 Referent 
             
Breast Cancer Reg \ Distant Stage (N=2,517)          
             
Pct Below 
Poverty            
 20+ 1.69 1.32, 2.15  1.50 1.19, 1.91  1.56 1.24, 1.95  1.65 1.34, 2.03 
 10-19.9 1.38 1.13, 1.68  1.32 1.09, 1.59  1.31 1.09, 1.57  1.34 1.13, 1.58 
 0-9.9 1.00 Referent  1.00 Referent  1.00 Referent  1.00 Referent 
             
Prostate Cancer Reg \ Distant Stage (N=864)          
             
Pct Below 
Poverty            
 20+ 2.22 1.29, 3.80  2.24 1.46, 3.44  2.08 1.39, 3.12  1.93 1.35, 2.74 
 10-19.9 1.31 0.80, 2.13  1.29 0.86, 1.93  1.23 0.84, 1.80  1.24 0.90, 1.71 
  0-9.9 1.00 Referent   1.00 Referent   1.00 Referent   1.00 Referent 
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Appendix 5.A 
 

The core component of the life table is the death rate qx.  Defined as the proportion of the 

population at age x that is expected to die before attaining age x+1, it is generally 

calculated using the formula 

 

qx = Dx / (3Px + Dx/2)  

 

where Dx is the adjusted number of deaths occurring in a population age x over the three 

year period surrounding the population census, Px is the census population age x at the 

mid-year of the census period and deaths are assumed to occur uniformly over the 1 year 

period during which the age advances from x to x+1 (33).  Deaths for which age was not 

stated are allocated proportionately among the different age groups through the use of an 

adjustment factor.  Beers interpolation coefficients are used to smooth single age 

population death rates (44).  This technique is applied to both death (Dx) and population 

(Px) values by aggregating the single year data into 5-year age groups and then 

interpolating back to single age values. The compliment of the life table death rate (1- qx ) 

represents the proportion of the population surviving the age interval x to x+1 and is the 

value used in the expected rate table to calculate expected survival.  Life table death rates 

are calculated at individual years of age from 15 to 89 for all 12 combinations of race 

(white/black), sex (male/female) and census tract poverty measure (low, medium, high 

poverty).  Similar methodology is used to create the U.S national tables except without 

stratification by SES. 
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Appendix 5.B  Age, sex and race-specific mortality rates* for combined MASR counties by % of the census 
tract population living below the federal poverty level, 1999-2001, with national mortality as a reference 
Males  
 White (N=12,734)   Black (N=7,969)  

 Poverty Level    Poverty Level   
 Low Middle High    Low Middle High   

Age 
(0-

9.9%) 
(10-

19.9%) (20+%)   National  
(0-

9.9%) 
(10-

19.9%) (20+%)   National 
15-19 years 95.8 127.0 90.6  88.1  103.6 115.5 231.6  132.5 
20-24 years 145.4 142.4 106.7  123.3  193.3 212.6 222.7  237.7 
25-29 years 114.3 135.9 203.1  116.8  142.4 146.5 338.4  244.0 
30-34 years 113.5 142.0 243.2  135.8  179.8 215.4 462.5  275.1 
35-39 years 126.6 230.0 412.6  191.2  236.1 354.4 779.3  366.0 
40-44 years 210.7 445.0 512.1  277.7  293.1 557.9 1050.8  548.5 
45-49 years 316.9 596.0 860.1  411.5  530.7 751.2 1452.5  855.2 
50-54 years 415.1 755.1 1456.4  583.2  731.1 1229.3 1760.7  1206.0 
55-59 years 681.0 1177.8 1827.0  922.1  1390.1 1556.2 2521.5  1779.3 
60-64 years 1218.2 1909.3 2917.3  1457.1  1981.3 2581.8 3178.7  2475.6 
65-69 years 2009.3 2811.1 3744.0  2299.3  3094.2 3619.8 4790.2  3528.5 
70-74 years 3354.9 4223.5 6138.7  3600.5  4765.7 5112.8 5841.2  5186.6 
75-79 years 5218.0 6468.8 7617.1  5619.6  7555.0 7664.9 8451.4  7362.4 
80-84 years 9193.0 10295.6 12600.2   8987.6   12918.7 9126.1 10952.4   10331.4 
*Rates are per 100,000          
Georgia mortality provided by Vital Records Department of the GA Department of Human Resources 
National mortality data provided by NCHS (www.cdc.gov/nchs).     
  Differs from national rate by greater than 500/100,000     
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Appendix 5.B (continued).  Age, sex and race-specific mortality rates* for combined MASR counties by % of  
the census tract pop. living below the fed. poverty level, 1999-2001, with national mortality as a reference 
Females  
 White (N=10,676)   Black (N=6,426)  

 Poverty Level    Poverty Level   
 Low Middle High    Low Middle High   

Age 
(0-

9.9%) 
(10-

19.9%) (20+%)   National  
(0-

9.9%) (10-19.9%) (20+%)   National 
15-19 years 43.1 59.0 12.6  39.5  55.0 42.9 37.8  43.2 
20-24 years 48.2 39.8 35.2  42.7  72.8 62.6 74.1  71.9 
25-29 years 45.6 42.0 24.3  47.7  68.3 69.7 117.1  97.1 
30-34 years 49.8 92.5 128.0  64.8  78.8 99.2 224.3  140.5 
35-39 years 73.2 138.2 142.3  101.3  92.5 180.3 420.2  217.8 
40-44 years 99.0 192.3 334.4  151.6  189.0 305.3 463.6  337.0 
45-49 years 164.1 298.6 340.1  223.3  276.1 368.4 719.5  489.4 
50-54 years 258.4 427.7 594.2  345.0  430.9 588.1 903.1  685.9 
55-59 years 464.0 737.6 737.3  568.8  727.0 1024.0 1291.3  1022.8 
60-64 years 778.9 1168.5 1759.1  918.4  1148.9 1376.8 1928.2  1496.7 
65-69 years 1298.5 1754.7 2248.7  1458.4  1985.2 2240.0 2749.2  2206.2 
70-74 years 2259.2 2594.6 3406.9  2287.0  3016.4 3132.8 3567.9  3241.3 
75-79 years 3791.5 4130.6 5006.4  3692.2  5548.3 4791.4 5062.5  4779.7 
80-84 years 6750.1 6302.5 7128.2   6233.5   7871.3 7503.3 7273.3   6984.6 
*Rates are per 100,000          
Georgia mortality provided by Vital Records Department of the GA Department of Human Resources 
National mortality data provided by NCHS (www.cdc.gov/nchs).     
  Differs from national rate by greater than 500/100,000     
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ABSTRACT 

 

Background:   The mechanisms by which socioeconomic status (SES) affect prostate 

cancer survival are not well understood.  Stage, grade, and treatment are all important 

explanatory factors, but they cannot completely explain survival disparities across 

different SES strata.  We examined non-localized prostate cancer survival among the 

socioeconomically diverse Medicare population with equal eligibility for care.  The 

purpose of this study is to explore the extent to which various demographic, clinical, and 

social factors explain the association between SES and prostate cancer survival in this 

population. 

 

Methods:  The SEER-Medicare linked data was used to identify a population-based 

cohort of 5,368 men, between the ages of 66 and 79 years, diagnosed with non-localized 

prostate cancer.  The cohort was restricted to men enrolled in fee-for-service Medicare 

Part A and Part B and all men were followed though 2004.  Death from prostate cancer 

was the primary outcome variable in Cox regression models 

 

Results:  Relative to low poverty areas, high poverty areas were characterized by a larger 

percentage of blacks, a smaller percentage of married men, and a larger percentage of 

men with comorbidities and metastatic tumors.  Significant interaction was observed 

between poverty and stage.  Unadjusted hazard ratios (HR) comparing the highest to 

lowest poverty strata were 1.48 (95% CI 0.86, 2.54) for stage III cancers, 2.09 (95% CI 

1.35, 3.22) for stage IV-M0 cancers, and 1.03 (95% CI 0.79, 1.09) for stage IV-M1 
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cancers.  After adjustment for marital status, stage migration, comorbidities, age, grade, 

treatment, area of residence, and race, the HRs were as follows: 1.21 (95% CI 0.66, 2.21) 

for stage III cancers, 1.58 (95% CI 0.94 2.67) for state IV-M0 cancers, and 0.90 (95% CI 

0.72, 1.13) for stage IV-M1 cancers.     

 

Conclusions:  Prostate cancer survival differs by SES even among individuals with equal 

eligibility for care.  Much of the SES related disparities are explained by factors for 

which SES may serve as a surrogate.  These underlying factors include stage at diagnosis, 

social support as reflected in marital status, and comorbidities.   
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INTRODUCTION 

Prostate cancer, the leading incident cancer in men (1), is a unique malignancy because of 

its typical indolent nature.  When diagnosed at a localized stage, average survival 

approaches 100 percent after controlling for background sources of mortality (1).  Once 

the disease has extended beyond the prostate, however, the cancer is considered non-

localized and survival begins to decline.  While disparities in prostate cancer survival 

have been extensively studied in the literature, most research has specifically focused on 

the relationship of survival and race (2-14) rather than survival and SES (15-18).  In a 

recent publication from the Surveillance, Epidemiology, and End Results (SEER) 

Program, men in high poverty census tracts had poorer 5-year prostate cancer-specific 

survival for both whites and blacks.  The largest differences were observed in men with 

distant stage disease (18).   

 

SES is a complex measure encompassing both individual and contextual components (19, 

20).  Stage, grade, and treatment are all important explanatory factors in this relationship, 

but they cannot completely explain survival disparities across different SES strata (13, 

15, 16).  Observed SES effects on survival may also operate through numerous complex 

pathways including but not limited to access to care, utilization of care, quality of care, 

cancer screening, treatment delivery, treatment delays, social support and co-morbid 

conditions.  The mechanisms by which SES affects survival are not well understood. 

 

This paper examines non-localized prostate cancer survival among Medicare recipients.    

The SEER-Medicare linked data provide an opportunity to study a socioeconomically 
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diverse population with equal eligibility for care and to enhance the SEER data by adding 

information on treatment and comorbidities. The aim of these analyses is to explore the 

extent to which various demographic, clinical, and social factors explain the association 

between SES and prostate cancer survival in this population. 

 

MATERIALS AND METHODS 

Data Sources 

The SEER Program is the leading source of population-based data on cancer incidence 

and survival in the United States (21).  The 18 registries that currently comprise this 

program cover approximately 25% of the U.S. population and collect detailed 

information on cancer patient demographics, tumor characteristics, extent of disease, and 

first course therapy.   

 

Medicare is the federally funded program offering health insurance to 97% of U.S. 

residents over the age of 65 (22).  Medicare Part A covers inpatient care at hospitals and 

skilled nursing facilities.  It is generally available without a premium to individuals 

meeting Medicare eligibility requirements.  Medicare Part B requires a premium but adds 

the additional coverage of physician and outpatient services.  In addition to traditional 

fee-for-service insurance, Medicare also offers HMO services.  Individuals must be 

enrolled in both Medicare Part A and Part B to join a Medicare HMO (22). 

 

Every three years, SEER data are linked with administrative claims and enrollment files 

for the Medicare Program.  Details of the linkage have been previously described (23).  
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The most current linkage includes SEER data through diagnosis year 2002 and Medicare 

claims through 2005.   

 

Case Selection 

The study population was restricted to invasive prostate cancer cases (International 

Classification of Diseases for Oncology, 2nd Edition, code: ‘C619’) diagnosed between 

1996 and 2002 in one of the 12 SEER Registries that collected data during this entire 

period.  Cases were limited to those with an American Joint Committee on Cancer 

(AJCC) 5th edition stage of III or IV (i.e. cancers that have extended beyond the prostate) 

(24).  Individuals under the age of 66 were excluded to allow one full year of Medicare 

coverage prior to diagnosis.  Men over the age of 79 were also excluded due to an age-

SES interactive effect that made the interpretation of the results difficult in the presence 

of other existing sources of interaction.  The study population was further restricted by 

excluding second and later primaries, autopsy and death certificate only cases, cases with 

a race other than black or white, and cases with an unknown census tract.  The resulting 

dataset contained 8,833 unique prostate cancer cases.    

 

To ensure availability of cancer patient care during the entire study period, cases were 

also excluded from analyses if not enrolled in both fee-for-service Medicare Part A and 

Part B throughout follow-up (N=3,216).  In addition, to optimize ascertainment of 

comorbidities, cases were further excluded if not enrolled with the same coverage as 

above for the entire year prior to diagnosis (N=249).  As a result the final study 

population included 5,368 prostate cancer cases. 
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Outcome Variable 

The primary outcome of interest was death from prostate cancer.  SEER Registries follow 

all cases on an annual basis to ascertain vital status, date of last contact, and cause of 

death (26).  Causes of death were obtained from the underlying cause provided on state 

mortality files or National Death Index files (27).  For this study, follow-up was complete 

through December 31, 2004.  Cases dying of causes other than prostate cancer were 

treated as censored observations as were cases surviving past the follow-up period.  

Survival time was calculated in months from diagnosis to death or censoring since the 

individual day of diagnosis is not reported to SEER.      

 

Area-Based Measures of SES 

In the U.S., census tracts are small permanent statistical subdivisions of a county that are 

designed to be homogeneous with respect to socioeconomic status and living conditions 

(28).  Census tracts can be linked with poverty data from the 2000 U.S. Census Summary 

File 3 (29).  Federal standards define census tracts with twenty percent or more of the 

population living below the poverty level as “poverty areas” (30). The designation of 

poverty level varies with family size, income, and year (e.g., $17,463 for a family of 4 in 

calendar year 2000).    

 

Research suggests that measures of economic deprivation at the level of the census tract, 

such as the percent of the census population living below the poverty level, are the most 

effective measures for evaluating health disparities using linked census data (31).  These 
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measures demonstrate consistent gradients across population subgroups, are robust across 

a range of disease outcomes, allow for maximal linkage, and are easy to understand and 

explain.  For this study, each census tract was classified according to the percent of the 

tract population living below the poverty level into one of three groups: 0-9.9% (low 

poverty), 10-19.9% (middle poverty), and 20-100% (high poverty).  

 

Other Covariates 

The covariates analyzed for this study were grouped into categories as follows: 

• Host Factors 

- race: white or black 

- diagnosis age: 66-69, 70-74, 75-79 

- comorbidities: Charlson score 0, Charlson score 1+ 

• Geography  

- county at diagnosis: metropolitan or urban/rural 

• Family  Support 

- marital status: married, single, separated/divorced, widowed 

• Tumor Characteristics  

- grade: well or moderately differentiated, poorly differentiated, 

unknown 

- stage: AJCC stage III, stage IV-M0 or stage IV-M1 

- tumor upstaged from clinical stage I/II: yes or no 

• Treatment  

- first course treatment given: yes or no 
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Grades 1 (well differentiated) and 2 (moderately differentiated) were combined due to the 

small number of well-differentiated tumors (n=76).  Stage of disease was categorized 

using the definitions from the AJCC 5th edition (24).  In addition, stage IV cancers were 

further classified into those with distant metastasis (stage IV-M1) and those without 

distant metastasis (stage IV-M0).  An additional dichotomous variable was created to 

identify tumors clinically diagnosed as stage I or II but subsequently upstaged to 

pathologic stage III or IV.  

 

While SEER collects detailed information on first course therapy, the only date of 

therapy collected is the date of first course treatment from any modality.  SEER only 

releases treatment data on surgery and radiation therapy, along with date of first course 

therapy from any modality, due to known limitations with the completeness of the data 

on chemotherapy and hormone therapy.  Medicare claims were used to supplement SEER 

treatment data and to update the date of first course therapy where the documented 

administration of hormone therapy from Medicare claims provided a date of first course 

treatment earlier than what was present in SEER.  Medicare physician and outpatient files 

were searched for hormone therapy administration in the 6 month period after diagnosis 

using HCPCS codes as described elsewhere (32). 

 

Analyses 

All data were analyzed using SAS 9.1 (Cary, NC).  Distributions of case characteristics 

across poverty strata were compared using chi-square tests.  Unadjusted prostate-specific 

and other-cause 5-year survival measures were calculated for each study variable using 
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life table methodology with monthly intervals (33-35).  Differences in survival across 

poverty categories were tested for significance using log-rank tests.  Unadjusted and 

adjusted hazard ratios (HR) and 95% confidence intervals (CI) were calculated using Cox 

proportional hazards regression models (36).  The proportional hazards assumption was 

assessed for each variable by examining the log-log survival curves (37).  In the 

multivariable analyses each individual covariate was tested for interaction with the 

primary exposure variable (poverty).  If interaction was present, stratified analyses were 

conducted.  A forward stepwise regression approach was used to examine the effects of 

individual covariates on the association between poverty and prostate cancer mortality.   

 

RESULTS 

Figure 6.1 presents the life table survival curves for the three poverty strata.  Individuals 

in the lowest poverty group (0-9.9%) experienced the best survival while those in the 

highest poverty group (20+%) experienced the poorest survival.  Survival experience of 

men in the middle poverty stratum was similar to that in the low poverty group.  The 

differences in survival were statistically significant (log-rank p<.001) across the groups 

and increased with time. 

 

The baseline characteristics of the study cases are presented in Table 6.1.  Overall, 63% 

of the cases were in the low poverty group while only 13% were in the high poverty 

group.  Relative to the low poverty census tracts, high poverty tracts were characterized 

by a larger percentage of blacks (in fact, only 12% of the black population resided in the 

lowest poverty tracts), a smaller percentage of married men and a larger percentage of 
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men with comorbidities.  High poverty areas also included a larger percentage of poorly 

differentiated tumors, unknown grade tumors and metastatic tumors.  Statistically 

significant differences across the three poverty groups were observed for all covariates 

except age of diagnosis.       

 

Unadjusted measures of prostate cancer-specific and other-cause survival are presented in 

Table 6.2.  The 5-year prostate cancer-specific survival was 78% for low poverty areas, 

74% for middle poverty areas and 66% for high poverty areas.  Stage and grade were 

much stronger predictors of prostate cancer-specific survival than other-cause survival.  

By contrast, comorbidities and the absence of documented first course therapy were the 

stronger predictors of other-cause survival. 

 

Compared to individuals living in the low poverty areas, those in the highest poverty 

group had a significant 66% increase in prostate cancer-specific mortality and a 

significant 45% increase in other-cause mortality.  Relative to married men, the HRs 

reflecting prostate cancer-specific mortality were 1.78 (95% CI 1.48, 2.16) for single 

men, 1.95 (95% CI 1.59, 2.39) for separated or divorced men, and 2.21 (95% CI 1.85, 

2.63) for widowed men.  Analyses of the association between marital status and other-

cause mortality produced similar results.  Among all independent variables of interest, 

only non-metropolitan (urban or rural) county of residence showed significant association 

with prostate cancer-specific, but not with other-cause survival.   
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Table 6.3 presents the results of the forward stepwise Cox regression modeling for 

prostate cancer-specific survival.  Due to significant (p=0.02) interaction between poverty 

and AJCC stage, all Cox regression analyses were stratified by stage.  Among patients 

with stage IV metastatic disease (M1), the analysis of the unadjusted association between 

poverty and survival demonstrated essentially null results.  By contrast, among cases with 

stage IV disease, but without distant metastases (M0), men residing in high poverty areas 

experienced a more than two-fold increase in prostate cancer-specific mortality 

(HR=2.09: 95% CI: 1.35-3.22) compared to men residing in the low poverty areas.  The 

corresponding results for stage III prostate cancer were less pronounced and did not reach 

statistical significance. 

 

The step-wise addition of potential confounders resulted in gradual attenuation of the 

observed association between poverty and survival among stage III and stage IV (M0) 

cases, whereas the results for stage IV (M1) disease continued to show no discernable 

departure from the null.  In the final all-inclusive model, which adjusted for marital 

status, upstaged clinical disease, the presence of comorbidities, age, grade, treatment, 

race, and county of diagnosis the results were as follows.  Among stage III cases the HRs 

for high (versus low) and middle (versus low) poverty areas were 1.21 (95% CI: 0.66-

2.21) and 0.83 (95% CI: 0.52-1.32), respectively.  For stage IV (M0) disease the 

corresponding results were 1.58 (95% CI: 0.94-2.67) for high poverty and 1.38 (95% CI: 

0.90-2.11) for middle poverty; whereas among cases with metastatic disease the HR for 

high poverty was 0.90 (95% CI: 0.72-1.13) and the HR for middle poverty was 0.88 

(95% CI: 0.75-1.05).   
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The final stratified model confirmed that the independent effects of social, demographic 

and clinical factors on prostate cancer survival could vary by stage (Table 6.4).  

Residence in a non-metropolitan county and divorce/separation from a spouse were 

associated with increased mortality for stage III, but not for stage IV cases.  Treatment 

appeared to improve survival in stage IV (M1) cases, but not in stage III or stage IV (M0) 

cases.  Presence of comorbidities affected stage IV (M1) and particularly stage IV (M0), 

but not stage III prostate cancer mortality.  On the other hand, upstaged clinical disease 

and tumor grade demonstrated significant associations with survival irrespective of stage.  

After adjusting for other demographic, social and clinical characteristics there was no 

evidence of the association between race and survival; the HRs were close to 1.0 for all 

disease stages. 

    

DISCUSSION 

Area-based measures of socioeconomic status were utilized in this study for two primary 

reasons.  First, population-based disease registries do not generally collect individual 

measures of SES as their data primarily come from medical records.  More importantly, 

research has indicated that among persons over the age of 65, area-based measures of 

SES may be more relevant than individual measures such as education and annual 

income (38).  The neighborhood in which one lives captures aspects of living conditions 

not necessarily defined by individual measures; it is a relevant characteristic that applies 

to all of its residents regardless of age and gender, and it is a moderately stable measure 

of socioeconomic conditions (19).   
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In this study, we found that the association between SES and survival is complex as it 

appears to differ by stage.  While the effect was virtually absent among men with 

metastatic disease, poverty played a more important role in cases with less advanced 

disease.  This is not surprising as stage III, stage IV-M0 and stage IV-M1 prostate 

cancers are very different conditions with respect to the natural history of disease and 

recommended treatment approaches (39).   Once prostate cancer has metastasized to 

distant nodes or organs (typically bone), the prognosis is poor irrespective of access to 

care.  In other stages, treatment selection depends primarily on age, comorbidities and 

current symptoms and typically involves external beam radiation therapy, androgen 

ablation therapy or a combination of both.  Regardless of the modality, repeated visits to 

the treating oncologist are generally necessary for administration of therapy so access to 

care is critically important.   

 

Access to care has been shown in several studies to explain away the racial differences in 

prostate cancer survival (5, 8).  In addition, McDavid and colleagues demonstrated that 

disparities in prostate cancer survival exist by level of individual insurance after 

controlling for age, sex, race, stage and treatment (17).  In their study, 3-year relative 

survival from prostate cancer was best for patients with private insurance followed by 

Medicare with supplement, Medicare, other federally funded insurance, not insured and 

then Medicaid.  In our study, restriction of the population to fee-for-service Medicare 

recipients provided a mechanism to control for eligibility for care.  While equal eligibility 
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does not equate to equal access, it does make certain that all patients have similar health 

insurance.    

 

In our SEER-Medicare population with equal eligibility for care, we found that 

controlling for demographic, clinical, and social support factors resulted in an attenuation 

of the observed associations between poverty and survival.  Factors other than SES 

appear to be more important in the multivariable analysis.  For example, marital status 

appears to be an important determinant of survival although the magnitude of its effect 

differs by stage.  Of interest are the differences observed for separated, divorced or 

widowed men.  Our results indicate the lack of social support, where it once existed, 

clearly played a detrimental role.  Marriage has been shown in other studies to have a 

favorable effect on cancer survival (40-45) and has been directly associated with the 

utilization of more aggressive treatment (46).  Some have suggested it gives the 

individual a greater constitution to fight the disease (41). 

 

Stage migration (47), as measured by upstaged clinical disease in this study, also played 

an important role in explaining SES related differences in survival.  While the AJCC 

recommends collection of both clinical and pathologic stage for most cancers, this level 

of detail is not generally present in SEER data.  Prostate cancer represents the only 

exception.  Since 1995, SEER has collected both clinical and pathologic tumor extension 

thus allowing the examination of stage migration.  Men diagnosed clinically with stage I 

or II prostate cancer are likely to have a very different and more favorable prognosis than 

men diagnosed clinically as having stage III or IV disease.  Men with upstaged clinical 
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disease were likely free of cancer specific symptoms and were probably identified via 

prostate cancer screening.  Since the majority of upstaged cases were moved to stage III, 

larger effects of this variable on the SES-survival association were seen among stage III 

cases.   

 

The presence of comorbid disease at the time of diagnosis also played an important role 

in our analysis.  Comorbidities have been associated with increasing age and lower 

education and are predictive of longer hospital stays, increased hospital mortality and 

frequency of readmission (48-51).  Klaubande et al. specifically showed that the Charlson 

comorbidity measure calculated from Medicare physician claims was predictive of both 

less aggressive treatment and higher mortality (52).  While it is difficult to explain the 

exact pathway by which comorbidities operated in our study, in the final model the 

presence of comorbid disease showed a significant inverse association with survival 

among men with stage IV prostate cancer. 

 

Any inference of our study findings to other populations requires caution. Our results are 

not necessarily applicable to men under the age of 65 or over the age of 80.  They are also 

not entirely generalizable to men with insurance coverage other than Medicare fee-for-

service.  Studies have shown that cancer care and cancer survival does vary by insurance 

type (17).  On the other hand, a substantial proportion of prostate cancers occur between 

the ages of 66 and 79, and a large percentage of men in this age group have fee-for-

service Medicare. 
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The use of area-based measures of SES assumes homogeneity within the geographic 

units, census tracts in our case.  As the size of census tracts are based on population 

density, tracts are generally larger in non-metropolitan areas.  If the tracts get too large, 

the populations may be less homogeneous and observed survival differences may be 

biased (53).   It is also important to point out that the SEER-Medicare dataset does not 

provide information regarding the certainty of the census tracts obtained.  When an exact 

street address cannot be geocoded, the centroid of the residence ZIP code is used instead 

(54).  If the centroid does not possess the same SES characteristics as the exact street 

address, this may lead to misclassification.   

 

Our analysis used cause-specific survival analysis.  This approach requires patient-

specific cause of death and the validity of results is determined by the accuracy and 

completeness of the death certificate coding.  As comorbidities increase with age, 

competing causes of death become an important component of the death rate.  While 

relative survival analyses would have been preferable, these are not possible at the 

present time because SES-specific expected rate tables are not available at the national 

level in the U.S.  This issue is less of a concern, however, for prostate cancer. Several 

studies that conducted detailed reviews of death certificates have documented that cause-

specific analyses are adequate for prostate cancer (55, 56).  Our analyses support these 

observations by demonstrating that tumor specific characteristics such as grade and stage 

were much stronger predictors of prostate cancer-specific mortality as compared to other-

cause mortality.  
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The results of our study indicate that prostate cancer survival clearly differs by SES even 

among individuals with equal eligibility for care.  We also found that much of the SES 

related disparities are explained by factors for which SES may serve as a surrogate.  

These underlying factors include stage at diagnosis, social support as reflected in marital 

status, and comorbidities.  While consideration of these extraneous factors clearly 

attenuates the observed association, it does not completely eliminate the effect of SES on 

survival.  It is possible that lower SES affects survival by mechanisms that were not 

captured in these analyses.  For example, we did not have the data on the quality of care 

received by individuals in our study.  Although the study was restricted to individuals 

with equal eligibility for care, we did not have any reliable measures of access to care and 

health care utilization.  It is also possible that even after controlling for extraneous 

factors, the observed association can be attributed to residual confounding.  For example, 

the Charlson index only includes some of the conditions known to affect mortality.  

Although we were able to control for first course therapy in this study, it is possible that a 

more sophisticated analysis taking into consideration specific treatment modalities would 

have further attenuated the effect of SES on survival.  

 

CONCLUSION 

The clear and consistent evidence of SES-related survival disparities for non-localized 

prostate cancer offers limited insight into potential intervention strategies.  Such 

strategies require a comprehensive deconstruction of the SES-mortality association to 

identify factors that can be modified.  In the presence of equal eligibility for care, our 
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study points toward lack of social support and late stage or delayed diagnosis as the two 

most important modifiable determinants of survival. 

 

 

 



 

Figure 6.1  Prostate cancer survival by area-based poverty measure in the Medicare population,
stages III-IV, ages 66-79, 12 SEER areas, 1996-2002
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TABLE 6.1  Baseline characteristics of SEER Registry invasive non-localized prostate   
cancer cases* according to census tract poverty measure        

    Low Poverty   
Middle 
Poverty   

High 
Poverty   

    (0-9.9%)   (10-19.9%)   (20+%)   
Characteristic N=3,392   N=1,268   N=708   
          
    

No. % 
  

No. % 
  

No. % 
  

Race**                   
  White 3,319 97.8   1,084 84.5   359 50.7   
  Black 73 2.2   184 14.5   349 49.3   
Diagnosis Age                   
  66-69 1,144 33.7   429 33.8   224 31.6   
  70-74 1,354 39.9   493 38.9   291 41.1   
  75+ 894 26.4   346 27.3   193 27.3   
County at diagnosis**                   
  Metropolitan 2,844 83.8   902 71.1   593 83.8   
  Urban or Rural 548 16.2   366 28.9   115 16.2   
Marital ~**                   
  Married 2,657 80.7   933 75.8   372 55.0   
  Single 209 6.4   104 8.5   122 18.1   
  Separated/Divorced 158 4.8   85 6.9   96 14.2   
  Widowed 268 8.1   108 8.8   86 12.7   
Grade**                   
  Well\Mod Diff 1,633 48.2   581 45.8   291 41.1   
  Poorly Diff 1,487 43.8   558 44.0   335 47.3   
  Unknown 272 8.0   129 10.2   82 11.6   
AJCC Stage 5th ed**                   
  Stage III 1,850 54.5   638 50.3   285 40.3   
  Stage IV - M0 561 16.6   196 15.5   110 15.5   
  Stage IV - M1 981 28.9   434 34.2   313 44.2   
Upstaged from Clinical Stage I/II**                 
  Yes 1,301 38.3   408 32.2   179 25.3   
  No  2,091 61.7   860 67.8   529 74.7   
Rcvd Any Treatment**                   
  Yes 3,301 97.3   1,213 95.7   668 94.4   
  No 91 2.7   55 4.3   40 5.6   
Charlson Comorbidity Score**                 
  0 2,967 87.5   1,105 87.2   574 81.1   
  >=1 425 12.5   163 12.8   134 18.9   
*Study population limited to cases eligible for survival analysis           
**Statistically significant at p<.001                 
~ Unknown values not included (N=170)                 
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TABLE 6.2  Unadjusted 5-year other-cause and prostate-specific survival with corresponding hazard ratios 
(HR) and 95% confidence intervals (CI) for primary exposure (poverty) and selected covariates 

      
    

Characteristic 
  

5-Year 
Prostate
Specific 
Survival 

(%)#  

5-yr 
Prostate 
Specific 

HR 

95% CI 

 

5-Yr 
Other 
Cause 

Survival 
(%)# 

  

5-yr 
Other 
Cause 

HR 

95% CI 

Poverty                     
  Low (0-9.9%)   77.9  1.00    84.6   1.00  
  Middle (10-19.9%) 74.3  1.16 (1.01, 1.34)  79.6   1.34 (1.18, 1.78) 
  High (20+%)   65.8  1.66 (1.42, 1.94)  78.4   1.45 (1.14, 1.58) 
Race                     
  White   77.0  1.00    83.4   1.00   
  Black   63.2  1.81 (1.55, 2.12)  76.4   1.57 (1.28, 1.92) 
Diagnosis Age                   
  66-69   85.2  1.00    88.6   1.00   
  70-74   76.3  1.71 (1.46, 2.01)  83.2   1.47 (1.22, 1.77) 
  75+   60.9  3.20 (2.73, 3.74)  72.4   2.70 (2.24, 3.25) 
County at diagnosis                   
  Metropolitan   76.5  1.00    82.6   1.00   
  Urban or Rural   71.5  1.18 (1.03, 1.36)  82.9   0.94 (0.78, 1.13) 
Marital                      
  Married   79.2  1.00    84.8   1.00   
  Single   67.1  1.78 (1.48, 2.16)  78.7   1.47 (1.15, 1.89) 
  Separated/Divorced 62.4  1.95 (1.59, 2.39)  80.7   1.37 (1.03, 1.83) 
  Widowed   60.1  2.21 (1.85, 2.63)  69.6   2.21 (1.79, 2.74) 
Grade                     
  Well\Mod Diff   88.6  1.00    86.6   1.00   
  Poorly Diff   68.9  3.10 (2.68, 3.59)  81.3   1.48 (1.27, 1.73) 
  Unknown   30.9  11.28 (9.48, 13.43)  59.7   4.21 (3.39, 5.24) 
AJCC Stage 5th ed                   
  Stage III   95.0  1.00    88.6   1.00   
  Stage IV - M0   80.5  4.24 (3.32, 5.42)  83.7   1.55 (1.25 ,1.91) 
  Stage IV - M1   36.7  21.50 (17.7, 26.12)  67.5   3.53 (3.01, 4.14) 
Upstaged from Clinical Stage I/II               
  Yes   97.7  1.00    92.2   1.00   
  No    62.1  22.41 (16.1, 31,.2)  76.1   3.60 (2.97, 4.35) 
Rcvd Any Treatment                   
  Yes   76.2  1.00    83.7   1.00   
  No   51.8  3.56 (2.79, 4.54)  41.7   6.04 (4.74, 7.70) 
Charlson Comorbidity Score                 
  0   78.1  1.00    85.4   1.00   
  >=1   56.6  2.53 (2.20, 2.91)  61.5   3.36 (2.86, 3.94) 
#Calculated using life table methodology (all log-rank tests were significant with the exception of County at 
Diagnosis in the other cause model)                 
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TABLE 6.3 Cox regression modeling to examine the role of effect modification (covariate with 
poverty) and individual covariates in explaining area-based differences in poverty  

      
High (20+%) vs.  
Low (0-9.9%)   

Middle (10-19.9%) vs.  
Low (0-9.9%) 

                
Covariates in model   HR 95% CI   HR 95% CI 
                
Poverty stratified by AJCC Stage       
  Stage III   1.48 (0.86, 2.54)   1.41 (0.74, 2.54) 
  Stage IV - M0   2.09 (1.35, 3.22)   1.39 (0.94, 2.07) 
  Stage IV - M1   1.03 (0.79, 1.09)   0.93 (0.79, 1.09) 
                
Poverty, Marital Status, stratified by AJCC Stage       
  Stage III   1.42 (0.82, 2.45)   1.04 (0.66, 1.62) 
  Stage IV - M0   1.74 (1.09, 2.77)   1.34 (0.89, 2.02) 
  Stage IV - M1   0.94 (0.78, 1.13)   0.93 (0.79, 1.09) 
                
Poverty, Marital Status, Upstaged clinical disease,       
stratified by AJCC Stage             
  Stage III   1.32 (0.76, 2.30)   0.97 (0.62, 1.52) 
  Stage IV - M0   1.68 (1.06, 2.68)   1.33 (0.88, 2.00) 
  Stage IV - M1   0.94 (0.78, 1.14)   0.92 (0.79, 1.09) 
                
Poverty, Marital Status, Upstaged clinical disease, Comorbidities       
stratified by AJCC Stage             
  Stage III   1.31 (0.76, 2.28)   0.97 (0.62, 1.52) 
  Stage IV - M0   1.55 (0.97, 2.48)   1.36 (0.90, 2.05) 
  Stage IV - M1   0.91 (0.76, 1.10)   0.91 (0.78, 1.07) 
                
Poverty, Marital Status, Upstaged clinical disease, Comorbidities,       
Diagnosis Age, stratified by AJCC Stage         
  Stage III   1.31 (0.76, 2.27)   0.97 (0.61, 1.52) 
  Stage IV - M0   1.60 (1.00, 2.57)   1.46 (0.96, 2.20) 
  Stage IV - M1   0.93 (0.77, 1.12)   0.92 (0.78, 1.09) 
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TABLE 6.3 (continued) Cox regression modeling to examine the role of effect modification 
(covariate with poverty) & individual covariates in explaining area-based differences in poverty 

      
High (20+%) vs.  
Low (0-9.9%)   

Middle (10-19.9%) vs. 
 Low (0-9.9%) 

                
Covariates in model   HR 95% CI   HR 95% CI 
Poverty, Marital Status, Upstaged clinical disease, Comorbidities,       
Diagnosis Age, Grade, stratified by AJCC Stage       
  Stage III   1.28 (0.74, 2.21)   0.93 (0.59, 1.45) 
  Stage IV - M0   1.58 (0.99, 2.53)   1.41 (0.93, 2.14) 
  Stage IV - M1   0.93 (0.77, 1.12)   0.89 (0.76, 1.05) 
                
Poverty, Marital Status, Upstaged clinical disease, Comorbidities,       
Diagnosis Age, Grade, Treatment, County Dx,        
stratified by AJCC Stage             
  Stage III   1.24 (0.72, 2.14)   0.84 (0.53, 1.32) 
  Stage IV - M0   1.54 (0.96, 2.47)   1.36 (0.90, 2.07) 
  Stage IV - M1   0.90 (0.75, 1.09)   0.88 (0.75, 1.04) 
                
Poverty, Marital Status, Upstaged clinical disease, Comorbidities,       
Diagnosis Age, Grade, Treatment, County Dx,        
Race, stratified by AJCC Stage       
  Stage III   1.21 (0.66, 2.21)   0.83 (0.52, 1.32) 
  Stage IV - M0   1.58 (0.94, 2.67)   1.38 (0.90, 2.11) 
  Stage IV - M1   0.90 (0.72, 1.13)   0.88 (0.75, 1.05) 
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TABLE 6.4  Hazard ratios (HR)  and 95% confidence intervals (CI) for primary exposure and other 
covariates in the final all inclusive stratified Cox regression model 

  Stage III   Stage IV-M0   Stage IV-M1 
    HR 95% CI   HR 95% CI   HR 95% CI 

Poverty                     
  Low (0-9.9%)   1.00     1.00     1.00   
  Middle (10-19.9%) 0.83 (0.52, 1.32)   1.38 (0.90, 2.11)   0.88 (0.75, 1.05) 
  High (20+%)   1.21 (0.66, 2.21)   1.58 (0.94, 2.67)   0.90 (0.72, 1.13) 
Race                     
  White   1.00     1.00     1.00   
  Black   1.07 (0.51, 2.26)   0.94 (0.52, 1.69)   1.00 (0.80, 1.25) 
Age of diagnosis                   
  66-69   1.00     1.00     1.00   
  70-74   1.09 (0.70, 1.72)   1.36 (0.85, 2.14)   1.13 (0.94, 1.37) 
  75+   1.29 (0.78, 2.13)   2.33 (1.48, 3.68)   1.28 (1.06, 1.55) 
County of diagnosis                   
  Metropolitan   1.00     1.00     1.00   
  Urban or Rural   2.15 (1.43, 3.23)   1.20 (0.77, 1.86)   0.99 (0.83, 1.18) 
Marital status                   
  Married   1.00     1.00     1.00   
  Single   0.71 (0.31, 1.64)   1.20 (0.63, 2.27)   1.40 (1.13, 1.73) 
  Separated/Divorced 2.34 (1.25, 4.37)   1.67 (0.95, 2.91)   1.10 (0.86, 1.40) 
  Widowed   0.84 (0.38, 1.84)   1.82 (1.06, 3.14)   1.33 (1.10, 1.62) 
Grade                     
  Well\Mod Diff   1.00     1.00     1.00   
  Poorly Diff   3.39 (2.25, 5.11)   2.25 (1.51, 3.36)   1.95 (1.63, 2.33) 
  Unknown   2.84 (0.86, 9.42)   4.23 (1.91, 9.38)   2.83 (2.32, 3.45) 
Upstaged from Clinical Stage I/II                 
  Yes   1.00     1.00     1.00   
  No    4.22 (2.72, 6.55)   5.45 (1.99, 14.89)   1.79 (0.25, 12.82) 
Received Any Treatment                   
  Yes   1.00     1.00     1.00   
  No   0.89 (0.22, 3.66)   0.44 (0.06, 3.34)   1.70 (1.30, 2.22) 
Charlson Comorbidity Score                 
  0   1.00     1.00     1.00   
  >=1   1.51 (0.86, 2.64)   2.26 (1.49, 3.43)   1.36 (1.15, 1.60) 
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Chapter 7 

CONCLUSIONS 

 

Population-based cancer registries are a rich source of information regarding the clinical 

aspects of the disease but are in fact quite limited when it comes to providing information 

about past exposures leading up to the diagnosis of disease.  This limitation of registry 

data is largely the result of the source records from which the registry data are obtained 

(i.e. the hospital medical record) and the lack of consistent information on exposures that 

can be gleaned from this source.  Innovative research, however, has shown that existing 

registry data can be comprehensively expanded by utilizing external data sources and 

record linkages (1).  One readily available external source of complete information is the 

U.S. Census Summary data (2).  These files contain a wealth of information on area-

based measures of socioeconomic status (SES) and can easily be linked to population-

based registry address data that has been geocoded.  Through this process, area-based 

measures of SES can be appended to the cancer record and utilized in research.  The three 

studies presented in this dissertation were conducted to better understand the role of area-

based measures of SES in cancer survival research using population-based registry data.  

This body of work builds on the results of the Public Health Disparities Geocoding 

Project (3-5), utilizing the specific area-based measure of SES recommended in this 

comprehensive project: the percent of the census tract population living below the 

poverty level. 
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The first study evaluated the validity of the chosen area-based measure of SES obtained 

by linking census information to geocoded address data from the Metropolitan Atlanta 

and Rural Georgia SEER Registry.  Acknowledging many of the limitations that exist in 

the process of geocoding registry data, this study specifically assessed the degree of 

misclassification that was present when using real data from a population-based cancer 

registry to assign the chosen area-based measure of SES.  The primary findings of this 

research can be summarized as follows.  Some degree of positional error in geocoding 

based research is inevitable and the need for concern about this error is largely dictated 

by the research question of interest and the exposure measure of interest.  Researchers 

must both understand and report the percent of data geocoded based on ZIP code 

centroids as the level of potential misclassification within the study results will increase 

as this percentage increases.  PO Box and Rural Route addresses should be used as a last 

resort for assigning area-based measures of SES as these locations are subject to the 

highest degree of misclassification.  Vendor assigned geocoded coordinates are typically 

much more accurate in metropolitan relative to rural areas, largely resulting from issues 

around population density and the effect this has on the methodology for interpolating 

geocoded coordinates for a specific street address.  Finally, effective methods do exist for 

cleaning and enhancing registry data that is not geocoded to an exact street location, and 

this should be a first step in any study wishing to utilize area-based measures of SES 

from geocoded data.           

 

The second study explored the role of SES-specific background mortality in the 

calculation of relative survival rates for female breast and prostate cancer using 
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population-based registry data.  Current calculations of relative survival in the U.S. do 

not control for differences in mortality by SES, despite the fact that numerous studies 

have clearly demonstrated that mortality varies by SES for both non-cancer and cancer 

causes of death (6-12).  Age, race, sex, and SES-specific life tables were developed for 

Metropolitan Atlanta and the results from utilizing these new tables were compared 

against the standard methodology for calculating relative survival which uses national life 

tables that do not incorporate a measure of SES.  A consistent pattern of decreased 

survival with increased area-based poverty was observed in this study.  The use of 

national life tables to estimate background mortality generally overestimated relative 

survival in low poverty areas and underestimated relative survival in high poverty areas.  

The use of SES-specific life tables somewhat diminished the observed SES disparities in 

survival.  When modeling the data using additive hazard models, the excess risk of death 

among persons living in poorer areas was lower when appropriately controlling for SES-

specific background mortality.  Traditional cause-specific regression models 

underestimated the role of poverty in breast cancer analyses but produced almost 

identical results for prostate cancer.   

 

The final study of this dissertation used SEER-Medicare linked data to explore the extent 

to which various demographic, clinical, and social factors explain the association 

between SES and prostate cancer that is observed in the SEER-Medicare population.  A 

significant finding of interaction between SES and stage was observed in these analyses.  

While there was virtually no observed association between SES and survival among men 

with metastatic prostate cancer, SES played a more important role in men with less 
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advanced disease.  An association of lower SES and poorer survival was observed in 

these men with non-metastatic disease even in the presence of equal eligibility for care as 

afforded by the Medicare system.  Most of the SES related disparities in prostate cancer 

survival, however, were explained by factors for which SES may serve as a surrogate.  

These underlying factors included stage at diagnosis, social support as reflected in marital 

status and comorbidities. 

 

In conclusion, area-based measures of SES are a valuable addition to population-based 

cancer registry data and play an important role in analyses of cancer survival utilizing 

these data.  Further research is needed to both explore possible methods of incorporating 

SES into national relative survival statistics and to examine the SES-survival relationship 

in cancers other than prostate.  Regardless of the research that is conducted, it is 

imperative that researchers understand the source data from which the area-based 

measures were derived.  A clear understanding of the completeness and accuracy of the 

assigned geocodes is critical as these factors have a major effect on potential 

misclassification of the derived area-based measures.    
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