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Abstract

Glassy and Jammed Systems: Structures and Dynamics
By Cong Cao

Soft materials are usually composed of basic units much larger than atomic scale.
For example, colloids are 10 nm to 10 µm solid particles dispersed in a liquid phase;
emulsions consist of two immiscible liquids, with one dispersed in another as a droplet
form. On one hand, these systems possess similarities with atomic glassy systems; on
the other hand, thermal fluctuations and gravity could both play a role in a system’s
structure and dynamics depending on their components’ scale. In this dissertation, we
will explore structural and dynamical characteristics of various soft material systems:
from ∼ µm colloidal suspensions to ∼mm granular materials; from spherical particles
to rods with different aspect ratios. We are curious about the unique properties in
each system, while at the same time eager to find connections between different soft
materials.

In chapter 2, we use confocal microscopy to study the aging of a bidisperse colloidal
glass near rough and smooth boundaries. Near smooth boundaries, the particles form
layers, and particle motion is dramatically slower near the boundary as compared to
the bulk. Near rough boundaries, the layers nearly vanish, and particle motion is
nearly identical to that of the bulk. The gradient in dynamics near the boundaries is
demonstrated to be a function of the gradient in structure for both types of bound-
aries. Our observations show that wall-induced layer structures strongly influence
aging.

In chapter 3, we conduct x-ray tomography experiments and study the boundary
effect of 3D rod packing (rods packed in a finite cylindrical container). We then
compare our tomography results with traditional protocols and simulation results. In
all cases, rods pack randomly in cylindrical containers whose smallest dimension is
larger than the rod length. Packings in smaller containers have lower volume fractions
than those in larger containers, demonstrating the influence of the boundaries. X-ray
tomography experiments show that the boundary effects depend on the orientation
of the boundary, indicating a strong influence of gravity, whereas the simulation finds
boundary effects that are purely geometric. In all cases, the boundary influence
extends approximately half a particle length into the interior of the container.

In chapter 4, we study the rheology of monodisperse and bidisperse emulsions
with various droplet sizes (1 µm – 2 µm diameter). Above a critical volume fraction
φc, these systems exhibit solid-like behavior and possess a yield stress. Previous ex-
periments suggest that for small thermal particles, rheology will see a glass transition
at φc = φg = 0.58; for large athermal systems, rheology will see a jamming transition
at φc = φJ = 0.64. However, simulations point out that at the crossover of ther-
mal and athermal regimes, the glass and jamming transitions may both be observed
in the same sample. Here we conduct an experiment by shearing four oil-in-water
emulsions with a rheometer. We observe both a glass and a jamming transition for
our smaller diameter droplets, and only a jamming transition for our larger diame-
ter droplets. The bidisperse sample behaves similarly to the small droplet sample,



with two transitions observed. We fit our data with both Herschel-Bulkley model
and Three-Component model. Based on the fitting parameters, our raw rheological
data would not collapse into a master curve. Our results suggest that liquid-solid
transitions may not be universal, but depends on particle type.
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Chapter 1

Introduction

1.1 Soft materials

Soft materials are everywhere. Imagine that you just finish a day’s work and arrive

at your apartment, you open a package full of foam, drink a cup of milk, along with a

slice of cheesecake. After that you brush your teeth with toothpaste and shave your

beard with creams. Yes, you are surrounded by soft materials! Soft materials, also

called soft matter, are defined as materials that possess both solid-like and liquid-like

behaviors. They consist of units that are much larger than atom-level but smaller

than its macroscopic size [99]. On one hand, these systems share a large amount of

similarities with atomic systems (glassy materials), for example, they are dissipative,

far from equilibrium and somewhat affected by thermal energy; on the other hand,

with a much larger scale, novel phenomena can be observed in real space, sin ce

dynamics are slow enough to be tracked in experiments and larger units make particles

observable under microscope [22, 159]. Soft materials also possess unique properties

themselves due to larger component particles: gravity plays a more important role in

some systems [67]; unique patterns are formed at the meso-scale [131] ; materials can

even retain a memory or behave actively to self-assemble [86].
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Figure 1.1: Soft materials studied in our lab: (a) dilute colloids samples made by
Cong, aimed at determining particles’ size. (b) 2D monodisperse emulsions made
by Xia Hong, former PhD in Weeks’ lab. (c) Creamy ’squishy physics’ written by
Eric ’The boss’ Weeks.(d) hydrogel particles for Mia Morrel’s (former lab member,
now in NYU) clogging experiments. (e) sandpile picture taken when Cong passed his
qualifier. (f) 3D reconstructed acrylic rods in Julian Freeman’s (former lab member)
experiments.
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A variety of soft materials has been studied in our lab, including colloidal suspen-

sions, emulsions, creams, hydrogels and sands (figure 1.1). A colloidal suspension is

a heterogeneous system made from solid particles in a liquid, typically 10 µm size or

smaller (small enough to undergo Brownian motion). Another soft amorphous solid

can be found in emulsions: these are composed of liquid droplets dispersed in another

immiscible liquid, with droplet sizes ranging from 10 nm up to a few hundred µm [92].

Surfactant molecules are needed for stabilization and sample can last for months. A

granular material such as sand or hydrogel, is comprised of solid particles, typically

mm or larger sized. Brownian motion can be neglected in granular systems, while

friction and gravity play a more important role.

In this dissertation, we study colloidal suspensions, acrylic rods and emulsions

and discover their unique properties at different scales. In chapter 2, we study binary

colloidal suspensions and focus on out-of -equilibrium dynamics (aging behavior). In

chapter 3, we investigate structure characteristics of 3D acrylic rods. With the help

of CT tomography, we can accurately find centroid and orientation of each rod and

determine its structure near the boundary with exsitence of gravity. In chapter 4, we

shear different sizes of emulsions to determine how thermal fluctuations would affect

emulsions’ rheological properties.

1.2 Packing and soft materials

People started to be curious about the packing problem since 16th century, when

sir Kepler promoted the famous conjecture: how many cannon balls can be put into

a finite container? Volume fraction φ, defines as the ratio between the volume of

balls and the volume of the container, perfectly represents how dense balls pack. It

turns out that face-centered cubic (fcc) and hexagonal closing packing (hcp) have

the highest volume fraction (around 0.740), see Fig. 1.2. It was not until 1998, 300
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Figure 1.2: Schematic figures for face-centered cubic (fcc) and Hexagonal closing
packing (hcp) structures in both top view and side view. For the hcp structure,
we have a ABAB stacking of such planes. While for the fcc structure, we have a
ABCABC layer sequences instead.

years later, the problem was mathmatically proven by Thomas Hales, using complex

computer calculations. However, when balls are poured into a container, instead

of arranging themselves into hcp or fcc structures, usually they place themselves

disorderly with no obvious repetitive units (φrcp = 0.636). These structures, defined as

random close packing (rcp), have great scientific importance. They have been widely

studied by researchers across different fields to better understand the structures of

living cells, granular materials, emulsions, and colloidal suspensions, to name a few.

In 1964, Bernal [13] employed the hard sphere model to study the structures of

liquids. Since then, soft materials packing, including colloids, emulsions and granular

media have been studied as a model for phases of matters. Experiments conducted

in 1960s and 1970s further proved that hard sphere packings can be analogous to real

atomic systems [75, 58]. For the following decades a series of works have been con-

ducted to investigate liquid and crystal structures using colloidal systems [1, 87, 119].

In 1982, Lindsay and Chaikin employed binary samples (mixed two different sizes col-

loids) to stimulate glassy structures and behaviors [80], which agreed with simulation



5

results [126]. 5 years after, Pusey and van Megan observed hard-sphere liquid-solid

transition in dense uncharged colloids suspensions [119]. Nowadays colloidal packing

is widely studied as a model of liquid-solid transition. Volume fraction φ and the in-

teraction between particles are the key control parameter [158]. With pure repulsive

interaction, when φ is lower than 0.494, system would behave like a liquid. When

the system is forced to increase φ fast enough and is somewhat polydisperse, it would

be quenched into supercooled or glassy state, with an amorphous structure. The

upper boundary for the glassy regime is φ < φrcp = 0.636. The other solid phase

is colloidal suspensions with ordered structure, like fcc or hcp. We define it as col-

loidal crystal, since it shares abundant structure similarities with crystalline solids

(like metal). More details about transition between different phases will be discussed

in next section.

Boundary conditions play an essential role in soft material packing, from sub-nano

particles to millimeter sand grains. In small scale systems, the presence of boundaries

have a large influence upon the local dynamics near the boundary [57]. In large scale

systems, a recent investigation by Desmond and Weeks used simulations to study

the packing of bidisperse random close packed samples [30]. They observed that the

sample tended to have a lower local volume fraction against the smooth boundaries

than the bulk area. In chapter 2, we investigate impacts brought by both smooth

and rough boundary conditions in a binary colloidal suspension and focus on how

dynamics of colloids change when changing boundary conditions. We demonstrate

that rough walls would greatly diminish the layer-like structures compare to smooth

walls. We further discover the correlation between layer-like structures and particle

motions perpendicular to the wall. In chapter 3, we study 3D rods packing with

CT tomography and determine how bottom boundary and side boundary affect rod’s

structure separately. We test Desmond-Weeks model and confirm a generalization of

the Desmond-Weeks model works for the non-spherical particles (rods).
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1.3 Jamming and glass transition

As described in previous sections, soft materials can possess both liquid-like and solid-

like properties under certain circumstances. When changing appropriate conditions,

systems can undergo a transition from liquid-like (can easily flow) to solid-like (deform

elastically and can maintain certain shape). One key characteristic of this transition

is the occurrence of yield stress: yield stress defines as the finite stress applied to

the system above which the system can start to deform. In 1998, Andrea Liu and

Sidney Nagel suggested a universal framework to describe all transitions from the

unjammed state to the jammed state. They suggested three key controlled variables

that dominate the transition process: temperature, shear stress and volume fraction.

Unjammed systems can be tuned into jammed systems by decreasing temperature,

decreasing applied stress or increasing the volume fraction. They also defined the

jamming transition and glass transition: when yield stress start to occur in athermal

systems (such as in granular materials where Brownian motion doesn’t matter), sys-

tems go through a jamming transition; similarly, when yield stress starts to occur in

thermal systems (colloidal suspensions or sub-micro emulsions), we define the process

as glass transition. They predicted that glass transition would extrapolate into jam-

ming transition when decreasing temperature and two transitions happen at around

same volume fraction, see Fig. 1.3(a). They also suggested there may lie a series of

universal physics principles in all these transitions.

However it has been noticed for a long time that granular media tends to have a

high critical transition volume fraction (φc ≈ 0.64) than smaller scale systems, such

as colloidal suspensions or emulsions (φc ≈ 0.58). The discrepancy in φc was directly

addressed in simulations [66], which showed that instead of extrapolating into each

other, there is a wing-like structure between the glass transtion and jamming transi-

tion in crossover regime, see figure 1.3(b). Ref. [66] predicted that such phenomena

can be observed by shear dense emulsion samples from 1 - 10 µm [66]. Particle soft-
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Figure 1.3: Two glass/jamming transition diagrams: (a) The three controlled vari-
ables are 1/φ (volume fraction), temperature T and shear stress Σ. The states lie
in the curves, close to the origin, are jammed state. Along the curve downward in
φ-T quadrant, the glass transition, happens in high temperature, would extrapolate
into jamming transition when thermal motion can be barely ignored. Figure is copied
from [107], license number:RNP/20/OCT/031459. (b) The three controlled variables
are also 1/φ (volume fraction), temperature T and shear stress Σ. Differently, there is
a wing-like structure along T axis, which indicates these two transitions can only be
observed separately and will not transit into each other with the change of temper-
ature. When temperature is approach to nearly zero, systems undergo the jamming
transition at φ = 0.64. When temperature is high enough, systems undergo the glass
transition at a smaller volume fraction φ ≈ 0.58. At the crossover regime between
thermal and athermal regime, there are possibilities for us to observe glass transition
and jamming transition at different volume fraction φg < φj. Figure is copied from
[66], license number:RNP/20/OCT/031460.
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ness would be a key parameter here since it implies how easily the sample would be

deformed by shear motion/thermal motion.

To discover how thermal motion affects these two critical transitions, in chap-

ter 4, we measure rheological behavior for both monodisperse and bidisperse dense

emulsions with droplet diameters ranging from 1-2 µm. By tuning particles’ size, we

aim at exploring the crossover regime between thermal and athermal systems. We

also explore how polydispersity affects the transition process. Interestingly, our data

support Fig. 1.3 (b): we observe glass transition and jamming transition at different

volume fraction; we also observe that critical transitions happen at a different volume

fraction, heavily dependent on particles’ size.
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Chapter 2

Aging Near Rough and Smooth

Boundaries in Colloidal Glass

Adapted from Cong Cao, Xinru Huang, Connie B. Roth, and Eric R. Weeks, Aging

near rough and smooth boundaries in colloidal glasses, J. Chem. Phys,147, 224505

(2017).

2.1 Introduction

Glasses are solids with disordered structures and slow internal dynamics. Efforts to

understand the influence of boundaries on glassy dynamics has been an active area

of research for more than two decades [4, 44, 124, 128, 9, 36, 101, 64]. Initial efforts

on confined systems were thought to provide a route to accessing postulated growing

length scales associated with cooperative motion [9, 15, 73, 135, 120, 55, 78, 132, 133].

However, the study of such small system sizes necessitates the presence of boundaries

and it has turned out that the specific details of such interfaces have a great deal

of influence on the local dynamics near the boundary [57]. In experimental material

systems, the type of interface often plays a dominant role over finite size effects where

interfacial energy, specific chemical interactions, and substrate compliance are all
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factors that have shown to have some influence on the dynamics [47, 147, 110, 118,

127, 39, 6, 156, 23, 37, 65, 7]. In computer molecular dynamics (MD) simulations

where the specific details of the boundary need to be constructed at its most basic

level, it is unclear a priori how best to accomplish this.

Early MD efforts started with smooth, structureless walls where the boundary was

treated as a continuum and details of the wall potential were integrated over in the

lateral (x,y) direction leaving only a z-dependence perpendicular to the boundary.[9]

Alternatively, molecularly structured walls assembled from Lenard-Jones (LJ) parti-

cles into either crystalline arrays or frozen amorphous structures were also investigated

[73, 135, 136, 56, 28, 151]. In these simulations, local dynamic near the boundary

were usually different than bulk, but the underlying cause why was frequently un-

clear. Smooth walls typically exhibit faster dynamics than bulk in part because there

is no penalty for the particles to slide laterally along the wall [15, 153, 152, 114, 54],

a type of motion only considered to be experimentally relevant for a free surface.[114]

Systems with molecularly structured walls, where lateral sliding is inhibited, typically

exhibited slower dynamics in comparison [73, 135, 55, 136, 56, 140].

One of the major challenges with such boundaries is that for mixtures of LJ

particles or polymeric bead-spring models (the most commonly modeled systems),

the presence of the wall creates layering of the particle density ρ(z) as a function

of distance from the wall[9]. Intuitively, the particles pack easily in a layer against

the wall, and then the particles in the second layer pack against that first layer,

etc., with the influence of the wall diminishing farther away. Thus, a major effort in

these studies is the need to determine the extent to which the observed differences

in local dynamics a distance z to the boundary are influenced by the local ρ(z)

structure in density. In some cases slower dynamics near the boundary has been

associated with a significantly increased local density [9, 42], while other studies have

demonstrated that the change in dynamics near the boundary is unrelated to the
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ρ(z) density profile [73, 135, 56, 54]. For example, even efforts to construct a neutral

boundary that avoids local perturbations to the particle density by freezing in an

amorphous, liquid-like structure still leads to perturbations in the local dynamics

[73, 135, 136, 16, 79, 60, 59]. It is important to note that local perturbations to

the ρ(z) structure are not limited to only coarse-grained simulations, they are also

observed in nearly-atomistic, united-atom models [63]. In addition, experimental

studies on glassy thin film systems are also trying to uncover the extent to which

molecular ordering occurs near a boundary and its possible influence on the local

density and dynamics [51, 139, 100, 50, 61].

Here we present a direct experimental comparison of local glassy dynamics next

to rough and smooth boundaries using colloidal glasses, which have been previously

suggested as a means of experimentally verifying these observations from coarse-

grained MD simulations of boundaries [64, 42, 104]. Colloids are small solid particles

in a liquid, where Brownian motion allows particles to diffuse and rearrange [64].

We use confocal microscopy to study the aging of a bidisperse colloidal glass where

layer-resolved dynamics as a function of distance from a rough or smooth wall are

compared with the measured ρ(z) density profile. Smooth boundaries are simply a

normal untreated glass coverslip, while rough boundaries are constructed by melting

a small amount of the colloidal sample to the coverslip. These stuck particles cover

approximately 30-50% of the surface and provide a roughness scale comparable to the

particle size. The particle-glass and particle-particle interactions are purely repulsive

and so the main difference in the boundary conditions is the topography. We observe

distinctly different results between smooth and rough boundary conditions: near

smooth boundaries motion is dramatically slower, whereas near rough boundaries the

aging process is nearly independent of the distance from the boundary. We ascribe

this to the strong influence of layer-like structures formed near the smooth boundary.

Our samples are aging: unlike many phases of matter, glasses are out of equilib-
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rium, and so their properties slowly evolve, perhaps toward a steady state [142, 150,

117, 122]. These properties can include the density, enthalpy, and diffusive motion

of the molecules comprising the glass. This has implications for the usage of glassy

materials which have properties that depend on age perhaps in an undesirable way

[144, 62, 117]. Aging has been observed in polymer glasses [117, 144], granular sys-

tems [72, 123], and soft materials such as colloids and foams [150, 38, 88, 24, 26,

85, 8, 94, 32]. While for polymer glasses and granular materials aging is often mea-

sured as slight decreases in volume, colloidal glasses are typically studied at constant

volume. The main signature of aging of colloidal glasses is the dramatic slowing of

particle motion as the sample ages [150, 38, 88], often characterized by the slowing

down of the mean square particle displacement for time windows at increasing aging

times [26]. Previous work suggests that aging in colloidal systems may relate to the

local structure around rearranging particles [85] or domains of more mobile particles

[26, 163]. In general, it is not surprising that confined glasses age in different ways

from their bulk counterparts [117]. In this manuscript we show that aging of colloidal

particles is tied to layering structure imposed by the nearby sample boundaries.

2.2 Experimental details

In our experiment we use sterically stabilized poly(methyl methacrylate) (PMMA)

particles [5, 119] to prevent aggregation. Two different sizes of particles are mixed in

order to prevent crystallization, with dL = 2.52 µm and dS = 1.60 µm. The particles

have a polydispersity of 7%. The number ratio is approximately 1 : 1. To match the

particles’ density and refraction, we use a mixture of decalin and cyclohexylbromide

as the solvent [35]. We view our samples with a fast confocal microscope (VT-Eye

from Visitech, International). The large particles are dyed with rhodamine dye and

thus are visible, while the small particles are undyed and thus unseen. Based on prior
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work, we expect that both small and large particles have similar behavior [85, 103].

Visual inspection using differential interference contrast microscopy, which can see

both particle types, confirms that the particles are well-mixed even at the boundary.

The imaged volume is 50 × 50 × 20 µm3. These images are taken once per minute

for 2 hours. Our scanning volume starts about 5 µm outside the boundary to ensure

we have clear images of the particles at the boundary. The microscope pixel size is

0.11 µm in x and y (parallel to the boundary) and 0.2 µm in z (perpendicular to

the boundary). We use standard software to track the motion of the particles in 3D

[27, 35]. Our particle locations are accurate to 0.10 µm initially and to 0.15 µm by

the end of the experiment after some photobleaching occurs, which is good enough

for particle tracking.

We construct two types of sample chambers. The first uses a normal untreated

coverslip as a smooth boundary. The second is prepared by taking a small amount

of colloidal sample and melting this on to the coverslip, using an oven at 180◦ C

for 20 min. After this process, the PMMA particles are irreversibly attached to the

coverslip. We also tried hydrofluoric acid (HF) to erode coverslip’s surface, but it

doesn’t work as well as we expected. We observed scratches in coverslips surface via

transmission electron microscope (TEM). However, the root mean square (RMS) of

surface roughness is too small comparing to the size of the colloids (10 times less).

Besides, the erosion process is hard to control, thus it’s hard for us to get reproducible

results. As a result, we abandoned the HF method.

This sample is the same bidisperse mixture of PMMA particles as the main sample

with the exception that both particle sizes are undyed. By image analysis we deter-

mine that the stuck particles cover approximately 30-50% of the surface (see 2.1).

The specific fraction is difficult to measure as we only image the large fluorescently

dyed particles, so we cannot see either the smaller mobile particles of our bidisperse

sample or the stuck particles of either size. After adding the samples, we never ob-



14

serve any of our sample particles stuck to the boundaries for either smooth or rough

boundary conditions.

We add a stir bar inside each sample chamber so that we can shear rejuvenate

the samples [26] and thus initiate the aging process and set tage = 0 (when we stop

stirring). Note that tage is set by the laboratory clock and thus is identical throughout

our sample; we are not considering the idea of a spatially varying time scale. We find

the stirring method gives reproducible results similar to prior work [26, 85], although

this is probably different from a temperature or density quench as is usually done for

polymer and small molecule glasses [93]. Given the flows caused by the stirring take

20-30 s to appreciably decay after stirring is stopped, there is some uncertainty in

our tage = 0, but we examine the data on time scales at least ten times larger than

any uncertainty of this initial time.

Confocal microscopy allows us to measure the bulk number density for large par-

ticles, which we find to be 0.32±0.03. The uncertainty represents the variability that

we see from location to location. Given that we cannot directly observe the small

particles, the observed number density in any given location is not a useful measure

of the local volume fraction. Thus, we do not have a direct measure of the volume

fraction. Given that the samples behave as glasses (to be shown below) and particles

are still able to move, we conclude φglass < φ < φrcp, with φglass ≈ 0.58 for bidisperse

colloidal glasses[103]) and φrcp ≈ 0.65 (the value for random close packing for our

bidisperse sample[31]). Our goal is to have identical samples here by filling both

samples from the same stock jar. On the other hand, it’s difficult to pipette samples

when φ > φg. Therefore, it is important to note that we cannot definitely establish

if our two samples are at the same φ or, if not, which one would be higher. Luckily,

prior studies of aging colloidal glasses found little [89] or no [26] dependence of the

behavior on φ.
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Figure 2.1: Top view and side view for reconstructed 3D images for colloidal samples
near (a) a smooth boundary and (b) a rough boundary. Color is a continuous param-
eter representing particles distances away from the boundary (from 0 to 10 µm). The
particles closest to the boundary are on the top and colored dark purple. The grey
boxes have dimensions 20× 20× 15 µm3, which is a subset of the full image volume.
While the sample has particles of two sizes, only the large particles are visible in the
experiment. The data are pictured at tage = 10 min.

2.3 Results

Figure 2.1 shows reconstructed 3D images for smooth (a) and rough (b) boundaries.

To show the influence of the boundaries, the particles closest to the boundary are on

the top of these pictures (colored dark purple). The color changes continuously as a

function of the distance z away from the boundary. However, the particles shown in

Fig. 2.1(a) appear to have discrete colors as they form layers with distinct z values.

This phenomena is induced by the flat wall and is well known [77, 37].

To quantify the layered structure we measure the time-averaged number density

for the large particles n(z). This is shown in Fig. 2.2 for smooth (a) and rough (b)

boundaries. We set z = 0 at the center of the particle whose center is closest to the

boundary. The vertical dotted lines indicate the separate layers. As the sample is

composed of two sizes of particles, the layer structure decreases rapidly away from
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Figure 2.2: The local number density n(z) as a function of the distance from the
boundary at z = 0 µm for samples near (a) a smooth boundary and (b) a rough
boundary. Layer-like structures are observed in both samples in first few layers,
although they are sharper for the smooth boundary and persist to larger z. The
vertical dotted lines indicate separate layers, with a fixed spacing once the layers
become ill-defined. The red horizontal lines show the average number density in the
region z > 10 µm.

the wall, consistent with simulations [71, 97] and experiments.[37] The first peak in

Fig. 2.2(a) has the maximum value and minimum width, indicating particles are in

a well-defined layer, consistent with Fig. 2.1(a). By the sixth layer, it is unclear if

there is still a layer or if we are seeing random number density fluctuations. For the

rough wall in panel (b), the layers become poorly defined by the fourth layer. For

later analysis, we continue counting the layers by defining them in the bulk region to

be every 1.8 µm based on the typical spacing of the well-defined layers. Note that for

the rough boundary condition, the wall texture occupies some of the space of the first

layer, thus decreasing the number of dark purple particles in Fig. 2.1(b) and reducing

the area under the first peak in Fig. 2.2(b).

Aging manifests as a slow change of sample behavior with increasing tage, where the

rate of change slows at longer times[142]. The easiest quantity to see this with our data

is the mean square displacement (MSD) of particle motion [85, 163]. Fig. 2.3 shows

the motion parallel to the boundaries for (a,b) rough and (c,d) smooth boundaries,

with panels (b) and (d) corresponding to the bulk MSD curves. The different colors
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indicate different ages. The mean square displacement is computed as 1
2
〈∆x2 + ∆y2〉

where the angle brackets indicate an average over all large particles and over all

starting times within the window of tage. For our shortest time scale (∆t = 1 min)

the MSD curves have a shallow slope indicating particles are trapped by the local

configuration, with the exception of the black curves (tage ≤ 8 min) when the aging

has just started. At long time scales, the MSDs show an upturn, which is related

to the samples’ age [26, 85, 163]. For larger tage the lag time particles need to reach

the same MSD increases, indicating the slowing particle motion. Note that as we

take data, the fluorescent dye in the particles begins to photobleach and our particle

tracking resolution worsens, slightly increasing the measured MSD values at small

∆t [116]. Slight differences in image quality may also be affecting the overall height

of the MSD curves between the smooth and rough boundary conditions for the data

at ∆t ≤ 10 min [116]. Accordingly, for subsequent analysis below, we will focus on

large ∆t values for which the signal is greater than the photobleaching noise. The

main points to learn from Fig. 2.3 are that the overall behavior of the curves shows

the expected aging trend with larger tage, and panels (b,d) show the aging curves are

similar for both boundary conditions far from the boundary.

Figure 2.3(a) shows the MSD curves for xy motion for the first layer with rough

boundary conditions. Surprisingly, there barely exists any differences comparing to

Fig. 2.3(b), which depicts the MSDs of the fourth layer. The particles overall show

aging behavior with slower dynamics for larger tage. In contrast to the rough bound-

ary, the MSD curves for the first layer next to the smooth boundary look strikingly

different from the bulk case, as seen by comparing Fig. 2.3(c) and (d). In all four time

groups the MSD curves in the first layer are slightly smaller than those in the fourth

layer. The smooth wall greatly restricts particle mobility, similar to what has been

seen for dense colloidal liquids near smooth walls [37]. Moreover, unlike the fourth

layer, where the MSD curves strictly follow the aging order, the aging process seems
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Figure 2.3: The mean square displacement for motion parallel to the boundaries
calculated as ∆r2

xy = 1
2
〈∆x2 + ∆y2〉. The data are averaged over four different tage

regimes as indicated. Data are for (a) 1st layer with a rough boundary, (b) 4th layer
with a rough boundary, (c) 1st layer with a smooth boundary, (d) 4th layer with a
smooth boundary. The data for the 4th layers match the bulk behavior, and their
progression to larger time scales with increasing tage demonstrates that the sample is
aging. The data for the 1st layers show that aging is fairly unchanged for the rough
boundary (a), but markedly different for the smooth boundary (c).
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Figure 2.4: The mean square displacement along the direction perpendicular to the
boundary (z) calculated during four different tage regimes as indicated. Data are for
(a) 1st layer with a rough boundary, (b) 4th layer with a rough boundary, (c) 1st layer
with a smooth boundary, (d) 4th layer with a smooth boundary.

to reach a tage-independent state by tage = 8 min. This is likely because the dynamics

in this layer are extremely slow, including the aging dynamics. This explanation is

also consistent with the pronounced first layer density peak seen in Fig. 2.2(a).

Figure 2.4 shows the MSD data for the z component of motion, perpendicular to

the boundary. The results are similar to the MSD data of Fig. 2.3, with the exception

that the layers closest to the boundaries show less motion [panels (a,c)] for both rough

and smooth boundary conditions. The increase in the height of the MSD curves with

age in Fig. 2.4(a,c) is due to photobleaching, but otherwise those MSD curves are

fairly flat. Here the first layer for the rough boundary shows some differences with

the bulk behavior [compare panels (a) and (b)]. The contrast between first layer and

bulk is stronger for the smooth boundary condition [compare panels (c) and (d)].

To better understand the influence of the boundaries, we consider a complemen-

tary analysis, examining 〈∆r2〉 at a fixed ∆t and varying tage. We choose ∆t = 20 min,

where Figs. 2.3,2.4 show that the particles’ average movement decreases with increas-

ing tage in both smooth and rough boundaries. Figure 2.5 shows the data divided by
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Figure 2.5: Average distance particles move over ∆t = 20 min, as a function of aging
time tage. The curve colors indicate the layer number as labeled in panels (e,f). Panels
show data for motions parallel to the boundary (1/2〈x2 + y2〉) and perpendicular to
the boundary (〈z2〉) for rough and smooth boundaries as indicated. In panels (e,f)
the data are normalized by their initial values.

rough boundary condition (panels a,b) and smooth boundary condition (panels c,d),

for motion parallel and perpendicular to the boundaries (left and right panels respec-

tively). The colors indicate different layers, as labeled in panels (e,f). The overall

decreasing trend of all the curves with larger tage is the signature of aging, with the

logarithmic tage axis making apparent that the rate of decrease itself is slower in older

samples. The data suggest the sample is still aging at the longest times observed

in our experiment, although even reaching a state-steady for ∆t = 20 min does not

preclude the sample from still having an aging signal at longer ∆t.

For the rough boundaries [Fig. 2.5(a,b)], the data collapse for all layers confirming

that the boundary appears to have a negligible influence on the dynamics. However,

for the smooth boundary condition, the wall-induced structures bring significant dif-

ferences for motion parallel to the boundary [Fig. 2.5(c)] and even larger differences

in the perpendicular direction [Fig. 2.5(d)]. Both types of motion are slower closer

to the wall. For the motion perpendicular to the boundary (panel d), the motion



21

in the first layer is around ten times smaller than the bulk. Moreover, unlike other

layers, we do not observe an aging signal in the first layer – the curve is essentially

flat. The lack of observed aging behavior of ∆z2 suggests that this first layer has very

slow dynamics. Of course, the perpendicular motion in the first layer is bounded at

z = 0, but the displacements we observe are much smaller than for the first layer

next to the rough wall, which has a similar constraint on perpendicular motion. Our

observations of nearly immobile particles with no aging signature in this first layer

matches results from thin polymer films near attractive silica substrates [118].

As a different way of understanding how the aging process changes near the smooth

boundary, we normalize 〈∆r2(t)〉 by 〈∆r2(tage = 1 min)〉 as shown in Fig 2.5(e,f). For

both motion parallel and perpendicular to the boundary, the data collapse moderately

well for tage . 10 min, indicating an initial aging trend. For tage & 10 min, the first

and second layers nearly stop evolving while the other layers are still aging. This is

especially true for the z motion (panel f).

To further explore the relation between the layering structures and motion per-

pendicular to the boundary we define 〈∆z2
asym〉. This is the average of the data of

Fig. 2.5(b,d) in the asymptotic regime, that is, for tage ≥ 85 min. The results are

plotted as a function of the distance from the wall in Fig. 2.6(a). The smooth data

(red circles) smoothly increases as z increases. The rough data (blue triangles) are

fairly constant, with the exception of the first layer (z = 0.8 µm) which is larger. As

argued above based on the flatness of the data in Fig. 2.4(a), this increase in the first

layer is likely due to photobleaching than true motion. For z > 5 µm the differences

between smooth and rough data are likely due to image quality which artificially

increases the MSD [116]. To account for this, in Fig. 2.6(b) are normalized by the

value of 〈∆z2〉 averaged over tage ≤ 5 min. This collapses the data for z > 5 µm.

These data are related to the amount the dynamics slow as the sample ages, with

1 corresponding to no slowing and smaller values indicating slowing with age. The
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Figure 2.6: (a) The tage average of ∆z2 for the last 15 min of Fig. 2.5(b,d) plotted
as a function of z, with the average done over all particles in a layer (as defined in
Fig. 2.2). The z value is the center of each layer over which the average is taken. (b)
The same data normalized by the mean value of ∆z2 for tage ≤ 5 min. This represents
the slowing seen due to aging; the data close to 1.0 show little or no aging behavior.
The error bars represent the variability in the results when different ranges for the
tage-averaging are used.
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Figure 2.7: The large tage motion in z plotted as a function of the standard devia-
tion of number density σn over the mean number density 〈n〉 where these quantities
are defined within each layer (see Fig 2.2). The data for the vertical coordinate
correspond to that of Fig. 2.6(b).

value close to 1 for the smooth boundary condition indicates that the first layer barely

ages, consistent with the similarity of the MSD data of Fig. 2.4(c) and the horizontal

red line in Fig. 2.5(d). The decrease in the data of Fig. 2.6(b) as z increases shows a

return to the normal aging seen in the bulk.

The qualitative similarity of the rough and smooth data in Fig. 2.6(b) motivate

an attempt to collapse the data by a horizontal shift. Noting that the number density

data of Fig. 2.2(b) look like a horizontally shifted portion of the data of Fig. 2.2(a),

we use the local layer structure as a possible way to explain the dynamical data. We

quantify the structure using the standard deviation of n(z) within a layer divided by

its mean. This nearly collapses the data (to within fluctuations of ∼ 20%) accounting

for most of the effect. The data for σn/〈n〉 . 0.2 are essentially the bulk region. Thus

the difference in dynamics between the smooth and rough boundaries we observe can

be explained by the difference in particle layering that occurs next to these two

interfaces.
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2.4 Conclusions

In our experiment we study aging by observing particle motion in a colloidal glass

near smooth and rough boundaries. Both samples exhibit aging in their bulk regions.

Near a smooth boundary, the particles form layers against the boundary such that

in the two layers closest to the wall, motion is greatly diminished. For a smooth

wall, we observe the influence of the boundary extends up to ≈ 6 layers (≈ 4 large

particle diameters) into the sample. The observations of a gradient in dynamics

near the smooth wall are qualitatively similar to prior observations of gradients near

interfaces in glassy materials. Direct evidence for gradients in dynamics has been seen

in molecular dynamics simulations [73, 135, 136] and colloidal experiments [132, 65].

In other experiments the influences of the boundaries are inferred from local probes

near the boundary (e.g., Ref. [118]) or fitting the data to models assuming boundary

effects (e.g., Ref. [120]).

Here we not only see the gradient in dynamics, but observe that this gradient in

dynamics is directly related to a gradient in the structural properties. For a rough

boundary, the wall-induced structure is greatly reduced and the dynamics appear

more bulk-like near the boundary, being similar to that far into the bulk. By com-

paring the local dynamics near the rough and smooth boundaries, our results suggest

that the dominant factor modifying aging dynamics near a boundary is the structure

caused by the presence of the boundary. By presenting a rough amorphous boundary,

the structure is more bulk-like and thus the dynamics are more bulk-like. A fruitful

area for future work would be to explore boundary textures that have intermediate

influences on layering structure.

These experimental results on colloidal glasses suggest a viable means by which

neutral rough amorphous boundaries may be implemented in computer simulations.

This is an issue that computational studies on the influence of interfacial effects on

local dynamics have been struggling with for more than two decades [9, 73, 135, 136,
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56, 28, 42], and has relevance for the implementation of theoretical point-to-set studies

[16, 79, 60, 59]. The method employed in the present study creates a rough amorphous

boundary by randomly sticking particles to a smooth wall at approximately 30-50%

surface coverage. The local aging dynamics we observe near such a rough boundary

appear nearly bulk-like with little deviation from bulk particle densities.
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Chapter 3

Random packing of rods in small

containers: X-ray tomography

experiments

Adapted from JO Freeman, S Peterson, C Cao, Y Wang, SV Franklin, and ER Weeks,

Granular Matter 21, 84 (2019)

3.1 Introduction

3.1.1 Random close packing

People have long been curious about how objects pack into containers. Kepler con-

jectured that spheres pack most efficiently when arranged into hexagonal layers – a

supposition that was finally proven in 2005 [52, 53]. There is also the more practical

question of inefficiently packed objects (e.g. sand or grain filling a container). At

the highest packing densities that are still disordered, this is termed random close

packing, although mathematically this is an ill-defined concept [145]. Experimental

studies have long recognized the influence of finite-sized and boundary effects on the
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packing [21, 3, 125, 138, 164]. It was pointed out in the 1940’s that one can extrap-

olate the observed packing density in containers of various sizes to infinitely large

containers [154, 19, 137]; early reports noted that particles pack less efficiently in

small containers.

Later work investigated how the boundaries modify the particle packing. Particles

can form layers against the wall; for monodisperse packings, these layers can persist

rather far from the boundaries [125, 138, 77]. A more recent investigation by Desmond

and Weeks used simulations to study the packing of bidisperse random close packed

samples [30]. They considered a 2-phase model in which packed particles are treated

as a core region packed to the infinite-container volume fraction φ∞ surrounded by

boundary layer of thickness δL packed at φ∞ + δφ. This was an extension of a prior

model that assumed δL was the diameter of a particle. Desmond and Weeks found

evidence that δL was indeed of order the diameter of a particle, and δφ < 0: that is,

the sample packed poorly against the boundaries.

In this chapter we probe the packing of rods in small containers. We focus on

containers larger than the rod length; containers with dimensions smaller than that

would force rods to align simply to enter the container [167]. We are curious about

how boundary layers affect the orientation and pack efficiency of rods. We further

investigate the boundary layer properties using x-ray tomography, confirming that

the layers are thin, about half a rod length. The tomography results reveal that the

bottom boundary layer, top boundary layer, and side boundary layer are all distinct.

We then conduct experiments with different boundary conditions and further explore

how boundary layers affect packing’s structure.

3.1.2 Recent studies on long thin packing

Studies of how long thin particles pack have a long history, including experiments

using wooden rods [96, 167, 115], plastic rods [106, 98, 141, 143, 29], spaghetti [112,
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84], colloidal silica particles [115, 129], glass fibers [41], iron rods [102], lead cylinders

[12], and metal wires [45, 115, 121]. Simulations have also been done with a variety of

methods [40, 25, 160, 2, 49, 68, 43, 166]. The efficiency of such packings has relevance

for nanocomposites (mixtures of polymer resin and fibers) [96, 41, 70], ceramics [96],

and filtration and catalysis [45, 25, 98]. As noted by Williams and Philipse [160],

these studies agree fairly well on the dependence of the close packing volume fraction

φrcp on aspect ratio α (φrcp ∼ 1/α, for long rods with α � 1). This widespread

agreement suggests that geometry plays a larger role in determining packing than the

physical properties of the particles.

Most studies used large containers to minimize the influences of boundaries. A few

noted container size dependence: Dixon studied boundary effects on aspect ratio 1

cylinders (equal height and diameter), which pack less efficiently in small containers,

albeit with a reversal when the container diameter approaches the particle size. For

cylindrical containers of moderate radius R and large height, he found that φ(R)

was well described by a second-order polynomial in 1/R, but his study was only of

the aspect ratio 1 particles. Zhang et al. also studied the packing of aspect ratio 1

particles, using x-ray tomography to observe the structure near the container walls

[164]. A key result was that the volume fraction within two particle diameters of

the wall was lower than that of the bulk. Zou and Yu [167] investigated the packing

of rods with aspect ratios 1-64 in cylindrical containers. Their results suggested the

existence of a critical container size: for a container of large enough radius R and

height H, the results became independent of the container size. They also found

that rods packed less densely in smaller containers. Tangri et al. reported [143] that

aspect ratio 5.35 rods packed at lower φ in smaller containers and that cylindrical

containers of diameter larger than 5 particle lengths reached the large container limit.

Desmond and Franklin [29] observed that rods poured in smaller containing cylinders

exhibit solid-body resistance to an intruder; Trepanier and Franklin [146] observed
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similar preparation-dependent solid-body behavior in free-standing rodpiles once the

confining container was removed. Benyahia [12] observed oscillations in the volume

fraction near container walls for rods with aspect ratio 1, 2, and 3.

Desmond and Weeks [30] developed a model (building on [154, 19]) to understand

the finite size effects of packing particles in a container. The model assumes a bound-

ary layer of thickness δL with a packing fraction that differs from that found in the

bulk (φ∞) by δφ. Applying this to a cylindrical container (radius R, height H) one

can differentiate between the bulk volume

Vbulk = π(R− δL)2(H − 2δL)

≈ V − πδL(2RH + 2R2) (3.1)

which packs at φ∞ and the surface volume

Vsurf = V − Vbulk

≈ πδL(2RH + 2R2) (3.2)

which packs at φ∞ + δφ. (Terms of order δL2 and higher are neglected in these

definitions.) The net volume fraction φ is a volume-weighted sum of the two regions:

φ = [Vbulkφ∞ + Vsurf(φ∞ + δφ)] /V (3.3)

which can be shown to reduce to:

φ(R,H) ≈ φ∞

[
1 + 2

δL

L

δφ

φ∞

(L
R

+
L

H

)]
. (3.4)

Equation 3.4 suggests that a plot of packing fraction φ against a dimensionless

inverse container size L/R + L/H will result in a straight line with a y-intercept at



30

the bulk/infinite-container size packing fraction φ∞ and a slope 2 δL
L

δφ
φ∞

that quantifies

the impact of the boundary layer. While the slope does not uniquely determine δL/L

or δφ/φ∞, as we will show below x-ray tomography and the detailed information

contained in simulations do allow for independent determination of these parameters.

While Desmond and Weeks dealt with an isotropic pile with no difference between

top, bottom and side boundaries, their model is easily generalized to account for

boundary layers of differing characteristics.

3.2 Experimental details

3.2.1 Rods and CT scanners

Julian Freeman from our group first conduct a series of experiments with two different

height (Htall = 12.8 cm and Hshort = 7.4 cm), and different diameters ranging from

2R = 0.63 cm to 12.62 cm. Different aspect ratio (from 4 to 32) and glass beads

are employed in our experiments (see more details in JO Freeman et al, Granular

Matter 21, 84 (2019)). In this dissertation, we will focus on 3D x-ray tomography

experiments. We conducted several x-ray tomography experiments to capture the

three-dimensional structural information on our rod packings; see Fig. 3.1. These are

done with our hand-cut aspect ratio 8 acrylic rods (0.32 mm diameter, length L =

2.57 cm). These experiments were done with only two specific cylindrical containers,

a large one with 2R = 5L = 12.62 cm and a smaller one with 2R = 1.9L = 4.48 cm,

both with height H = 2.9L = 7.4 cm. For each packing we gently pour the particles

into the container until the container overflows. Different than what Julian did, rods

are not removed from the top [46]. The filled container is scanned with a computed

tomography scanner, RealTime-2722 (UEG Medical Imaging Equip Co. Ltd). It is a

specifically designed CT scanner for teeth, with 0.2mm resolution and high scanning

speed (less than 10s per scanning). We repeated the experiments five times for each
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Figure 3.1: X-ray tomography data or rods with length L = 2.57 cm, aspect ratio 8
in a container with R = 13.2 cm≈ 5.2L and H = 7.4 cm≈ 2.9L. (a) X-ray image
showing horizontal cross section through the container. (b) Vertical cross section,
where the white voxels are those above a threshold intensity. The smallest white dots
are the corners of rods. (c) 3D rendering of the tomography data.

container, for a total of ten three-dimensional tomography images.

3.2.2 Image processing

We use MATLAB as our image processing tool. There are four main steps we take in

order to segment and reconstruct rods’ packing: First, we remove the thickness of the

container. Since the container is slightly tilted, we start with determining the central

axis by finding centroids in each slide. After that, to remove the bottom part, we

then construct a surface perpendicular to the central axis at the height when the rods

first show up and remove all the pixels that below the surface. Similarly, to remove

the side part, for each slide we determine its centroid and radius r, and remove

all the pixels whose distance to the centroid is larger than r; second, we exploit

binarization and watershed segmentation to obtain rods’ center and orientation ~L

[165]. To do that, we manually set an intensity threshold, above which are rods

and will have an intensity=1, on the contrary below which is background and have

an intensity=0. After obtaining the binary image, we employ watershed (a built-in

algorithm in MATLAB) method to find the edge of each rod, in this way we can

segment 95% of the total rods, see figure 3.2 (a),(b); third, as an additional analysis

step, we arbitrarily choose a height near the top of the container as an artificial top



32

Figure 3.2: We take four steps to obtain the reconstructed packing: We remove
container’s boundary and segment the rods from (a) to (b); we then reconstruct the
packing and set a ’fake’ top boundary from (c) to (d).

container boundary (in our experiment z=300 pixels, 60 mm). We remove all rods

which have any portion above this artificial boundary. In this way, the reconstructed

packing is similar to the bulk measurements were rods were removed by hand, but

additionally avoiding any disturbance of the remaining rods due to vibrations when

removing rods, or also remaining rods which might settle if a removed rod was helping

support them in their original position; At last, we reconstruct the whole packing to

calculate the volume fraction φ. In more details, for each rod, according to its centroid

and orientation, we replot the rod and define the intensity within the rods to 1. We

then slightly expand/decrease the size of reconstructed rods by comparing it with

original scanning images, see figure 3.2 (c),(d).
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Figure 3.3: (a) Volume fraction φ(z) as a function of distance z from the bottom
boundary and (b) volume fraction φ(r) as a function of distance r away from the
central axis. These data correspond to a short wide container with diameter 2R ≈
4.9L and height H ≈ 2.9L. In figure (a), the red and blue shaded regions represent the
top and bottom boundary layers, with boundary thickness of δL = 0.5L (estimated
by eye). In figure (b), the blue shaded area represents the side boundary layer, with
a smaller boundary thickness δL = 0.3L (again estimated by eye). Both z and r are
normalized by rod’s length L.

3.3 3D rods results

3.3.1 Tomography results

The x-ray tomography data sets, while limited to aspect ratio α = 8 rods, allow us to

probe the volume fraction locally at every position in the container and directly look

for boundary effects. In Figs. 3.3(a) and 3.4(a), we plot the local volume fraction φ(z)

as a function of vertical position z, averaged over all particles with radial positions

r < R−0.3L, so as to exclude from consideration any radial boundary effects. Likewise

in Figs. 3.3(b) and 3.4(b) we plot φ(r) averaging over only particles with z at least

L/2 away from both the bottom and top container boundary. Thus, in each case,

φ(z), φ(r) ≈ φ∞ = 0.467± 0.002 in the middle of the container by construction.

We estimate the thickness of the top layer to again be δL = L/2, as indicated by

the blue shaded regions of Figs. 3.3(a) and 3.4(a). Here the rods are quite loosely

packed, with δφT/φ∞ = −0.39 [Fig. 3.3(a)] and δφT/φ∞ = −0.48 [Fig. 3.4(a)]. The

magnitude of the reduced volume fraction make sense given our protocol for treating
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Figure 3.4: (a) φ(z) as a function of distance z away from the bottom boundary and
(b) φ(r) as a function of distance r away from the central axis. These data correspond
to a short narrow container with diameter 2R ≈ 1.9L and height H ≈ 2.9L. All three
boundary layers have the same thickness as the data shown in Fig. 3.3, as well as the
same bulk value of φ∞.

the top boundary of the x-ray data, where we remove rods overlapping our arbitrarily

defined top boundary. In the end, roughly half of those rods will be removed. These

results are also in good agreement with theoretical arguments from Yaman et al. [162]

which found δL = L/2 based on geometric arguments, and δφ/φ∞ = 1/2 near a flat

wall.

At the bottom of the containers [red highlighted regions of Figs. 3.3(a) and 3.4(b)],

there are distinct layer structures. The spacing of these layers corresponds to the rod

diameters (L/8 in this case), suggesting that the bottom-most layer of rods lies flat

against the flat bottom boundary. The reduction in amplitude of the fluctuations of

φ(z) is due to the subsequent layers of rods lying at slight angles and packing more

randomly above the flat bottom layer. These layers are evidence of the symmetry

breaking of gravity and our filling procedure. By eye, the fluctuations appear to

decay within L/2 from the bottom [the red shaded regions in Figs. 3.3(a) and 3.4(a)],

consistent with prior experiments of Montillet and Le Coq [98]. Interestingly, although

rods in the red shaded region of Figs. 3.3(a) and 3.4(a) are layered, the mean volume

fraction in this region is nearly the same as the bulk region: the fractional change in

φ is only δφ/φ∞ = +0.01.
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Figure 3.5: Nematic order parameter S as a function of vertical position z/L for
the large (2R = 4.9L) and small (2R = 2.9L) containers as indicated. S = −1/2
corresponds to horizontally aligned rods, and S = 0 corresponds to isotropically
oriented rods.

X-ray tomography reveals that the side boundaries [Figs. 3.3(b) and 3.4(b)] are

thinner. We estimate their thickness to be δL = 0.3L, as indicated by the shaded

regions in those graphs. Within those regions, the volume fraction is changed by

δφ/φ∞ = −0.25 for the larger diameter container, and -0.27 for the smaller diameter

container.

Simulations, which do not incorporate gravity, show an isotropic distribution of

rods. X-ray tomography allows us to study the experimental orientation distribution

and, in particular, how it changes near the boundaries. We use the nematic order

parameter S ≡ (1/2)〈3 cos2 θ − 1〉, where θ ∈ [0, π/2] is the angle with respect to

the vertical axis. S = 1 corresponds to perfectly vertically aligned rods, and S = 0

corresponds to the case of isotropically oriented rods. Fig. 3.5 shows the intriguing

result S < 0 for all regions in the sample, with S → −1/2 near the bottom and top

of the container. As argued above, the data of Figs. 3.3(a) and 3.4(a) near z = 0

indicate horizontally oriented rods lying in a flat layer on the bottom of the container.

For such rods, θ = π/2 and S = −1/2. At the top of the container, while the rods are
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Figure 3.6: The nematic order parameter S as a function of the distance r/L away
from the center axis. The blue shaded region represents the side boundary layer;
compare with Figs. 3.3(b) and 3.4(b). The inset graph is an expanded view of the
large container data.

not in strictly flat layers, nonetheless for a rod center to be close to z = H requires the

rod to be nearly horizontal, so again at the top S → −1/2 makes sense. In the middle

of the container, S increases toward zero but does not reach it. This indicates that

the rods are somewhat more randomly oriented, but still are influenced by gravity;

they still are more horizontal than not. Indeed, this can be directly seen in the x-ray

images of Fig. 3.1(b,c), and also seen in an earlier 3D visualization experiment with

aspect ratio 5 rods [98].

We additionally examine S as a function of radial distance r/L, shown in Fig. 3.6.

Here the smaller container data (red) are shifted horizontally so that the boundary

layers overlap for the two data sets. For the smaller container data, S approaches

1 right at the container boundary, showing that the vertical container walls strongly

align the rods with the vertical. This makes sense, as the curvature of the container

boundary prevents the center of a horizontal rod from coming closer than 0.09L

to the container wall; for a rod center to be at the container wall, the rod must be

vertically aligned. This effect is diminished for the larger diameter container, for which
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curvature matters less; see the inset of Fig. 3.6. Prior work showed that vibrating

containers of rods results in alignment of the rods [155, 161], with the alignment

starting near the boundary [48]. Our observations suggest that some small amount

of ordering is already present near the walls prior to any vibrations.

We briefly return to Fig. 3.3(b), which shows a slight increase in φ(r) near the

center of the container (r → 0). We do not know why this occurs, nor is this behavior

seen in the smaller container [Fig. 3.4(b)]. However, it is consistent with the orien-

tational behavior shown in the inset to Fig. 3.6, where the rods at the center of the

container are more horizontal (S closer to -1/2) than those farther from the center.

Presumably in the center of the container, the more horizontally aligned rods pack

slightly better.

3.3.2 Implications of tomography data on bulk parameters

Julian Freeman in this bulk experiment also observed that gravity breaks the symme-

try between horizontal and vertical boundaries. As a result, the simple model Eq. 3.4

is no longer applicable and must be generalized to account for the different boundary

effects. Each of these boundaries has its own independent thickness δL/L and volume

fraction perturbation δφ/φ∞. The derivation of Eqn. 3.4 can be repeated, leading to

a new model for φ(R,H):

φ(R,H) ≈ φ∞

[
1 + 2CR

(L
R

)
+ (CT + CB)

( L
H

)]
(3.5)

with

CR =
δLR
L

δφR
φ∞

, CT =
δLT
L

δφT
φ∞

, CB =
δLB
L

δφB
φ∞

. (3.6)

The C terms describe the boundary packing effect of the radial, top, and bottom

boundaries respectively[46]. In Julian’s experiment, by varying container’s radius

with a fixed height, he obtained CR by fitting φ with corresponding L/R for rods
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aspect ratio ranging from 4 to 32. He also varied containers’ height to obtain CT +CB

vice versa.

Our tomography results for α = 8 can be summarized as CR = −0.078, CT ≈

−0.22, and CB = 0.005. We can now make inferences about our model parameters

based on the x-ray results. The magnitude of the product [|CR| = (δLR/L)(|δφR|/φ∞)]

is ∼ 0.05 − 0.1 [46]: this suggests that either the thickness of the boundary layer is

small, or the decrease in volume fraction within the boundary layer is small, or both.

From the x-ray data we have δLR/L ≈ 1/3 for α = 8 rods. Assuming this is similar

for other aspect ratio rods, we infer δφ/φ∞ ≈ −0.15 to −0.30 for much of Julian’s

data.

For the top boundary layer, the x-ray data suggest δLT/L ≈ 1/2, δφT/φ∞ ≈ −1/2,

so CT ≈ −1/4. (More precisely, CT = −0.22 for the α = 8 rods from the x-ray data,

but that’s more precision than needed at this point when considering other aspect

ratio rods for which we have no direct x-ray data.) Turning to the bottom layer, for the

cases with CB +CT ≈ 0, assuming δLB/L ≈ 1/2, this then suggests δφB/φ∞ ≈ +1/2.

For α = 20 we have CB + CT ≈ 0.65 and for α = 24 we have CB + CT ≈ 0.80.

Assuming the top layer has CT ≈ −1/4 still, it suggests these aspect ratio rods have

an unusually thick or dense bottom layer. The layering seen in Figs. 3.3(a) and 3.4(a)

for small z has a periodicity related to the rod diameter, suggesting that the thickness

of the bottom boundary layer may be more due to the rod diameter rather than rod

length: thus the thickness may be 4 rod diameters, which happens to be L/2 for

the α = 8 rods but would be smaller for larger aspect ratio rods. If this is true

(δLB/L smaller for longer aspect ratio rods) then δφB/φ∞ could be larger than 1 for

the α = 20, 24 rods. This is certainly possible as φ∞ ≈ 0.2 for these rods, leaving

plenty of empty volume to potentially be packed more efficiently at the bottom of the

container. Indeed, prior simulations showed that a quasi-2D layer of randomly packed

rods will pack to a higher volume fraction than the same rods packed randomly in
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3D due to the likelihood of 2D rods to locally align [40]. A nearly quasi-2D layer can

pack even more densely [40].

3.3.3 Comparison with simulation data

Sean Peterson and Scott Franklin from RIT conducted the 3D rod simulations and

compare them with our results [46]. Simulations allow us to investigate the boundary

layer direction and confirm that, in the absence of gravity, there are no substantive

differences in packing near the horizontal and vertical boundaries. Moreover, when φ

is normalized by φ∞ and plotted as a function of r/L or z/L, the data for different

aspect ratio rods collapse. Figure 3.7 shows the data for the local packing fraction

averaged over all different aspect ratios as a function of distance from the horizontal

and vertical boundary. The two curves are within statistical uncertainty and rea-

sonably well fit by a stretched exponential. Visually Fig. 3.7 suggests a boundary

length of about 0.25L, consistent with that seen in tomography data for the sidewalls

[Figs. 3.3(b) and 3.4(b)]. We note that this is independent of particle aspect ratio,

suggesting a purely geometric effect.

Tomography experiments revealed the importance of gravitational-induced layer-

ing, which begins at the bottom boundary but persists throughout the bulk of the

pile. In particular, the nematic order parameter S ≡ 1
2
(3〈cos2 θ〉−1) does not asymp-

tote to zero as one would expect for a random distribution of particle angle (Fig. 3.5).

In simulations the situation is quite different. Fig. 3.8 shows the nematic order pa-

rameter as a function of distance from the nearest boundary. Rods near the boundary

are aligned with boundary, as they must be, but this rapidly decays to zero. Once

particles are more than half a rod-length from the side they are no longer constrained

and isotropically sample the full angular space.
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Figure 3.7: Local packing fraction φ/φ∞ as a function of distance from the nearest
boundary, averaged over all aspect ratios from the simulation data. The circles are as
a function of R− r, and the squares are as a function of z. Inset: Data from specific
aspect ratios α = 4 (light violet diamonds), 16 (green upward triangles), and 32 (dark
violet downward triangles).

Figure 3.8: Nematic order parameter as a function of distance from the top or bottom
boundary, from the simulation data averaged over aspect ratios 4 and 12.
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3.3.4 Discussion

It has been known that long thin particles pack poorly when packed randomly [40,

115, 167, 160, 141]. Our results show that randomly packed long particles pack even

more poorly in smaller containers. X-ray tomography experiments and bulk packing

data demonstrate the existence of three types of boundary layers: a dense bottom

layer where rods lie flat, and loosely packed side and top boundary layers. This

behavior is captured by a generalization of a previously derived model that divides

the space into a bulk and a boundary region, each with their own distinct volume

fractions. Our modification incorporates the difference between bottom and top/side

boundaries observed in experiment.

The bottom layer is clearly due to gravity and our packing protocol. Simula-

tions without gravitational effects reveal more purely geometrical boundary layers

of loosely packed particles. Interestingly, while nematic order parameter in compu-

tationally generated piles indicates an isotropic distribution of rod orientation, the

boundary layer thickness is less than half a rod length and comparable to those found

in experimental data. This finding that the boundary layer is thinner than that sug-

gested by purely geometric constraints is the most significant result from all of our

data, experimental and computational. For all but the most constraining containers,

then, the impact of the boundary on the overall volume fraction, while measurable,

is generally small.

3.4 2D and Sandpaper

3.4.1 2D rods packing results

After we explore the boundary layer in 3D, we are curious about investigating how

boundary affects rods’ structure in 2D. Julian Freeman designed a fancy experimental
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Figure 3.9: 2D experimental set-up, designed by JO Freeman

set-up see in Fig. 3.9, which allows us to take high-quality images. We use laser-cut

rectangles for imaging, with 1:4 aspect ratio. Noticeably there are more alignments

in 2D packing, which makes it more difficult to segment rods apart. To solve that,

we have a laser-frosted white rectangle on rods to enhance the contrast between edge

and bulk area, see Fig. 3.9.

Since volume fraction φ is not comparable in 2D and 3D, the question we are most

curious about is how the rods’ orientation change when they are near the bottom/side

boundary in 2D. Here we set gravitational direction as y axis, and define y = 0 at

the bottom edge. The farther it is away from the bottom edge, the larger y it would

be. Similarly we set another direction as x axis, as x increase from left edge to right

edge.

We still use the nematic order parameter S ≡ (1/2)〈3 cos2 θ − 1〉 in figure 3.5 ,

where θ ∈ [0, π/2] is the angle with respect to the vertical axis. S = 1 corresponds to

perfectly vertically aligned rods, and S = 0 corresponds to the case of isotropically
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Figure 3.10: Nematic order parameter S as a function of vertical position y/L for 2d
packing. S = −1/2 corresponds to horizontally aligned rods, and S = 0 corresponds
to isotropically oriented rods.

oriented rods. Fig. 3.10 shows consistent results with 3.5: S < 0 for all regions in

the sample, with S → −1/2 near the bottom and top of the container. Interestingly,

rods are more randomly distributed in the bulk area, compared with 3D packing.

Figure 3.11 shows that near the side boundary in 2D packing, rods are almost

perfectly vertically aligned, this may be related to cluster structures in 2D packing.

More results are waiting to explored in future projects.

3.4.2 Sandpaper results

Jason Jiang introduces smooth and rough boundary conditions to 3D rod packings

by attaching smooth/rough sandpapers to container’s inner wall. We still use hand-

cut acrylic rods with aspect ratio 1:8. We employ two different sandpapers: Coated

Abrasives Manufacturing Institute (CAMI) 60 for least fine abrasive (diameter range

from 40.5 to 58.5 µm) and CAMI 15k for most delicate abrasives (diameter range

from 8.4-12.6 µm). We follow the same procedure (see details in Rods and Scanners

session) to pour rods into our container, see figure 3.12. We collaborate with Prof
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Figure 3.11: The nematic order parameter S as a function of the distance x/L away
from the boundary.

Amir Pourmorteza and scan our packings with CT scanner in Emory hospital. For

each packing we repeat the process 5 times to reduce experimental error.

From figure 3.13 we can still observe layer-like structure near the bottom boundary,

as we observe in figure 3.3. Smooth boundary condition (15k) seems to have a higher

volume fraction φ in bulk area than rough boundary (60grit).

We also take a look at how side layer will affect the volume fraction φ. The most

interesting result here is that rough boundary tend to have a thicker boundary layer

than the smooth one. We estimate their thickness to be δL = 0.3L for 15k sand

paper, and δL = 0.5L for 60 grit sand paper, as indicated by the shaded regions

in those graphs. More boundary conditions and local structure characteristics are

waiting to be explored in future projects.
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Figure 3.12: We pour rods into containers with sandpaper (from left to right): First,
we attach sandpaper to container’s inner wall; Second, we pour rods gently into
containers; Last, we remove rods on top gently.

Figure 3.13: Volume fraction φ(z) as a function of distance z from the bottom bound-
ary for both smooth (15k) and rough boundary condition (60grit).
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Figure 3.14: Volume fraction φ(r) as a function of distance r away from the central
axis with smooth boundary condition (15k) and rough boundary condition (60grit).
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Chapter 4

Rheology of jammed and glassy

materials

4.1 Introduction

Soft amorphous solids include granular materials, foams, and pastes. These are solid

in the sense that they possess a yield stress: they elastically (reversibly) support a

finite stress below the yield stress, and deform irreversibly if the applied stress exceeds

the yield stress [17]. In particular, these materials can typically support their own

weight: you can make a pile of sand, a pile of shaving cream, or a pile of paste. A

granular material such as sand is comprised of solid particles, typically mm or larger

sized. A colloidal paste is made from solid particles in a liquid, typically µm size

or smaller (small enough to undergo Brownian motion). Foams are gas bubbles in

a liquid, stabilized by surfactant molecules to prevent the bubbles from coalescing,

and typically with mm or larger sized bubbles. Another soft amorphous solid can

be found in emulsions: these are composed of liquid droplets in another immiscible

liquid, again with surfactant molecules needed for stabilization, and with droplet

sizes ranging from 10 nm up to a few hundred µm [92]. In all of these examples,
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by diluting the particles the material can lose its solid-like properties: for example,

adding water to a pile of shaving cream will eventually change the pile of foam into a

puddle with bubbles. More technically, the yield stress for these materials is a function

of the volume fraction φ: as the fraction of particles in the volume is decreased, the

material flows easily. For φ > φc, the yield stress becomes nonzero, with φc depending

on details of the system. When these materials undergo the transition from liquid-

like to solid-like behavior, these materials share some similarities with glass transition,

another situation where a liquid can be changed into an apparent solid [81].

Previously Liu, Nagel, and coworkers [81, 107, 82] presented the jamming frame-

work to unify these transitions from liquid into solid. They suggested that in order

to change a jammed system into an unjammed one, there are three possible options:

increasing the temperature, decreasing the volume fraction, and increasing the ap-

plied stress above the yield stress. This can be restated as a conjecture that the yield

stress is a universal function of temperature and volume fraction. Focusing just on

particulate systems such as the ones mentioned above, one would expect that gran-

ular materials, foams, colloids, and emulsions would share a common φc (at least if

their particle size distributions are equivalent [31]). However, it has long been noted

that the “colloidal glass transition” happens at φg = 0.58 [119, 64], and random

close packing of granular particles happens at φrcp = 0.63 [13] (both situations con-

sidering essentially monodisperse hard particles). For an emulsion, a 1995 rheology

experiment by Mason, Bibette, and Weitz noted that there was evidence of solid-like

behavior for φ ≥ φg, and then onset of a higher modulus for φ ≥ φRCP [90]. The dis-

crepancy in φc was directly addressed in simulations [66], which showed that instead

of extrapolating into each other, the colloidal glass transition at φg and the jamming

transition at φRCP are distinct. The rationale is that systems with larger particles

are athermal, and thus have a jamming transition, whereas systems with smaller par-

ticles are thermal and see a glass transition. For samples of intermediate particle
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size, two transitions may be possible. Ref. [66] predicted that such phenomena can

be observed by measuring rheological performances of dense emulsion samples from

1 - 10 µm [66]. Indeed, the 1995 emulsion results of Ref. [90] support this prediction

qualitatively, using droplets with mean diameter d = 1.00 µm. Overall, the thinking

is that a thermal system will have a glass transition at the lower volume fraction

φg, but that the particles do not need to touch until they reach the higher volume

fraction φRCP . For φ > φRCP , particles must deform, which is straightforward for

emulsion droplets, so the rheological behavior for these large volume fractions must

be dominated by the physics of the particle deformation (for example, surface tension

effects for deformed emulsion droplets). In contrast for φ < φRCP the rheology is

determined by the thermally driven glass transition, for suitably thermal particles or

droplets.

A series of experiments have explored the possibility of two distinct transitions,

using emulsions [134, 111, 33, 34] and colloidal systems [10, 157, 105, 113]. Most

experiments focus on rheological measurements since the yield stress can be easily

obtained from a plot of stress as a function of strain [95]. Work done primarily at

the University of Pennsylvania studied thermosensitive PNIPAM colloidal particles

[10, 105]. These samples allow for the volume fraction to be adjusted by changing

the temperature. In the second of these two papers (Basu et al. [10]), they measured

the rheological behavior of several samples and compared with their earlier results

(Nordstrom et al. [105]). Between the two papers, the particle diameters ranged

from 0.4 to 1.4 µm, to potentially cover both thermal and athermal sizes; however,

the large particles used in the earlier study were softer than the smaller particles

used in the later study [10]. The small particle samples exhibited a glass transition

with φc = 0.61 ± 0.02, while the large particle samples had a jamming transition

with φJ = 0.635 ± 0.003. For these samples, because the volume fraction changed

are due to particle size changes (controlled by temperature), the influence of thermal
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fluctuations changes by nearly a factor of two from smallest to largest volume fractions

studied. Their experiments also used somewhat large steps in volume fraction (≈ 0.01

in Ref. [105], ≈ 0.05 in Ref. [10]), making it challenging to precisely identify the

transition points in the latter work.

In the recent work of Dinkgreve et al. [34], they study rheological behaviors of

athermal emulsions (diameter 3.2 µm) and compare with earlier published emulsion

data [91] (diameters 0.5-1.5 µm) and earlier colloid data (diameter 0.37 µm). The

athermal samples had a yield stress for φ > φJ ≈ 0.64, and the smaller particle

samples all had yield stresses for φ > φg ≈ 0.58. Nonetheless, they found all samples

had similar scaling of their rheological curves, independent of where their transition

to a yield stress was found. However, the large and small emulsion samples used

different oils, so it was difficult to directly compare the rheological data.

In this work we measure rheological behavior for both monodisperse and bidis-

perse dense emulsions with droplet diameters ranging from 1-2 µm. We create our

emulsions by using the TPM (3-(Trimethoxysilyl)propyl methacrylate) seed-growth

technique [149]. We consistently use a weighing method to measure our samples’

volume fractions. We observe a yield stress appears above φg = 0.58 for our samples

with smaller droplet diameters (d ≈ 1 µm) and at φJ = 0.63 for our sample with

the largest droplet diameter (d ≈ 2 µm). Using one type of emulsion (TPM oil) and

changing the volume fraction while maintaining a constant droplet size enables us

to directly compare samples with identical properties apart from volume fractions;

and to compare results of droplets with different diameters but otherwise identical

composition. Our results show that indeed two distinct transitions can be seen. Fur-

thermore, we find that a bidisperse sample composed of both small and large droplets

has comparable rheological behavior to samples composed only of small droplets.
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4.2 Experimental details

4.2.1 Sample synthesis

In order to prepare monodisperse samples ranging from several hundred nanometers

to several micrometers, we tried three different methods: fractionation [14], swelling

method [148], and seed growth method [149]. Fractionation method was first intro-

duced by Prof. Bibette in 1992. There are mainly four steps: first, pre-mix the

sample; second, dilute the sample with low concentration SDS solvent and gather the

floating creamy; third, add more SDS and gathered the upper creams; fourth, repeat

above three steps and combine samples with same SDS concentration. To start with,

we pre-mixed the silicone oil and water with 0.2 % wt SDS by ultrasonifier, in this way

a polydisperse sample with particles’ diameters ranging from dozens of nanometer to

several hundred micrometer can be obtained. After that, we dilute the pre-mixed

emulsion 10 times with 0.2 % SDS solvent, after the solution sit still for a day or

so, due to the depletion force, the uppper cream can be separated from the dilute

bottom phase. Then we add 0.1 % wt more SDS into the dilute forms, wait one day,

again save the upper cream and add more surfactant till it reach 0.8 %. For cream we

collected, they are rather monodisperse emulsions with around 0.5 volume fraction

(the floating speed is determined by particle size). To further narrow down particles’

size distribution, for each cream we repeat the whole process and mix cream obtained

from the same SDS concentration together. In this way, monodisperse emulsions can

be obtained see Fig. 4.1. However, when we conducted this method, we found that

sample’s size range heavily relies on pre-mixed samples. In our trial, we can only

obtain emulsions around 2 µm. The other disadvantage of this method is that it’s

very time-consuming, usually it takes about two weeks to finish a whole cycle, and

it usually produces no more than 10 ml effective samples at one time (barely enough

for one rheological experiment).
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Figure 4.1: Monodisperse emulsions (silicone oil + water) obtained by fractionation
methods, the mean diameter is around 2 µm. Image was taken by Leica DM IRB
research microscope.

We also tried swelling method [148]. In short,we take a 2 µm monodisperse

polystyrene latex (Bangs lab), add to it a 0.2 wt% SDS solution, then add a sol-

vent for polystyrene like toluene, xylene, or chlorobenzene (here we use toluene). We

then use slow magnetic stirring for 3-4 hours, then let the excess solvent float to the

top and remove. The amount of swelling will be determined by the size of the original

particles – the smaller the particle, the less it swells volumetrically. In our experi-

ment, the swelled emulsion increase its diameter by around three times, see figure 4.2.

If you don’t want to have a charged surfactant for your system, you might have to

play around with some nonionic surfactants. Overall we can control emulsions’ sizes

excellently by changing polystyrene particles with a low polydispersity. The biggest

drawback of this method is that it’s too expensive. To produce 10 ml samples, it

takes at least 1000 dollars to achieve our goal. The other drawback of this method

is that toluene is easy to evaporate, it requires extreme caution to conduct the rheo-

logical experiments, since shear stress measured is sensitive to sample’s evaporation,

especially in low shear rate regime.

At last, we choose to employ the seed growth method. To prepare our TPM

samples, we use a seeded-growth method [149] to obtain TPM emulsions at required
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Figure 4.2: (a),Polystyrene particles (d= 2 µm observed under Leica DM IRB research
microscope. (b) swelled emulsions observed under same conditions (average diameter
is around 6 µm).

size. First we add 1 ml (2 ml for larger emulsions) TPM oil (3-(Trimethoxysilyl)propyl

methacrylate 98 %, Sigma-Aldrich) into 100 ml pre-made ammonia solution (1 ml

2.8% ammonia diluted with distilled water at least 100 times ) in a sealed plastic

beaker with a stir bar. We use a pH meter to determine the ammonia solution’s pH

before we injected TPM oil since it would react with glassware [149]. Usually the

appropriate pH lies in between 10-12, the higher the pH, the smaller the droplets

are. When pH is lower than 10, large polydisperse samples (range from 2-50 µm)

are observed. We first stir the solution at a high speed (rpm=350) to hydrolyze

the oil for 20 minutes, then lower the rpm to 200 to condense oil monomers. After

that every hour we add additional 1 ml TPM until droplets grew to our desired

size. When it comes to produce large emulsions, 100 ml additional solvent will be

added after fifth time injection in order to prevent the oil-water phase separation

(usually happens when φtpm > 0.05). By tuning ammonia solution’s pH and φtpm

we can produce 10 ml emulsion droplets with diameters ranging from 800 nm to

2.1 µm with a low polydispersity at one time; see Fig. 4.3. We then add 0.5 wt%

F108 (Synperonic F108 from Sigma-Aldrich) and 5 mM sodium chloride to stabilize

our samples. Surfactant and salt concentration can be adjusted depending on your
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experiments: 0.05 wt% F108 is good enough to stabilize emulsions and conducting

microscopy experiments, but may lead to clusters when samples undergo high-speed

centrifuge; salt concentration can also be played around to change potential energy

between emulsions, in our experiments we stick with 5 mM sodium chloride after

several trials.

Figure 4.3: TPM emulsions polymerized by AIBN and observed under SEM (a)
Monodisperse sample with dmean=1.16 µm (b) Bidisperse sample with diameter
dsmall=1.06 µm, dlarge=1.86 µm. Sub-nano particles were only observed after poly-
merization and may be due to unreacted TPM oil.

4.2.2 Measuring volume fraction

We first obtain a concentrated stock emulsion by centrifuging our initial samples

several times. We use Eppendorf Centrifuge 5702 and perform the centrifuge for

60-90 minutes at 4000 rpm. Sometimes transparent lump will be observed after

the centrifuge process. This suggests that something went wrong during the sample

synthesis process and cannot be used in rheological tests. After centrifuge, a series

of samples with lower volume fractions are then made by diluting portions of the

initial samples with 0.5 wt% F108 and 5 mM sodium chloride in water. To accurately

measure volume fraction, each sample is weighted before and after the evaporation

of water [116] to determine φw. Since TPM oil itself can barely evaporate in room

temperature (770 times slower than water), it’s reasonable to neglect uncertainty

brought by TPM evaporation. As in prior work with the same surfactant (Ref. [91]),
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we correct our volume fractions to take into account the thickness h = 17.5 nm of the

water film between two droplets pressed together near φc. This adjusts the volume

fraction as φ ≈ φw(1 + 3h/2a) using the measured φw and droplet radius a; these

are the volume fractions reported subsequently in this chapter. Note that we use

Ref. [91]’s value for h; we do not have an independent measurement of this value.

4.2.3 Measuring particles’ size

Since our goal is to determine how thermal motion will affect the transition behavior,

it’s essential for us to accurately measure emulsions’ size. Here we employ two different

methods: differential dynamic microscopy (DDM) and scanning electronic microscope

(SEM), and eventually choose SEM to determine our particles’ size.

We conduct differential dynamic microscopy (DDM) method to measure emulsion

droplets’ size indirectly [11]. We employ our Leica microscope to take bright-field

movies and use MATLAB code provided by the Helgeson lab, UCSB. Simply speaking,

we transverse our bright-field movie into Fourier space and measure the intensity

fluctuation brought by Brownian motion. In this way, the diffusion constant D can be

estimated, and particle size can be calculated through Einstein-Stokes equation. This

method doesn’t require high image quality and can work with tiny emulsions (around

10 nm). The drawback of DDM method is that it’s hard to determine samples’

polydispersity (in our experiment it’s one of the most essential factors), although

previous research claimed they could predict protein clusters’ polydispersity through

second-order fitting [130].

SEM method requires samples to be solid. To accurately measure the sizes of

our particles and observe them in real space, we polymerize (turn liquid droplet into

solids) a small portion of each sample by adding 90 µL solution into preheated 100

mL 0.1wt % 2, 2-Azobis(2-methylpropionitrile) (AIBN) solution and leave it in a 80

◦C oven for at least 2 hours[149]. We then observe polymerized sample under SEM
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(Topcon DS-150F Field Emission SEM).To assure the successful rate of polymeriza-

tion process, there are two things worth noticing: first, do not add surfactant before

the polymerization process. By adding surfactant will stop AIBN from emulsifying

particles, and eventually lead to bad SEM images; second, samples need to be put into

the oven immediately after the stirring process. Emulsion samples can last no longer

than 3-6 hours without adding any surfactant based on my observation. Polymeriza-

tion after 6 hours (once stop stirring) usually would fail and cluster-like particles will

be observed under SEM. Previous studies suggested that particles’ volume will shrink

around 7% after polymerization [149]. Sub-200 nm objects were observed only after

polymerization and are potentially due to incompletely reacted TPM [149]. These

results are consistent with previous prediction [83]. Our droplets are slightly polydis-

perse: 6-8 %; we do not ever observe our droplets to organize into crystalline arrays.

Number we obtained from DDM methods are within 5 % differences than the SEM

results.We choose to use the precise sizes measured by SEM as opposed to the more

directly measured, but far less precise DDM results. The fact that the diameters we

obtained from DDM and SEM method are similar to each other is also consistent

with previous research [83].

4.2.4 Rheological details

Our rheological experiments are conducted using an Anton Paar MC502 rheometer.

We study three monodisperse emulsions (dmean= 1.03, 1.16, and 2.04 µm) and one

bidisperse sample (dsmall=1.06 µm, dlarge=1.86 µm, with small droplets have same

volume with large droplets). For each sample, we perform a steady shear measurement

with a 50 mm cone-in-plate geometry (truncation height 53 µm). A solvent trap is

used at side to prevent sample from evaporation. A rough bottom plate is also

adopted to eliminate any slip condition. To provide a reproducible initial condition,

we pre-shear all samples with a 10 s−1 shear rate for 30 s and then sit still for another
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30 s. All measurements are performed under room temperature. Sedimentation and

creaming of particles is almost negligible within our experimental time scale.

4.3 Analysis and results

Figure 4.4 shows rheological curves for 2.04µm monodisperse sample, 1.16µm monodis-

perse sample and 1.06/1.86 µm bidisperse sample. For all three samples, steady shear

measurements are performed from 102 /s to 10−3 /s shear rate in order to cover a

broad range of shear regime. Yield stress σy is observed for samples above φc and is

decreasing with φ, which is consistent with previous experiments [90, 34, 17].

The curves of Fig. 4.4(a,b) show that the transition from solid to liquid happens at

different φ for these two different monodisperse samples. For our large droplet sample

(dmean = 2.04 µm), φ = 0.643 has a yield stress and φ = 0.627 does not, indicating that

the transition volume fraction φc lies between these two values. This φc = 0.635±0.008

is similar to results observed in granular systems [18]. For our smaller droplet sample

(dmean = 1.16 µm), the data indicate φc < 0.575 ≈ φg, suggesting that this sample is

glassy for φ ≥ 0.575. Prior work argued that it is hard to accurately compare volume

fractions measured by employing different methods [116], and we note that all of our

volume fractions likely have an absolute uncertainty of ±0.03; however, the key point

is that we use a consistent weight-measuring method for all of our samples, and the

relative uncertainties of our stated volume fraction values is ±0.003. In some prior

work, due to differing volume fraction measurement techniques, the uncertainty for φc

between different groups was as much as 0.58 ≤ φc ≤ 0.64 [116]. Here since we use a

consistent method for determining φ, we have strong evidence that the solid-to-liquid

transition occurs at lower volume fraction for the smaller particles. This supports

the idea that smaller droplets have more significant thermal fluctuations, resulting

in a glass transition at a lower volume fraction, whereas the larger droplets are more
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Figure 4.4: Shear stress σy plotted as a function of strain rate γ̇ for (a) 2.04µm
monodisperse sample, (b) 1.16µm monodisperse sample, (c) 1.06/1.86µm bidisperse
sample. The rheological curves are labeled by their volume fractions φ. The solid
lines are fitting curves with Herschel-Bulkley model, and the dotted lines are fitting
with TC model [20]. The red dashed lines are guidelines that identify the transition
between samples with and without a yield stress.

athermal [66].

All data above φc can be fit well with Herschel - Bulkley model:

σ = σy + kγ̇n. (4.1)

The scaling factor n is plotted as a function of volume fraction φ in figure 4.5 (a),(b).

For all samples, n remains rather steady at high volume fraction ( φ > 0.64 for 1.16

µm sample and φ > 0.70 for 2.03 µm sample), and then start increasing rapidly when

further decreasing volume fraction.
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We also try to fit our data with TC model[20] in figure 4.4.

σ = σy + σy(γ̇/γ̇c)
1/2 + ηbg γ̇. (4.2)

σy is TC model’s yield stress, representing for the elastic behavior; γ̇c is the

intersection between plastic behavior and elastic behavior, when γ̇ > γ̇c, plastic be-

havior will dominate system’s behavior; ηbg physically means solution’s background

viscosity and determines the viscous behavior, although the fitting value is much

larger than our solvent’s viscosity ( η = 1.5 ∗ 10−3Pa · s), as well as TPM’s viscosity

(η = 2.0 ∗ 10−3Pa · s from Thermofisher data sheet). Figure 4.4 shows that for both

samples, TC model and HB model fit well with our original data, with less than

10% difference in fitting error. We plot its fitting parameters in figure 4.5. For 1.16

µm sample, we notice that before jamming transition (φ > 0.64), ηbg can almost be

neglected, which suggests that viscous behavior play little role in high volume frac-

tion. The abrupt change in ηbg around 0.65 may be related to jamming transition.

Similarly we observe a abrupt transition when plotting γ̇c as a function of φ, γ̇c goes

up to infinity when volume fraction φ < 0.61. When 0.65 > φ > 0.61, plastic and

viscous behavior coexist and both contribute to sample’s rheology performance. For

2.03 µm sample, we also observe those abrupt change in γ̇c and ηbg . Interestingly,

in large samples, those change happen at around same volume fraction φ, suggesting

there is no plastic-viscous co-existing phase for large samples. By comparing HB and

TC model’s fitting parameters, we notice that both models suggest plastic behavior

dominates at high volume fraction (n maintains around 0.5 & ηbg = 0 ) and viscous

behavior plays a more important role when it’s close to glass transition (n quickly

increases to 1 & γ̇c goes to ∞).

Since we observe no distinct differences between yield stress obtained by HB and

TC model, for simplicity, we will use yield stress σy (lines in Fig. 4.4) obtained from
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Figure 4.5: The HB and TC model fitting parameters as a function of volume fraction
φ for 1.16/2.03 µm samples: n as a function of φ for (a) 1.16 µm sample, (b) 2.03
µm sample; ηbg as a function of φ for (c) 1.16 µm sample, (d) 2.03 µm sample.
Green shadow region represents that when fit ηbg=0, it would only have less than 1
% difference in fitting error than best fitting parameter; γ̇c as a function of φ for (e)
1.16 µm sample, (f) 2.03 µm sample. Yellow shadow region represents that when fit
γ̇c =∞, , it would only have less than 1 % difference in fitting error than best fitting
parameter; σy as a function of φ (g) 1.16 µm sample, (h) 2.03 µm sample. Filled
circles are σy from TC model, and + signs are σy from HB model, most of the time
there are no obvious difference between two fittings.
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Figure 4.6: (a) The yield stress σy as a function of volume fraction φ for our ex-
perimental data; each set of data is labeled by the mean droplet diameter. The red
asterisk data are for the bidisperse sample, labeled by the two mean droplet diam-
eters. The effective temperature ranges from Teff = 5 × 10−6 for the d = 1.03 µm
sample to 1.3 × 10−6 for the d = 2.03 µm sample; see text for details. The dashed
lines are exponential fit curves σy = σ0e

Cφ with σ0 = 3 × 10−17 Pa, C = 60 for
small particles and σ0 = 2 × 10−21 Pa, C = 70 for the larger particles.[74], σ0 is
a fitting parameter with no deep physical meaning behind. (b) Simulation results
from Ref. [66]. As φ is decreased, the system goes through the jamming transition at
around 0.64, with an abrupt drop in yield stress. After that, it will stay in a glassy
regime, with only a moderate decrease of the yield stress until it reaches the glass
transition point φg ≈ 0.58, at which point the yield stress vanishes [66]. The red
dashed line represents the T = 0 limit (for large, athermal particles). For the black
curves, the effective temperature varies by factors of ten, ranging from the top black
curve (“Fluid,” Teff = 10−4 to the bottom black curve (“Glass,” Teff = 10−7).
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HB model in following analysis. To compare with the simulation predictions, we

then plot σy as a function of φ for all our samples in Fig. 4.6(a). In our experiment,

for the small droplet diameter samples (1.06, 1.13 µm), the yield stress only weakly

depends on φ for high φ. A more significant change in σy is seen around φ ≈ 0.65,

although σy still remains nonzero until φ . 0.58. In contrast, our large diameter

droplet sample (2.04 µm) has a yield stress which starts to decrease rapidly at higher

volume fraction (at around φ ≈ 0.70), and σy disappears at φ < 0.643. These results

strongly suggest that the critical solid-to-liquid transition happens at different volume

fractions depending on particles’ size.

This observation was predicted by Ikeda et al. in Ref. [66]; their specific prediction

is shown in Fig. 4.6(b). The jamming transition was expected to be “athermal” and

seen in all samples at φJ ≈ 0.64, the volume fraction corresponding to random close

packed samples; this matches our data in Fig. 4.6. The “thermal” glass transition

should occur for samples with smaller droplets around φg ≈ 0.58; this again matches

our data in Fig. 4.6. To characterize the difference between “large athermal” and

“small thermal” particles, they considered the reduced temperature Teff = kBT/ε,

where ε represents an energy scale related to the particle stiffness. This reduced

temperature characterizes how easy it is for thermal fluctuations to deform particles,

thus allowing them to slip past one another. In our experiment, we measure the TPM

surface tension using a dropmeter (Dropletlab), the surface tension measured ΣTPM =

3mN/m, which is consistent with previous work [76]. We assume the deformation

energy ε = ΣTPMd
2/4, which should be the correct order of magnitude. Using this

we get kBT/ε = (1.3 − 5.0) × 10−6, lying in the crossover regime predicted by the

simulation [66]. The main qualitative difference between our results [Fig. 4.6(a)] and

the simulation results [Fig. 4.6(b)] is that our large droplet sample depends more

strongly on volume fraction for φ > φJ : a fairly smooth decrease in φJ by several

orders of magnitude is seen as φ decreases from 0.77 to 0.65.
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Intriguingly, our bidisperse sample with droplet diameters 1.06 µm and 1.86 µm

behave similarly to the two small droplet size monodisperse samples [Fig. 4.6(a)].

This suggests that in a bidisperse sample, the small droplets dominate the rheological

behavior.

For samples with φ > φc, we fit the yield stress data to an exponential growth

model; see the straight lines in Fig. 4.6(a). These fits are just to the data where

the growth of σy appears roughly linear on this semilog plot, so 0.58 ≤ φ ≤ 0.64

for the small diameter emulsion sample and 0.64 ≤ φ ≤ 0.70 for the large diameter

emulsion sample. In our experiments, the yield stress grows with volume fraction

more strongly when increasing particle’s diameter, from σy ∼ 3 × 10−17e60φ to σy ∼

2 × 10−21e70φ. These fits are consistent with the entropic barrier hopping model

suggested by Kobelev and Schweizer [74], despite slight differences in the exponent

(σy ∼ e40φ for them). Consistent with their prediction, the larger the particles are,

the more abruptly σy will decrease with φ.

To further understand how the yield stress changes with volume fraction, we

consider three additional data sets from prior literature. Two data sets are taken from

Mason, Bibette, and Weitz (Ref. [91]) who studied silicon oil in water emulsions using

both steady and oscillatory shear. These emulsions were stabilized by sodium dodecyl

sulfate (SDS) and employed the fractionation method to produce fairly monodisperse

samples with droplet diameters between 0.5 µm to 1.5 µm; the surface tension was Σ =

9.8 mN/m. They investigated the yield stress of their samples. They concluded that

their samples had a size-independent transition which they called a glass transition at

φ = 0.58. The third data set is from Dinkgreve et al. (Ref. [111, 33, 34] who studied

castor oil in water emulsions using steady shear, similar to our experiments. Their

samples had a larger mean droplet diameter, d = 3.2 µm, and the surface tension was

1.5 mN/m; the droplet size was intentionally chosen to be in the athermal regime.

The large athermal droplets had a liquid-to-solid jamming transition at φ = 0.64.
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Figure 4.7: (a) The yield stress as a function of φ, with yield stress nondimensionalized
by the thermal energy kBT . (b) The yield stress as a function of φ, with yield stress
nondimensionalized by the oil-water surface tension Σ. The legend indicates the
droplet diameter d and the source of the data, if not our work.[91, 34]



65

Intriguingly, in Ref. [34] they also examined the earlier data of Mason, Bibette, and

Weitz,[91] and found that all the data (both thermal and athermal droplet sizes) fit

well into an identical master curve for φ > φc, albeit with different φc values for the

different droplet sizes.

We compare these prior data sets to our emulsion data Fig. 4.7. To better under-

stand how thermal motion and particle deformation affect our system, here we define

a nondimensional thermal yield stress σT = σyd
3/kBT and a nondimensional mechan-

ical yield stress σ0 = σyd/Σ. Our data are the red symbols, and the literature data are

the blue symbols, as indicated by the legend in Fig. 4.7(b). In all cases, the reduced

temperature is small (kBT/ε � 1). Neither the thermal yield stress [Fig. 4.7(a)]

nor the mechanical yield stress [Fig 4.7(b)] collapse the data perfectly. The thermal

yield stress comparison is based on a simple idea, that the modulus of a solid should

scale as kBT/d
3 for a sample made of components with inter-particle distance d [69] –

indeed, this is the basic reason that “soft matter” composed of micron-sized objects

is softer than “hard matter” made of atoms with nanometer spacing. This somewhat

collapses the data, with the outliers being the smallest diameter droplets (d = 0.5 µm

data from Ref. [91]). However, even with our own data, the thermal yield stress

varies by an order of magnitude for constant φ. In Fig. 4.7(b) we plot the mechanical

yield stress; the simple idea here is that the yield stress is due to the surface tension.

This is sensible for an emulsion: for fixed φ > φc, approaching the yield stress micro-

scopically means that droplets are pushed into each other, causing them to deform

slightly, and thus the surface energy of that deformation gives rise to the macroscopic

elastic response. At the yield stress these slight deformations are sufficient to allow

droplets to move past one another and the sample can flow. This collapses the data

fairly well, with the sole exception being our large droplet sample with d = 2.03 µm.

It is possible that this is another sign that the large droplet sample has a jamming

transition rather than a glass transition, but in that case it is surprising that the still
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larger d = 3.2 µm sample from Dinkgreve et al. collapses with the smaller droplet

data rather than our large droplet data. To summarize Fig. 4.7, it is worth noting

that for our own data at least, kBT and Σ are a constant, so the difference between

the two scalings is a factor of d3 in (a) and d1 in (b).

Here in our experiments, we successfully cover the droplet sizes in between by

using only TPM emulsions and compare both thermal yield stress and mechanical

yield stress with Mason’s and Dinkegreve’s data in figure 4.7. In all systems, reduced

temperature kBT/ε � 1, σT is well separated with σ0. When it comes to thermal

shear stress, overall shear motions dominates the emulsions behaviors in the high

volume fraction regime. However, when close to transition volume fraction, thermal

fluctuation starts to play a more and more important role. In term of mechanical

stress, although that we treat εTPM as ΣTPMr
2, energy required to deform emulsion

particles should only be differences between original and new εTPM, thus it may be

much less than ΣTPMr
2. Based on our calculation, deforming spherical emulsions by

10 % will lead to 0.5 % increase in surface energy. Let’s assume Poisson’s ratio ν

is 0.5 for TPM emulsions due to incompressibility. Before deformation, assume we

have a spherical emulsion in order to minimize surface energy. If we extend one axis

by ∆r, in order to maintain a same volume, the other two axis will compress by

approximately ∆r/2. In order to calculate the area differences after deformation, we

then obtain that ∆A ∼ (∆r)2/4. As a result, our yield stress is actually large enough

to deform particles in high volume fraction regime.

In previous experiments, Basu et al [10] and Nordstrom et al [105] studied rhe-

ological performances of PNIPAM particles. They employ Young’s modulus E and

assume particles interact via Hertzian interaction to estimate εPNIPAM. Their calcu-

lated reduced temperature lies in similar range with us. They did not observe two

different transition at the same time. Interestingly, their shear stress changed much

less with volume fraction φ.
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4.4 Conclusion

We have studied the rheological behavior of dense emulsions over a range of droplet

sizes and volume fractions, finding evidence of both a thermal-like glass transition at

φg ≈ 0.58 and an athermal-like jamming transition at φJ ≈ 0.64. For the samples

with a glass transition, the yield stress becomes nonzero for φ > φg, while for samples

without a glass transition, we do not measure a nonzero yield stress until φ > φJ .

The glass transition is observable in our samples with smaller droplet diameters (d ≈

1 µm), whereas our sample with the largest diameter (d = 2.03 µm) is the case

with only a jamming transition. We additionally find evidence that our samples

with a glass transition also have a jamming transition at φJ . This is marked by

a dramatic rise of the yield stress by about two orders of magnitude, and also a

disappearance of the viscous component from the three-component (TC) model fit

(Eq. 4.2). Intriguingly, the “athermal” sample with only a jamming transition shows a

transition of a different sort around φ ≈ 0.70, where the TC model fit transitions from

not having a significant plasticity component (φ < 0.70) to not having a significant

viscous component (φ > 0.70). Of course, it is possible that the apparently missing

components simply mean that we cannot measure them with the resolution of our

rheometer; in particular, the viscous component may simply have moved to shear

rates faster than our ability to measure.

The key advantages of our experiments are that we use one type of particle for

all measurements, that is, an emulsion droplet, so that the particle interaction does

not change as we change the droplet size; we have a consistent means of measuring

the volume fraction across all samples; and we vary volume fraction while keeping

our droplet size fixed (in contrast to hydrogel particles, for example [10]). A concern

might be that we do not have a sample with only a glass transition, and not a jamming

transition. However, as per Fig. 4.6(b), our samples have deformable droplets and the

volume fraction can always be increased well above φJ , and thus we should always
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see a jamming transition around φJ once the droplets begin to deform – which indeed

is what is suggested by our data in Fig. 4.6(a).

Prior simulations by Olsson and Teitel found that the rheological curves for soft

particles near jamming could be rescaled onto master curves (one curve for jammed

samples, a second curve for unjamed samples) [108, 109]. Given that are data are well-

fit with both the HB and TC models – but with varying power law exponent n (HB

model) or other fitting coefficients (TC model), we have not presented a data collapse

of the raw rheological data shown in Fig.4.4. To the extent that the HB and TC

models are reasonable fits, the dependence of the fitting parameters on φ shows that

our data do not follow a master curve. This is in contrast with some prior experimental

work with hydrogel particles, for which n ≈ 0.5 was essentially constant, allowing for

a good data collapse.[10, 105] In contrast to our work, these soft hydrogel particles

only had one transition (a glass transition) as their volume fraction was increased,

even to well above φRCP. The deformability of hydrogel particles is entirely elastic,

rather than being due to surface tension as with our emulsion samples. Nonetheless

one might expect that at φg the hydrogel particles would not yet be deformed and that

their rheological behavior would change for φ > φJ after deformations are mandatory;

this was not seen [10, 105]. Another interesting difference is that our yield stresses

increase by three to four orders of magnitude as we increase φ (see for example

Fig. 4.6), in agreement with the early work of Mason and Weitz [90], whereas the

hydrogel particles saw an increase of only one order of magnitude over a similar range

of φ [10]. Comparing with our work, these interesting differences suggest that liquid-

to-solid transitions as the volume fraction is increased may be non-universal in ways

beyond the size-dependent glass transition / jamming transition distinction; that the

particle type matters as well.
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Chapter 5

Conclusion

In this dissertation, we studied soft materials systems covered a broad scale: from

∼1 µm dense colloids/emulsions to ∼3 mm acrylic rods. We specifically focus on

three distinct aspects related to the jamming/glass transitions [81]: first, we are

interested in how boundary conditions would affect particles’ dynamics and structure;

second, we are curious about how shape could make jamming different; third, we are

interested in how thermal fluctuations would play a role near transition points when

change system’s scale. By investigating these three questions could help us further

understand the jamming phase diagram.

In chapter 2, we focused on the role boundary conditions would play upon sys-

tem’s structure and dynamics characteristics near jamming. We observed that smooth

boundary induces layer-like structure near the bottom surface. In the mean time, par-

ticles’ motions along the direction perpendicular to the wall were severely suppressed.

Interestingly, when introduced rough boundary condition, a rough wall is like no wall

in dense colloidal systems. We further discovered the gradient in dynamics is directly

related to gradient in structure. This work provides an alternate way for computer

simulations to implement boundary conditions. Besides implications in simulations,

in future work, more types of boundary conditions can be tested to determine how
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boundary thickness and layer-like structures will change.

In chapter 3, we explored how shape could make a difference when system is

jammed by studying non-spherical rods packing and focusing on its structural char-

acteristics. We found gravity acts as a key factor in terms of rods’ orientation: in-

stead of randomly distributed, most rods are aligned horizontally. We also revised

the model suggested by Desmond and Weeks [30] into a ’three-layer’ model: a loosely

packed side layer, a more loosely packed top layer, and a more-aligned bottom layer

with similar volume fraction φ as bulk area. For our next steps, there are two things

we are curious to try: first, we can repeat the experiments in 2D and focus on the

formation process, since it’s much easier to record how rods fall in 2D than 3D. We

are interested to determine whether there are preferred structures during the falling

process. Second, we can tune the boundary roughness by insert different types of

sandpapers. How does boundary layer’s thickness change with roughness? Will rods

with different aspect ratio behave differently? All those interesting questions are

waiting to be explored.

In chapter 4, we focused on critical transitions in the crossover regime of thermal

and athermal emulsions. We observed evidence for both glass and jamming transition

for our small samples and only observed jamming transition for our large samples,

which supports Ikeda’s framework [66]. Our rheological data fit well with both HB

and TC models and change drastically in shear stress comparing to hydrogel’s rheol-

ogy data [105, 10]. The fitting parameters indicated that there is not a master curves

for our samples, nor like hydrogel particles. Given above information, thermal fluctu-

ations do play a important role in liquid-solid transitions. In other words, particles’

size matter here. For our future work, tuning particles’ size with a broader range

could provide more persuasive evidences to support our current results. Besides, ob-

serving particles’ motion while shearing (using a rheoscope) may provide us direct

insights upon local structure/dynamics characteristics near transition points.



71

In short, we demonstrated that boundary conditions, shape of particles and ther-

mal fluctuation all have nontrivial influences upon jamming behaviors. A more com-

prehensive jamming diagram is waiting to be completed by conducting similar exper-

iments in other set of systems and numerical simulations.
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