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Abstract

Statistical Methods for Omics Data Integration

By

Zhuxuan Jin

In this dissertation, we are interested in developing novel statistical methods for
omics data integration with an application in various biostatistics problems.

In the first topic, we propose a statistical model to integrate gene expression
profiles with gene network for feature classification. Existing methods do not allow
flexible modeling of sub-types of genes and they ignore nodes without observed ex-
pressions. To address these limitations, we propose a Bayesian nonparametric method
for gene classification. A new prior is developed for the class indicators incorporat-
ing the network dependencies. Missing gene nodes are handled by imputation. Our
method can achieve increased classification accuracy in simulations. We illustrate our
method on a survival analysis of the cutaneous melanoma dataset from the Cancer
Genome Atlas and obtain some meaningful results.

In the second topic, we propose a computational method for integrating the LC-
MS metabolomics data with the metabolic network and adduct ion relations for miss-
ing value imputation. Existing methods are mostly borrowed from microarray studies
without considering feature relations or network information. Our algorithm incorpo-
rates the metabolic network, adduct ion relations, linear and nonlinear associations
between features to build a feature-level network. The proposed method resorts to
support vector regression for imputation based on features in the neighborhood on
the network. It can achieve a smaller normalized root mean squared error in real
data-based simulations.

In the third topic, we propose a statistical model to integrate genotypes with
brain imaging phenotypes for activation shape estimation and gene discovery for
Alzheimers disease. There is lack of statistical methods to perform genetic dissection
of brain activation phenotypes such as shape and intensity. We propose a Bayesian
hierarchical model which consists of two levels of hierarchy. At level 1, a Bayesian
non-parametric level set model is used for studying the activation shape. At level 2, a
regression model is constructed to select genetic variants that are strongly associated
with the activation intensity, where a spike-and-slab prior and a Gaussian process
prior are chosen for feature selection. The advantages of the method are illustrated
via simulations and analyses of imaging genetics data from the Alzheimers disease
neuroimaging initiative.
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Chapter 1

Introduction
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1.1 Omics Data

Omics data is originally proposed in the biology field, where it represents a large

family of cellular molecules, including genes, proteins, metabolites, etc. We name

them using the common suffix “omics”: genomics, proteomics, metabolomics, etc.

Motivated by this concept, omics data can also represent the quantitative features

converted from tomographic images as well as the analysis of their correlations with

genomic patterns, such as radiomics or radiogenomics (Gillies et al., 2015). Nowadays,

the term “omics” is widely used in various biomedical research fields that generate

high-dimensional and large-scale datasets from single objects or samples (Micheel

et al., 2012). This complex data yields unprecedented opportunities as well as raises

enormous challenges in biostatistics research.

Omics data in the biology field, as discussed by Joyce and Palsson (2006), can

be presented at three different levels: omics data at the component level, omics data

at the interaction level and omics data at the function-state level. Omics data at

the component level refers to a particular type of molecule in a cell or in a biolog-

ical system, such as genomics (the whole genome sequencing data), transcriptomics

(the microarray-based/RNA-seq-based genome-wide expression profiles), proteomics

(the protein mass spectrometry-based protein sequence and composition data) and

metabolomics (metabolite quantities data). Omics data at the interaction level mainly

includes the interactions among them, such as the protein-DNA interactions and

the protein-protein interactions. The protein-DNA interactions are the interactions

between transcription factors and their target promoters, which depict the genetic

regulatory network. The protein-protein interactions are defined based on cellular

functionality, which provide important information about the integrated cellular net-

work. In biostatistics research, omics data at the function-states level is also referred

to as phenotypes. They are collected as the physical, biochemical, clinical character-

istics of the samples with/without changes in response to possible genetic mutation



3

or potential environmental influences.

Omics data in biomedical imaging filed represents the tremendous quantitative

features extracted from tomographic images, including computed tomography (CT),

magnetic resonance (MR) or positron emission tomography images (PET). Quantita-

tive features can be presented at different levels: two-dimensional or three-dimensional

image where there are millions of voxels; or derived measurable features from these

imaging datasets such as size, shape, region, texture, etc.

Therefore, in order to draw a more comprehensive view of biological processes,

to gain a deeper understanding of biological systems, it is suggested that omics data

from different sources be integrated together in the data analysis. The integration

can be accomplished at various levels. For instance, the integration of omics data

within component levels, the integration of omics data from component levels with

omics data from interaction levels or function-state levels, the integration of omics

data from biology filed and from biomedical imaging filed.

However, the complexities of biological systems, the limitations of current tech-

nologies, the tremendous amount and the heterogeneity of omics data, raise great

challenges in developing omics data integration methods. First, the dimensionality

issue. Omics datasets are usually generated in high-throughput, resulting in datasets

of high-dimension and a relatively small number of samples. Second, correlations be-

tween omics data are complicated. Although integrating omics data sounds appealing,

the integration methods need to be deliberately designed without jeopardizing any

of the uniqueness of omics data or introducing additional noise. And third, there are

always unknown factors in the studies. However, as is known to all, great challenges

come with great opportunities. In this dissertation, we are interested in developing

statistical methods to integrate different omics data to address various biostatistical

questions.

Omics data integration has been paid increasing attention in bioinformatics and
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biomedical sciences, thus, tremendous work has been developed in this field. Re-

searchers nowadays are mostly interested in integrating different omics datasets to

examine a specific hypothesis, to answer biological questions or to better understand

the biological processes. There are reviews on omics data integration but with dif-

ferent scopes. Selected literature includes: Joyce and Palsson (2006) reviewed the

challenges, methods for studying biological systems and discussed the future research

directions in this field. Zhang et al. (2010) reviewed the basic concepts, recent appli-

cations, and statistical methodologies in the scope of microbes. Berger et al. (2013a)

reviewed current omics data integration methods in the mathematical aspects. Berger

et al. (2013b) reviewed computation techniques and software tools. Gomez-Cabrero

et al. (2014) focused on the integration methods in life science. Ritchie et al. (2015a)

reviewed the approaches for genotype-phenotype interactions. Luo et al. (2016) dis-

cussed the data integration applications in biomedical and health-care informatics

research. Buescher and Driggers (2016) focused on discussion within multi-omics

studies in cancer research. Hasin et al. (2017) discussed the omics data integration

methods regarding the research in human disease.

1.2 Applications

Much effort has been made in the omics data research. The objectives in omics

data integration methods can be as specific as to annotate a gene of interest or as

broad as to uncover the mystery of evolution. As it is impossible to cover every

single question related to omics data integration methods in biostatistics, in this

dissertation, we will only focus on some of the questions as an application.

In Chapter 2, we focus on data integration methods in feature classification. Fea-

ture classification, which is inherited from feature selection, aims to provide more

insight into sub-category-related information for features. It is not a only “selecting”
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process, but more of a “classifying” process. In Chapter 3, we focus on the missing

value imputation problem. High-throughput technologies, such as gene expression

microarray or liquid chromatography-mass spectrometry (LC-MS) data suffer from

missing values due to complicated technical or experimental reasons. The way to han-

dle missing values will largely influence downstream analysis. Thus, it is also of great

importance for us to investigate methods to handle missing values in omics data. In

Chapter 4, we are interested in Alzheimer’s disease. Alzheimer’s disease, one of the

most common forms of dementia, causes inevitable losses of memory, cognitive and

physical abilities. However, the etiology of Alzheimer’s disease is still mostly unknown

and there is no cure for Alzheimer’s disease currently. To make it worse, Alzheimer’s

disease is usually mistakenly recognized as a form of normal aging, causing a large

delay in treatment. Thus, in this topic, we are interested in omics data integration

methods with an application to Alzheimer’s disease, aiming to provide some insight

into the genetic dissection of brain activation phenotypes that are potentially helpful

in early disease diagnostics.

1.2.1 Feature Classification

Based on our knowledge, there are many fewer statistical methods developed so

far in feature classification, compared to the tremendous work in feature selection.

Although feature classification can be achieved via a selection process followed by

a classification process, this intuitively appealing two-stage process will suffer from

reduced performance in classification due to the complete separation of the two in-

dividual processes without information exchange. Thus, developing a multi-class

classification model will be of great importance by filling the gap.

There is some literature designed for feature selection with or without disease

(sample) classification in genetics studies, which is different from the question in our

scope, where we aim to conduct classifications on the features themselves. Feature
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selection is usually accomplished by selecting some genes from thousands of candi-

date genes that are believed to be essential or influential. Roughly, there are mainly

two categories of feature selection methods that are popular in this field: the filter

methods and the wrapper methods (Saeys et al., 2007a). Filter methods aim to score

each gene by some metrics or statistics and then to select genes with scores within a

pre-defined threshold, such as Dudoit et al. (2002); Jafari and Azuaje (2006); Sartor

et al. (2006), especially the methods built under multiple hypothesis testing frame-

work: Efron, Tibshirani, Storey and Tusher (2001); Tusher et al. (2001); Pan (2003);

Kendziorski et al. (2003); Dudoit et al. (2003); Newton and Kendziorski (2003); Du-

doit et al. (2004); Pollard et al. (2005); Efron (2005); Ploner et al. (2006), etc., where

their work inspired us to develop a feature classification method that should also bet-

ter control the false discovery rate. Other works built within the context of network

were developed later on, such as Winter et al. (2012); Cun and Fröhlich (2013); Ding

and Peng (2005); Zou et al. (2016); Mohammadi et al. (2016), they inspired us to in-

corporate the network information into feature classification. Compared to the filter

methods, wrapper methods work in an interactive way. A subset of candidate fea-

tures are selected first and scored by the overall classification accuracies or clustering

goodness etc, then the subset is adjusted accordingly until the optimal / sub-optimal

feature subset is found. Works include: Kohavi and John (1997); Xiong et al. (2001);

Ghosh and Chinnaiyan (2005); Jirapech-Umpai and Aitken (2005); Ruiz et al. (2006);

Ma and Huang (2008); Solorio-Fernández et al. (2016). But as it is an NP-hard prob-

lem to search for all possible feature subsets, one major issue with wrapper methods

is their high computational complexity. Besides filter and wrapper, there are some

methods that combine both filter and wrapper, such as Soufan et al. (2015); Apolloni

et al. (2016a).

In Chapter 2, we are interested in feature classification methods inspired by some

of the work in feature selection. We aim to provide a classification algorithm that
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can select and classify features into different subtypes interactively in the model.

Different from the supervised methods in the field of text mining or computer vi-

sion, our method is built under an unsupervised framework and to make the method

flexible enough, we aim to provide a solution nonparametrically. As some of the

genetics datasets do not have an outcome variable attached, such as the Spellman

yeast cell cycle microarray dataset (Spellman et al., 1998), our method is built on

the test-statistics from a generalization perspective. Additionally, as test statistics

are generated from thousands of hypothesis tests applied on each of the genes, our

methods need to better control the false discovery rate. Lastly, existing network in-

formation including biological pathways and molecular interactions have been found

to be helpful in depicting the feature relations, thus, a network-based feature classi-

fication is of great interest for us.

1.2.2 Missing Values in Omics Data Research

Although various platforms for generating omics data have been developed signif-

icantly during the past years, technologies are still rather prone to errors, resulting

in datasets with different levels of missingness. In our motivating dataset used in

Chapter 2, among the genes with at least one connection in the network, around 6%

are not linked with a gene expression profile and another 14% are observed genes

but of low and unreliable expressions for statistical testing. However, most of the

current methods remove missing gene nodes and use a reduced gene network in data

analysis, which will potentially jeopardize the performance of the methods or their

downstream analysis. To address these limitations, another objective in the first topic

is to develop methods that can appropriately handle the missing gene nodes in the

network. After that, inspired by the imputation techniques we developed in the first

topic, in the second topic in Chapter 3, we focus on the imputation methods in the

LC-MS metabolomics datasets.
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Little and Rubin (2014) have laid the foundation of missing mechanisms in data

matrices and provided fundamental ideas on how to handle missingness. For example,

when features in some samples are missing due to some technical problems that are

not related to the values, missing or observed, we refer to it as “missing completely at

random” (MCAR). Usually it is the simplest to handle. When missingness in features

is only related to the observed values but not the missing values, we refer to it as

“missing at random” (MAR). When the missing is related to the missing values itself,

we refer to it as “missing not at random” (MNAR). Usually it is hard to deal with.

Ideally, methods to handle missingness in datasets should rely on the mechanism

that caused the values to be missing. However, it is very hard to justify the missing

mechanisms in real data applications sometimes. For instance, the missing mechanism

in metabolomics studies can result from a failure in computational detection or a low

signal that is hard to detect. Based on the analysis of DI FT- ICR MS metabolomics

datasets, Hrydziuszko and Viant (2012) argued that missing values in metabolomics

data do not occur randomly but may be closely related to missing features’ signal

intensities and mass-to-charge ratios. As a result, it will be risky to assume one

particular type of missing mechanisms (MCAR or MAR) in the study. Missing value

problems need to be carefully handled in omics data research.

In general, there are two types of methods for handling missingness in the existing

omics data research, perhaps largely overlapping with each other: one is the generic

method and the other is the application-specific method. For methods built for a

generic purpose, they can be roughly categorized into different subcategories following

a similar taxology in the field of pattern recognition:

• Remove missing values and continue data analysis completely based on the

available observations.

• Impute missing values and use the imputed values in the data analysis.
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• Utilize multiple imputation techniques where several estimated matrices are

evaluated in the downstream analysis and then final imputation will be pooled

together.

• Model missing values in a probabilistic model with one pre-specified missing

mechanism under either the parametric or nonparametric framework, continue

data analysis using the expected values or similar. Methods include various

expectation-maximization (EM) based algorithms or posterior samples in the

Bayesian analysis.

• Integrate with external sources of information, such as other experimental data

or results from other similar studies.

In Chapter 2, the issue of missing nodes in the network is not a typical missing

value issue. As our proposed method is built under a Bayesian framework, we can

impute the missing test statistics by its posterior samples. We also propose a fast

version by inserting the values calculated based on the nodes’ nearest neighbors. In

Chapter 3, missing value imputation methods in metabolomics studies are mostly bor-

rowed from the microarray studies, such as imputation by inserting a single value, like

mean, median values, half of the minimum values, etc.; imputation based on global

similarity, like the Bayesian principal component analysis (Oba et al., 2003), singular

value decomposition (Troyanskaya et al., 2001), and imputation based on local simi-

larity, like the K-nearest-neighbors (Hastie et al., 1999), etc. However, metabolomics

data have their own uniqueness that should draw great attention, for instance, the

existing metabolic network, adduct ion relations even for unknown compounds, as

well as linear and nonlinear associations between feature intensities. Compared to

the methods developed more from a generic point of view, in Chapter 3, we are more

interested in the application-specific methods that are specially designed for LC-MS

metabolomics data.
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1.2.3 Alzheimer’s Disease

Alzheimer’s disease is the most prevalent form of dementia. It is a chronic and

progressive neurodegenerative disease, resulting in large deficits in the brain cells,

leading to a great loss in memory, cognitive skills, and physical activity abilities

that disrupt daily life. In America, there are so far more than 5 million patients

living with it and the treatment costs around $236 billion, the patient number will

rise to 16 million and the estimated cost will reach more than $1 trillion by 2050

(http://www.alz.org/).

Even though it has been more than 100 years since its discovery, we still do

not know the exact causes and there is still no cure for Alzheimers disease. One

difficulty is the detection and early diagnosis of Alzheimer’s disease, because it is

largely neglected as a form of normal aging. In fact, patients will benefit from early

diagnosis of Alzheimer’s, such as access to available treatment with cholinesterase

inhibitors, access to a care system from health providers and supportive services,

help in developing clinical trials. Thus, methods developed for early detection and

diagnosis will be beneficial to society.

Several studies have already unveiled the fact that the activation shape formation,

such as the activation shapes in the hippocampus region, is known to be atrophied

in Alzheimer’s patients (Scheltens et al., 1992; Braak and Braak, 1995; Seab et al.,

1988; Dickerson et al., 2001; Frisoni et al., 2010a). Shape analysis for local brain

atrophy based on imaging data has drawn increasing attention to study Alzheimer’s

disease. Rathore et al. (2017) gave a comprehensive review of neuroimaging-based

classification studies based on publications from PubMed and Google Scholar from

January 1985 to June 2016. From their studies, methods can be roughly categorized

into two approaches: the region-of-interest (ROI) based approach, such as Lerch et al.

(2008); Cuingnet et al. (2011a), which requires prior knowledge for region selection;

and the machine learning based methods, such as Chiang and Pao (2016); Habes

http://www.alz.org/
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et al. (2016), where manually labeled data are used for training and testing purposes.

For studying the regional shape abnormalities, Li et al. (2007) built a classification

method based on surface-based mesh modeling techniques; Cuingnet et al. (2011a)

modeled the activation shape of the hippocampus based on spherical harmonics; Shen

et al. (2012) detected global and local shape changes using statistical shape models.

Lao et al. (2004); Wang et al. (2007); Tang et al. (2016) focused on the application

of dimension reduction methods in classification. Sajda (2006); Chu et al. (2011);

Mller et al. (2015) utilized advanced machine learning algorithms for differentiating

Alzheimer’s disease patients.

Inspired by the recent development of shape analysis, in Chapter 4, we aim to

develop a novel statistical method to detect potential atrophy in brain activation

shapes. Moreover, compared to the research in the imaging field, the Alzheimer’s

Disease Neuroimaging Initiative (ADNI, http://adni.loni.usc.edu/) provides a

new regimen for brain shape activation analysis by integrating external data sources,

such as genetics data, into data analysis. Thus, in this topic, our study of Alzheimer’s

disease mainly focuses on jointly analyzing imaging data and genetics data. Our

objective is to detect genes that are associated with brain activation shape atrophy

in Alzheimer’s disease.

1.3 Omics Data Sources

There is an increasing number of open data sources for omics data research. The

popular ones include: The Human Genome Project (Lander et al., 2001; Venter

et al., 2001), Gene Set Enrichment Analysis (GSEA) (Subramanian et al., 2005),

1000 Genomes Project (Consortium et al., 2010, 2012), The Encyclopedia of DNA

Elements Project (ENCODE) (Ecker et al., 2012), Immunological Genome Project

(ImmGen) (Shay and Kang, 2013), The Gene Expression Omnibus (GEO) (Edgar

http://adni.loni.usc.edu/
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et al., 2002; Barrett et al., 2013), etc. I will only introduce the databases used in this

dissertation in the following:

• The Cancer Genome Atlas Project (TGCA). It aims to provide insights into

the heterogeneity of different cancer subtypes by creating a map of molecular

alterations for every type of cancer. For instance, in chapter 2, the skin cuta-

neous melanoma dataset has been characterized by mRNA/ miRNA expression,

protein expression, pathology review, whole genome, copy number variations,

DNA methylation profiling, etc. ( http://cancergenome.nih.gov/)

• The Gene Ontology Consortium (Gene Ontology). It aims to produce a dy-

namic, controlled vocabulary that can be applied to all eukaryotes, even as a

dictionary of gene and protein roles in cells (Ashburner et al., 2000).

• Kyoto Encyclopedia of Genes and Genomes (KEGG). It aims to provide the

reference knowledge base that integrates current knowledge on molecular inter-

action networks such as pathways and complexes, the information about genes

and proteins generated by genome projects (GENES/SSDB/KO databases) and

information about biochemical compounds and reactions are extracted from

COMPOUND/GLYCAN/REACTION databases (Kanehisa et al., 2004).

• Alzheimers Disease Neuroimaging Initiative (ADNI). It is an ongoing project

initiated in 2003 by NIA, NIBIB, FDA, etc. It aims to uncover the etiology of

Alzheimer’s disease. ADNI collects various types of data, including serial mag-

netic resonance imaging (MRI), positron emission tomography (PET), genetic

factors such as single nucleotide polymorphisms (SNPs), other biological mark-

ers and clinical and neuropsychological assessments. With the help of ADNI,

researchers can benefit from a whole genome and whole brain data to study the

genotype-phenotype associations for studying Alzheimer’s disease (Jack et al.,

2008).

http://cancergenome.nih.gov/
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1.4 Outline

Following this introduction, there are three chapters. In Chapter 2, we propose a

Bayesian nonparametric modeling approach incorporating network information and

imputing missing gene nodes in the network for feature classification. In Chapter 3,

we continue exploring the imputation techniques incorporating network information,

adduct ion relations, various linear or nonlinear correlations among the features in

the metabolite studies. Lastly, in Chapter 4, we investigate the integration meth-

ods in genotypes with brain imaging phenotypes for discovering the gene influence

with activation shape atrophy looking for neurodegeneration evidence in Alzheimer’s

disease.
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Chapter 2

Integrate Gene Expression Profiles

with Gene Network for Feature

Classification
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2.1 Introduction

Feature selection is a fundamental problem in high-dimensional data analysis,

especially in the field of genomics, where researchers are interested in classifying fea-

tures in different categories according to their biological characteristics. We refer to

this procedure as feature classification. Traditional differential expression framework

calculates false discovery rates, i.e. posterior probabilities of differential expression

using parametric or nonparametric density estimations, without considering biologi-

cal relations between features (Efron and Tibshirani, 2002; Do et al., 2005). However,

existing biological networks including biological pathways and molecular interactions

have been found to be helpful for depicting the biological relationship between the fea-

tures. Thus researchers in statistics and bioinformatics have paid increasing attention

to developing network-based approaches.

Some filtering algorithms were developed in the machine learning and bioinfor-

matics fields, without much consideration of statistical inference (Cun and Fröhlich,

2012; Cun and Fröhlich, 2013; Apolloni et al., 2016a). In the statistics field, the main

approach for network-based feature selection is built under the parametric/ regression

framework, such as Wei and Li (2007); Li and Li (2008); Pan et al. (2010); Li and

Zhang (2012); Stingo and Vannucci (2011); Stingo et al. (2011); Ročková and George

(2014), where model structures are developed to capture the dependency of genes by

using various penalties that smooth the regression coefficients of the features over the

network, or applying different priors utilizing the structure of the network. We have

previously proposed a Bayesian nonparametric feature selection approach incorporat-

ing the network information (Zhao et al., 2014). Based on the test statistics on a

per-feature basis, the method is flexible enough to allow any type of association be-

tween features and outcome variables or even testing behavior of the features without

an outcome variable. However, it has some limitations. It assumes the test statistics

of the null genes follow a symmetric distribution. Also, it lumps up-regulated and
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down-regulated genes into a single group and assumes they behave symmetrically. In

this work, we address these issues by developing a more flexible framework. To the

best of our knowledge, we are the first to develop a network-based feature classifi-

cation method that allows asymmetric null distribution, as well as different levels of

deviation from the null for down-regulated and up-regulated genes.

Another important issue in network-based analysis is that some nodes may not

be observed in the expression data. Little and Rubin (2014) laid the foundation

of missing mechanisms and provided ideas on how to handle missingness. However

such approaches do not handle the missing of entire rows in the data well. In our

motivating dataset, among the genes with at least one connection, around 6% are

not measured, and another 14% are observed but of a low and unreliable expression

level for statistical testing. We treat them as nodes with missing observations in the

network. As a result, the occurrence of missingness makes our problem even more

challenging. Ignoring such nodes and their edges, as all existing methods do, causes

severe loss of network structure and biases the results. Thus handling missing nodes

in the network is of great importance to our problem, due to the fact that missing

nodes are possible to be either down-regulated or up-regulated genes, and/or serve

to communicate information via their edges with observed genes (See Figure 2.1).

Our method is based on Bayesian nonparametric posterior inference on the class

indicators. We do not impose any parametric assumptions on the distributions of the

test statistics for each class. Instead, we use the Dirichlet process mixture (DPM)

model. DPM is widely used and extensively studied from the literature (See Neal

(2012) for an overview of DPM). Other than that, in our model, we assign a weighted

Potts prior to the class indicators in order to capture the dependence among genes.

The weighted Potts prior is a generalization of the Ising prior from two categories

to multi-categories that can satisfy the three-class feature classification problem.

We then perform a fully Bayesian inference on the proposed model via Metropolis-
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Figure 2.1: The impact of missing genes in the network. (a) the missing gene serves
as a “bridge” for information exchange. If it is simply removed, the light red node
located on the top right side would not be able to be recalled as up-regulated gene;
(b) the missing gene is itself an up-regulated gene, it would be excluded if missing
genes are removed from data analysis.

Hastings within Gibbs sampling. The proposed method has been implemented in the

BANFF package by Lan et al. (2016) using the function BANFF2. It is worth noting

that since we study thousands of nodes simultaneously, our method utilizes the local

false discovery rate control rule proposed by Efron, Storey and Tibshirani (2001).

The remainder of the manuscript is organized as follows. In Section 2.2, we

describe the proposed model and the prior specifications. In Section 2.3, we present

the posterior computation algorithms. In Section 2.4, we compare the performance of

the proposed method with the traditional methods via extensive simulation studies.

In Section 4.4, we analyze the cutaneous melanoma dataset and provide biologically

meaningful results.
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2.2 Bayesian Nonparametric Feature Classifica-

tion

2.2.1 The Model

Let n be the total number of genes in the gene network. Let i index gene for

i = 1, 2, · · · , n. For each gene i, we can obtain a test statistic ri, which can be

considered as a function of the gene expression profile, the collected phenotypes and

the clinical outcome. To perform the feature classification, we introduce a latent

class indicator zi which takes values −1, 0 and 1 representing gene behaviors: down-

regulated, not differentiated expressed (null) and up-regulated, respectively. Given

zi = k, we further introduce a cluster index gi, which represents the cluster index

indicating which component in the mixture model that ri is associated with. In par-

ticular, ri given gi is assumed to be normally distributed with mean µ̃gi and variance

σ̃2
gi

, denoted by N(µ̃gi , σ̃
2
gi

). We write θ̃g = (µ̃gi , σ̃
2
gi

) and assume they are indepen-

dently drawn from a base measure called G0k. The θ̃ denotes all the θ̃gs for simplicity.

Given zi = k, gi follows a discrete distribution with parameter ak,qk, which means

gi can take values in ak = (ak1, a
k
2, · · · , akLk

) with probability qk = (qk1 , q
k
2 , · · · , qkLk

),

denoted Discrete(ak, qk). In fact, the actual values of gi given zi = k is arbitrary,

thus we can assume ak = (1, 2, · · · , Lk) without loss of generality. The probability qk

follows a Dirichlet distribution with parameters (τk/Lk, τk/Lk, · · · , τk/Lk). Note that

the total number of components Lk for all k = −1, 0, 1 are also unknown, thus this

extended DPM model is nonparametric in nature. In summary, we have the following

Bayesian hierarchical model:

ri|gi, θ̃ ∼ N(µ̃gi , σ̃
2
gi

),

gi|zi = k, qk ∼ Discrete(ak, qk),

θ̃g ∼ G0k for g ∈ ak,

qk ∼ Dirichlet(τk1Lk
/Lk).

(2.1)
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2.2.2 Prior Specifications

Suppose the gene network is provided. Let C = {cij} be the adjacency matrix

characterizing the gene network configuration, where cij = 1 if genes i and j are

biologically connected and cij = 0 otherwise. To incorporate this topology structure,

we assign a weighted Potts prior to z = (z1, . . . , zn), denoted by wPotts(π,ρ,w,C),

where π = (π−1, π0, π1) with πk > 0, ρ = (ρ−1, ρ0, ρ1) with ρk ≥ andw = (w1, . . . , wn)

with wi ≥ 0. Then the probability mass function is proportional to

exp

[
n∑
i=1

(ω̃i log(πzi) + ρzi
∑
i 6=j

ωjcijI[zi = zj])

]
. (2.2)

The parameter π contains prior knowledge about the class indicator z. We assume

that π1 + π−1 < π0 implying that signals are sparse. Similar to the Ising model,

parameter ρk controls the global strength of the neighborhood similarity. When

ρk = 0, zi is independent with zj for j in the neighborhood of i. However, when ρk > 0,

zi has a larger probability to take the value of k when zj = k for j in the neighborhood

of i. Across the whole gene network, the larger the ρk is, the stronger the tendency

to share the same memberships with neighbors. Weight wi can be elicited from

the prior biological knowledge. A larger weight wi implies a stronger prior belief of

the similarity between gene i and its neighbors locally. The neighbor weight w̃i =∑n
j=1 cijwj/

∑n
i=1 cij represents an average of weights from neighbors for gene i. For

each regulation type k, we assume the base measure G0k = P (µ,Σ) is formed as

a conjugate Normal-inverse-Wishart distribution with parameters (µ0k, c0k, S0k, ψ0k)

and the scale parameter c0k in the normal part of the base measure follows a gamma

distribution with parameters (a0k, b0k), thus we denote the the distribution G0k as

NIWG(µ0k, S0k, ψ0k, a0k, b0k).



20

2.2.3 Missing Data Imputation

Suppose the test statistics r is only partially observed and can be further parti-

tioned as r = (rmis, robs) where the robs represents the observed part and the rmis de-

notes the missing part. Similarly, we can also partition the cluster indexes into the ob-

served part and the missing part as g = (gmis,gobs). The element-wise representation

of the missing part of the test statistics is rewritten as rmis = (rmis,1, · · · , rmis,m) where

m is the number of missing nodes in the network. We have gmis = (gmis,1, · · · , gmis,m).

Under the fully Bayesian inference framework, we handle the missingness by mak-

ing posterior inference on the joint distribution of rmis and all other latent quantities

in the model (2.1), where the test statistics are conditionally independent given the

cluster indexes and the density specifications. Thus, the conditional distribution for

rmis given robs,g, z, θ̃ only depends on gmis, θ̃, that is

P (rmis|robs,gobs,gmis, zobs, zmis, θ̃) = P (rmis|gmis, θ̃) = Πm
i=1P (rmis,i|gmis,i, θ̃).

This further implies that in the posterior computation algorithm for complete data

analysis (See Section 2.3), we only need to introduce one more step to impute the

missing test statistics rmis,i, i = 1, · · · ,m. Assume the superscript represents the

results from the previous iteration t, then, for the (t + 1)th iteration, we draw a

imputed value for r
(t+1)
mis,i from N(µ̃

(t)
gmis,i , σ̃

2(t)

gmis,i
).

We also propose a fast imputation approach by approximating the fully Bayesian

inference in light of the assumption that neighboring genes are more likely to function

together and share the same functionality due to the network dependencies. Suppose

we integrate out all the latent quantities in the model and impute rmis,i directly using

robs based on the conditional expectation which is given by

E(rmis,i | robs) =

∫
rmis,iP (rmis,i | robs)drmis,i, with

P (rmis,i | robs) =

∫ ∫
P (rmis,i | zmis,i, θ̃)P (zmis,i, θ̃ | robs)dzmis,idθ̃.

Thus, if we have N samples of (zmis,i, θ̃) from the posterior distribution given robs,
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denoted as (z
(1)
mis,i, θ̃

(1)), . . . , (z
(N)
mis,i, θ̃

(N)), then P (rmis,i | robs) can be approximated

by 1
N

∑N
n=1 P (rmis,i | z(n)

mis,i, θ̃
(n)). As indicated by model (2.2), when ρ > 0, zmis,i

has a larger probability to take the value of k when zj = k for j in the neighborhood

of i. From our experience, we can well approximate P (rmis,i | robs) by a discrete

distribution P (rmis,i = rj | robs) = 1/|nbr(i)| for j ∈ nbr(i), where nbr(i) represents

the neighborhood of i with rj observed. Then E(rmis,i | robs) can be approximated by∑
j∈nbr(i) rj/|nbr(i)|. We refer to this approach as the nearest-neighbor imputation

method.

2.3 Posterior Computation

The posterior computation algorithm has three major steps in each iteration:

1) Impute missing test statistics rmis (if any) either by conditional sampling (fully

Bayesian inference) or by the nearest-neighbor imputation method; 2) Update class

indicators z by the Swendsen-Wang algorithm, and 3) Update θ̃ by refitting a DPM

to estimate densities for each regulation type. Others including Lk, gk are omitted

temporarily for simplicity. For updating the hyperparameters in the Potts model for

z, we adopt the method of Double Metropolis-Hastings (DMH) sampler proposed by

Liang (2010a).

Swendsen-Wang algorithm: it has been widely used in the Potts model. It

works by introducing another set of auxiliary variables denoted as W = {Wij, i ∼

j}. Wij is defined only when gene pairs i and j are connected. Given zi, zj,

Wij is uniformly distributed between 0 and exp(ρziωjcijI[zi = zj]). Then the

full conditional distribution for z given W can be simplified as proportional to

P (r|z, θ̃) exp

[
n∑
i=1

ω̃i log(πzi)

]
. See Appendix Equation (A.1) for more details.

The posterior sampling scheme has two steps: the network partitioning step (sam-

ple W given z) and the network relabeling step (sample z given W). The objective

for network partitioning is to cut the network into smaller connected subnetworks
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so that the genes located within the same subnetwork share the same class indica-

tors. Then in the network relabeling step, the class indicators of all the genes located

within the same subnetwork can be flipped simultaneously. Comparing to the Gibbs

sampler when it updates the genes each one at a time, the Swendsen-Wang algo-

rithm advantages itself by a more efficient group level updating scheme and a better

convergence.

DPM Density Updating Conditional on the class indicators, we update gi and

θ̃i given g1, . . . , gi−1, θ̃1, . . . , θ̃i−1. Utilizing Algorithm 8 in Neal (2000), we firstly

summarize the frequency for each of the total l unique g values ever appeared in

set (g1, . . . , gi−1), denoted as (1, 2, . . . , l) with cluster parameters (θ̃1, . . . , θ̃l). It is

ni,g =
∑i−1

j=1 I[gj = g], g = 1, 2, · · · , l. Then the prior probability of gi equals to any

of the ever-appeared cluster index g is given by ni,g/(i− 1 + τk), g ∈ (1, 2, . . . , l) (See

Appendix Equation (A.2)), if the sampled gi equals to any appeared cluster index

g, then we set θ̃i = θ̃g; on the other hand, the prior probability of gi being a new

index is given by τk/(i − 1 + τk), g /∈ (1, 2, · · · , l) (See Appendix Equation (A.2)),

if the sampled gi is a new index, then we sample a new set of parameter θ̃g from

base measure G0k. Given the cluster index g, ri follows a normal distribution with

parameter θ̃g.

Choice of Initial Values In order to speed up the convergence in Markov Chain

Monte Carlo, we specify the initial values for G0k, (k = −1, 0, 1), z,g, θ̃ and L based

on the DPM density fitting of the test statistics r without the network information,

we develop the Kullback-Leibler-divergence-based hierarchical ordered density clus-

tering algorithm (KL-HODC). In the beginning, we order all the small cluster density

parameters θ̃g, θ̃g = (µ̃g, σ̃
2
g) based on their mean value µ̃g locations. Each time, we

pick several clusters to form a proposed null. We calculate the KL distance between

this proposed null and a prior null which is pre-determined by biological knowledge.

The combination of the clusters with the smallest KL distance is selected and added
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as the initial value for the null densities. Once all the clusters are assigned to three

classes, z,g, θ̃,L can be determined as well. When the biology knowledge is not avail-

able for the prior null, it can be estimated by a truncated bi-Gaussian distribution

using the central part of the test statistics such as statistics within 15% and 75%

quantiles.

KL-HODC is a hierarchical density clustering algorithm that extends the HODC

proposed by Zhao et al. (2014). It incorporates the prior biological knowledge used

as a prior null density and it handles the multi-class feature classification problem,

while HODC can only be used for selecting features not further differentiating their

subtypes.

2.4 Simulation Studies

We conduct extensive simulation studies to evaluate the performance of the pro-

posed methods for the complete data case and the missing data case.

Settings The network used in the simulation studies is a subnetwork of the real

biological network used in real data analysis downloaded from the High-quality IN-

Teractomes (HINT) database (Das and Yu, 2012). It is formed by a total of 776 nodes

with a median degree of 3, a mean degree of 5.2 and a maximum degree of 30. The

underlying true gene regulation types are assigned based on the merged communi-

ties by the fast greedy modularity optimization algorithm (Clauset et al., 2004). We

assign the genes located in the largest community as the null class and then we ran-

domly assign the down-regulated or the up-regulated class to the other two. For the

null genes, their test statistics are independently drawn from a normal distribution,

and for the up-regulated or the down-regulated genes, their test statistics are inde-

pendently drawn from one of the following three distributions: a normal, a gamma or

a lognormal. (See Figure A.1 for an illustration of one simulated dataset; See Table

2.1 for the designs of the simulation settings). The missing locations are randomly
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selected among the genes with network degrees less than 6, which is the 66% quantile

of the degrees of the nodes in the network. We simulate 20% missingness since it is

the missing rate in the real dataset.

Table 2.1: Simulation settings.

down-regulated class null class up-regulated class

Gaussian N(-0.6, 0.2) N(0, 0.2) N(0.6, 0.2)

Gamma Gamma(shape=2, scale=0.5) N(0, 0.4) Gamma(shape=2, scale=0.3)

truncated within (−∞, 2], shifted -1.9 truncated within (−∞, 1.8], shifted +1.7

log-normal log N(0, 1) N(0, 0.4) log N(0, 1)+2.2

truncated within (−∞, 2], shifted -1.9 truncated within (−∞, 2.3], shifted +2.2

Evaluation Criteria For each simulation setting, we simulate 50 datasets. We

define a “rate” of the true class zi = a is classified as b for a, b = −1, 0, 1 as the∑50
s=1 I[ẑ

(s)
i = b, zi = a]/50 where ẑ

(s)
i is the estimate of zi in the simulated dataset s.

Denote TP-down, TP-up and TN the true positive rate averaged across all simulations

for the down-regulated (a = b = −1), up-regulated (a = b = 1) and null genes

(a = b = 0) respectively. Denote FN-down and FN-up the averaged false negative

rates for the down-regulated and up-regulated genes. Additionally, FP-down and FP-

up are the averaged false positive rates. And finally, FDR is the false discovery rate

defined as the proportion of false discoveries among all the discoveries on average.

Hyperprior Specifications As for the Potts prior model (2.2), set weights as

ωj = 1, j = 1, 2, · · · , n so that w̃i = 1, i = 1, 2, · · · , n. Set ρ = (1.001, 0.497, 0.998),

π = (0.15, 0.70, 0.15) as an output from DMH of a 10000-iteration run with 5000

burn-ins. The proposal used in DMH for (π,ρ) is an independent random walk

proposal for π and ρ: for each element of ρ, it is a truncated Gaussian distribution

with a mean of 0, a standard deviation of 0.03, a lower-bound of 0 and a upper-

bound of 1.5; for π, since it must satisfy π2 = 1 − π1 − π3 and π1 + π3 < 0.5, thus

we assume π1 and π3 follow the truncated Gaussian distribution with a mean of 0, a

standard deviation of 0.03, a lower-bound of 0 and a upper-bound of 0.5. As for the
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hyperparameters for the DPM model fitting, the base measure G0ks are NIWG with

parameters µ0k, S0k, φ0k, a0k, b0k. For this prior model, we firstly apply the normal

mixture modeling for model-based clustering method (Mclust by Fraley and Raftery

(1999)) where the parameter indicating the total number of groups is set to be 3.

Then we use the estimated mean and variance from each group k as µ0k and S0k.

And we set φ0k = 3, a0k = 1, b0k = 100, τk = 3.

2.4.1 Complete Data Cases

We first consider the cases when all the test statistics are fully observed. For each

of these simulation settings, we compare our method (BANFF2) with the Bayesian

nonparametric mixture model for selecting genes (BANFF) by Zhao et al. (2014) and

the false discovery rate controlling procedures for identifying differentially expressed

genes (locfdr) by Efron and Tibshirani (2002). The locfdr method does not consider

the network structure and only use the gene expression data matrix.

BANFF is a Bayesian nonparametric gene and gene-network selection method, it

can also utilize the network information but it is mainly for selecting the activated-

state features from the null-state features. In order to modify the BANFF for this

feature classification problem, we firstly classify genes into three by Mclust. Then we

flip the sign of the test statistics of the genes assigned to the down-regulated class

so that ideally those genes combined with the up-regulated class should be of the

active state. Then the finalized class indicators are assigned based on the results from

BANFF being flipped back. For the locfdr, it is a kernel density-based non-parametric

method for selecting differentially expressed genes without considering the network.

To be specific, we applied the central matching for estimating the null densities and

then calculated the estimated local false discovery rate for each gene. We adopt a

commonly used cutoff of 0.2 so that the genes with the posterior probability of being

in the null class below 0.2 will be identified as differentially expressed, and the null

class otherwise. Then the differentially expressed genes can be further classified by
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comparing the relative locations of their test statistics with 0.

Table 2.2 indicates that for Gaussian simulations, under each regulation type,

BANFF2 performs better than the BANFF and locfdr. Our method achieves clas-

sification accuracies as high as 0.87 for the down-regulated genes, 0.91 for the up-

regulated genes, and 0.97 for the null genes. At the same time, BANFF2 achieves

the false positive rates as lower as 0 for the down-regulated genes, 0.03 for the up-

regulated genes, 0.12 for the null genes to be classified as down-regulated genes, 0.09

for the null genes to be classified as up-regulated genes. Overall, our method can

achieve higher accuracies and lower false positive and false negative rates. BANFF

performs worse in the true negative rates and false positive rates. locfdr performs

well at selecting the null genes, with a true negative rate of 1. However, it gives

a false negative rate as high as 0.49 for the down-regulated genes and 0.5 for the

up-regulated genes, indicating the procedure is overly conservative.

Comparing the classification accuracies for Gamma and log-normal settings, our

approach outperforms all the others in all the measures. The BANFF performs worse

than the BANFF2. It is because the proposed method can flexibly model the gene

subtypes so that it can allow for different levels of deviation from the null for down-

regulated and up-regulated genes. The worse performance of locfdr compared to

BANFF2 indicates that by utilizing network information, better classification accu-

racies can be obtained.
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Table 2.2: Algorithm performance for complete data cases.

Generative model Methods TP-down TP-up TN FP-down FP-up FN-down FN-up FDR

Gaussian BANFF2 0.87 0.91 0.97 0 0.03 0.12 0.09 0.03

BANFF 0.75 0.87 0.62 0.03 0.36 0.2 0.13 0.3

locfdr 0.5 0.51 1 0 0 0.49 0.5 0.01

Gamma BANFF2 0.92 0.96 0.99 0 0.01 0.08 0.04 0.01

BANFF 0.5 0.89 0.69 0 0.31 0.38 0.11 0.2

locfdr 0.57 0.71 0.98 0.01 0.01 0.43 0.29 0.03

log-normal BANFF2 0.9 0.96 0.99 0 0.01 0.1 0.04 0.01

BANFF 0.73 0.92 0.55 0.05 0.04 0.17 0.08 0.31

locfdr 0.59 0.72 0.99 0.01 0.01 0.41 0.28 0.03

2.4.2 Missing Data Cases

We further compare our proposed method with the others when there are missing

node observations in the network. We only focus on the symmetric cases as described

in Table 2.1, and compare five methods to perform feature classification and to handle

missingness simultaneously: 1) BANFF2+Bayes: we apply the BANFF2 for feature

classification and the conditional sampling for fully Bayesian inference to impute the

missing test statistics. 2) BANFF2+NN: we apply the BANFF2 for feature classifica-

tion combined with the nearest neighbor imputation method to impute the missing

test statistics. 3) BANFF2+NArm: we firstly remove all the missing nodes and their

edges in the network and then use BANFF2 for feature classification. In this case,

only the estimated class indicators for gene nodes with observed test statistics can

be obtained. 4) BANFF+NN: we utilize the BANFF for feature classification and

use the nearest neighbor imputation method to impute the missing test statistics. 5)

BANFF+NArm: we apply BANFF to the reduced network comprised of nodes with

observed test statistics. Similar to BANFF2+NArm, only replace the BANFF2 with

BANFF for feature classification.

To summarize the classification accuracies, we separate different types of nodes

to calculate the averaged rates: 1. Missing: only average the rates among the genes
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whose test statistics are missing. 2. Observed: only average the rates among all

observed genes. 3. Total: average among all the genes nodes.

From Table 2.3, we observe that BANFF2+NN performs the best in general.

The overall classification accuracies for the all the down-regulated, the up-regulated

and the null genes to be correctly classified are 0.87, 0.87, 0.89. The averaged false

positive rates for the null genes being classified as down-regulated or up-regulated

are 0 and 0.01. The averaged false negative rates for the down-regulated or the up-

regulated genes are 0.12 and 0.13, respectively. The estimated false discovery rate is

0.12. This performance keeps consistent among missing genes and the observed genes.

Compared to BANFF2+Bayes, BANFF2+NN is slightly better. It is because the

nearest-neighbor imputation scheme is more flexible than the model-based Bayesian

posterior inferences since Bayesian posterior sampling needs to specify a proper prior.

The Bayesian model we are utilizing might not characterize very well the predictive

distribution of the missing test statistics given the observed test statistics across the

network while utilizing the information from the nearest neighbors might help to

improve.

The accuracies will drop if we use the BANFF for feature classification regardless

of which schemes are used for handling the missingness. It indicates that our proposed

algorithm outperforms BANFF when there are missing observations in the network,

which is consistent with the simulation results in fully observed cases. Moreover,

regardless of which feature classification algorithms we utilize, either BANFF2 or

BANFF, compare the imputations methods Bayes or NN with NArm among the

observed gene nodes, we observe that the classification accuracies drop and the false

positive/ false negative rates increase, so as the averaged false discovered rates. Thus,

imputation methods are recommended for feature classification problem with missing

gene observations.
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Table 2.3: Algorithm performance for missing data cases.

Algorithm Gene nodes type TP-down TP-up TN FP-down FP-up FN-down FN-up FDR

BANFF2+Bayes Missing 0.73 0.75 0.77 0.01 0.22 0.26 0.25 0.27

Observed 0.92 0.9 0.78 0 0.22 0.05 0.1 0.2

Total 0.88 0.88 0.78 0.01 0.22 0.1 0.12 0.21

BANFF2+NN Missing 0.83 0.81 0.88 0.01 0.11 0.17 0.19 0.15

Observed 0.88 0.88 0.89 0 0.01 0.11 0.12 0.11

Total 0.87 0.87 0.89 0 0.01 0.12 0.13 0.12

BANFF2+NArm Observed 0.87 0.88 0.66 0.01 0.33 0.07 0.12 0.3

BANFF+NN Missing 0.6 0.79 0.48 0.04 0.48 0.26 0.21 0.47

Observed 0.7 0.86 0.41 0.05 0.54 0.19 0.14 0.46

Total 0.68 0.85 0.42 0.05 0.53 0.21 0.15 0.46

BANFF+NArm Observed 0.67 0.82 0.5 0.05 0.45 0.23 0.18 0.43

2.5 Survival Analysis of Cutaneous Melanoma

We analyze the cutaneous melanoma dataset from The Cancer Genome Atlas

(TCGA) Network (2015), downloaded from the cBio Cancer Genomics Portal (Cerami

et al., 2012). There are 478 patient records by the time we downloaded. After

removing six patient records that lack gene expression profiles, one patient record

that is recorded a negative survival month due to possible errors, one patient record

that is missing survival status, and one patient record that is missing the sample type

which is one of the covariates we are interested in, we use the remaining 469 patient

records in a Cox proportional hazard model to assess the association between the

expression levels of individual genes and survival time. In our model, we control for

three covariates: age at initial pathologic diagnosis (minimum 15, median 58, mean

58.08, max 90, and 8 are missing), gender (180 females and 290 males), and sample

type (366 of metastatic, 102 of primary tumor and 1 of additional metastatic).

We downloaded the protein-protein interactions in Homo Sapiens from the High-

quality INTeractomes (HINT) database by Das and Yu (2012). After data cleaning,

there are a total of 11,662 genes and 87,482 edges. Then we apply the community
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detection algorithm by Clauset et al. (2004) to extract the largest connected subnet-

work as our network input. To be specific, the largest connected component contains

10,484 genes while the remaining genes form 1097 tiny islands (1 island is of five

genes, 2 islands are of four genes, 5 are of three genes, 61 of two genes and 1028 are

formed by a single gene node). By excluding these tiny islands, the network contains

a total of 10484 nodes, with a degree distribution of a minimum of 1, a median of 3,

a mean of 8.328, and a maximum of 400.

For the gene expression profile, we firstly map all 20530 unique gene names to

18978 Entrez IDs. Among the 10484 genes in the network, 9833 can be mapped to an

expression profile. There are 651 (6.21%) genes that do not have any expression profile

and another 1433 (13.67%) genes that are considered unreliably measured based on

their low maximum expression level across the samples. Removing such genes leads

to a total missing rate of 19.88% in our real data analysis.

Similar to the simulations, for the Potts prior model, the hyperparameters in

Equation (2.2), we prefix the ωj = 1, j = 1, 2, · · · , n so that the w̃i = 1, i = 1, 2, · · · , n.

Set ρ = (1.003, 0.479, 0.988) and π = (0.15, 0.70, 0.15) as an output from the DMH of

10000 iterations with 5000 burn-in. Other hyperparameters settings are the same with

the settings used for simulations. In the following discussion, we refer to genes that

significantly increase the risk of death as high-risk genes and genes that significantly

decrease the risk of death as low-risk genes.

Our method finds 144 high-risk genes and 263 low-risk genes. Compared to ours,

the locfdr method finds 217 low-risk genes by central matching estimation for a

symmtric null while it does not identify any differentially expressed genes by ap-

plying a split normal version of central matching estimation for an asymmetric null.

Thus, for the following discussion, we will focus on the comparison between the pro-

posed method and the locfdr utilizing central matching estimation (See Figure 2.2a)

even though the null density is asymmetric and the mode of the distribution is away
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from zero for the motivating dataset.

Figure 2.2: Histogram of the test statistics, with estimated null density and frequen-
cies of the selected genes. (a) Results by BANFF2; (b) Results by locfdr with center
matching estimation for a symmetric null. Local false discovery rate is controlled at
0.2 for both methods. Blue: low-risk genes; red: high-risk genes.

Using the test statistics alone, combined with the common assumption of symmet-

ric null distribution, locfdr identifies significant genes only on the low-risk side (See

Figure 2.2b). On the other hand, when the existing network is utilized, the proposed

method can detect both high-risk and low-risk genes.

To facilitate interpretation, we further find modules by applying the fast greedy

community detection algorithm among the selected nodes and their one-step neigh-

bors (Clauset et al., 2004). There is a total of 56 modules selected, 16 of which contain

more than 10 selected genes.

Here we present some example modules and discuss their biological functions in

relation to the clinical outcome. The module shown in Figure 2.3a contains 48 selected

genes. There are 39 low-risk genes and 9 high-risk genes in this module. Analyzing

the biological functions of the selected genes using GOstats (Falcon and Gentleman,

2007), we find the biological function of the low-risk genes are focused in the area
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Figure 2.3: Two example modules for discussion about biological functions in relation
to the clinical outcome.

of immune responses, with 18 of the 39 genes falling into the biological process of

“regulation of immune response”, and various related functions. The prognosis of

melanoma is closely related to tumor-infiltrating lymphocytes (Taylor et al., 2007).

A cross-platform meta-analysis has shown that the increased expression of immune

function-related genes in melanoma is associated with longer patient survival, and B

and T cells are enriched in melanoma biopsies from patients with favorable outcome

(Lardone et al., 2016).

The module shown in Figure 2.3b contains 23 high-risk genes and 17 low-risk

genes. An interesting finding is that the top gene ontology biological process being

over-represented by the high-risk genes is transmembrane transport, with eight of the

23 genes falling into this category. Six of the high-risk genes are involved in ion trans-

port. Although transmembrane transporters haven’t been systematically studied in

melanoma progression, recent developments in other cancer have indicated their role

in cancer prognosis (Elsnerova et al., 2016). For example, gene 3764 (KCNJ8) encodes

a potassium channel. It is found to be over-expressed in nasopharyngeal carcinoma
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(NPC) tissues as well as in esophageal cancer (Zhou et al., 2007; Warnecke-Eberz

et al., 2016). The gene 6520 (SLC3A2) encodes the heavy chain of the transmem-

brane protein CD98 that regulates intracellular calcium levels and transports L-type

amino acids. It has been linked to Ras-driven skin carcinogenesis and prognosis of

lung cancer (Guo et al., 2015; Estrach et al., 2014). Gene 11660 (ABCC9) is a mem-

ber of the ATP-binding cassette transporter (ABC transporter) family. Recently

the down-regulation of ABC transporters, including ABCC9, has been observed in

prostate cancer (Demidenko et al., 2015). Gene 255738 (PCSK9) is involved in pep-

tide precursors trafficking. It has been shown that tumor development influences the

host lipid metabolism through PCSK9-mediated degradation of hepatic LDLR, and

PCSK9 is suppressed in hepatocellular carcinoma (Bhat et al., 2015; Huang et al.,

2016). Combined with these evidence in other types of cancer, our results indicate a

link between transmembrane transporters and the prognosis of melanoma.

Six of the 17 low-risk genes belong to cytokine-mediated signaling pathways, which

are critical in leukocyte trafficking and immune functions (Zlotnik and Yoshie, 2012).

Gene 643 (CXCR5), a member of the CXC chemokine receptor family, is expressed

in mature B-cells and Burkitt’s lymphoma. The loss of CXCR5 in naive T cells

is linked to the metastatic dissemination of melanoma into lungs (Jacquelot et al.,

2016). Gene 3434 (IFIT1) is an interferon-induced protein. Overexpression of IFIT1

has been shown to predict improved outcome in newly diagnosed glioblastoma (Zhang

et al., 2016). Gene 4261 (CIITA) regulates class II major histocompatibility complex

gene transcription. CIITA overexpression facilitates engulfment of the T-cell ma-

terial by melanoma cells, which can blunt the anti-tumor response (Lloyd et al.,

2015). Gene 10563 (CXCL13) is a cytokine that belongs to the CXC chemokine fam-

ily.Its expression is correlated with the densities of tumor high endothelial venules

(HEVs), which allows the recruitment of tumor-infiltrating lymphocytes (TILs) (Mar-

tinet et al., 2012). CXCL13 is also found to be one of a group of diagnostic markers
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of melanoma (Liu et al., 2013). Gene 25939 (SAMHD1) is a deoxyribonucleoside

triphosphate triphosphohydrolase that decreases dNTP pools, which in turn affects

DNA replication fidelity. Although it hasn’t been well studied in melanoma, SAMHD1

is found to be frequently mutated in colon cancers, resulting in decreased SAMHD1

activity and thereby facilitating cancer cell proliferation (Rentoft et al., 2016).

Figure 2.4: A module containing two nodes with missing observations being identified
as low-risk genes by BANFF2.

Figure 2.4 shows a module where two nodes with missing observations are iden-

tified as low-risk genes. These two genes, 3135 (HLA-G) and 3133 (HLA-E) have

both been implicated in melanoma immunomodulation. HLA-G can inhibit the func-

tion of T cells, natural killer cells, and dendritic cells. It has been documented that

HLA-G is inconsistently expressed in melanoma, and its expression can provide the

malignant cells a mechanism of escaping immune surveillance (Paul et al., 1998; Yan

et al., 2005). Similarly, HLA-E expression on the cell surface facilitates the melanoma

cells’ escape from CTL and NK cell surveillance (Derré et al., 2006). Among all the

13 genes in this module, 10 are annotated to the biological process of regulation of

immune response, which is consistent with our earlier discussion about the associ-
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ation of immune function-related genes with patient survival (Lardone et al., 2016;

Taylor et al., 2007). The figure also shows that by test statistic alone, three of the

13 genes are not selected by locfdr. They are selected by BANFF2 because their

connections in the network offer extra evidence that they are related to the clinical

outcome. These three genes are 910 (CD1B), 3811 (KIR3DL1), 3823 (KLRC3). It

has been found that down-regulating CD1 molecules including CD1B on infiltrating

dendritic cells by secreting IL-10 are associated with metastasis of melanoma (Gerlini

et al., 2004). Both KIR3DL1 and KLRC3 are receptors expressed on natural killer

(NK) cells, the induction of which shows the potential of suppressing solid melanoma

tumors (Wennerberg et al., 2015).

Besides being biologically relevant, the selected modules each present a good pre-

dictive power on the clinical outcome. Here we compare concordance statistics which

is commonly used in survival analysis to check on model validity. Concordance statis-

tics (C-statistics) is defined as the probability of agreement between any two randomly

chosen observations. If a model predicts a higher risk of death of one patient when

it is observed with a shorter survival time compared to the other, then we define this

pair as “agree”, otherwise as “disagree”. Since ties of the predicted and the observed

survival time may occur, we refer to those pairs are “tie”. Then, the C-statistics is

defined as P (agreement) = (agree+ tied/2)/(agree+disagree+ tied) for all possible

comparable pairs (T., 2015). By saying “comparable”, it is defined as the opposite

to “uncomparable”. The “uncomparable” pairs are the pairs when we lack the infor-

mation of whether the predicted and the survival time agree or disagree with each

other. For example, one patent record is censored at time 2 while the survival time

we predict is 4. In general a C-statistic of 1 means perfect agreement; 0.6-0.7 is a

common result for survival data while 0.5 is an agreement that is no better than the

random guess.

We then calculate the C-statistics by the direct comparisons between the observed
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survival time and the predicted survival time generated by the model fitting results

of the Cox proportional hazard model for each selected module. Due to the lack of

the ability to handle the nodes when their expression profiles are completely missing

in the Cox proportional hazard model, thus, all the models are fitted using data

except for those missing nodes. The modules with the number of genes larger than

20 are outputted in Table 2.4. From Table 2.4, we observe that our proposed method

can successfully recall the high-risk genes when they cannot be discovered by locfdr

method. The averaged C-statistics for these top 16 modules are 0.70 for our method

while it is 0.66 for locfdr. This indicates a better predicting power using our method.

Table 2.4: Module group sizes and concordant scores.
Module ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Total number of genes nodes 116 101 86 61 57 40 40 37 28 27 26 26 24 21 21 20

high-risk genes by BANFF2 24 9 23 7 9 10 7 1 3 2 4 8 6 4 2 0

low-risk genes by BANFF2 29 39 17 24 15 12 11 16 11 10 8 8 8 5 8 11

low-risk genes by locfdr 13 16 7 8 11 5 6 8 7 7 4 3 1 2 0 7

low-risk genes by both methods 12 13 6 8 9 5 5 8 7 7 3 3 1 2 0 7

C-statistics by BANFF2 0.7491 0.7363 0.7311 0.7113 0.7196 0.7146 0.7097 0.6846 0.6788 0.6902 0.688 0.6996 0.6928 0.7006 0.6695 0.6806

C-statistics by locfdr 0.6702 0.6504 0.6648 0.6899 0.6761 0.6635 0.6688 0.649 0.6497 0.661 0.6558 0.6679 0.6557 0.6612 NA 0.6667

2.6 Discussion

The feature classification problem utilizing the network information is a novel

problem and it has been drawn an increasing attention recently. Based on our knowl-

edge, we are the first to propose a non-parametric Bayesian framework not only to

select features but also to differentiate the subtypes of the selected features over large-

scale gene networks, and to handle the missing gene node observations simultaneously.

We have applied our method to the cutaneous melanoma dataset from the Cancer

Genome Atlas and provided novel gene regulation evidence for unveiling the disease

mechanism. In general, we recommend BANFF2 for feature classification and if there

are missing node observations in the network, we recommend nearest-neighbor impu-

tation method to handle missingness.

It is noteworthy that in the application section, we do not consider genes that are
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not part of the network because the main purpose of the subsequent analysis is to

select subnetworks, which are defined as functionally coherent and easy to interpret

since most of the tiny islands are formed by a single node.

Moreover, the KL-HODC algorithm we proposed for setting up the initial values

for fast convergence can be further utilized in another fast version of our proposed

algorithm based on density approximations, which can be implemented in our package.

The fast algorithm works by fitting DPM densities for several iterations and then

the densities are fixed, the algorithm continues to run but only update the class

indicators given the densities until the Markov Chain reaches its equilibrium. For

this fast version, it is of great importance to choose an initial value based on our

experience. Thus, KL-HODC advantages itself by providing a better inference of the

density specifications and class indicators since it can properly incorporate the prior

biological knowledge.

Future work may be focused on the extension of our method to a multivariate

statistics cases when combined information can provide more aspect of the information

for classifying features, which can intuitively improve the classification accuracies.
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Chapter 3

Integrate the LC-MS

Metabolomics Data with Metabolic

Network and Adduct Ion Relations

for Missing Value Imputation
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3.1 Introduction

Metabolomics aims to comprehensively identify and quantify all metabolites in a

system and to study their changes in relation to diet, environment, disease status,

genetic effects, pharmaceutical interventions, etc (Lindon et al., 2007). By profil-

ing and analyzing metabolite abundance, it can be helpful for unveiling the etiology

of diseases and providing a functional readout of the physiological state of the hu-

man body. Liquid chromatography-mass spectrometry (LC-MS) is a commonly used

metabolomics platform due to its feasibility to measure complex samples, such as

human plasma and urine (Jones et al., 2012).

The quality of the LC-MS data influences the downstream analysis, including

metabolite quantitation, functional interpretation, pathway analysis for disease mech-

anisms. The datasets normally contain large portions of metabolites with missing

observations in some samples. The underlying missingness mechanism is complex.

As discussed by Gromski et al. (2014), the missingness can be the result of one or

any combination of the following factors: 1. the failure in computational detection;

2. measurement error; 3. signals are of low intensity which cannot be distinguished

from background noise; 4. imperfection of the detection algorithms used; 5. de-

convolution that may result in false negatives. They also argued that imputation

techniques should be favored over other methods of handling missingness in LC-MS

metabolomics studies.

Various imputation techniques have been developed and applied in metabolomics

studies (Armitage et al., 2015; Gromski et al., 2014; Hrydziuszko and Viant, 2012;

Taylor et al., 2016), many of which were carried over from the field of microarray

gene expression. They do not utilize two pieces of valuable information that are

unique to metabolomics data. The first piece of information is the known metabolic

network, such as the Kyoto Encyclopedia of Genes and Genomes (KEGG) database

(Kanehisa and Goto, 2000). There are plenty of literature supporting the idea of
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utilizing network information in data analysis procedures to improve variable selection

and functional interpretation (Xia and Wishart, 2010; Kessler et al., 2013; Ravasz

et al., 2002; Stelling et al., 2002; Aggio et al., 2010; Li et al., 2013; Barupal et al., 2012;

Cai et al., 2017b). Given their close co-regulation, features matched to neighboring

metabolites on the network could help predict each other’s abundance in the sample.

This may only be true for a subset of the metabolites, and the relation could be non-

linear, creating a challenge in utilizing such information. However advanced machine

learning techniques such as support vector regression (SVR) can utilize non-linear

relations, as well as resist the impact of nuisance variables, i.e. those included in the

model but have no true predictive power. With the help of such techniques, network

information could contribute to missing value imputation.

The second piece of information that we try to utilize is the relationship between

features that are likely derived from the same metabolite. Grouping and annotating

features based on their mass-to-charge ratio (m/z) and retention time (RT) character-

istics have been utilized in feature identification (Silva et al., 2014; Kuhl et al., 2012;

Uppal et al., 2017). Potentially features derived from the same metabolite, even if

the identity of the metabolite is unknown, can help the imputation of each other. For

example, if the monoisotopic weight of a hypothetical molecule M is 100.000, then in

data from positive ion mode with ESI ionization, the theoretical m/z values of two of

its likely adduct ions are: [M + H]+, 101.007276 and [M + Na]+, 122.989218. Here

”M” represents the metabolite, the element after the plus sign represents the adduct,

and the ”+” outside the bracket represents the charge state. The difference between

the two m/z values does not change with the molecular weight of M . That is, even

if a chemical is not in the database, its adduct ions still follow the same pattern in

terms of the difference between their m/z values. For example, if we observe two m/z

values in the data, and |m/z1 −m/z2| is different from 22.989218 − 1.007276 by no

more than m/z2× 10−5, and the two features have close RT values, then we consider



41

they are highly likely to be derived from the same metabolite. We note that this

relation is likely but not definitive. We will again rely on the SVR’s capability to

resist nuisance variables when a false relation is included in the imputation.

Combining the afore-mentioned information and traditional approaches, we pro-

pose a missing value imputation algorithm for LC-MS metabolomics data by ap-

plying the support vector regression (SVR) algorithm to a predictor network newly

constructed among the features. To be specific, the predictor network is built by

incorporating the metabolic network and adduct ion relations, together with linear

and nonlinear associations between feature abundance levels calculated directly from

the data (Figure 3.1 a). And then we impute each feature with missing values by

fitting an SVR model on the dataset where the neighboring features on the predictor

network are utilized (Figure 3.1b). An R package called MINMA (Missing data Impu-

tation incorporating Network and adduct ion information in Metabolomics Analysis

http://web1.sph.emory.edu/users/tyu8/MINMA) has been developed to implement

the algorithm.

3.2 Methods

3.2.1 Building the predictor network

The predictor network was constructed on the feature level. The purpose of this

network was to represent the feature relations. Essentially, every node on this network

was a feature. If two features were considered as “potentially helpful in imputing each

other’s missing values”, they were connected by an edge between them in the network.

To define the “potentially helpful” features, we mainly considered the feature relations

from three sources (Figure 3.1a):

• Metabolic Network

The metabolic network we used in this paper was extracted from the KEGG

http://web1.sph.emory.edu/users/tyu8/MINMA
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(a)

(b)

Figure 3.1: The workflow of the proposed method. (a) building the predictor network
for imputation; (b) the imputation procedure given the predictor network.

database (Kanehisa and Goto, 2000). If two metabolites are involved in the same

reaction, then they are linked in the metabolic network. Features matched to

these two metabolites were considered connected. The matching of features to

metabolites was based on matching the theoretical m/z of some common adduct

ions of the metabolites to the observed m/z values of the features at a certain

tolerance level (10ppm in this study). In this proof-of-concept study, as the

data were generated from positive ion mode with electrospray ionization (ESI),

we considered five adduct ions that are common in this type of data: [M+H]+,



43

[M + NH4]+, [M + Na]+, [M + K]+, [M + 2Na − H]+. The specification of

ion types can easily be done by user choice of the package.

• m/z value differences of common adduct ions

First we determined what adduct ion forms were included. Then the m/z differ-

ences between the adduct ions of the same charge were calculated. Pairwise m/z

differences were calculated for all features in the data. When the m/z difference

between two features match closely with the theoretical difference between two

adduct ions (10ppm in this study), and their RT difference was less than a pre-

defined threshold (100seconds in this study), the two features were considered

likely to be derived from the same metabolite. They were connected in the

feature level network. The same set of five common adduct ions as mentioned

above were used in this study.

• Correlation Inferred from Data Matrix

We consider two features “neighbors” if they were highly correlated base on the

following correlation measures:

1. Linear correlation: consider “neighbors” based on n1 largest pairwise Pear-

son correlations (n1 = 10 in this study).

2. DCOL correlation: consider “neighbors” based on n2 largest pairwise non-

linear correlations defined by Distance based on Conditional Ordered List

(DCOL) (Yu and Peng, 2013). (n2 = 10 in this study)

3. dCov dependency: consider “neighbors” based on n3 largest pairwise

general dependencies defined by Brownian distance covariance (Kosorok,

2009). (n3 = 10 in this study)

These three criteria might generate overlapping feature pairs.
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By building the predictor network from multiple sources, it was guaranteed that

each feature had at least k connections in the network.

3.2.2 The imputation procedure

The imputation was based on the predictor network. In the following discus-

sions when network neighborhood is mentioned, we refer to the predictor network.

In the imputation of every feature, only its connected features on the predictor net-

work were used as predictors. We firstly introduce some mathematical notations

here: e(i,j) represents the value at location (i, j) in data matrix E = {e(i,j), i =

1, · · · ,m, j = 1, · · · , n}, i represents the ith feature (row) and j represents the jth

sample (column). If the ith row, feature ei = {e(i,j), j = 1, · · · , n} has missing lo-

cations, we denote: ei,mis = {e(i,j), j = 1, · · · , n,where, e(i,j) = NA}, similarly, we

denote ei,obs = {e(i,j), j = 1, · · · , n,where, e(i,j) 6= NA} as the observed locations in

feature ei, here the mis and obs only indicate locations instead of the values. All the

neighboring features of feature i are indexed as nbr(i).

For feature i, we selected the non-missing locations of feature i and used ei,obs

as response vector and those neighboring features where they were fully observed in

these observed locations denoted as enbr(i),obs were formed as the predictor matrix.

Then we trained the SVR model using ei,obs ∼ enbr(i),obs and extracted the predicted

value êi,mis when enbr(i),mis was used as the testing data for imputation.

Before imputation, the sequence for imputing the features with missing locations

needs to be decided first or to be updated along the way. In this paper, we utilized

a pre-fixed imputation sequence scheme for computation consideration. Specifically

speaking, features were firstly ranked by a measure called averaged neighborhood

missingness. The averaged neighborhood missingness of one feature was defined as

the average number of missing locations of its neighboring features. Then the features

with smaller averaged neighborhood missingness were imputed first. After imputing
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the feature, the imputed values were filled in the original missing locations and were

treated as non-missing locations in the following iterations (Figure 3.1b). However,

the imputation sequence still stayed the same.

3.2.3 Performance Comparision

We compared the proposed imputation algorithm (denoted as Net SVR) with

other commonly used imputation algorithms in metabolomics studies, including the

K-Nearest Neighbors (KNN) (Hastie et al., 1999; Troyanskaya et al., 2001), the

Bayesian Principal Component Analysis (BPCA) (Oba et al., 2003), the imputa-

tion based on Simple Linear Regression (SLR), the imputation based on Singular

Value Decomposition (SVD), the imputation by inserting Single Values (SVI: Min/2,

Mean, Median). We briefly describe those methods:

• The K-Nearest Neighbors (KNN) (Hastie et al., 1999; Troyanskaya et al., 2001)

finds the k nearest neighboring features {ej, j = l1, · · · , lk} by a Euclidean

metric calculated among those whose feature columns are not missing at location

mis, and then takes the average values of non-missing locations ej,mis calculated

as 1
k

∑lk
j=l1

ej,mis for imputation.

• The Bayesian Principal Component Analysis (BPCA) (Oba et al., 2003) simul-

taneously estimates a probabilistic model for the data matrix and estimates

some latent parameter sets within the framework of Bayesian inference, and

then impute the missing values in the data matrix by the expectation with

respect to the estimated posterior distribution.

• The imputation based on Simple Linear Regression (SLR) is conducted by first

fitting a series of univariate simple linear regression models and collecting the

predicted value from each SLR model, and then imputing ei,mis by a weighted
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summation of all these predicted values, where the weights are decided by their

pairwise Pearson correlation only using observed data.

• The imputation based on Singular Value Decomposition (SVD) (Troyanskaya

et al., 2001) firstly initializes all missing values by their row means. Each time,

given a complete observed matrix, it conducts a SVD procedure that obtains

a set of mutually orthogonal expression patterns (eigen-features). And then it

imputes the missing values by regressing the features with missing values against

the nPC eigen-features (nPCs need to be pre-specified). This imputation is

repeated until the total change of two successive imputations is less than the

tolerance value.

• The imputation by inserting a Single Value (SVI: Min/2, Mean, Median). These

methods replace all missing values by a pre-calculated value. Common choices

are: half of the minimum (Min/2), the mean (Mean) and the median (Median)

calculated from all the observed values in the data matrix.

In order to evaluate the performance of each method, we calculated the normal-

ized root mean squared error (NRMSE) of the imputed values. The NRMSE was

calculated for all the simulated missing locations that were non-zero in the original

data matrix. Suppose the total number of locations we use in calculation is K, the

imputed values are ê = {êk, k = 1, · · · , K} and the ground-truth from the original

observed data matrix are e = {ek, k = 1, · · · , K}. The NRMSE is defined as follows:

NRMSE(ê, e) =

√∑K
k=1(êk − ek)2/K

V ar(e)

The smaller NRMSE is, the lower the prediction errors and the better the imputa-

tion method. For better illustration, we further used a metric called “NRMSE Ratio”

for algorithm comparison, such that the plot is on similar scale for all missing rates.

For every missing imputation method (MI), it is defined as the ratio of its NRMSE
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taken over the NRMSE of KNN. Due to the popularity of KNN in this field, we chose

to use KNN in the denominator for calculation.

NRMSE Ratio(MI) = NRMSE(êMI, e)/NRMSE(êKNN, e)

Based on the definition, if we compare two methods, the smaller the NRMSE Ratio

is, the better imputation performance. Pseudocodes for the proposed algorithm are

listed the Appendix (see Algorithm 8, 9 and 10).

3.3 Results

3.3.1 Datasets and Simulation Setup

In this study, we used two metabolomics datasets denoted as CAD and CHD to

assess the performance of different methods. The CAD dataset is from the Emory

Cardiovascular Biobank, which consists of patients who have undergone coronary an-

giography to document the presence/absence of coronary artery disease. Demographic

characteristics, medical histories, behavioral factors and fasting blood samples have

been documented and details about risk factor definitions and coronary angiographic

phenotyping have been described previously (Patel et al., 2012). Each sample was

analyzed in triplicate with high-resolution liquid chromatography-mass spectrometry

(LC-MS), using anion exchange column combined with the Thermo-Orbitrap-Velos

(Thermo Fisher, San Diego, CA) mass spectrometer in positive ion mode, with a m/z

range of 85 to 850.

The CHD dataset is a dataset from the Emory-Georgia Tech Predictive Health

Initiative Cohort of the Center for Health Discovery and Well Being. This is

a cohort of generally healthy university employees aged 18 and older (http://

predictivehealth.emory.edu) (Brigham, 2010). The data was generated by C18

column combined with the Thermo-Orbitrap-Velos mass spectrometer in positive ion

mode, with a m/z range of 85 to 850.

http://predictivehealth.emory.edu
http://predictivehealth.emory.edu
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Both datasets were pre-processed using xMSAnalyzer (Uppal et al., 2013) in com-

bination with apLCMS (Yu et al., 2009, 2013). Each sample was run in triplicates

in the datasets. For each feature, there were three readings per subject. An average

feature intensity value was calculated from the non-zero readings of the three. For

filtering the data matrix, rows with more than 20% of zeros were removed. Finally,

the data matrix was log-transformed by the function y = log(1 + x). The CAD

dataset contains 18434 features and 489 samples with 41.34% of the locations being

zero. We removed rows with over 20% zeros, resulting in a data matrix of 7033 rows

with an overall missing rate of 2%. The CHD dataset contains 8942 features and

415 samples with 43.54% zeros. We removed rows with over 20% zeros, resulting

in a data matrix of 3187 rows with an overall missing rate of 7%. In the following

simulation procedure, the non-zero values in these matrices served as ground truth.

They were knocked out and then imputed, and the imputation accuracy was assessed

by NRMSE over these non-zero ground truth values.

As described in the Methods section, we built the predictor network using: (1)

linear correlation, (2) DCOL correlation, (3) dCov dependency, (4) difference in m/z

(relative difference is less than 10 ppm) and RT values (difference less than 100)

between any pair of features, indicating high likelihood of them being derived from

the same metabolite, (5) m/z matching to neighboring metabolites on the KEGG

metabolic network. For all KEGG metabolites, we first computed the theoretical

m/z values of common adduct ions, and then computed the difference between these

m/z values and the feature m/z values. A relative difference less than 10 ppm suggests

a potential match. Two features matched to connected metabolites on the KEGG

network are connected in the predictor network. For (4) and (5), five adduct ions

were considered in this study: [M + H]+, [M + NH4]+, [M + Na]+, [M + K]+,

[M + 2Na − H]+. The MINMA package provides the option of using other adduct

ions.
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3.3.2 Computation

As indicated by Hrydziuszko and Viant (2012), the missingness may not occurr

randomly in metabolomics data based on the analysis of DI FT-ICR MS metabolomics

datasets. As a result, assuming a complete random missing mechanism may not be

appropriate for imputation. Inspired by their work, we created the simulated datasets

by knocking out a portion of locations from the ground-truth matrix by mimicking

real missing patterns, and then evaluated each of the algorithms. To be specific, when

we simulated a missing rate of r, each time we randomly selected one feature a from

this ground-truth matrix, and one feature b from the original input matrix (before

removing rows with > 20% missing). We knocked out the locations (encoded as NA)

in feature a where there were observed zero values in the corresponding location in

feature b, until the simulated dataset hit the missing rate of r. Similar approach has

been taken in microarray missing value imputation study (Yu et al., 2011). In this

way, without any assumptions of missing mechanism, imputation algorithms were all

evaluated based on the real data missing pattern.

We simulated the datasets with various missing rates: 1%, 5%, 10%, 15%, 20%,

25%, 30%, 35% and 40%. For each of them, we generated 50 datasets and used

the averaged NRMSE Ratio for evaluation. For each missing percentage, we tested

various parameter settings for each method, i.e. k = 5, 10, 15 for KNN and n1, n2, n3 =

5, 10, 15 for Net SVR, and nPCs = 5, 10, 15 for BPCA and SVD, using 5 simulations,

and then used the best parameter setting in the full simulation of 50 datasets.

All computations were run under R version 3.3.1. KNN was implemented using

the function “impute.knn” from the package “impute”; BPCA was performed using

the function “bpca” from the package “pcaMethods” (Stacklies et al., 2007); SVD

was applied using function “impute.svd” in the package “bcv”. For our mehtod

Net SVR, the SVR model was fitted using the function “svm” from the package

“e1071” (Dimitriadou et al., 2009). The packages “impute” and “pcaMethods” are
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Bioconductor packages.

3.3.3 Simulation Results

The simulation results are presented in Figure 3.2, where we applied all the can-

didate algorithms for imputation to two real datasets: CAD and CHD. For the simu-

lation results of CAD dataset (Figure 3.2 a), at each missing rate ranging from 1% to

40%, BPCA, Median Imputation, and Net SVR were below the dash line of 1, which

means all three methods outperformed KNN (recall that NRMSE Ratio of KNN is

always 1). The averaged NRMSE Ratio for them were 0.893, 0.890 and 0.727, respec-

tively. SLR, SVD and Mean Imputation outperformed KNN only when missing rate

was 1% and performed worse than KNN when missing rate was increased. Among all

top three methods: BPCA, Median, and Net SVR, when missing rate was as low as

1%, all three of them performed significantly better than KNN, as the missing rate

increased, the gap compared to KNN shrank. Across all missing rates, our proposed

algorithm Net SVR performed the best as it obtained the smallest NRMSE Ratio

compared to others with a minimum of 0.579 and maximum of 0.762.

The Net SVR method also outperformed others when we applied all algorithms to

the CHD dataset (Figure 3.1 b). It was the only algorithm that achieved an NRMSE

Ratio below 1 across all missing rates. The averaged NRMSE Ratio of Net SVR was

0.726 with a minimum of 0.518 and a maximum of 0.806. BPCA performed slightly

better than KNN in most of the cases, but still yielded larger NRMSE Ratio at

missing rate 10% (1.013), and was very close to KNN at missing rates 15% (NRMSE

Ratio 1.000) and 20% (NRMSE Ratio 0.996). Median performed worse than KNN

for the CHD dataset while it performed better in the CAD dataset, but the overall

NRMSE Ratio of Median is around 1.

Additionally, of all the algorithms evaluated, imputing the missing locations by

half of the minimum value yielded the largest NRMSE values, even though the data
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was already log-transformed. It is because the Min/2 approach takes a different as-

sumption than all the other methods. It assumes the unobserved values are missed

only when the signal is below a detection threshold, which largely doesn’t hold true

in metabolomics data, thus, it is the worst among all the imputation algorithms.

Our results are generally consistent with previous studies. The studies were some-

what diverse in terms of the data used, as well as the objectives used in judging

the performance. Overall they showed a mixed performance between KNN, BPCA

and SVD, while simple imputation methods such as Min/2 are in general unfavorable

(Armitage et al., 2015; Gromski et al., 2014; Hrydziuszko and Viant, 2012; Taylor

et al., 2016). Given the methods’ performance may depend on the data type, sample

size and missing mechanisms, it is most likely that no method is universally better.

On the other hand, the knockout-impute simulation approach can be helpful. Given

a specific dataset, a simulation similar to the current manuscript or those previously

reported may be helpful in determining which imputation method best suites the

data.

In metabolomics data, the underlying missing data pattern is unclear, and the

assumptions needed for modeling missing mechanism is hard to justify. Thus in

these two simulation studies, the missing locations were generated in a way to mimic

the real data missing pattern, which is not in favor of any of the algorithms tested.

The results indicated that Net SVR may be a safer choice given it utilizes diverse

information.
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(a)

(b)

Figure 3.2: Simulation results. (a) CAD (AE) data; (b) CHD (C18) data.

The two datasets used both contained over 400 samples. However, some datasets

in real-world applications may contain fewer samples. In order to evaluate how the

methods perform under the situation of smaller sample sizes, we randomly subsampled

the columns of the CHD dataset. The simulation result when we subsampled 100

columns is presented in Figure 3.3. All the algorithms performed similarly to the

results in Figure 3.2 (b). With the sample size reduction, BPCA had better relative

performance compared to itself but still worse than Net SVR. Our proposed method

still outperformed the others at most missing rates.

Figure 3.3: Simulation results from a subset of the CHD data with 100 columns.



53

3.4 Discussion and Conclusion

Imputation techniques are widely used for handling missing data in metabolomics

studies. In this paper, we proposed a missing data imputation algorithm where a

feature-level predictor network is constructed and then utilized for imputation. We

incorporated different information for constructing the predictor network: the existing

metabolic network structure, adduct ion relations among features, and various linear/

nonlinear pairwise correlations calculated from feature abundance levels. They are

believed to be potentially helpful in depicting related features which may help in

imputing each other’s missing values. As this predictor network may include some

false edges, hence noise in the imputation model, we applied the SVR model for

reducing the influence of possible nuisance variables in the imputation process.

In real-world metabolomics studies, missing mechanism is hard to ascertain and

the assumptions needed for modeling real data missing pattern is sometimes hard to

justify. In order to better compare some of the widely-used algorithms in this field,

we randomly sampled missing patterns from real features to mimic the real data

missing pattern in the simulation studies. Simulation results showed that in high-

resolution LC-MS data, the proposed algorithm Net SVR outperforms the others at

most missing rate settings.

In the application of the Net SVR method, correctly specifying the types of adduct

ions is important. Using too few adduct ion types causes the loss of valuable links

that could contribute to imputation, while using adduct ions that are uncommon in

the specific experimental platform may add many false edges in the predictor network.

MINMA provides a function to match feature m/z values to 32 positive adduct ions,

or 13 negative adduct ions. Alternatively, xMSannotator provides matching to more

adduct ions (Uppal et al., 2017). Although m/z matching can always yield some false

positives, nonetheless the frequency of adduct ion in the match can indicate which

types of adduct ions are more common in the data, which can serve as the basis for
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selecting adduct ions to use.

To summarize, by constructing a feature-level predictor network and then im-

puting missing values using a SVR model that uses neighborhood predictors on the

network, the Net SVR is an effective imputation method. The method can be ex-

tended in several directions: 1. other machine learning methods that are better

resistant to nuisance variables can be used in place of the SVR; 2. when constructing

the predictor network, different sources of information could be weighted differently

based on the user’s prior knowledge; 3. other feature relations can be incorporated;

4. if computationally feasible, the imputation sequence can be constantly updated

along the way for better utilizing the network information.
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Chapter 4

Integrate Genotypes with Imaging

Phyenotypes for Shape Analysis

and Gene Discovery for

Alzheimer’s Disease
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4.1 Introduction

Imaging genetics is an emerging interdisciplinary field with a focus on assessing

the impact of genetic variation on brain function and structure. It is a useful tool to

uncover the etiologies complex neuropsychiatric diseases, such as Autism (Ameis and

Szatmari, 2012) schizophrenia (Meyer-Lindenberg, 2010a) and Alzheimer’s disease

(Weiner et al., 2013). Traditional genetics studies have attempted to search genetic

variants that are strongly associated with a behavior or related phenotypes; however,

some findings were weak and inconsistent. There are considerable inter-subject dif-

ferences in the behavioral measures, usually requiring large sample sizes to detect

a signal. For neuropsychiatric disease, many genetic variants may not be directly

associated with a clinical outcome or a behavior response but have a strong indirect

effect which is mediated through molecular and cellular level information processing

by neurons in the brain. We refer to this information processing procedure as brain

activity. Functional neuroimaging, including functional magnetic resonance imaging

(fMRI) and positron emission tomography (PET), is a set of powerful techniques to

indirectly measure the brain activity at each location in the brain. Many current func-

tional neuroimaging studies have focused on detecting the brain activation regions in

association with particular cognitive and emotional tasks or at resting state.

Therefore, in imaging genetics studies, it is of great interest is to simultaneously

select important genetic variants and detect brain activation regions where the ge-

netic effects are strongly associated with brain activity. We refer to this procedure as

genetic dissection of brain activation regions. However, to the best of our knowledge,

none of the existing approaches can adequately address this question, although many

of them have been adopted to detect the association between imaging biomarkers

and genetic variants. The pioneer work includes voxelwise genome-wide association

(vGWAS) study (Stein, Hua, Lee, Ho, Leow, Toga, Saykin, Shen, Foroud, Pankratz

et al., 2010) where each voxel is considered as a phenotype and univariate regression
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models were fitted for all the combinations of voxels and genetic variants. This ap-

proach enjoys the simplicity and fast computations but suffers from the difficulty of

the multiple testing problem since the number of voxels often can be up to more than

10,000. To address those limitations, Huang et al. (2015) proposed a joint modeling

approach with a well family-wise error control procedure and developed efficient com-

puting tools for large-scale imaging genetics studies. Alternatively, Vounou, Nichols,

Montana, Initiative et al. (2010) and Zhu et al. (2014a) proposed to use low rank

regression to handle the high-dimensional neuroimaging phenotype, where a latent

structure are imposed in the regression coefficients. Besides reduced rank approx-

imation approaches, independent component analysis (ICA) (Liu et al., 2009) and

canonical correlation analysis (CCA) (Chi et al., 2013) have been applied to discover

the association between the imaging biomarkers and genetic variants with different

latent structure assumptions. Different from all the existing methods, in this work,

we propose a Bayesian hierarchical model for genetic dissection of brain activation

regions. Our model consists of two levels of hierarchy.

At level 1, a Bayesian nonparametric level set model is developed for characterizing

the shape of consistent brain activation regions across multiple subjects. The level

set method has been widely used in image segmentation problems (e.g. Balafar et al.,

2010; Li et al., 2011; Bergeest and Rohr, 2012), where contours (2D) or surfaces (3D)

are represented as the zero-level set of a higher dimensional function, thus spatial

voxels can be classified based on the function values: positive (inside the region) or

negative (outside the region). We refer to this function as the level set function. The

corresponding shape representation can characterize complex topological variations:

the appearance of holes or tails, shapes that break down into smaller pieces, etc. The

traditional level set based shape estimation problem can be solved by the numerical

methods for partial differential equations. In our model, we propose to assign a

Gaussian process prior to the level set function and make fully posterior inference on
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the level set function as well as the shape of the activation regions, taking advantages

of the good statistical properties of Gaussian processes.

At level 2, a regression model is adopted to select genetic variants that are strongly

associated with the average brain activity within the region over multiple subjects,

where a spike-and-slab prior and a Gaussian prior are chosen for feature selection. In

particular, we model the average brain activation intensity within the region for each

subject as the response variable; and we consider all the genetic variants as well as

some clinical factors as predictors. We assign the Bayesian spike and slab prior on the

regression coefficients for variable selection and thus to detect the important genetic

variants of interest. The spike and slab prior was initially proposed by Mitchell and

Beauchamp (1988); George and McCulloch (1993) and has been broadly adopted for

various applications (Chipman et al., 2001; Ishwaran and Rao, 2005b,a). In the spike

and slab prior specifications, the coefficients are mutually independent with a two-

point mixture distribution made up of a ‘uniform-like’ flat distribution (called ‘slab’)

and a ‘degenerated-point-mass-at-zero-like’ distribution (called ‘spike’), leading to

sparsity in the posterior inference.

Our motivating example is joint analysis of the fluorodeoxyglucose positron emis-

sion tomography (FDG-PET) data, single nucleotide polymorphisms (SNP) data

and clinical data in the Alzheimer’s Disease Neuroimaging Initiative (ADNI) study.

Alzheimer’s disease (AD) is one of the most common neurodegenerative disorders

that impair mental functioning. It affects approximately eight percent of people who

are 65 years of age or older. It has been shown that AD leads to nerve cell death

and tissue loss in the brain (Bookheimer et al., 2000). As AD progresses, the brain

shrinks dramatically; and abnormal changes in the brain worsen over time, eventu-

ally interfering with many aspects of brain function, such as memory loss, resulting

in a decline in some intellectual abilities and changes in personality and behavior.

New and potential treatments for AD focus on slowing the progression of the dis-
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ease, making it important to identify at an early stage markers of future cognitive

decline. Genetics studies showed that the presence of some of genes such as APOE

and NEDD9 may be associated with cognitive decline in older persons (Wang, Nie,

Huang, Kim, Nho, Risacher, Saykin and Shen, 2011). Structural magnetic resonance

imaging (sMRI) studies (Bookheimer et al., 2000) identified that older persons with

normal cognition may show medial temporal atrophy and thus indicate the possibil-

ity of future cognitive impairment. Many ADNI studies have focused on the joint

analysis of sMRI and SNPs to discover the genetic effects on brain structure (Stein,

Hua, Lee, Ho, Leow, Toga, Saykin, Shen, Foroud, Pankratz et al., 2010; Zhu et al.,

2014a; Huang et al., 2015). Functional neuroimaging techniques can facilitate to dis-

cover more subtle alternations in brain function as AD progresses, thus analyses of

PET or fMRI data in the ADNI studies have drawn much attention recently as well.

For example, Huang et al. (2010) and Kundu and Kang (2016) developed statistical

methods for leaning the genetic effects on the functional connectivity of AD. In this

work, our goal is to study the genetic effects on functional brain activity for people

at risk of AD, based on which we can identify the consistent brain activation regions

across multiple subjects and quantify the changes of their shapes over times.

The remainder of the manuscript is organized as follows. In Section 4.2, we present

the proposed model with prior specifications, and develop the posterior computation

algorithms for fully Bayesian model. In Section 4.3, we evaluate the performance of

the proposed method via extensive simulation studies. In Section 4.4, we illustrate

the proposed method on analysis of the PET and SNP data from the ADNI study to

detect influential SNPs and consistent activation regions across subjects. Finally, we

conclude our paper by discussion in Section 4.5.
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4.2 The Model

We propose a two-level Bayesian hierarchical model for fitting the brain activa-

tion regions that can simultaneously select important genetic variants. At Level 1, we

focus on identifying the consistent activation regions across subjects, where the brain

activation intensity may be different for different subjects. At Level 2, we are inter-

ested in identifying the important genetic variants (such as SNPs) that are strongly

associated with brain activation intensities.

4.2.1 Two-Level Model

Suppose we collect brain images consisting of p voxels in a brain region B ⊂ R3

and genetic variants of m SNPs from n subjects. Let i(i = 1, . . . , n) index the subject,

j(j = 1, . . . , p) index the voxels and k(k = 1, . . . ,m) index the SNPs. Denote by yij

the observed imaging signal at voxel vj ∈ B. Let Sik be the genetic variant for SNP

k.

At Level 1, we model the brain signal intensity within brain activation regions by

assuming yij follow a normal mixture model:

(yi(vj) | φ, µi, σ2
i ) ∼ N

[
µiδ{φ(vj)}, σ2

i

]
, (4.1)

where δ(x) = 1 if x > 0 and δ(x) = 0 if x ≤ 0. The level set function φ(v) : B → R

determines the brain activation regions. For any voxel v in the brain, if φ(v) > 0

implying that δ{φ(vj)} = 1, then it is located in a activation region and the brain

signal yij has an average activation intensity µi. Otherwise, the voxel is located

outside the brain activation regions with a mean intensity zero. The parameter σ2
i is

the variance of the signal yij across all voxels j for subject i.

At Level 2, we link the activation intensity to the genetic variant by using a

regression model

µi ∼ N

(
m∑
k=1

Sikηk, τ
2
µ

)
. (4.2)
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where ηk is the genetic effects of SNP k on the brain activation intensity. The variance

parameter τ 2
µ characterizes the variability of the average activation intensity that are

not from the genetic variants.

4.2.2 Prior Specifications

In this section, we discuss the prior specifications for models (4.1) and (4.2).

At Level 1, to guarantee the robustness and flexibility of modeling the activation

regions shape, we assign a Gaussian process prior to the level set function φ(v) with

mean zero and covariance kernel function, denoted as

φ ∼ GP(0, κ),

where κ(v,v′) : B × B → R is a symmetric positive definite kernel function.

At Level 2, we impose sparsity on ηk for identify the important SNP sets that are

strongly associated with the brain activation intensity. We assign the spike-and-slab

prior proposed by Ishwaran and Rao (2005c) to ηk. denoted this prior as spikeslab(·)

with the following conjugate bimodal hyperparameter setting:[
ηk | γk, τ 2

k

]
∼ N[0, γkτ

2
k ],

[γk | ν0, w] ∼ (1− w)δν0 + wδ1,

w ∼ Uniform[0, 1].

where δν0 is the point mass at ν0, δ1 is the point mass at 1. w is the prior inclusion

probability indicating how likely each feature to be selected. Pre-defined value ν0

usually select very small so that the “spike” (δν0 , i.e. N[0, ν0τ
2
k ]) part and “slab” (δ1,

i.e. N[0, τ 2
k ]) part can be mostly differentiated from each other.

For all the variance parameters σi, τ
2
µ and τ 2

k , we assume they are mutually in-

denpendent and follow conjugate priors:

σ2
i ∼ IG(a1, a2), τ 2

µ ∼ IG(b1, b2), τ 2
k ∼ IG(c1, c2),

where IG(w1, w2) represents an inverse gamma prior with shape w1 and rate w2.
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4.2.3 Model Representation

To implement posterior computation algorithm, we need to consider model approx-

imations. First, we consider the basis expansion approximation φ(v) =
∑L

l=1 βlψl(v)

with βl
iid∼ N(0,Λ), where {ψl(·)} and {λl} are respectively eigen functions and

eigenvalues for the kernel function κ(·, ·) that are shared cross all patient samples.

Second, we introduce the function Hε[x] = 1
2
[1 + 2

π
arctan(x

ε
)] with Hε[x] → δ[x]

as ε → 0. Note that its first derivative is H
(1)
ε [x] = 1

π
ε

ε2+x2 . Let Hε(β) =

(Hε(ψ
T
1 β), · · · , Hε(ψ

T
p β))T = (H1, · · · , Hp)

T

Write yi = (yi1, . . . , yip)
T, S = (Sik), µ = (µ1, . . . , µn)T, β = (β1, . . . , βL)T and

Ψ = (ψ1, . . . ,ψp)
T with ψj = [ψ1,j, . . . , ψL,j]

T and ψl,j = ψl(vj). Then our Bayesian

hierarchical model with prior specifications can be represented as

yi | β, µi, σ2
i ∼ Np

[
µiHε(β), σ2

i Ip
]
,

β ∼ NL [0,ΛL] ,

µ ∼ Nn[STη, τ 2
µ1n],

η | γ, τ 2 ∼ Nm[0,Γ(γ, τ 2)],

γk|w ∼ (1− w)δν0 + wδ1

σ2
i ∼ IG[a1, a2],

τ 2
µ ∼ IG[b1, b2]

τ 2
k ∼ IG[c1, c2]

w ∼ Uniform[0, 1]

where Γ is a diagonal matrix with (k, k) element being γkτ
2
k , Yn×p is signal matrix

and yi as the signal vector for subject i, σ2 = (σ2
1, . . . , σ

2
n), τ 2 = (τ 2

1 , . . . , τ
2
m).
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4.2.4 Posterior Computation

We use the Metropolis adjusted Langevin algorithm MALA by Girolami and

Calderhead (2011) and Stochastic Search Variable Selection SSVS by George and

McCulloch (1997) within Gibbs sampling for posterior computation. The joint pos-

terior distribution is given by

π(β,µ,σ2,η,γ, τ 2, τ 2, w | Y) ∝ π(Y|β,µ,σ2)π(β)π(σ2)π(µ|η, τ 2)π(η|γ, τ 2)

π(γ|w)π(τ 2)π(τ 2)π(w)

The Gibbs sampler works as follows:

1. Update µ

The full conditional of µ is given by

π(µ | •) ∝ π(Y|β,µ,σ2)π(µ|η, τ 2
µ)

∝ exp

{
−1

2

[
q∑
i=1

1

σ2
i

(yi − µiHε(β))T (yi − µiHε(β)) +

q∑
i=1

1

τ 2
µ

(µi − Siη)2

]}

∝ exp

{
−1

2

[
q∑
i=1

(
1

σ2
i

p∑
j=1

H2
j +

1

τ 2
µ

)
µ2
i − 2

(
1

σ2
i

p∑
j=1

Hjyij +
1

τ 2
µ

m∑
k=1

Sikηk

)
µi

]}
This implies that we can update each µi by sampling from

[µi | •] ∼ N

( 1

σ2
i

p∑
j=1

H2
j +

1

τ 2
µ

)−1(
1

σ2
i

p∑
j=1

Hjyij +
1

τ 2
µ

m∑
k=1

Sikηk

)
,

(
1

σ2
i

p∑
j=1

H2
j +

1

τ 2
µ

)−1


2. Update σ2

The full conditional of σ2 is given by

π(σ2 | •) ∝ π(Y|β,µ,σ2)π(σ2)

∝

q∏
i=1

1

σpi
exp

{
− 1

2σ2
i

(yi − µiH)T (yi − µiH)

}
× 1

σ2a1+2
i

exp

{
−a2

σ2
i

}

∝

q∏
i=1

1

σ2a1+p+2
i

exp

{
−
a2 +

∑p
j=1(yij − µiHj)

2/2

σ2
i

}



64

This implies that we can update each σ2
i by sampling from

[σ2
i | •] ∼ IG

[
a1 +

p

2
, a2 +

1

2

p∑
j=1

(yij − µiHj)
2

]

3. Update β

The full conditional distribution of β is given by

π(β|•) ∝ π(Y|β,µ,σ2)π(β)

∝ exp

{
−1

2

[
q∑
i=1

1

σ2
i

(yi − µiHε(β))T (yi − µiHε(β)) + βTΛ−1β

]}
Then log full conditional distribution of β is given by

L(β) = log[π(β | •)] = C − 1

2

 q∑
i=1

1

σ2
i

p∑
j=1

(
yij − µiHε

[
L∑
l=1

βlψl,j

])2

+
L∑
l=1

β2
l

λl

 ,
and

∂L
∂βl

=

q∑
i=1

p∑
j=1

µi
σ2
i

ψl,jH
(1)
ε

[
ψT
j β
] (
yij − µiHε

[
ψT
j β
])
− βl
λl

∂2L
∂β2

l

=

q∑
i=1

p∑
j=1

{
µi
σ2
i

ψ2
l,jH

(2)
ε

[
ψT
j β
] (
yij − µiHε

[
ψT
j β
])
− µ2

i

σ2
i

ψ2
l,jH

2(1)
ε

[
ψT
j β
]}
− 1

λl

∂2L
∂βl∂βk

=

q∑
i=1

p∑
j=1

{
µi
σ2
i

ψl,jψk,jµH
(2)
ε

[
ψT
j β
] (
yij − µiHε

[
ψT
j β
])
− µ2

i

σ2
i

ψl,jψk,jH
2(1)
ε

[
ψT
j β
]}

, l 6= k

This further implies that

∇βL(β) =

q∑
i=1

µi
σ2
i

p∑
j=1

(yij − µiHj)H
(1)
j ψj −Λ−1β

=
( µ
σ2

)T (
Yq×p − µq×1H

T
ε

[
ψT
j β
]

1×p

)
diag(H

(1)
p×1)p×pψj −Λ−1β,

G(β) = {gl,k(β)}L×L,

where

gl,l(β) = −E[
∂2g

∂β2
l

] =

q∑
i=1

p∑
j=1

µ2
i

σ2
i

ψ2
l,jH

2(1)
ε

[
ψT
j β
]

+
1

λl

gl,k(β) = −E[
∂2g

∂βl∂βk
] =

q∑
i=1

p∑
j=1

µ2
i

σ2
i

ψl,jψk,jH
2(1)
ε

[
ψT
j β
]
.

Thus, the proposal distribution for β of the MALA is given by

β∗ ∼ N

[
β +

∆2

2
G−1(β)∇βL(β),∆2G−1(β)

]
,

4. Update η
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The full conditional distribution of η is given by

π(η | •) ∝ π(µ|η, τ 2
µ)π(η|γ, τ 2)

∝ exp

{
− 1

2τ 2
µ

(µ− Sη)T (µ− Sη)− 1

2
ηTΓ−1η

}
∝ exp

{
−1

2

[
ηT
(

1

τ 2
µ

STS + Γ−1

)
η − 2

(
µTS

τ 2
µ

)
η

]}
This implies that we can update η by sampling

[η | •] ∼ N

[(
1

τ 2
µ

STS + Γ−1

)−1
µTS

τ 2
µ

,

(
1

τ 2
µ

STS + Γ−1

)−1
]

5. Update γ

The full conditional distribution of γ is given by

π(γ | •) ∝ π(η|γ, τ 2)π(γ|w)

∝
m∏
k=1

[
ω0,k

ω0,k + ω1,k

δν0 +
ω1,k

ω0,k + ω1,k

δ1

]
where ω0,k = (1− w)ν

−1/2
0 exp

(
− η2

k

2ν0τ2
k

)
and ω1,k = w exp

(
− η2

k

2τ2
k

)
We can update each γk by sampling from

[γk | •] ∼
ω0,k

ω0,k + ω1,k

δν0 +
ω1,k

ω0,k + ω1,k

δ1

6. Update τ 2

The full conditional of τ 2 is given by

π(τ 2 | •) ∝ π(η|γ, τ 2)π(τ 2)

∝

m∏
k=1

1

τk
exp

{
− η2

k

2τ 2
kγk

}
× 1

τ 2c1+2
k

exp

{
− c2

τ 2
k

}

∝

m∏
k=1

1

τ 2c1+3
k

exp

{
−c2 + η2

k/2γk
τ 2
k

}
This implies that we can update each τ 2

k by sampling

[τ 2
k | •] ∼ IG

[
c1 +

1

2
, c2 +

η2
k

2γk

]
7. Update w
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The full conditional of w is given by

π(w | •) ∝ π(γ|w)π(w)

∝
m∏
k=1

[(1− w)I[γk = ν0] + wI[γk = 1]]

∝ w
∑m

k=1 I[γk=1](1− w)
∑m

k=1 I[γk=ν0]

We update from

[w | •] ∼ Beta

[
1 +

m∑
k=1

I[γk = 1], 1 +
m∑
k=1

I[γk = ν0]

]

8. Update τ 2
µ

The full conditional of τ 2
µ is given by

π(τµ | •) ∝ π(µ|η, τ 2
µ)π(τµ)

∝ 1

τ qµ
exp

{
− 1

2τ 2
µ

(µ− Sη)T (µ− Sη)

}
× 1

τ 2b1+2
µ

exp

{
− b2

τ 2
µ

}
∝ 1

τ 2b1+q+2
µ

exp

{
−b2 + (µ− Sη)T (µ− Sη) /2

τ 2
µ

}
Thus we sample from

[τµ | •] ∼ IG

[
b1 +

q

2
, b2 +

∑q
i=1 (µi − Siη)T (µi − Siη)

2

]

4.2.5 Non-sparse Bayesian Variable Selection Model

For fast computation purpose, we also propose another non-sparse version of the

proposed algorithm, where we impose a conjugate normal prior on η. The model is
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represented as

yi | β, µi, σ2
i ∼ Np

[
µiHε(β), σ2

i Ip
]
,

β ∼ NL [0,ΛL] ,

µ ∼ Nq[S
Tη, τ 2

µIq],

η ∼ Nm[0, τ 2
η Im]

σ2
i ∼ IG[a1, a2],

τ 2
µ ∼ IG[b1, b2]

τ 2
η ∼ IG[d1, d2]

For posterior computation,

1. Update η

The full conditional distribution of η is given by

π(η | •) ∝ π(µ|η, τ 2
µ)π(η|τ 2

η )

∝ exp

{
− 1

2τ 2
µ

(µ− Sη)T (µ− Sη)− 1

2τ 2
η

ηTη

}
∝ exp

{
−1

2

[
ηT
(

1

τ 2
µ

STS +
1

τ 2
η

Im

)
η − 2

(
µTS

τ 2
µ

)
η

]}
This implies that we can update η by sampling

[η | •] ∼ N

[(
1

τ 2
µ

STS +
1

τ 2
η

Im

)−1
µTS

τ 2
µ

,

(
1

τ 2
µ

STS +
1

τ 2
η

Im

)−1
]

2. Update τ 2
η

The full conditional of τ 2
η is given by

π(τη | •) ∝ π(η|τ 2
η )π(τη)

∝ 1

τmη
exp

{
− 1

2τ 2
η

ηTη

}
× 1

τ 2d1+2
η

exp

{
−d2

τ 2
η

}
∝ 1

τ 2d1+m+2
η

exp

{
−d2 + ηTη/2

τ 2
η

}
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Thus we sample from

[τη | •] ∼ IG

[
d1 +

m

2
, d2 +

∑m
k=1 η

2
k

2

]
For the variable selection, we apply an ad-hoc method based on posterior credible

intervals. For correlating the variables (clinical or SNPs) with brain image intensity

levels, we use the null hypothesis that SNP k is uncorrelated with the intensity level

inside the activation region (H0 : ηk = 0) and the alternative hypothesis that SNP k

is not uncorrelated with the intensity level inside the activation region (Ha : ηk 6= 0).

Based on the marginal posterior distribution for ηk, if 0 is included in the posterior

95% credible interval, we assign γk = 1, otherwise γk = 0 where γk is the same indica-

tor variable introduced in SSVS. We approximate the posterior inclusion probability

of SNP k: Eγk using the averaged values after burn-in γk. Then the SNPs with

posterior inclusion probability larger than 0.01 are selected as important.

4.3 Simulation Studies

We tested the performance for learning activation region shapes and selection

influential variables using proposed method starting from the simplest scenario and

then gradually extended to the most complicated scenario. For the simplest sim-

ulation setting, we simulated a single subject, 2D imaging data and zero predictor

matrix, i.e. set n = 1, d = 2,S = 0 thus no variable selection involved. For the most

complicated simulation setting, we simulated multiple subjects, 3D imaging data and

utilizing the predictors in real data analysis for selection.

4.3.0.1 Single Subject with 2D Image and no Variable Selection

In this simulation study, the objective is to test the Bayesian nonparametric level

set method for random shape fitting. We simulated 2D images of size 150× 150 on a

square region [−1, 1]2 (d = 2). We considered three activation region shapes: circles,
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squares and random shapes. We simulated data by setting σ2 = 1, and the signal

intensities µ and the level set function were set as follows:

• Circle shapes: set the signal intensity µ = 1 (weak) and the true level set

function φ(v) = exp{−0.5(v2
1 + v2

2)} − 0.8

• Square shapes: set the signal intensity µ = 3 (strong) and the true level set

function φ(v) = exp{−0.5(|v1|+ |v2|)} − 0.8

• Random shapes: set the signal intensity µ = 2 (intermediate) and draw the

true level set from a Gaussian process with mean zero and covariance kernel

κ(v1, v2) = exp(−10(v1 − v2)2)

For the posterior computation, we set ε = 1× 10−3 and run 5000 iterations with

2000 burn-in. The shape estimation results were presented in Figure 4.1.
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Figure 4.1: Single subject with 2D image and no variable selection: from top to
bottom, left to right: simulated boundary in red, simulated intensity data, estimated
boundary in red and inclusion probability map

4.3.0.2 Multi-subjects with 3D Image and no Variable Selection

We evaluated the proposed method on a total of m = 50 subjects with 3D images

simulated for each of them. The 3D image grid was of 20 × 20 × 20 (p = 8000) on

a square region [−1, 1]2 (d = 3). Again we set S = 0 so that there is no variable
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selection involved. We considered three different shapes of activation region: spheres,

diamonds, and random shapes. We set σ2
i = 1, i = 1, . . . , n. The signal intensities µi

(i = 1, . . . , n) and the level set function φ(v) were set as follows:

• Sphere shapes: set the signal intensity µi ∼ N(1, 1) and the true level set

function φ(v) = exp{−0.5(v2
1 + v2

2 + v2
3)} − 0.7

• Diamond shapes: set the signal intensity µi ∼ N(3, 1) and the true level set

function φ(v) = exp{−0.5(|v1|+ |v2|+ |v3|)} − 0.6

• Random signal shapes: set the signal intensity µi ∼ N(2, 1) and draw the

true level set from a Gaussian process with mean zero and covariance kernel

κ(v1,v2) = exp(−10(v1 − v2)T (v1 − v2))

For the posterior computation, we set ε = 1 × 10−3, α = 0.8 as PCA percent

and run 5000 iteration with 2000 burn-in. The shape segmentation results were

respectively summarized in Figure 4.2.

Figure 4.2: Multiple subjects with 3D image and no variable selection: top/ bot-
tom: simulated/ estimated shapes; classification accuracies; left to right: MSE(µ)
are sphere 0.98, 0.000218; diamond 0.98, 0.000728; random 0.96, 0.000158
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4.3.0.3 Multi-subjects with 3D Image and variable selection

In the simulation study, we evaluated the proposed method on the most compli-

cated scenario where there is a total of n = 235 subjects with 3D images simulated

for each of them. We only took the first 200 columns (m = 200) from the SNP

matrix in real data analysis to form S in the simulations. We randomly selected 5 of

them as signal (without loss of generality, set ηk = 1, k = 1, . . . , 5) and the remaining

195 (ηk = 0, k = 6, . . . , 200) as noise. Like previous simulation studies, we consid-

ered three different activation region shapes with different combination of abilities for

shape estimation and variable selection quantified by signal-to-noise-ratio SNR(•).

SNR(β) =
1

q

q∑
i=1

SNR(β|yi) =
1

q

q∑
i=1

|µi|
σi

≈ 1

q

q∑
i=1

∑n
iter=1 |µ

(iter)
i |∑n

iter=1 σ
(iter)
i

SNR(η) =
V (Eµ)

Eε2
=
V (Sη)

Eε2

≈
∑n

iter=1 V (Sη(iter))∑n
iter=1 ε

2(iter)

where SNR(β) is the signal-to-noise ratio for activation shape estimation and

SNR(η) is the signal-to-noise ratio for variable selection. And in simulations, we sim-

ulated datasets of different combinations: SNR(β) = 8, 5, 2 and SNR(η) = 8, 5, 2.

For the posterior computation, we set ε = 1 × 10−4, α = 0.75 as PCA percent.

We run 6000 iterations with 4000 burn-in and thin 2. For each of the simulation

settings, we simulated 50 datasets in total and evaluated the algorithm performance

based on some proposed metrics averaged across different datasets. The voxels inside

activation regions were selected if their posterior inclusion probability is larger than

0.5. The variable are selected if their posterior inclusion probability is larger than

0.02 for SSVS and 0.01 when used non-sparse prior.

For activation shape estimation and variable selection, as there are only two pos-

sible values that voxels can take: “inside the region” or “outside the region”, also two
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possible values that variables can take: “selected” or “not-selected”, we can summa-

rize spatial voxels and variable selection results by their averaged accuracy, sensitiv-

ity, and specificity respectively. We also provided the averaged mean-squared-errors

(MSE) for η and µ. The simulation results using SSVS are presented in Table 4.1

and results using non-sparse prior are presented in Table 4.2

Table 4.1: Different shapes with various signal-to-noise ratios using spike and slab
prior

Sphere Diamond Random

SNR(β) = 8 SNR(β) = 5 SNR(β) = 2

SNR(η) = 8 SNR(η) = 5 SNR(η) = 2 SNR(η) = 8 SNR(η) = 5 SNR(η) = 2 SNR(η) = 8 SNR(η) = 5 SNR(η) = 2

accuracy(z) 0.992 0.992 0.991 0.991 0.991 0.991 0.952 0.954 0.952

sensitivity(z) 0.972 0.969 0.965 0.949 0.949 0.948 0.950 0.952 0.950

specificity(z) 1.000 1.000 1.000 1.000 1.000 1.000 0.948 0.950 0.947

accuracy(γ) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

sensitivity(γ) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

sensitivity(γ) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

MSE(η) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

MSE(µ) 0.000 0.000 0.000 0.004 0.003 0.003 0.179 0.162 0.153

Table 4.2: Different shapes with various signal-to-noise ratios using non-sparse prior
Sphere Diamond Random

SNR(β) = 8 SNR(β) = 5 SNR(β) = 2

SNR(η) = 8 SNR(η) = 5 SNR(η) = 2 SNR(η) = 8 SNR(η) = 5 SNR(η) = 2 SNR(η) = 8 SNR(η) = 5 SNR(η) = 2

accuracy(z) 0.991 0.991 0.991 0.993 0.992 0.992 0.954 0.952 0.954

sensitivity(z) 0.969 0.969 0.969 0.956 0.950 0.955 0.952 0.950 0.954

specificity(z) 1.000 1.000 1.000 1.000 1.000 1.000 0.952 0.951 0.948

accuracy(γ) 0.926 0.909 0.894 0.926 0.907 0.898 0.931 0.923 0.893

sensitivity(γ) 1.000 0.970 0.865 0.990 0.970 0.850 1.000 0.945 0.840

specificity(γ) 0.924 0.907 0.895 0.924 0.906 0.900 0.929 0.923 0.894

MSE(η) 0.028 0.044 0.089 0.028 0.041 0.091 0.025 0.039 0.081

MSE(µ) 0.001 0.000 0.000 0.011 0.007 0.003 0.236 0.219 0.141

The simulation studies indicate our proposed method is accurate for voxels clas-

sification and variable selection. For simulations using SSVS, even with the worse

scenario when SNR(β) = 2 and SNR(η) = 2, the averaged accuracy, sensitivity and

specificity for voxels classification are all above 0.94 and for variable selection are all

100%. As SNR(β) increased to 5 and 8, classification performance improves as ex-

pected while SNR(η) increased to 5 and 8, variable selection are all 100% accurate.

For MSE of η and µ, it decreases in the general trend when SNR(β) increases.

Compared to the results using SSVS, by applying non-sparse prior for variable

selection, the voxels classification is robust but the variable selection generates worse

performance. If we compare the scenario when SNR(β) = SNR(η) = 2, the accu-
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racy, sensitivity and specificity decrease to 0.893, 0.840, 0.894 and MSE for η and

µ increases to 0.081 and 0.141. The proposed method does suffer a decrease perfor-

mance as expected, but in general the results are acceptable. We recommend applying

the fast algorithm when there is exceedingly large number of candidate SNPs in the

study for fast computation purpose.

4.4 Real Data Application

We applied the proposed method in an imagine-genetic study to detect any strong

associations between SNP genotypes and imaging phenotypes (both imaging intensi-

ties and activation shapes) in application to the Alzheimer’s disease. To be specific,

the primary goal is to determinate any specific gene markers that are correlated with

regional activation levels in brains, which can serve as potential indication of disease

with different levels of progression.

The data was collected by ADNI. There were three different cohorts: 69 normal

cohort (NORM), 117 mild cognitive impairment subjects (MCI) and 49 Alzheimer’s

disease patients (AD), in total 235 subjects were included in the study. We se-

lected 5 clinical factors for illustration purpose. They were: subjects’ age (Sub-

ject.Age), gender (Subject.Sex), body weight in kilogram (Subject.WeightKg), neu-

ropsychiatric inventory scores (NPISCORE) and functional activity questionnaire

scores (FAQ.Total.Score). There were 2 missing values in NPISCORE and 4 missing

values in FAQ.Total.Score, all were imputed by their individual mean values. Then we

scaled each of them so that they had an average value of 0 and a variance of 1. For the

regions we studied, we included 42 in total. There were 12 regions located in Frontal

lobe including (Frontal Sup L, etc); 8 in Parietal lobe including Parietal Sup L, etc;

6 in Occipital lobe including Occipital Sup L, etc and 16 in Temporal lobe including

Temporal Sup R, Hippocampus L, etc (L: left hemisphere, R: right hemisphere). We
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studied each of them at three different time points: baseline (bl), month 6 (m6) and

month 12 (m12). As for SNPs, we selected top 614 SNPs for selection based on lit-

erature. Combining with cohort indicators, clinical factors as well as SNPs, the final

input matrix S was of dimension 235 × 621.

We applied the proposed level set image segmentation for activation region fit-

ting and utilizing the non-sparse prior for fast computation purpose. We applied our

method to each of the brain anatomical regions and run in parallel. The objective

was to learn the brain activation region changes over time and to select significant

biomarkers that are related to activation intensities. There were some assumptions

in the model in the way we implemented. First, we borrowed the anatomical struc-

ture information by assuming separate activation regions (two anatomical regions A

and B, βs are different: β(A) 6= β(B)), independent intensity levels within subject

(µi(A) 6= µi(B)) and across subjects (µi(A) 6= µj(B)), individual set of influential

SNPs (η(A) 6= η(B)). Second, we simplified our model by assuming the same level of

activation within one anatomical brain region due to the fact that anatomical regions

are usually small areas in the brain.

Across all regions in brain, the number of voxels ranges from 335 to 5104, with

an average of 2134. We set ε = 1 × 10−4, α = 0.75 so the number of basis was

120. Then we run the proposed algorithm for 8000 iterations with 6000 burn-in. We

presented all activation regions at brain-wide level presented at the axial, sagittal and

coronal panel at the different time points. See Figure C.1, C.2, C.3. We observed

that the activations follow the human brain structure symmetry. For each of the

anatomical brain regions, we summarized the total number of spatial voxels inside as

an indication of activation shape. Furthermore, by comparing the number of voxels

across different time points, we observed brain activation shape changes over time.

In general, compared month 6 to baseline, 20 regions were stable, 12 regions were

enlarged but 10 shrank. Compared month 12 to month 6, 24 were stable, 8 were
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enlarged and 10 shrank. See the changes of Hippocampus from the right hemisphere

at month 6 and middle temporal gyrus from the left hemisphere at month 12 (see

Figure 4.3).

For variable selection, there were 3, 2, 1 out of 42 regions at baseline, month 6,

month 12 that the largest number of SNPs (4) were selected; 37, 36, 37 regions out

of 42 at baseline, month 6, month 12 that at least one of the SNPs was selected .

If we pooled the SNPs selected at the same time point together. From the Venn

diagram (Figure 4.4), we observed that most of them stayed unchanged, which means

most of them keep imposing a consistent impact on the brain activation shapes.

However, we also observed that very few of them only functions at specific time

points. For the SNPs only selected at baseline, they belong to the genes NEDD9,

DAPK1, SORCS1, ADAM10 and for the SNPs only selected at month 6, they belong

to one gene ADAM10. It is consistent with the results of Colciaghi et al. (2004);

Gatta et al. (2002), where ADAM10 has shown some alterations in the early stages of

Alzheimer’s disease. Lastly but not least, there were no SNPs selected only at month

12 based on our study.

For better compare the changes of frequencies of SNPs selected from the perspec-

tive of genes, at different time point, we pooled all the selected SNPs together: SNPs

were retained if they are correlated with from least one activation. Then we sum-

marized the counts of these selected SNPs per gene. See Figure 4.5. We observed

that the top four genes with the largest number of SNPs selected were: SORCS1,

ADAM10, DAPK1, and NEDD9, which is consistent with Saykin et al. (1991) where

they were significantly associated with the hippocampal volume or grey matter den-

sity changes after accounting for APOE. In general, the frequency pattern is similar at

all time points with only a slight change. We observed that gene ACE, IL33, SORL1

only function at baseline and month 12, EXOC3L2 functions at baseline and month

6. From the literature, SORL1 and ACE were associated with the risk for late-onset



76

Figure 4.3: Changes of brian activation shapes. Top/bottom: the Hippocampus
from the right hemisphere at month 6 from axial panel/ the middle temporal gyrus
from the left hemisphere at month 12 at saggital paenl. Points: yellow, anatomical
brain regions; red, activation regions
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Alzheimer’s disease (ThorntonWells et al., 2008; Lee et al., 2008; Edwards et al., 2009;

Ning et al., 2010; Patel et al., 2011), IL33 was associated with pathological and cog-

nitive decline (Chapuis et al., 2009; Fu et al., 2016), which might be associated with

the late-onset of the Alzheimer’s disease, but there still need additional affirmative

investigation.

Table 4.3: Example SNPs with their gene, activation, lobes information.
SNP name #regions Gene Lobes Total regions over time

rs12209631 9 NEDD9 temporal lobe Hippocampus L, Hippocampus R, Occipital Inf L

rs7095427 9 SORCS1 frontal lobe, temporal lobe Frontal Mid L, Frontal Mid R, Temporal Mid L

rs2756271 7 PRNP frontal lobe, occipital lobe, parietal lobe Frontal Sup L, Precuneus L, Temporal Inf R

rs1473180 6 DAPK1 parietal lobe, temporal lobe Occipital Mid L, Precuneus R

rs11193130 6 SORCS1 frontal lobe, temporal lobe Frontal Sup Medial R, Occipital Mid R

rs950809 4 SORCS1 frontal lobe, parietal lobe, temporal lobe Cingulum Ant R, Occipital Sup L, Parietal Inf R

rs677066 3 CR1 frontal lobe Frontal Sup R

rs2276575 3 BIN1 frontal lobe Rectus R

rs1427282 3 ADAM10 parietal lobe Parietal Inf L

rs4353 2 ACE parietal lobe Parietal Inf R

rs10422797 2 EXOC3L2 temporal lobe Temporal Mid R

We also ranked all SNPs based on their summed inclusion probability across all

time points at different anatomical regions. Example SNPs are listed in Table 4.3

(complete information was presented in Appendix Table C.2). From Table 4.3, we

observed that the temporal lobe is the most correlated lobes with Alzheimer’s disease,

where its functions mainly include sensory processing, visual memory, language and

emotion comprehension (Smith and Kosslyn, 2013). Some of the SNPs selected based

on our methods were consistent with previous studies while some of them were not.

Specifically speaking, example SNPs that were also selected based on other meth-

ods: rs11193130 was selected from Kramer et al. (2012); Reitz et al. (2013), rs677066

was selected from Silver et al. (2012); McElroy (2013), rs7095427, rs10422797 were

selected from Zhu et al. (2014a), rs12209631, rs1473180 were selected from Nathoo

(2016), etc. However, some of the SNPs were not directly selected from others, but

their functionalities can be inferred based on previous work. SNP rs2756271 was lo-

cated in the promoter region of gene PRNP, where PRNP was the causative agent for

transmissible spongiform encephalopathies (Moe Lee et al., 2012; Nathoo, 2016). The
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encephalopathies contained a group of neurodegenerative disease where Alzheimer’s

disease was included. SNP rs950809 that was linked to gene SORCS1, was associ-

ated with the memory savings score (Reitz, Lee, Rogers and Mayeux, 2011). SNP

rs2276575 (gene BIN1) was associated with the measure of cognitive aging (Hamil-

ton et al., 2011). Besides SNPs, we also summarized the selection results based on

anatomical regions in Table C.1 in the Appendix. For each anatomical region, we

presented their number of voxels located inside the activation regions, the number

of SNPs we selected, the genes related at each time point, and also the genes that

are different (selected or not selected) compared between any two-time points for

studying the changes of genetic functionality.

Figure 4.4: Venn diagram presenting how different total SNPs selected at each time
point.

Figure 4.5: Pooled results of top 20 SNPs selected for each region at gene level. Red
bars are genes that present a selected/ not selected pattern with some time points
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4.5 Conclusion and Discussion

We have developed a novel Bayesian hierarchical model in imaging genetics studies

for simultaneous activation shape estimation and variable selection. We applied to

an ADNI dataset as real data application.

Our approach can jointly estimate the brain activation regions after accounting

for external sources of clinical factors and genetic variation where currently there

is no literature based on our knowledge share the same focus with us. Besides,

our approach can detect important genetic and demographic factors associated with

activation intensities inside activation regions. We also borrow the anatomical brain

segmentation as prior information.

However, our method does suffer from some limitations. First, the assumptions

that all averaged intensities inside are shared across all activation regions as long as

they are anatomically the same are very strong. Mathematically speaking, the µi can

be further extended to an activation-region-specific variable: µi,r where r can be pre-

specified by some spatial clustering methods implemented as initial values. Second,

due to computation, proposed method should be improved and optimized so that it

can be scalable to thousands of SNPs which can be comparable to the popular GWAS

studies.
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Appendix A

Appendix for Chapter 2

Swendsen-Wang Suppose W = {Wij, i ∼ j} where the Wij is defined only

when gene pair i and j are connected. The distribution of Wij is

P (Wij|zi, zj) = exp(−ρziωjCijI[zi = zj])× I[0 ≤ Wij ≤ exp(ρziωjCijI[zi = zj])]

Then the conditional distribution of W given z is:

P (W|z) ∝ exp

(∑
i=1

∑
j 6=i

−ρziωjcijI[zi = zj]

)∏
i=1

∏
j 6=i

I[0 ≤ Wij ≤ exp(ρziωjcijI[zi = zj])]

The full conditional distribution for z given W is:

P (z|W, r, θ̃) ∝ P (W|z)P (r|z, θ̃)P (z) ∝ P (r|z, θ̃) exp

[
n∑
i=1

(ω̃i log(πzi))

]
(A.1)

DPM Density Updating Consider gene i with class label k and all the other genes

with the same class label, if we integrate over qk, then the cluster index gi has the

following distribution:

P (gi = g|g1, g2, · · · , gi−1) =
P (g1, g2, · · · , gi−1, gi = g)

P (g1, g2, · · · , gi−1)

=

∫
(g1,g2,··· ,g) Γ(τk)Γ(τk/Lk)

−Lkg
(τk/Lk)−1
1 · · · g(τk/Lk)−1

Lk
dg1g2 · · · gLk∫

(g1,g2,··· ,gi−1)
Γ(τk)Γ(τk/Lk)−Lkg

(τk/Lk)−1
1 · · · g(τk/Lk)−1

Lk
dg1g2 · · · gLk

=
ni,g + τk/Lk
i− 1 + τk

where ni,g =
∑i−1

j=1 I[gj = g] denotes the count of gj, j < i such that gj = g.



81

Then let Lk →∞:

P (gi = g, |g1, g2, · · · , gi−1&g ∈ (g1, · · · , gi−1))→ ni,g
i− 1 + τk

P (gi = g, |g1, g2, · · · , gi−1&g /∈ (g1, · · · , gi−1))→ τk
i− 1 + τk

(A.2)

Figure A.1: An illustration of selected simulated datasets for the distributions of test
statistics under each simulation setting.



82

Algorithm 1 Function: fully Bayesian posterior updating algorithm

Input observed test statistics r = (robs, rmis), adjacency matrix C = {cij}, τ , w, π=NULL, ρ=NULL,
ρ0, r0, z, PriorNullDensity=NULL, PriorForDPMDensityFitting, ParaForMCMC, rhoSD, rhoUpperBound,
rhoLowerBound, piSD, piUpperBound, piLowerBound, MissingDataImputationMethod, TotalNumIterations-
ForDMH, nSaveForDMH, TotalNumIterations, nSave
Initialization:
if (is.null(PriorNullDensity)) then

PriorNullDensity ← BiGaussianDensityByCentralFitting(robs)

(z,g, θ̃,L)← KL-HODC(robs, PriorForDPMDensityFitting, ParaForMCMC)
if (is.null(π) | is.null(ρ)) then

(π,ρ) ← DMH(C, robs, ρ0, r0, z, rhoSD, rhoUpperBound, rhoLowerBound, piSD, piUpperBound, piLower-
Bound, TotalNumIterationsForDMH, nSaveForDMH)

rmis ← Mean(robs)
Loop:
zTrace ← z
Iter ← 0
while (Iter < TotalNumIterations) do

z← SW(C, z, robs, θ̃,ρ,π)

(θ̃,g)← DPMDensityFitting(C, z, r, PriorForDPMDensityFitting, ParaForMCMC)

rmis ← MissingDataImputation(MissingDataImputationMethod, C, r,g, θ̃)
zTrace ← cbind(zTrace, z)
Iter ← Iter+1

ClassIndicators ← ClassIndicatorsWithLocalFDRControl(zTrace, nSave)
return ClassIndicators

Algorithm 2 Function: prior null density fitted as bi-Gaussian density

function BiGaussianDensityByCentralFitting(r, QuantileForFitting=NULL)
if is.null(QuantileForFitting) then

QuantileForFitting ← c(0.25, 0.75)

CentralTestStat ← r[which(r ∈ QuantileForFitting)]
CutOff ← quantile(r,0.5)
NormalFitForUpRegulateClass ← NormalDensityFitting(CentralTestStat>CutoffWithItsReflected)
NormalFitForDownRegulateClass ← NormalDensityFitting(CentralTestStat<CutoffWithItsReflected) return

CutOff, NormalDensityForUpRegulateClass, NormalDensityForDownRegulateClass
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Algorithm 3 Function: initial values based on KL-HODC

function KL-HODC(r, PriorForDPMDensityFitting, ParaForMCMC, PriorNullDensity)

(g, θ̃) ← DPdensity(r, PriorForDPMDensityFitting, ParaForMCMC)

(g, θ̃) ← SortClusterByMeanLocation(g, θ̃)
procedure (initialize null class index)

Dmin ← +∞
NullClassIndex ← ∅
DownRegulateClassIndex ← ∅
UpRegulateClassIndex ← ∅
for all l0 ∈ s do

CandidateNullDensity ← {θ̃l0}
D ← KLDistance(CandidateNullDensity, PriorNullDensity)
if D < Dmin then

Dmin ← D
NullClassIndex ← {l0}
DownRegulateClassIndex ← {l′}∀l′,1≤l′<l0
UpRegulateClassIndex ← {l′}∀l′,l′>l0 ;

procedure (merge multiple clusters to null class index)
Ddiff ← +∞
while Ddiff > 0 & DownRegulateClassIndex 6= ∅ & UpRegulateClassIndex 6= ∅ do

CandidateNullClass ← NullClassIndex ∪ {l0 + 1}
CandidateNullDensity ← CandidateNullDensity ∪ {θ̃l0+1}
D+ ← KLDistance(CandidateNullDensity, PriorNullDensity)
CandidateNullClass ← NullClassIndex ∪ {l0 − 1}
CandidateNullDensity ← CandidateNullDensity ∪ {θ̃l0+1}
D− ← KLDistance(CandidateNullDensity, PriorNullDensity)
if D− ≤ D+ then

NullClassIndex ← NullClassIndex ∪ {l0 − 1}
DownRegulateClassIndex ← DownRegulateClassIndex{l′}∀l′,1≤l′<(l0−1)

Ddiff ← Dmin −D−
Dmin = D−

else
NullClassIndex ← NullClassIndex ∪ {l0 + 1}
UpRegulateClassIndex ← UpRegulateClassIndex{l′}∀l′,l′>(l0+);
Ddiff ← Dmin −D+

Dmin = D+

z ← z = (z1, · · · , zn), ∀i ∈ NullClassIndex, zi = 0, ∀i ∈ DownRegulateClassIndex, zi = −1, ∀i ∈
UpRegulateClassIndex, zi = +1

g← z
θ̃ ← θ̃ = {θ̃gi}
L← c(|DownRegulateClassIndex|, |NullClassIndex|, |UpRegulateClassIndex|)
return z,g, θ̃,L
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Algorithm 4 Function: hyperparameters by double Metropolis-Hasting

function DMH(Network, TestStat, ρ, r, z, rhoSD, rhoUpperBound, rhoLowerBound, piSD, piUpperBound, pi-
LowerBound, TotalNumIterations, nSave)

rhoTrace ← ρ
piTrace ← r
Iter ← 0
for ( Iter< TotalNumIterations ) do

repeat
ρ′ = (ρ′1,ρ

′
2,ρ
′
3,ρ
′
4)← rtruncnorm(1, ρ, rhoSD, rhoLowerBound, rhoUpperBound)

π′ = (π′1,π
′
2,π
′
3)← rtruncnorm(1, π, rhoSD, rhoLowerBound, rhoUpperBound)

π′2 ← 1− π′1 − π′3
until ρ′1 > ρ

′
2 & ρ′3 > ρ

′
2 & π′2 > 0.5

z′ ← DrawSampleFromPriorModel(Network, TestStat, ρ′,π′)
LogAcceptRate ← LogDataLikelihood(Network, TestStat, z′,ρ,π) + LogDataLikelihood(Network, Test-

Stat, z,ρ′,π′) -LogDataLikelihood(Network, TestStat, z,ρ,π) - LogDataLikelihood(Network, TestStat, z′,ρ′,π′)
if (log(runif(1))< LogAcceptRate) then
ρ← ρ′

π ← π′

z← z′

rhoTrace ← cbind(rhoTrace, ρ)
piTrace ← cbind(piTrace, r)

ρ← rowMeans(rhoTrace[, nSave])
π ← rowMeans(piTrace[, nSave]) return π

Algorithm 5 Function: updating z|θ̃ by Swendsen-Wang

function SW(Network, z, r, θ̃,ρ,π)
G =< V,E > ← as.GraphObject(Network)
procedure (graph clustering)

G← G−1 ∪G0 ∪G1; where ∀ node i ∈ Gk =< Vk, Ek >, zi = k
for l← {−1, 0, 1} do

for all e ∈ El do
We ← runif(1, 0, exp(ρzl ))
if (We < 1) then e← NULL

Gl ← ∪
nl
s=1Gls, Gls =< Vls, Els >

G← ∪1
l=−1 ∪

nl
s=1 Gls, Gls =< Vls, Els >

procedure (graph relabling)
for all Gcluster =< Vcluster, Ecluster >∈ {Gls =< Vls, Els >, l = −1, 0, 1, s = 1, 2, · · · , nl} do

z′i∈Gcluster
← SampleFromPosteriorDistributionOfZ(r, z, θ̃)

return z

Algorithm 6 Function: update θ̃|z via DPM fitting

function DPMDensityFitting(Network, z, r, PriorForDPMDensityFitting, ParaForMCMC)
for z in {−1, 0, 1} do

Nodes ← {i}∀i,zi=z

DPMFit ← DPDensityFitting({ri}i∈Nodes, PriorForDPMDensityFitting, ParaForMCMC)
DPMFitSort ← DPMFitClusterSortByMeanLocation(DPMFit)

θ̃z ← DPMFitSort.Para
{gi}∀i,i∈Nodes ← DPMFitSort.ClusterIndex

return θ̃,g
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Algorithm 7 Function: missing data imputation algorithm

function MissingDataImputation(MissingDataImputationMethod=c(‘BayesianPosteriorSampling’, ‘Nearest-

NeighborImpute’), Network, r,g, θ̃)
if (MissingDataImputationMethod==‘BayesianPosteriorSampling’) then

for loc in {i}∀i,ri∈rmis
do

rloc ← rnorm(θ̃gloc )

if (MissingDataImputationMethod==‘NearestNeighborImpute’) then
for loc in {i}∀i,ri∈rmis

do
Nbrs ← ExtractNeighborsFromNetwork(Network)

rloc ← 1
|Nbrs|

∑|Nbrs|
k=1 rk

return rmis
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Appendix B

Appendix for Chapter 3

We subsampled at different sizes: 40, 80, 160, 200 from the total 415 samples in the
CHD dataset. For each of the subdatasets, we generated data matrices with missing
values at a missing rate ranging from 1% up to 40% by knocking out the missing
locations following the real-data missing pattern. The algorithms for comparison
included: KNN, BPCA, SLR, SVD and the proposed method Net SVR. The SVI
(Min/2, Mean and Median) methods were not considered as their overall performance
compared to these five was relatively worse based on previous simulations. The results
are shown in Supplementary Figure B.1. Compared to KNN, SLR and SVD had an
NRMSE Ratio larger than 1 in most of the cases when the missing rate was larger,
while BPCA and Net SVR had NRMSE Ratios below 1 most of the time except that
BPCA performed slightly worse than KNN when sample size was larger than 160
and the missing rate was 10% or 15%. Based on the simulation results, algorithm
performances kept consistent at sample sizes as low as 40, and Net SVR outperformed
others in most cases.
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Figure B.1: Simulation results when varying sample size of the CHD dataset
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Algorithm 8 Function: create the feature-level predictor network

1: Input data matrix Em×n; metabolite network G; adduct info-matrix A = (Amz , Art); reference ions names I;
tolerance level tol.mz, tol.rt; number of neighbors: n1, n2, n3;

2: procedure Create the feature-level predictor network
3: neighbors N = list()
4: for feature i in 1 : m do
5: nbrs.net={j : i ∼ j in G}
6: nbrs.ion={j : ∃p, q ∈ I, s.t7:

||Amz [i]−Amz [j]| − |Amz [p]−Amz [q]||
|Amz [p]−Amz [q]|

≤ tol.mz

8: and ||Art[i]−Art[j]| − |Art[p]−Art[q]|| ≤ tol.rt}
9: nbrs.corr=c()
10: nbrs.corr1={ n1 largest linear-correlated features with i}
11: nbrs.corr2={ n2 largest DCOL-correlated features with i}
12: nbrs.corr3={ n3 largest dCov-correlated features with i}
13: nbrs.corr=nbrs.corr1 ∪ nbrs.corr2 ∪ nbrs.corr3
14: N [[i]]=nbrs.net ∪ nbrs.ion ∪ nbrs.corr

15: Return N

Algorithm 9 Function: rank features by averaged neighbood missigness

1: Input data matrix E; predictor network denoted as neighbors list N
2: procedure Rank features by averaged neighbood missigness
3: impseq=c()
4: avemiss=c()
5: E.nmiss=apply(E,1,function(e){sum(is.na(e))})
6: for feature i in 1 : m do
7: nbrs.i=N[[i]]
8: avemiss[i]=mean(E.nmiss[nbrs.i])

9: impseq=rank (1 : m) by avemiss

10: Return impseq

Algorithm 10 Function: MINMA imputation (Net SVR)

1: Input data matrix E; metabolite network G; adduct info-matrix A = (Amz , Art); reference ions names I;
tolerance level tol.mz, tol.rt; number of neighbors: n1, n2, n3;

2: procedure Build predictor network
3: N=BUILD NET(E,G,A, I, tol.mz, tol.rt, n1, n2, n3)

4: procedure Creat an imputation sequence
5: impseq=IMP SEQ(E,N)

6: procedure Imputation
7: Initialize Ê = E
8: for feature i in impseq do
9: create ei = E[i, ], ei,obs, ei,mis

10: extract neighbor locations from N [[i]] as nbr(i)
11: train a SVR model ei,obs ∼ enbr(i),obs

12: predict ei,mis as êi,mis using enbr(i),mis

13: set Ê[i,mis] = êi,mis

14: Return Ê



89

Appendix C

Appendix for Chapter 4



90

F
ig

u
re

C
.1

:
D

iff
er

en
t

v
ie

w
s

of
b
ra

in
-w

id
e

ac
ti

va
ti

on
re

gi
on

s
at

b
as

el
in

e.



91

F
ig

u
re

C
.2

:
D

iff
er

en
t

v
ie

w
s

of
b
ra

in
-w

id
e

ac
ti

va
ti

on
re

gi
on

s
at

m
on

th
6.



92

F
ig

u
re

C
.3

:
D

iff
er

en
t

v
ie

w
s

of
b
ra

in
-w

id
e

ac
ti

va
ti

on
re

gi
on

s
at

m
on

th
12

.



93

T
ab

le
C

.1
:

A
n
at

om
ic

al
re

gi
on

-w
is

e
re

su
lt

s:
n
u
m

b
er

of
vo

x
el

s
in

si
d
e

ac
ti

va
ti

on
re

gi
on

s,
re

la
te

d
ge

n
es

at
al

l
th

re
e

d
iff

er
en

t
ti

m
e

p
oi

n
ts

as
w

el
l

as
ge

n
es

w
it

h
S
N

P
s

co
u
n
ts

ch
an

ge
d

co
m

p
ar

ed
b

et
w

ee
n

an
y

tw
o

ti
m

e
p

oi
n
t.

n
vo

x
el

s.
b
l

n
vo

x
el

s.
m

6
n
vo

x
el

s.
m

12
n
sn

p
.b

l
n
sn

p
.m

6
n
sn

p
.m

12
G

en
e.

b
l

G
en

e.
m

6
G

en
e.

m
12

d
iff

G
en

e.
b
lv

sm
6

d
iff

G
en

e.
m

6v
sm

12
d
iff

G
en

e.
b
lv

sm
12

F
ro

n
ta

l
S
u
p

L
60

62
61

3
3

3
A

D
A

M
10

,
A

P
O

E
,

P
R

N
P

A
D

A
M

10
,

A
P

O
E

,
P

R
N

P
A

D
A

M
10

,
A

P
O

E
,

P
R

N
P

F
ro

n
ta

l
S
u
p

R
40

41
41

4
4

4
C

R
1,

E
C

E
1,

A
D

A
M

10
,

A
P

O
E

C
R

1,
E

C
E

1,
A

D
A

M
10

,
A

P
O

E
C

R
1,

E
C

E
1,

A
D

A
M

10
,

A
P

O
E

F
ro

n
ta

l
M

id
L

73
73

74
1

1
2

S
O

R
C

S
1

S
O

R
C

S
1

S
u
b

je
ct

.A
ge

,
S
O

R
C

S
1

S
u
b

je
ct

.A
ge

S
u
b

je
ct

.A
ge

F
ro

n
ta

l
M

id
R

74
71

72
2

1
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

F
ro

n
ta

l
S
u
p

M
ed

ia
l

L
75

75
75

0
1

1
F
A

Q
.T

ot
al

.S
co

re
F
A

Q
.T

ot
al

.S
co

re
F
A

Q
.T

ot
al

.S
co

re
F
A

Q
.T

ot
al

.S
co

re

F
ro

n
ta

l
S
u
p

M
ed

ia
l

R
66

66
66

2
2

2
S
O

R
C

S
1,

G
A

P
D

H
S

S
O

R
C

S
1,

G
A

P
D

H
S

S
O

R
C

S
1,

G
A

P
D

H
S

F
ro

n
ta

l
M

id
O

rb
L

69
71

72
1

0
0

N
E

D
D

9
N

E
D

D
9

N
E

D
D

9

F
ro

n
ta

l
M

id
O

rb
R

31
32

32
1

1
1

N
E

D
D

9
N

E
D

D
9

N
E

D
D

9

R
ec

tu
s

L
35

35
35

0
1

1
S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

R
ec

tu
s

R
74

74
74

3
3

3
B

IN
1,

S
O

R
C

S
1,

A
D

A
M

10
B

IN
1,

S
O

R
C

S
1,

A
D

A
M

10
B

IN
1,

S
O

R
C

S
1,

A
D

A
M

10

C
in

gu
lu

m
A

n
t

L
50

51
51

1
1

1
N

E
D

D
9

N
E

D
D

9
N

E
D

D
9

C
in

gu
lu

m
A

n
t

R
30

30
30

3
2

3
D

A
P

K
1,

S
O

R
C

S
1

D
A

P
K

1
D

A
P

K
1,

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

P
ar

aH
ip

p
o
ca

m
p
al

L
36

36
36

1
1

0
S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

P
ar

aH
ip

p
o
ca

m
p
al

R
45

45
45

1
0

1
IL

33
IL

33
IL

33
IL

33

P
ar

ie
ta

l
S
u
p

L
76

76
75

2
2

2
A

D
A

M
10

A
D

A
M

10
A

D
A

M
10

P
ar

ie
ta

l
S
u
p

R
77

74
74

1
1

1
D

A
P

K
1

D
A

P
K

1
D

A
P

K
1

P
ar

ie
ta

l
In

f
L

69
76

74
1

1
1

A
D

A
M

10
A

D
A

M
10

A
D

A
M

10

P
ar

ie
ta

l
In

f
R

67
66

66
4

2
3

D
A

P
K

1,
S
O

R
C

S
1,

A
C

E
D

A
P

K
1

D
A

P
K

1,
A

C
E

S
O

R
C

S
1,

A
C

E
A

C
E

S
O

R
C

S
1

P
re

cu
n
eu

s
L

74
73

74
3

3
2

A
D

A
M

10
,

A
P

O
E

,
P

R
N

P
A

P
O

E
,

P
R

N
P

,
P

IC
A

L
M

A
D

A
M

10
,

A
P

O
E

A
D

A
M

10
,

P
IC

A
L

M
A

D
A

M
10

,
P

R
N

P
,

P
IC

A
L

M
P

R
N

P

P
re

cu
n
eu

s
R

76
76

76
3

2
1

D
A

P
K

1,
S
O

R
C

S
1

D
A

P
K

1,
S
O

R
C

S
1

D
A

P
K

1
D

A
P

K
1

S
O

R
C

S
1

D
A

P
K

1,
S
O

R
C

S
1

C
in

gu
lu

m
P

os
t

L
59

58
54

1
1

1
S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

C
in

gu
lu

m
P

os
t

R
19

19
19

2
1

1
S
O

R
C

S
1,

A
D

A
M

10
S
O

R
C

S
1

S
O

R
C

S
1

A
D

A
M

10
A

D
A

M
10

T
em

p
or

al
In

f
L

73
73

74
1

1
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

T
em

p
or

al
In

f
R

60
62

63
3

4
3

P
IC

A
L

M
,

A
D

A
M

10
,

P
R

N
P

P
IC

A
L

M
,

A
D

A
M

10
,

P
R

N
P

,
A

P
O

E
P

IC
A

L
M

,
A

D
A

M
10

,
A

P
O

E
A

P
O

E
P

R
N

P
P

R
N

P
,

A
P

O
E

F
u
si

fo
rm

L
64

64
64

1
1

1
D

A
P

K
1

D
A

P
K

1
D

A
P

K
1

F
u
si

fo
rm

R
29

29
29

0
0

0

O
cc

ip
it

al
S
u
p

L
71

67
65

3
2

2
D

A
P

K
1,

S
O

R
C

S
1

D
A

P
K

1
D

A
P

K
1

S
O

R
C

S
1

S
O

R
C

S
1

O
cc

ip
it

al
M

id
R

67
68

67
2

2
2

S
O

R
C

S
1,

G
A

P
D

H
S

S
O

R
C

S
1,

G
A

P
D

H
S

S
O

R
C

S
1,

G
A

P
D

H
S

O
cc

ip
it

al
In

f
L

70
70

70
1

1
1

N
E

D
D

9
N

E
D

D
9

N
E

D
D

9

O
cc

ip
it

al
In

f
R

67
68

68
0

0
0

T
em

p
or

al
P

ol
e

M
id

L
54

55
55

1
0

1
S
O

R
L

1
S
O

R
L

1
S
O

R
L

1
S
O

R
L

1

T
em

p
or

al
P

ol
e

M
id

R
68

68
68

2
2

2
T

F
,

S
O

R
C

S
1

T
F

,
S
O

R
C

S
1

T
F

,
S
O

R
C

S
1

T
em

p
or

al
P

ol
e

S
u
p

L
58

60
64

0
0

0

T
em

p
or

al
P

ol
e

S
u
p

R
41

41
41

2
3

2
D

A
P

K
1

D
A

P
K

1,
A

D
A

M
10

D
A

P
K

1
A

D
A

M
10

A
D

A
M

10

T
em

p
or

al
M

id
L

78
76

74
3

3
3

S
u
b

je
ct

.A
ge

,
S
O

R
C

S
1

S
u
b

je
ct

.A
ge

,
S
O

R
C

S
1

S
u
b

je
ct

.A
ge

,
S
O

R
C

S
1

T
em

p
or

al
M

id
R

74
74

72
3

3
2

E
C

E
1,

D
A

P
K

1,
E

X
O

C
3L

2
E

C
E

1,
D

A
P

K
1,

E
X

O
C

3L
2

E
C

E
1,

D
A

P
K

1
E

X
O

C
3L

2
E

X
O

C
3L

2

H
ip

p
o
ca

m
p
u
s

L
42

52
52

1
1

1
N

E
D

D
9

N
E

D
D

9
N

E
D

D
9

H
ip

p
o
ca

m
p
u
s

R
59

58
59

1
1

1
N

E
D

D
9

N
E

D
D

9
N

E
D

D
9

T
em

p
or

al
S
u
p

L
73

72
71

1
1

1
D

A
P

K
1

D
A

P
K

1
D

A
P

K
1

T
em

p
or

al
S
u
p

R
72

72
72

2
1

1
S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

S
O

R
C

S
1

O
cc

ip
it

al
S
u
p

R
36

36
36

1
3

1
N

E
D

D
9

N
E

D
D

9,
D

A
P

K
1,

A
D

A
M

10
N

E
D

D
9

D
A

P
K

1,
A

D
A

M
10

D
A

P
K

1,
A

D
A

M
10

O
cc

ip
it

al
M

id
L

75
74

72
4

2
2

D
A

P
K

1,
S
O

R
C

S
1

D
A

P
K

1,
S
O

R
C

S
1

D
A

P
K

1,
S
O

R
C

S
1

D
A

P
K

1,
S
O

R
C

S
1

D
A

P
K

1,
S
O

R
C

S
1



94

T
ab

le
C

.2
:

S
N

P
s

se
le

ct
ed

an
d

ra
n
ke

d
b
y

th
ei

r
su

m
of

in
cl

u
si

on
p
ro

b
ab

il
it

y
ac

ro
ss

al
l

re
gi

on
s

an
d

al
l

ti
m

e
p

oi
n
ts

sn
p
s

n
re

gi
on

s
ge

n
e

lo
b

es
re

gi
on

s.
b
l

re
gi

on
s.

m
6

re
gi

on
s.

m
12

rs
17

47
76

73
12

D
A

P
K

1
fr

on
ta

l
lo

b
e,

p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

C
in

gu
lu

m
A

n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

,
T

em
p

or
al

P
ol

e
S
u
p

R
C

in
gu

lu
m

A
n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

,
T

em
p

or
al

P
ol

e
S
u
p

R
C

in
gu

lu
m

A
n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

,
T

em
p

or
al

P
ol

e
S
u
p

R

rs
94

38
55

12
D

A
P

K
1

fr
on

ta
l

lo
b

e,
p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

C
in

gu
lu

m
A

n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

,
T

em
p

or
al

P
ol

e
S
u
p

R
C

in
gu

lu
m

A
n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

,
T

em
p

or
al

P
ol

e
S
u
p

R
C

in
gu

lu
m

A
n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

,
T

em
p

or
al

P
ol

e
S
u
p

R

rs
12

59
47

42
11

A
D

A
M

10
fr

on
ta

l
lo

b
e,

o
cc

ip
it

al
lo

b
e,

p
ar

ie
ta

l
lo

b
e

F
ro

n
ta

l
S
u
p

L
,

F
ro

n
ta

l
S
u
p

R
,

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R
F

ro
n
ta

l
S
u
p

L
,

F
ro

n
ta

l
S
u
p

R
,

T
em

p
or

al
In

f
R

F
ro

n
ta

l
S
u
p

L
,

F
ro

n
ta

l
S
u
p

R
,

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R

rs
76

94
51

11
A

P
O

E
fr

on
ta

l
lo

b
e,

o
cc

ip
it

al
lo

b
e,

p
ar

ie
ta

l
lo

b
e

F
ro

n
ta

l
S
u
p

L
,

F
ro

n
ta

l
S
u
p

R
,

P
re

cu
n
eu

s
L

F
ro

n
ta

l
S
u
p

L
,

F
ro

n
ta

l
S
u
p

R
,

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R
F

ro
n
ta

l
S
u
p

L
,

F
ro

n
ta

l
S
u
p

R
,

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R

rs
10

74
68

16
10

D
A

P
K

1
o
cc

ip
it

al
lo

b
e,

p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

F
u
si

fo
rm

L
,

P
ar

ie
ta

l
S
u
p

R
,

T
em

p
or

al
S
u
p

L
F

u
si

fo
rm

L
,

O
cc

ip
it

al
S
u
p

R
,

P
ar

ie
ta

l
S
u
p

R
,

T
em

p
or

al
S
u
p

L
F

u
si

fo
rm

L
,

P
ar

ie
ta

l
S
u
p

R
,

T
em

p
or

al
S
u
p

L

rs
12

20
96

31
9

N
E

D
D

9
te

m
p

or
al

lo
b

e
H

ip
p

o
ca

m
p
u
s

L
,

H
ip

p
o
ca

m
p
u
s

R
,

O
cc

ip
it

al
In

f
L

H
ip

p
o
ca

m
p
u
s

L
,

H
ip

p
o
ca

m
p
u
s

R
,

O
cc

ip
it

al
In

f
L

H
ip

p
o
ca

m
p
u
s

L
,

H
ip

p
o
ca

m
p
u
s

R
,

O
cc

ip
it

al
In

f
L

70
95

42
7

9
S
O

R
C

S
1

fr
on

ta
l

lo
b

e,
te

m
p

or
al

lo
b

e
F

ro
n
ta

l
M

id
L

,
F

ro
n
ta

l
M

id
R

,
T

em
p

or
al

M
id

L
F

ro
n
ta

l
M

id
L

,
F

ro
n
ta

l
M

id
R

,
T

em
p

or
al

M
id

L
F

ro
n
ta

l
M

id
L

,
F

ro
n
ta

l
M

id
R

,
T

em
p

or
al

M
id

L

rs
82

23
26

8
S
O

R
C

S
1

fr
on

ta
l

lo
b

e,
o
cc

ip
it

al
lo

b
e,

te
m

p
or

al
lo

b
e

R
ec

tu
s

R
,

T
em

p
or

al
S
u
p

R
R

ec
tu

s
R

,
T

em
p

or
al

In
f

L
,

T
em

p
or

al
S
u
p

R
R

ec
tu

s
R

,
T

em
p

or
al

In
f

L
,

T
em

p
or

al
S
u
p

R

27
56

27
1

7
P

R
N

P
fr

on
ta

l
lo

b
e,

o
cc

ip
it

al
lo

b
e,

p
ar

ie
ta

l
lo

b
e

F
ro

n
ta

l
S
u
p

L
,

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R
F

ro
n
ta

l
S
u
p

L
,

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R
F

ro
n
ta

l
S
u
p

L

rs
10

12
50

3
6

N
E

D
D

9
fr

on
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

C
in

gu
lu

m
A

n
t

L
,

O
cc

ip
it

al
S
u
p

R
C

in
gu

lu
m

A
n
t

L
,

O
cc

ip
it

al
S
u
p

R
C

in
gu

lu
m

A
n
t

L
,

O
cc

ip
it

al
S
u
p

R

rs
14

73
18

0
6

D
A

P
K

1
p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

O
cc

ip
it

al
M

id
L

,
P

re
cu

n
eu

s
R

O
cc

ip
it

al
M

id
L

,
P

re
cu

n
eu

s
R

O
cc

ip
it

al
M

id
L

,
P

re
cu

n
eu

s
R

rs
11

19
31

30
6

S
O

R
C

S
1

fr
on

ta
l

lo
b

e,
te

m
p

or
al

lo
b

e
F

ro
n
ta

l
S
u
p

M
ed

ia
l

R
,

O
cc

ip
it

al
M

id
R

F
ro

n
ta

l
S
u
p

M
ed

ia
l

R
,

O
cc

ip
it

al
M

id
R

F
ro

n
ta

l
S
u
p

M
ed

ia
l

R
,

O
cc

ip
it

al
M

id
R

rs
11

88
22

38
6

G
A

P
D

H
S

fr
on

ta
l

lo
b

e,
te

m
p

or
al

lo
b

e
F

ro
n
ta

l
S
u
p

M
ed

ia
l

R
,

O
cc

ip
it

al
M

id
R

F
ro

n
ta

l
S
u
p

M
ed

ia
l

R
,

O
cc

ip
it

al
M

id
R

F
ro

n
ta

l
S
u
p

M
ed

ia
l

R
,

O
cc

ip
it

al
M

id
R

S
u
b

je
ct

.A
ge

4
fr

on
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

T
em

p
or

al
M

id
L

T
em

p
or

al
M

id
L

F
ro

n
ta

l
M

id
L

,
T

em
p

or
al

M
id

L

rs
12

25
13

40
4

S
O

R
C

S
1

p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

O
cc

ip
it

al
M

id
L

,
P

re
cu

n
eu

s
R

O
cc

ip
it

al
M

id
L

,
P

re
cu

n
eu

s
R

rs
78

96
66

9
4

S
O

R
C

S
1

fr
on

ta
l

lo
b

e,
te

m
p

or
al

lo
b

e
F

ro
n
ta

l
M

id
R

,
T

em
p

or
al

M
id

L
T

em
p

or
al

M
id

L
T

em
p

or
al

M
id

L

rs
95

08
09

4
S
O

R
C

S
1

fr
on

ta
l

lo
b

e,
p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

C
in

gu
lu

m
A

n
t

R
,

O
cc

ip
it

al
S
u
p

L
,

P
ar

ie
ta

l
In

f
R

C
in

gu
lu

m
A

n
t

R

rs
61

86
79

4
P

IC
A

L
M

o
cc

ip
it

al
lo

b
e,

p
ar

ie
ta

l
lo

b
e

T
em

p
or

al
In

f
R

P
re

cu
n
eu

s
L

,
T

em
p

or
al

In
f

R
T

em
p

or
al

In
f

R

rs
67

70
66

3
C

R
1

fr
on

ta
l

lo
b

e
F

ro
n
ta

l
S
u
p

R
F

ro
n
ta

l
S
u
p

R
F

ro
n
ta

l
S
u
p

R

rs
21

30
52

3
E

C
E

1
fr

on
ta

l
lo

b
e

F
ro

n
ta

l
S
u
p

R
F

ro
n
ta

l
S
u
p

R
F

ro
n
ta

l
S
u
p

R

rs
30

26
91

3
3

E
C

E
1

te
m

p
or

al
lo

b
e

T
em

p
or

al
M

id
R

T
em

p
or

al
M

id
R

T
em

p
or

al
M

id
R

rs
22

76
57

5
3

B
IN

1
fr

on
ta

l
lo

b
e

R
ec

tu
s

R
R

ec
tu

s
R

R
ec

tu
s

R

rs
81

77
19

1
3

T
F

te
m

p
or

al
lo

b
e

T
em

p
or

al
P

ol
e

M
id

R
T

em
p

or
al

P
ol

e
M

id
R

T
em

p
or

al
P

ol
e

M
id

R

rs
18

83
23

8
3

N
E

D
D

9
fr

on
ta

l
lo

b
e

F
ro

n
ta

l
M

id
O

rb
R

F
ro

n
ta

l
M

id
O

rb
R

F
ro

n
ta

l
M

id
O

rb
R

rs
13

29
60

0
3

D
A

P
K

1
te

m
p

or
al

lo
b

e
T

em
p

or
al

M
id

R
T

em
p

or
al

M
id

R
T

em
p

or
al

M
id

R

rs
12

51
75

3
3

S
O

R
C

S
1

o
cc

ip
it

al
lo

b
e

C
in

gu
lu

m
P

os
t

R
C

in
gu

lu
m

P
os

t
R

C
in

gu
lu

m
P

os
t

R

rs
24

86
15

4
3

S
O

R
C

S
1

te
m

p
or

al
lo

b
e

T
em

p
or

al
P

ol
e

M
id

R
T

em
p

or
al

P
ol

e
M

id
R

T
em

p
or

al
P

ol
e

M
id

R

rs
82

20
94

3
S
O

R
C

S
1

o
cc

ip
it

al
lo

b
e

C
in

gu
lu

m
P

os
t

L
C

in
gu

lu
m

P
os

t
L

C
in

gu
lu

m
P

os
t

L

rs
12

90
81

65
3

A
D

A
M

10
fr

on
ta

l
lo

b
e

R
ec

tu
s

R
R

ec
tu

s
R

R
ec

tu
s

R

rs
14

27
28

2
3

A
D

A
M

10
p
ar

ie
ta

l
lo

b
e

P
ar

ie
ta

l
In

f
L

P
ar

ie
ta

l
In

f
L

P
ar

ie
ta

l
In

f
L

rs
16

94
06

38
3

A
D

A
M

10
p
ar

ie
ta

l
lo

b
e

P
ar

ie
ta

l
S
u
p

L
P

ar
ie

ta
l

S
u
p

L
P

ar
ie

ta
l

S
u
p

L

rs
42

38
33

1
3

A
D

A
M

10
p
ar

ie
ta

l
lo

b
e

P
ar

ie
ta

l
S
u
p

L
P

ar
ie

ta
l

S
u
p

L
P

ar
ie

ta
l

S
u
p

L

rs
12

68
53

72
2

D
A

P
K

1
p
ar

ie
ta

l
lo

b
e,

te
m

p
or

al
lo

b
e

O
cc

ip
it

al
M

id
L

,
P

re
cu

n
eu

s
R

rs
19

29
99

4
2

IL
33

p
ar

ie
ta

l
lo

b
e

P
ar

aH
ip

p
o
ca

m
p
al

R
P

ar
aH

ip
p

o
ca

m
p
al

R

rs
10

78
69

98
2

S
O

R
C

S
1

p
ar

ie
ta

l
lo

b
e

P
ar

aH
ip

p
o
ca

m
p
al

L
P

ar
aH

ip
p

o
ca

m
p
al

L

rs
12

24
09

47
2

S
O

R
C

S
1

te
m

p
or

al
lo

b
e

O
cc

ip
it

al
M

id
L

O
cc

ip
it

al
M

id
L

rs
24

18
83

4
2

S
O

R
C

S
1

o
cc

ip
it

al
lo

b
e,

te
m

p
or

al
lo

b
e

T
em

p
or

al
In

f
L

,
T

em
p

or
al

S
u
p

R

rs
71

01
37

3
2

S
O

R
L

1
te

m
p

or
al

lo
b

e
T

em
p

or
al

P
ol

e
M

id
L

T
em

p
or

al
P

ol
e

M
id

L

rs
43

53
2

A
C

E
p
ar

ie
ta

l
lo

b
e

P
ar

ie
ta

l
In

f
R

P
ar

ie
ta

l
In

f
R

rs
10

42
27

97
2

E
X

O
C

3L
2

te
m

p
or

al
lo

b
e

T
em

p
or

al
M

id
R

T
em

p
or

al
M

id
R

F
A

Q
.S

co
re

2
fr

on
ta

l
lo

b
e

F
ro

n
ta

l
S
u
p

M
ed

ia
l

L
F

ro
n
ta

l
S
u
p

M
ed

ia
l

L

rs
78

97
72

6
2

S
O

R
C

S
1

fr
on

ta
l

lo
b

e
R

ec
tu

s
L

R
ec

tu
s

L

rs
47

13
37

9
1

N
E

D
D

9
fr

on
ta

l
lo

b
e

F
ro

n
ta

l
M

id
O

rb
L

rs
64

94
02

9
1

A
D

A
M

10
o
cc

ip
it

al
lo

b
e

C
in

gu
lu

m
P

os
t

R

rs
12

44
13

13
1

A
D

A
M

10
te

m
p

or
al

lo
b

e
O

cc
ip

it
al

S
u
p

R

rs
14

27
28

1
1

A
D

A
M

10
te

m
p

or
al

lo
b

e
T

em
p

or
al

P
ol

e
S
u
p

R



95

Bibliography

Adolphs, R. (1999a), ‘The human amygdala and emotion’, Neuroscientist 5, 125–137.

Adolphs, R. (1999b), ‘The human amygdala and emotion’, Neuroscientist 5, 125–137.

Aggio, R. B. M., Ruggiero, K. and Villas-Bôas, S. G. (2010), ‘Pathway activity
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