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Abstract 

 
Cell Types in the Bed Nucleus of the Stria Terminalis: Effectors for Stress 

Modulation of Anxiety 
 

By: Sarah E. Daniel 
	
  
	
   The anterolateral group of the bed nucleus of the stria terminalis (BNSTALG) is a 
complex brain structure that plays a crucial role in regulating anxiety. It contains multiple 
sub-regions composed of neurons expressing a range of neuropeptides and receptors. The 
heterogeneous nature of the BNSTALG, in which sub-regions such as the oval BNST 
(ovBNST) and anterodorsal BNST (adBNST) modulate anxiety in opposing ways, creates 
two opposing circuits. Understanding the intrinsic circuitry of the BNSTALG and how this 
circuitry may be affected by stress will be key to understanding anxiety in both a normal 
and pathological state. Previous work has defined three distinct cell types in the BNSTALG, 
namely Type I, Type II, and Type III cells, based on their electrophysiological response to 
hyperpolarizing and depolarizing current injections and mRNA expression profile. 
However, little is known about how these neurons contribute to the opposing pathways that 
facilitate and attenuate anxiety behavior. In this dissertation, we extend the characterization 
of the cell types in the BNSTALG with the goal of learning how these groups of neurons act 
together to affect anxiety behavior. 

First, we explore differences in electrophysiological cell types across species and 
regions in the BNSTALG. Type I-III cells were first described in rats, but no study has 
examined the electrophysiological properties of the cells in the mouse or primate BNSTALG. 
To this end, we compare the electrophysiological and morphological properties of 
BNSTALG neurons in the mouse, rat, and rhesus macaque. The mouse and primate BNSTALG 
contain cells that closely fit the description of Type I-III cells in the rat, however they are 
observed in significantly different proportions and do not all fit into these classification 
schemes. These data suggest there may be significant differences in the organization of the 
BNSTALG across species, however future studies will need to examine these differences 
further. The BNSTALG is composed of multiple regions, including the ovBNST and 
adBNST that have differential effects on anxiety. In the third chapter, we compare the cell 
types found in these two regions and show differential expression of cell types and 
electrophysiological properties between the ovBNST and adBNST.  

Finally, the fourth chapter seeks to explore the effects of chronic shock stress on 
the cell types in the BNSTALG. Although different cell types are thought to play opposing 
roles in the anxiety circuit, the effects of stress are often investigated with out an attempt 
to distinguish separate cell types. Here, we show multiple effects of stress on the 
electrophysiological and mRNA expression profile of cells in the BNSTALG, however, no 
effect of stress was observed in all cell types. Specifically Type III cells represent a 
population of corticotropin releasing factor (CRF) neurons that are uniquely sensitive to 
chronic stress. These results support the study of individual cell types to gain a better 
understanding of the circuits within the BNSTALG. We can then use the understanding of 
these circuits to explore better therapeutic interventions for pathological anxiety.
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Chapter 1: Stress modulation of opposing circuits in the bed nucleus of the stria 
terminalis 

 
Content shown in Chapter 1 previously published as: 

 
Daniel, S. E. & Rainnie, D. G. Stress Modulation of Opposing Circuits in the Bed 
Nucleus of the Stria Terminalis. Neuropsychopharmacology 41, 103–125 (2015). 
 
 

Abstract 

The anterior bed nucleus of the stria terminalis (BNST) has been recognized as a critical 
structure in regulating trait anxiety, contextual fear memory, and appetitive behavior, and 
is known to be sensitive to stress manipulations. As one of the most complex structures in 
the central nervous system, the intrinsic circuitry of the BNST is largely unknown; 
however, recent technological developments have allowed researchers to begin to untangle 
the internal connections of the nucleus. This research has revealed the possibility of two 
opposing circuits, one anxiolytic and one anxiogenic, within the BNST, the relative 
strength of which determines the behavioral outcome. The balance of these pathways is 
critical in maintaining a normal physiological and behavioral state; however, stress and 
drugs of abuse can differentially affect the opposing circuitry within the nucleus to shift 
the balance to a pathological state. In this review, we will examine how stress interacts 
with the neuromodulators, corticotropin-releasing factor, norepinephrine, dopamine, and 
serotonin to affect the circuitry of the BNST as well as how synaptic plasticity in the BNST 
is modulated by stress, resulting in long-lasting changes in the circuit and behavioral state. 
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Introduction 

 
A growing body of evidence suggests that the bed nucleus of the stria terminalis 

(BNST) plays a crucial role in regulating trait anxiety as well as contextual fear memory 

formation (Davis and Walker, 2014; Duvarci et al, 2009; Fox et al, 2010; Hott et al, 2012; 

Kalin et al, 2005; Oler et al, 2009; Sink et al, 2013; Somerville et al, 2010; Straube et al, 

2007; Sullivan et al, 2004; Walker and Davis, 2008; Yassa et al, 2012; Zimmerman and 

Maren, 2011). However, the BNST can be subdivided into at least 16 unique sub-regions 

and has been reported to be one of the most complex structures in the entire central nervous 
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system (Bota et al, 2012; Dong and Swanson, 2004; Dong et al, 2001b; Ju et al, 1989; 

Larriva-Sahd, 2006). Indeed, recent evidence suggests that the BNST is involved in 

regulating appetitive as well as aversive behavior. Consequently, understanding the 

intrinsic circuitry of the BNST and how this circuitry may be affected by stress hormones 

and neurotransmitters will be key to understanding anxiety in both a normal and 

pathological state. The heterogeneous nature of the BNST, in which different sub-regions 

and cell types modulate anxiety in opposing ways, creates two opposing circuits, the 

relative strength of which determines the behavioral outcome. Stress can differentially 

affect the opposing circuitries within the BNST to shift the balance from an anxiolytic to 

an anxiogenic state.  

In this review we will focus our attention on the anterior lateral group of the BNST 

(BNSTALG) as it is densely connected with the hypothalamus, amygdala, midbrain, and 

lower brainstem regions associated with autonomic function, emotional processing, 

reward, and pain (Dong and Swanson, 2004; Dong et al, 2001b). The BNSTALG, as defined 

by Dong and Swanson (2004), consists of the oval, juxtacapsular, fusiform, and rhomboid 

(not pictured) nuclei, as well as the undifferentiated region surrounding these nuclei termed 

the anterolateral area (BNSTAL; Figure 1.1B). Many studies also discuss the dorsal and 

ventral BNST (dBNST and vBNST) separately, defined as the regions dorsal and ventral 

to the anterior commissure. The BNST regions receive different afferents (for review see 

McDonald et al, 1999 and Dong et al, 2001a) and have distinct projections (Dong et al, 

2001b; Dong et al, 2000). Additionally, there is a large amount of connectivity in and 

between the smaller BNST nuclei (Dong and Swanson, 2004; Turesson et al, 2013; Dong 

et al, 2000; Dong et al, 2001b). The vast majority of the neurons in the BNST use gamma-
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aminobutyric acid (GABA) as the primary neurotransmitter, however there are also a small 

number of glutamatergic neurons primarily located in the vBNST (Csáki et al, 2000; 

Jalabert et al, 2009; Jennings et al, 2013b; Turesson et al, 2013). Finally, the neurons in 

the BNST also express a vast array of neuropeptides including corticotropin releasing 

factor (CRF), enkephalin (ENK), neuropeptide Y (NPY), neurotensin, and somatostatin 

(SOM) (Walter et al, 1991). In this review, we will explore how neuromodulators affect 

the circuitry of the BNSTALG and interact with stress to provide dynamic control over the 

system. We will then discuss how stress modulates synaptic plasticity in the BNSTALG 

resulting in long lasting changes in the circuit and behavioral state.  

Interaction of Stress with Neuromodulators 

Corticotropin Releasing Factor 

Corticotropin releasing factor (CRF) is a stress hormone that both acts in the 

BNSTALG to affect anxiety behavior and is produced by BNSTALG neurons (Lee and Davis, 

1997; Dabrowska et al, 2013a; Cummings et al, 1983). The BNSTALG has been shown to 

be an important site of action for CRF’s role in potentiating anxiety-like behavior and the 

stress response. CRF infused into the lateral cerebral ventricle increases startle, which 

could be blocked with either lesions of the lateral BNST or micro-infusion of a CRF 

antagonist into the BNSTALG (Lee and Davis, 1997). Additionally, intra-BNST infusion of 

CRF increases anxiety-like behaviors in the elevated plus maze (Sahuque et al, 2006), 

increases retention in an inhibitory avoidance task (Liang et al, 2001),  produces a 

conditioned-place aversion (Sahuque et al, 2006), and induces reinstatement of cocaine 

seeking (Erb and Stewart, 1999). The CRF-related peptides, urocortin 1, 2, and 3, may also 

contribute to CRF signaling in the BNST (Bale and Vale, 2004; Kormos and Gaszner, 
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2013; Koob, 2010). Not only does CRF act in the BNSTALG to affect anxiety-like behaviors 

and responses to stress, but the BNSTALG also contains CRF producing neurons that are 

responsive to stress (Cummings et al, 1983; Dabrowska et al, 2013a; Day et al, 1999; Ju 

et al, 1989). CRF mRNA in the BNSTALG increases after exposure to corticosterone 

(Makino et al, 1994), acute foot-shock, and the alpha-2 adrenoreceptor antagonist, 

yohimbine, a pharmacological stressor (Funk et al, 2006). Hence, it is evident that CRF 

plays a crucial part in the role of the BNSTALG in modulating stress and anxiety.  

Importantly, CRF acts pre-synaptically to enhance glutamatergic transmission in 

the dorsal lateral BNSTALG, effectively tuning the BNSTALG to whichever inputs are 

carrying the CRFR1 receptor. Application of CRF onto the BNSTALG in vitro increases the 

frequency of spontaneous excitatory post-synaptic currents (sEPSCs); an effect that is 

blocked by application of the selective CRF receptor 1 antagonist, NBI27914 (NBI) (Kash 

et al, 2008). Moreover, withdrawal from chronic intermittent ethanol (CIE) exposure, a 

potent stressor, has been shown to enhance glutamatergic tone onto BNST neurons that 

project to the Ventral Tegmental Area (VTA) (Silberman et al, 2013). Notably, the CIE 

effect was blocked with pre-treatment of NBI, indicating that with CIE withdrawal, CRF 

acts through a CRFR1-dependent mechanism in vivo to enhance glutamatergic input onto 

BNSTALG neurons. Although it seems as though glutamatergic input is increased by CRF 

throughout the BNSTALG (including regions both dorsal and ventral to the commissure), it 

is unknown which specific inputs are being modulated by CRF transmission and/or if all 

of the inputs are equally affected by stress. More targeted optogenetic manipulations may 

begin to address this issue. Interestingly, CRF has been reported to depolarize a subset of  
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neurons in the dBNST that are thought to be local interneurons, potentially counter-

acting the increase in glutamatergic input into the system (Ide et al, 2013). 

Although it is clear that CRF acts in the BNSTALG to affect anxiety-like behavior, 

the origin of CRF is unknown, as the BNSTALG contains both CRF-containing neurons and 

CRF fibers. The lateral division of the central nucleus of the amygdala (CeAL) also 

produces CRF (Day et al, 1999) and contributes to the CRF-immunoreactive fibers found 

in the dBNST (Sakanaka et al, 1986). It has been proposed that it is CRF from the CeAL 

that acts in the BNST to produce the BNST-dependent effects of CRF (Walker et al, 2009). 

Indeed, there is evidence for a serial flow of activation from the CeA to the BNST; 

morphine withdrawal induces c-fos expression in the BNST and CeA, and lesions of the 

CeA reduce c-fos expression in the BNST whereas lesions of the BNST have no effect on 

c-Fos expression in the CeA (Nakagawa et al, 2005). In a study using a cross-lesion design 

to examine the CRF-containing pathway from the CeA to the BNST in stress-induced 

reinstatement of cocaine seeking, tetrodotoxin infused into the CeA of one hemisphere and 

CRF antagonist infused into the BNST of the opposite hemisphere reduced stress-induced 

reinstatement compared to the unilateral manipulation, indicating that CRF’s actions in the 

BNST are, at least in part, dependent on CeA activity (Erb et al, 2001). Similarly, a 
 

Footshock 

Slow-
release 
CORT 
(60 
days) 

 
High 
CORT 
(14 
days) 

Yohimbine 
Footshock 
+Heroin 
Withdrawal 

Chronic 
Mild 
Stress 

Social 
Defeat 

Hyper-
tonic 
Saline 

Dorsal 
BNST + ++ + + + + n.c. - 
Ventral 
BNST + + n.c. n.c. n.c. n.c. + + 
Table 1.1. A summary of the studies showing the effect of a variety of stressors on CRF mRNA 
in the dorsal and ventral BNST (Funk et al, 2006; Makino et al, 1994; Shalev et al, 2001; Watts 
et al, 1995; Kim et al, 2006). Physical and pharmacological stressors increase CRF mRNA in 
the BNST (+), however this change is not always equal across the dorsal and ventral BNST. 
Some stressors that increase CRF mRNA in one region (+) have no effect on the level of CRF 
mRNA in the other (no change; n.c.) or display a greater increase in CRF mRNA (++).   
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unilateral lesion of the amygdala and CRF antagonist infused into the contralateral BNST 

reduced, but did not block, social defeat in Syrian hamsters (Jasnow et al, 2004). 

Importantly, in both studies, the bilateral manipulation did not block reinstatement 

completely, suggesting that although the CeA is one source of CRF in the BNSTALG, it is 

not the only source.  

Recently, evidence is growing for a role in local CRF release affecting the 

excitability of the BNSTALG. Hence, dopamine release in the BNST has been reported to 

enhance excitatory transmission through an indirect action at CRFR1 receptors (Kash et 

al, 2008). Although it is possible that dopamine acts on CRF terminals from the CeA to 

increase CRF release in the BNST, there is also likely a direct action of dopamine on CRF 

neurons. A subpopulation of BNSTALG neurons are significantly depolarized in response to 

dopamine application (Kash et al, 2008). Significantly, preliminary single cell RT-PCR 

data from our lab shows that mRNA for the D1-receptor is expressed exclusively in CRF 

cells dorsal to the commissure. Together, these data indicate that dopamine may be acting 

on CRF neurons in the oval nucleus of the BNST to increase local CRF release, thereby 

enhancing excitatory transmission. Additionally, the beta-adrenergic receptor agonist, 

isoproterenol enhances excitatory transmission in the BNST through a CRFR-1 dependent 

mechanism (Nobis et al, 2011).  In fact, using a CRF-tomato mouse line to visualize CRF 

cells, in vitro patch-clamp recordings showed both dopamine and isoproterenol depolarize 

CRF neurons in the BNST (Silberman et al, 2013). This physiological evidence along with 

the cross-lesion studies described above indicate that both CRF from the CeAL and the 

BNST act in the BNST to affect anxiety behavior and the response to stress. Future studies 
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should begin to determine if CRF from the CeAL and the BNST work together, or if they 

are differentially activated by specific stressors.  

There are at least two distinct populations of CRF neurons in the BNSTALG: those 

found in the oval nucleus dorsal to the anterior commissure, and those found in the fusiform 

nucleus ventral to the commissure (Cummings et al, 1983; Ju et al, 1989). Intriguingly 

stress can cause an increase in the expression of CRF mRNA in these nuclei, however, not 

every stressor causes a change in mRNA expression in both populations of CRF neurons, 

implying that they are functionally distinct cell populations. Dorsal and ventral CRF 

mRNA both increase after an intermittent foot-shock stressor, but are differentially affected 

by social defeat and yohimbine, with social defeat only increasing CRF mRNA in the 

vBNST and yohimbine only increasing that of the dBNST (Funk et al, 2006). CRF mRNA 

in the dBNST but not vBNST increased after chronic mild stress (Kim et al, 2006). 

Similarly, high levels of subcutaneous corticosterone over 14 days resulted in increased 

levels of CRF mRNA in the dorsal but not ventral BNST (Makino et al, 1994). In another 

study, no change in CRF mRNA was observed after foot-shock alone, but an increase in 

CRF mRNA in the dBNST but not vBNST was observed after foot-shock in animals that 

have been extinguished from self-administration of heroin (Shalev et al, 2001). Finally, 

following hyper-tonic saline injection, the amount of CRF mRNA in the oval nucleus 

decreased whereas it increased in the fusiform nucleus of the BNST (Watts et al, 1995) 

(see Table 1.1 for summary of these results). Beyond differences in responding to stress, 

the CRF neurons of the oval and fusiform nuclei may be distinct on a more fundamental 

level. The CRF neurons in the oval nucleus are known to be GABAergic, unlike the CRF 

neurons of the PVN that co-express glutamate (Dabrowska et al, 2013a). However, it is 
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still unknown if the CRF neurons in the fusiform nucleus are glutamatergic or GABAergic. 

In fact, there has been significant confusion in the literature on this topic (Choi et al, 2007; 

Radley et al, 2009). Nevertheless, these data suggest that the CRF neurons of the oval and 

fusiform nucleus are distinct cell populations that differentially respond to stress. 

  At least three different types of neurons in the dorsal BNSTALG of the rat have been 

recognized based on their spiking and rectification properties and rebound depolarization 

in response to hyperpolarizing and depolarizing current injection: Type I (Regular 

Spiking), Type II (Low-threshold Bursting), and Type III (Fast Inward Rectifiers) 

(Hammack et al, 2007; Rodríguez-Sierra et al, 2013). The electrophysiological profile of 

neurons in the BNSTALG may be indicative of what proteins are being expressed by that 

cell, including CRF. In addition to the different electrophysiological properties of these 

neurons, single cell RT-PCR revealed that the different cell types expressed the mRNA for 

distinct complements of ion channels (Hazra et al, 2011) and serotonin receptors (Hazra et 

al, 2012). Importantly, nearly all of the Type III cells express the mRNA for CRF 

(Dabrowska et al, 2013a). In a transgenic mouse line in which GFP is exclusively 

expressed in CRF-containing neurons (Martin et al, 2010), we have preliminary data 

showing that the GFP cells in the BNST share many of the same electrophysiological 

characteristics as Type III neurons in the rat. Another transgenic mouse line, a CRF-tomato 

reporter line, has also been used to record from CRF neurons in the BNST (Silberman et 

al, 2013). In this mouse, the CRF neurons in the BNST were not of a consistent 

electrophysiological profile, but rather, based on the voltage responses to hyperpolarizing 

and depolarizing current injections, there were some CRF neurons that fit into each cell 

type classification as well as some that did not fit into any of the predefined cell types. This 
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inconsistency brings up multiple questions regarding the use of cell type classification and 

transgenic reporter mice. First, the cell types that were defined in the rat BNST have not 

been confirmed to exist in the mouse. We have observed all three cell types in the mouse, 

but in a different proportion from what is seen in the rat BNST, as well as some cells that 

do not fit into the any of the predefined cell types (unpublished observation). Therefore, 

we must use caution when we apply concepts shown in one species to another. 

Additionally, it is possible that a CRF transgenic reporter line could inadvertently label 

more neurons than ones that express functional levels of the CRF peptide. Many cells 

express low (or even high levels) of an mRNA transcript without functionally expressing 

the corresponding protein (Tropea et al, 2001), however the hypothalamic field has relied 

on measuring CRF mRNA as a proxy for CRF peptide and found these measures to be 

reliable (Imaki et al, 1991; Swanson and Simmons, 1989). In a reporter line, the fluorescent 

protein is created regardless of whether, or not, the CRF mRNA is translated into functional 

protein. Hence, the apparent disparity in the electrophysiological phenotype of CRF 

neurons may be attributed to ectopic expression in the reporter line used by Silberman et 

al (2013). Indeed the expression of the tomato fluorescence seems to extend beyond the 

oval nucleus where immunohistochemical studies have localized CRF cells (Silberman et 

al, 2013; Sawchenko and Swanson, 1985; Swanson et al, 1983). However, 

immunohistochemistry is not without its faults and may be underrepresenting CRF protein 

expression in the BNST. In this case the GFP reporter line may not label all CRF neurons 

in the BNST. Regardless, in the rat 95% of Type III cells express the mRNA for CRF 

(Dabrowska et al, 2013a). Furthermore, Type III neurons are only found in the region of 

the oval nucleus of the rat BNST, where CRF neurons are located, and not in the 
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undifferentiated anterolateral region (Figure 1.1C. unpublished observation, details in 

chapter 3). Together these data indicate that Type III neurons in the dBNST express CRF.  

CRF neurons in the dBNST also express distinct receptors and proteins. For 

example, in the oval nucleus striatal-enriched protein tyrosine phosphatase (STEP; also 

called Ptpn5)-immunoreactivity has almost total colocalization with CRF-

immunoreactivity, and all Type III neurons express the mRNA for STEP (Dabrowska et 

al, 2013b). STEP is known to regulate long term potentiation in the amygdala (Paul et al, 

2007; Yang et al, 2012) and its role in synaptic plasticity in CRF neurons in the BNST will 

be discussed later on in this review. Preliminary evidence from our lab suggests the D1 

subtype of the dopamine receptor is also specifically expressed in Type III CRF cells in 

the BNST. This is supported by the finding that dopamine directly depolarizes CRF 

neurons in the dBNST, presumably by acting through the GS-coupled D1 receptor 

(Silberman et al, 2013). Determining more biochemical/molecular ways in which CRF 

neurons in the BNST are distinct from other cell types has the potential to lead to the 

discovery of drugable targets that could isolate these neurons and modulate a crucial 

component of anxiety behavior. 

Although studies have shown that CRF neurons in the BNST are responsive to 

stress manipulations as mentioned above, new technologies that allow us to target specific 

groups of cells are going to be critical in determining the role of BNST CRF neurons in 

anxiety behavior. A recent study has shown that distinct sub-regions of the BNST can have 

opposing actions in modulating anxiety (Kim et al, 2013). In this study, the oval nucleus 

was targeted with the injection of a Cre-dependent enhanced form of the halorhodopsin 

(eNpHR3.0) virus into the BNST of mice that express Cre in cells that express the D1 
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receptor (Drd1a::cre). Unsurprisingly, since CRF neurons express the D1 receptor and are 

localized in the oval nucleus, this mouse line shows eNpHR3.0 expression restricted to the 

oval nucleus of the BNST. Optogenetically inhibiting the oval CRF neurons in the BNST 

resulted in a decrease in anxiety-like behavior in the elevated-plus maze and open-field test 

as well as a decrease in respiratory rate, consistent with an anxiogenic role for the oval 

CRF neurons (Kim et al, 2013). These CRF neurons were also shown to send an inhibitory 

projection to the undifferentiated anterodorsal (AD) region of the BNST. Conversely, 

optogenetically inhibiting the AD region of the BNST resulted in an increase in anxiety-

like behavior and respiratory rate, suggesting an anxiolytic role of this region. These data 

indicate that the oval CRF neurons could directly promote anxiety by release of CRF and 

indirectly by inhibiting the anxiolytic projection from the AD region of the BNST. In fact, 

in another study chemogenetically inhibiting CRF neurons using the designer receptor 

exclusively activated by designer drugs (DREADD) system caused a reduction in anxiety-

like behavior (Pleil et al, 2015). CRF neurons in the BNST are thought to make both local 

connections as well as project out of the nucleus to regions involved in emotion processing 

including the periventricular nucleus of the hypothalamus (PVN), ventral tegmental area 

(VTA), periaqueductal gray (PAG), dorsal potion of the dorsal raphe (DRD) and locus 

coeruleus (LC) (Dabrowska et al, 2011; Dabrowska & Rainnie, 2014; Meloni et al, 2006; 

Rodaros et al, 2007; Silberman et al, 2013; Van Bockstaele et al, 1999). These projections 

could contribute to the anxiogenic role of the BNST CRF neurons and/or activate a 
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compensatory mechanism, such as a 

negative feedback loop, to put a 

brake on the anxiety response. 

Isolating the projections, inputs, and 

function of the different CRF cell 

populations in the BNST and how 

they are affected by stress will be an 

important step to understanding the 

circuit. 

The oval CRF neurons that 

project out of the oval nucleus to 

promote anxiety-like behavior are 

sitting within a predominantly 

GABAergic nucleus, suggesting that 

local interneurons could provide an 

inhibitory control over the output of 

the CRF neurons. A microcircuitry 

for modulation of CRF neurons by 

local GABA neurons has recently 

been described in the CeAL 

(Haubensak et al, 2010; Sakanaka et 

al, 1986). The CRF neurons in the 

CeAL are a distinct population from neurons expressing the neuronal marker, PKC-δ 

Figure 1.2. Photomicrographs showing PKCδ 
(green) and STEP (red) rarely co-localize in the 
oval BNST. 40x magnification. 
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(Haubensak et al, 2010). These PKC- δ+ neurons form local and reciprocal inhibitory 

connections with the PKC- δ- cells in the CeAL (Haubensak et al, 2010). Additionally, 

electrically inhibiting the PKC- δ+ cells was shown to enhance fear. Similarly, PKC-δ is 

also expressed in the oval nucleus of the BNST, and a PKC-δantibody labels a population 

of cells largely separate from those labeled by the STEP antibody (Figure 1.2). As STEP 

has been shown to co-localize with CRF cells in the BNST (Dabrowska et al, 2013b), we 

can infer that PKC-δ neurons in the BNST are a separate population of neurons from the 

CRF neurons in the oval nucleus. In fact, our recent single cell RT-PCR data showed that 

only Type II cells in the BNST expressed the mRNA for PKC-δ (unpublished observation). 

As the BNST is in many ways an extension of the central amygdala (Alheid and Heimer, 

1988), it is reasonable to hypothesize the local circuitry in the BNST may mirror that of 

the CeA, with PKC- δ+ and CRF neurons reciprocally inhibiting one another. Whereas 

PKC-δ + neurons in the CeAL represent “fear off” neurons (Haubensak et al, 2010), perhaps 

Type II PKC- δ+ cells represent “anxiety off” neurons in the BNST (Figure 1.1D). In 

addition to inhibition via local GABAergic connections, CRF action and CRF neurons 

themselves are opposed by NPY (Ide et al, 2013; Kash and Winder, 2006; Pleil et al, 2015). 

In fact, NPY in the BNST has been shown to block CRF-induced- place aversion (Ide et 

al, 2013). More studies on peptides and the local circuitry involved in the regulation of 

CRF neuron activity are needed to better understand how the BNST modulates anxiety. 
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Norepinephrine  

The BNST receives dense noradrenergic input from the ventral noradrenergic bundle 

(VNB) and lighter input from the dorsal noradrenergic bundle (DNB) (Park et al, 2009). 

The NE terminals are densest in the vBNST (Egli et al, 2004; Phelix et al, 1994) however 

NE also acts in the dBNST to affect synaptic transmission and behavior (Hott et al, 2012; 

Leri et al, 2002a; McElligott et al, 2010; Nobis et al, 2011; Silberman et al, 2013). The A1 

cell group in the caudal ventrolateral medulla contributes to the VNB and is the strongest 

source of NE in the vBNST (Banihashemi and Rinaman, 2006; Forray et al, 2000; Park et 

al, 2009; Shin et al, 2008). The nucleus of the solitary tract (A2 cell group) also provides 

Receptor Behavioral Role Physiological Action 

β-AR 

•   Stress-induced reinstatement of drug 
seeking (Leri et al, 2002). 

•   Symptoms of opiate withdrawal 
including withdrawal-induced place 
aversion (Aston-Jones et al, 1999). 

•   Anxiety-like behavior after an acute 
stressor (Cecchi et al, 2002). 

•   Gs-coupled receptors.  
•   Depolarize CRF neurons in dBNST 

(Silberman et al, 2013).  
•   Facilitation of GABA transmission in 

vBNST in acute withdrawal (Dumont 
and Williams, 2004). 

β1-AR 
•   Expression of context fear (Hott et 

al, 2012). 
•   Symptoms of opiate withdrawal 

(Cecchi et al, 2007). 

•   Enhance glutamatergic transmission 
through CRFR1 (Nobis et al, 2011). 

β2-AR •   Stress-induced reinstatement of drug 
seeking (Mantsch et al, 2014). 

•   Increase excitatory transmission in 
dBNST (Egli et al, 2004). 

α1-AR 

•   Expression of context fear (Hott et 
al, 2012). 

•   Anxiety-like behavior and HPA axis 
activation after an acute stressor 
(Cecchi et al, 2002). 

•   Gq-coupled receptor. 
•   Depolarize subpopulation of BNST 

cells; increase GABAergic 
transmission in vBNST  (Dumont and 
Williams, 2004) 

•   LTD in dBNST and vBNST 
(McElligott et al, 2007; McElligott et 
al, 2010).  

•   Increase NE release (Forray et al, 
1999; Park et al, 2009) 

α2-AR 
•   Blocks stress-induced reinstatement 

of drug seeking, expression of fear, 
and other NE actions (Fendt et al, 
2005; Shaham et al, 2000). 

•   Gi-coupled receptor. 
•   Presynaptic autoreceptor; inhibits NE 

release (Forray et al, 1999; Park et al, 
2009). 

Table 1.2. A summary of the behavioral role and physiological actions of the different adrenergic 
receptor subytpes in the BNST. 
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a strong NE input through the VNB (Banihashemi and Rinaman, 2006; Forray et al, 2000). 

Finally, there is a potential small NE input from the LC through the DNB, however, the 

support for this connection is weak and unlike the inputs from the VNB, inputs from the 

LC are not involved in stress-induced reinstatement of drug-seeking (Aston-Jones et al, 

1999; Forray et al, 2000; Park et al, 2009; Shaham et al, 2000).  

Norepinephrine has both a tonic and phasic control over the BNSTALG. There is a 

rise in NE release in the vBNST as a result of aversive stimuli including immobilization 

stress, being exposed to a context that was previously associated with a foot-shock, tail 

pinch, and an aversive tastant (Cecchi et al, 2002; Onaka and Yagi, 1998; Park et al, 2012; 

2015). NE is also released into the BNST when a rewarding stimulus is not received when 

expected (Park et al, 2013). Additionally, there is evidence that NE is released into the 

BNST in basal conditions to modulate glutamatergic transmission (Forray et al, 1999). 

Together these data suggest that NE in the BNST tonically modulates input into the BNST 

and participates in the response to aversive stimuli, including the lack of an anticipated 

reward. 

 NE acts in the BNST to promote fear and anxiety-like behavior as well as stress-

induced reinstatement of drug-seeking and symptoms of opiate withdrawal (Cecchi et al, 

2002; 2007; Fendt et al, 2005; Hott et al, 2012; Leri et al, 2002b; Mantsch et al, 2014; 

Vranjkovic et al, 2012) . Rodents are innately afraid of the odor of predators, such as the 

fox. Exposure to a component of fox odor, trimethylthiazoline (TMT) increases cFos 

expression in the oval BNST, LC, and nucleus of the solitary tract (NTS), indicating that 

both norepinephrine and the BNST are involved in the fear response (Day et al, 2004). 

Indeed, NE release increases in the vBNST during TMT exposure (Fendt et al, 2005). 
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Clonidine, an α2-AR agonist, acts on the presynaptic α2-AR autoreceptors to inhibit NE 

release into the vBNST, thereby blocking the rise in NE caused by exposure to TMT. This 

treatment also blocks the fear-behavior induced by TMT exposure, indicating that NE 

transmission in the vBNST is critical for the fear behavior (Fendt et al, 2005).  

NE can act on four subtypes of adrenoreceptors in the BNST: β1-AR, β2-AR, α1-AR, 

or α2-AR. Specific agonists and antagonists to these receptors have helped to elucidate the 

unique role of each receptor variant in the BNST. The behavioral and physiological 

mechanism of NE action in the BNST is summarized in Table 1.2. As mentioned 

previously, the α2-AR primarily acts as a presynaptic autoreceptor to inhibit the release of 

NE into the BNST (Forray et al, 1999; Park et al, 2009), and is therefore able to block fear 

behavior towards TMT (Fendt et al, 2005) as well as reduce stress-induced reinstatement 

of drug seeking (Shaham et al, 2000). The other three adrenoreceptors are believed to act 

primarily through a post-synaptic mechanism in the BNST.  

The β-adrenergic receptors are involved in both anxiety-like behavior and drug 

withdrawal. A cocktail of β1-AR and β2-AR antagonists (betaxol+ICI118,551) in the BNST 

blocks anxiety-like behavior after an acute immobilization stress (Cecchi et al, 2002). 

Similarly, a non-selective β-AR antagonist, phentolamine in the BNST reduced freezing in 

a context previously paired with shock (Hott et al, 2012). A selective β1-AR antagonist 

(CGP20712), but not β2-AR antagonist (ICI118,551) replicated this reduction in anxiety-

like behavior. From these data we can conclude that β-adrenergic signaling, primarily β1- 

adrenergic signaling in the BNST promotes anxiety-like behavior. The β adrenergic 

receptors are also involved in stress-induced drug reinstatement and opiate withdrawal. 

Hence, β-AR blockade in the BNST dose-dependently attenuates footshock-induced 
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reinstatement of cocaine seeking but not cocaine-induced reinstatement of cocaine seeking 

(Leri et al, 2002b), and a β2-AR antagonist in the BNST by itself was enough to attenuate 

reinstatement (Mantsch et al, 2014).  Another study using swim stress to induce 

reinstatement of cocaine-seeking found there to be a cooperative role of both the β1-AR 

and β2-AR in reinstatement (Vranjkovic et al, 2012). Together this suggests that both β-

ARs in the BNST facilitate stress-induced reinstatement. The β-ARs also play a role in 

symptoms of opiate withdrawal. Blocking both β1-AR and β2-ARs abolishes withdrawal-

induced place aversion (Aston-Jones et al, 1999). A selective β1-AR antagonist in the 

dBNST blocks withdrawal-induced aversion and attenuates opiate-withdrawal symptoms 

in rats with high reactivity to novelty (Cecchi et al, 2007). Overall β-ARs act in the BNST 

to contribute to opiate-withdrawal symptoms and promote anxiety-like behavior and stress-

induced reinstatement of drug-seeking. 

Like the β-ARs, the α1-AR also promotes anxiety-like behavior. A selective α1-AR 

antagonist (WB4101), but not α2-AR antagonist (RX821002) in the BNST reduced 

freezing in a context previously paired with foot-shock (Hott et al, 2012). Additionally, the 

selective α1-AR antagonist, benoxathian, blocked anxiety-like behavior and reduced the 

plasma levels of adrenocorticotropin horomone (ACTH) after an acute stressor (Cecchi et 

al, 2002). Intriguingly, this suggests that while both the β-ARs and α1-AR promote anxiety-

like behavior, only the α1-AR facilitates activation of the hypothalamic-pituitary-adrenal 

(HPA) axis. Furthermore, the α1-ARs are not involved in stress-induced drug reinstatement 

(Vranjkovic et al, 2012). The similar yet distinct roles of the α- and β-adrenergic receptors 

in the BNST suggest that these receptors work through distinct mechanisms activating both 

separate and overlapping pathways in the BNST.  
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Both β-ARs are metabotropic receptors generally linked to the GS-protein and act to 

facilitate synaptic transmission in the BNST. Although the majority of the noradrenergic 

afferents are found in the vBNST, the β-ARs primarily act in the dBNST, however the lack 

of effect seen in the vBNST could be due to desentitization of receptors in this region (Egli 

et al, 2004). In fact, activation of β-ARs in the vBNST has been shown to mediate the 

negative affective component of pain in rats (Deyama et al, 2008). Regardless, there is no 

direct physiological evidence of the action of β-ARs in the vBNST at this time. In the 

dBNST, the nonspecific β-AR agonist, isoproterenol increases the frequency of 

spontaneous EPSCs (Nobis et al, 2011; Silberman et al, 2013). This effect can be blocked 

by application of a β1-AR, but not β2-AR, specific antagonist, suggesting that the 

facilitation of glutamatergic transmission occurs through the β1-AR (Nobis et al, 2011). As 

mentioned previously, this enhancement of excitatory transmission in the BNST acts 

through a CRFR-1 dependent mechanism (Nobis et al, 2011). Isoproterenol directly 

depolarizes CRF neurons in the dBNST (Silberman et al, 2013), potentially increasing 

local CRF-release that would then act on presynaptic CRFR-1 receptors to facilitate 

glutamatergic transmission. However, it is unknown if the β-AR is also increasing CRF 

release in the BNST by acting on CRF-terminals originating in the CeA. It is possible NE 

is increasing CRF release into the BNST by acting on CRF neurons in both the dBNST and 

CeA. In fact, while β-AR blockade in the BNST dose-dependently attenuates footshock-

induced reinstatement of drug-seeking, β-AR blockade in the CeA completely blocks 

reinstatement (Leri et al, 2002a). Furthermore, there is evidence for a role in the CRF-

projection from the CeA to the BNST in stress-induced reinstatement (Erb et al, 2001). If 

CRF from the CeA is necessary for stress-induced reinstatement, and if NE acts in the CeA 



	
   20	
  

to enhance CRF release, then this could explain how β-AR blockade in the CeA completely 

blocks stress-induced reinstatement. In this model, β-ARs on CRF neurons in both the CeA 

and BNST would facilitate CRF release in the BNST, but only the CeA projection is 

necessary to produce stress-induced reinstatement. In contrast, local CRF release from the 

BNST acts to modulate the magnitude of the increase in glutamatergic transmission. 

Regardless of the source of the CRF input in the BNST, these studies indicate that NE 

interacts with CRF to increase the glutamatergic transmission in the BNST, in effect, 

amplifying the salient inputs into the BNST during times of stress.  

In contrast, another study showed a similar effect of isoproterenol in the dBNST; the 

non-selective β-AR agonist enhanced excitatory transmission, however this was only 

blocked by the β2-AR specific antagonist, ICI-118,551, suggesting a β2-AR-dependent 

mechanism (Egli et al, 2004). It is possible that this study was actually looking at a different 

form of modulation of glutamatergic transmission in the dBNST that is β2-AR-dependent. 

In fact, there are important differences in the effects seen in this study and the studies done 

by Nobis et al. Egli et al showed no significant change in the paired-pulse ratio after 

isoproterenol, indicating this effect is not presynaptic (Egli et al, 2004). In contrast, Nobis 

et al did show a significant change in the paired-pulse ratio indicating an increase in 

presynaptic glutamate release (Nobis et al, 2011). It is possible the β2-AR-dependent 

enhancement of excitatory transmission in the dBNST is a different mechanism than the 

β1-AR and CRFR1-dependent enhancement.  

Whereas β-ARs act primarily in the dBNST to facilitate excitatory transmission, 

activation of the α2-AR subtype attenuates excitatory transmission in both the dBNST and 

vBNST (Egli et al, 2004). In the vBNST, application of NE only decreases excitatory 
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transmission. In the dBNST however, there are two competing effects of NE: the 

facilitation of glutamatergic transmission through β-ARs and the inhibition of 

glutamatergic transmission through the α2-AR. In field-recordings in the dBNST, NE 

application resulted in a facilitation of glutamatergic transmission 62.2% of the time, 

however in 37.8% of the recordings, NE resulted in a long-lasting decrease of 

glutamatergic transmission (Egli et al, 2004). Because this data is from extra-cellular 

recordings, it is unclear if these competing processes are occurring in individual or separate 

cells. Interestingly, glutamatergic input from the parabrachial nucleus to the dBNST is 

sensitive to the α2-AR agonist, guanfacine, whereas glutamatergic input from the 

basolateral amygdala (BLA) is not, suggesting specificity in noradrenergic modulation of 

inputs into the BNST (Flavin et al, 2014). The modulation of the β and α2-AR pathways 

could tip the scale in either direction. For example, administration of α2-AR agonists blocks 

footshock-induced reinstatement of heroin seeking (Erb et al, 2000). In that vein, 

facilitation of the α2-AR pathway could suppress the NE-induced increase in glutamatergic 

transmission in the dBNST, thereby decreasing some of the behavioral actions of NE.  

In addition to modulating glutamatergic transmission in the BNST, NE has also been 

shown to enhance GABAergic transmission in the vBNST. Neurons in the vBNST that 

project to the VTA, labeled with fluorescent microspheres that were injected into the VTA 

and retrogradely transported to the vBNST, only exhibit a small hyperpolarization in 

response to NE application, whereas unlabeled vBNST neurons exhibit a large depolarizing 

response (Dumont and Williams, 2004). However, VTA-projecting neurons show an 

increase in frequency of spontaneous GABAA-IPSCs with application of NE, raising the 

possibility that the non-VTA-projecting neurons in the vBNST send a GABAergic-
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projection to the VTA-projecting vBNST neurons. This increase in frequency of IPSCs is 

blocked by the α1-AR antagonist, prazosin, indicating it is an α1-AR-dependent effect. The 

same increase in GABAA-IPSCs occurs in rats after withdrawal from a 5-day treatment 

with morphine, however this effect is attenuated by the non-selective β-AR antagonist, 

propranolol as well as prazosin (Dumont and Williams, 2004). Additionally, the protein 

kinase A (PKA)-inhibitor, H89 also attenuates this effect only in animals treated with 

morphine. Chronic morphine treatment can result in a hyperactive adenylyl cyclase (AC)-

PKA pathway, and β-AR GS-signaling cascade results in activation of this pathway. These 

data suggest that during morphine withdrawal, β-ARs are recruited into facilitating 

GABAergic transmission onto VTA –projecting vBNST neurons through an over-active 

AC-PKA pathway (Dumont and Williams, 2004). This increased inhibitory drive could 

come from the local GABA neurons in the vBNST and/or GABAergic neurons in the 

dBNST. A non-specific β-AR agonist is known to depolarize the GABAergic CRF neurons 

in the dBNST, however we do not know if activation of α1-ARs would have a similar effect 

(Silberman et al, 2013). There is a strong inhibitory connection from the dBNST to the 

vBNST, supporting the idea that some of the inhibitory control of VTA-projecting neurons 

in the vBNST originates from the dBNST (Turesson et al, 2013).    

 The α1-ARs are also implicated in modulating glutamatergic transmission in the 

BNST. In both the dorsal and ventral BNST activation of α1-ARs causes a Gq-receptor-

dependent long term depression (LTD) of glutamatergic transmission in the BNST 

(McElligott and Winder, 2007; McElligott et al, 2010). This Gq dependent plasticity is 

maintained by a loss of functional calcium-permeable AMPA receptors (CP-AMPARs) 

and is modulated by stress (McElligott et al, 2010). After 10 days of chronic restraint stress, 
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which increases extracellular levels of NE in the BNST, α1-AR LTD was blocked in the 

vBNST and significantly attenuated in the dBNST (McElligott et al, 2010). This was due 

to a loss of function of CP-AMPARs. Chronic restraint stress caused an increase of NE 

release into the BNST which acted on α1-ARs in vivo resulting in LTD, thereby already 

decreasing the function of the CP-AMPARs by the time of the in vitro recordings. The 

authors hypothesize that, as a GABAergic nucleus, the BNST acts as a brake on the PVN 

and the amygdala. After stress, the LTD disengages that brake resulting in an unregulated 

stress axis and limbic system (McElligott et al, 2010). However, this interpretation must 

be re-examined in light of recent evidence that the different nuclei of the BNSTALG have 

opposing roles in anxiety-like behavior (Kim et al, 2013). Therefore it is unlikely that the 

BNST as a whole acts as a brake on the PVN and amygdala. However, this long-term 

depression does change the set-point for the response to future incoming stimuli. 

To summarize, NE is released into the BNST during stress and other aversive events. 

It acts in the dBNST through β-ARs to increase CRF release and facilitate the 

glutamatergic input into the dBNST (Egli et al, 2004; Nobis et al, 2011; Silberman et al, 

2013). In this way, NE tunes the dBNST to possible salient inputs potentially increasing 

the output of the anxiogenic portion of the dBNST to increase anxiety-like behaviors 

(Cecchi et al, 2002; Hott et al, 2012). Although there are both anxiolytic and anxiogenic 

outputs in the dBNST, the predatory odor TMT which causes an increase in NE release 

into the BNST, specifically increases cFos expression in the oval BNST which is known 

to be a significant contributor to the anxiogenic pathway (Day et al, 2004; Fendt et al, 

2005; Kim et al, 2013). NE also acts in the vBNST on α1-ARs, perhaps more strongly than 

the actions in the dBNST due to more NE release in this region (Egli et al, 2004; Phelix et 
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al, 1994). Here NE application results in increased local GABAergic transmission 

potentially inhibiting the anxiolytic projection from the vBNST (Dumont and Williams, 

2004). Action on α1-ARs may also cause a feed-forward increase in NE release into the 

BNST (Forray et al, 1999; Park et al, 2009). The α2-ARs, however, act to control the effects 

of NE in the BNST. Activation of α2-ARs inhibits NE release and decreases excitatory 

transmission (Egli et al, 2004; Forray et al, 1999; Park et al, 2009). After chronic stress, 

the prolonged NE release may cause a long-term depression of glutamatergic transmission 

in the dBNST and vBNST through the α1-ARs (McElligott et al, 2010). Because chronic 

stress results in an increase in anxiety-like behavior, it is hypothesized that this LTD 

inhibits the anxiolytic-pathway in the BNST. However, although unlikely, it is also 

possible that this LTD is a compensatory mechanism for the increase in excitatory 

transmission into the BNST. More research needs to be done on the effect of chronic stress 

on NE’s actions in the BNST. As the literature stands, it seems the β-ARs and α1-ARs act 

to potentiate the anxiogenic pathway and inhibit the anxiolytic pathway in the BNST, 

whereas the α2-AR stands alone in its ability to inhibit the anxiogenic-effects of NE release. 

Modulating these opposing noradrenergic pathways may be a potential target in the 

treatment of drug addiction and anxiety disorders.       

Dopamine 

 The BNST receives dopaminergic input from the PAG, VTA, and, to a lesser extent, 

the substantia nigra pars compacta (Hasue and Shammah-Lagnado, 2002; Meloni et al, 

2006). Injections of the retro-grade tracer Fluoro-Gold (FG) into the dBNST combined 

with tyrosine hydroxylase immunofluorescence revealed that the A10dr and A10dc 

dopaminergic cell groups in the PAG are the strongest sources of dopaminergic afferents 
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in the dBNST (Meloni et al, 2006). Similar to NE, there is both anatomical and functional 

evidence that dopamine (DA) interacts with CRF in the BNST to affect stress behaviors 

(Day et al, 2002; Kash et al, 2008; Meloni et al, 2006; Phelix et al, 1994; Silberman et al, 

2013), however unlike the NE projections, the DA projections are primarily in the dBNST 

and form synapses with the CRF neurons in the oval BNST (Freedman and Cassell, 1994; 

Phelix et al, 1994). Both DA and NE cause a direct depolarization in CRF neurons in the 

BNST of mice (Silberman et al, 2013) and an indirect increase in frequency of sEPSCs in 

the BNST through CRF signaling, however DA and NE are most likely facilitating distinct 

populations of glutamatergic synapses (Kash et al, 2008; Nobis et al, 2011; Silberman et 

al, 2013). On the other hand, there is evidence for some cross talk between systems. For 

example, DA has been shown to inhibit glutamatergic input into the BNST by acting on 

the α2-AR (Krawczyk et al, 2011a). The precise circuitry affected by NE and DA-induced 

CRF signaling will need to be elucidated in order to better understand their differing roles.  

Interestingly, there is some debate over the nature of DA receptor distribution in 

the dBNST with various groups reporting the presence or absence of the D1, D2, and D3 

receptors in this region (Eiler et al, 2003; Kim et al, 2013; Krawczyk et al, 2011b; Mengod 

et al, 1992; Savasta et al, 1986; Scibilia et al, 1992). Using receptor autoradiography and 

immunohistochemistry there is little evidence for the presence of the D1 receptor in the 

dBNST in control animals (Krawczyk et al, 2011a; Savasta et al, 1986). This is intriguing 

given evidence that the D1 specific antagonist, SCH 23390 in the BNST dose-dependently 

reduces alcohol-motivated responding, whereas the D2 antagonist, eticlopride has no effect 

(Eiler et al, 2003). Additionally, the Drd1a::cre transgenic mouse that expresses Cre in 

cells in which D1 is expressed specifically labels the oval nucleus of the BNST (Kim et al, 
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2013). As discussed in a previous section of this review, preliminary single cell RT-PCR 

results have shown that mRNA for the D1 receptor is specifically expressed in Type III 

CRF neurons of the oval BNST (unpublished observation). It is possible that the mRNA 

for the D1 receptor is expressed in these neurons without being translated into functional 

protein under basal conditions. In support of this hypothesis, there is a switch from a D2-

mediated response in the dBNST of drug-naïve rats to a D1-mediated response in cocaine 

self-administering rats (Krawczyk et al, 2011b). In control rats, DA was found to suppress 

evoked GABA transmission in the dBNST through a presynaptic D2 receptor mechanism 

(Krawczyk et al, 2011a; 2011b). However, after prolonged cocaine self-administration, DA 

acted on D1 receptors to increase IPSC amplitude. Importantly, this switch was not 

observed in rats that received cocaine passively, emphasizing DA’s involvement in 

motivated behaviors. Perhaps self-administration of drugs of abuse triggers translation of 

D1 mRNA in the dBNST into functional protein to mediate drug-motivated behavior. 

However, if D1 receptors are not functional in drug-naïve animals, it is unclear how DA 

could depolarize CRF neurons in the BNST (Silberman et al, 2013). Both D2 and D3 

receptors are Gi-coupled receptors, activation of which generally enhances G-protein 

coupled inwardly-rectifying potassium (GIRK) channel activity thereby hyperpolarizing 

the neuron and preventing synaptic release (Michaeli and Yaka, 2010). It is more likely 

that DA acts on the GS-coupled D1 receptor to depolarize the CRF neurons in the BNST. 

More research needs to be done to clarify the functional expression of DA receptors in the 

BNST in both naïve and drug-exposed animals.  

As the similar effects on the local circuit may suggest, DA and NE seem to be 

involved in similar processes, however the timing of their release indicate that they relay 



	
   27	
  

related but separate and sometimes reciprocal signals. In a study looking at the release of 

DA and NE in response to intracranial self-stimulation (ICSS) in the region of the 

VTA/substantia nigra, both catecholamines were released into the BNST, however, DA 

was released into the dBNST in response to cues that predicted reward whereas NE was 

not released into the vBNST at these times. Conversely, there was a suppression of 

extracellular DA during extinction of a lever press being paired with ICSS and an increase 

in release of NE into the vBNST (Park et al, 2013). Similarly, in another study DA release 

in the dBNST increased in response to intra-orally-administered sucrose but decreased in 

response to the aversive tastant, quinine (Park et al, 2012). This indicates that DA relays 

information about obtaining a reward or pleasurable stimulus whereas NE relays 

information about the lack of an anticipated-reward.  

Dopamine’s involvement in reward suggests it plays an important role in drug 

abuse. Like in the nucleus accumbens shell, drugs of abuse increase extracellular DA in 

the BNST (Carboni et al, 2000). Cocaine, nicotine, morphine, and tetrahydrocannabinol 

(THC; the psychoactive component of cannabis) all increase extracellular signal-related 

kinase (ERK) activation in the BNSTALG (Valjent et al, 2004). The ERK pathway plays an 

important role in synaptic plasticity, learning, and memory, indicating it could be a 

potential molecular mechanism for the long-lasting effects of drugs of abuse. Importantly, 

this increase in ERK activation can be blocked with an injection of the D1 receptor 

antagonist SCH 23390 15 minutes prior to drug administration, suggesting DA acts on D1 

receptors in the BNST to increase ERK activation (Valjent et al, 2004). In the striatum, the 

ERK signaling cascade is activated with simultaneous activation of NMDA and D1-

receptors (Valjent et al, 2005). In this way, the ERK cascade acts as a coincidence detector 
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and is activated during times of high glutamatergic input and dopamine release. Perhaps 

the same process is occurring in the BNST. Interestingly, STEP inhibits ERK activity and 

thereby regulates the duration of ERK-signaling (Valjent et al, 2005; Yang et al, 2012). 

STEP is specifically expressed in the CRF neurons of the oval BNST while ERK1/2 is 

found in both cells co-expressing STEP and those not expressing STEP (Dabrowska et al, 

2013b). NMDA and DA have the potential to activate the ERK cascade in all of these 

neurons, but only the CRF cells contain STEP, the molecular brake for the ERK signal. 

However, STEP expression in the oval BNST is reduced after chronic stress causing a 

potential increase in ERK activation with DA present in the BNST (Dabrowska et al, 

2013b). This may be relevant for stress-induced drug seeking, where the loss of the 

molecular brake on ERK signaling in CRF neurons in the dBNST could contribute to drug 

craving or the motivation to seek out drugs.  

DA interacts with CRF signaling in the BNST to play an important role in stress 

behavior in other ways as well. For example, a unilateral 6-hydroxydopamine (6-OHDA) 

lesion causes a hemispheric asymmetry in CRF mRNA expression in the CeA and oval 

nucleus of the BNST (Day et al, 2002). This lesion selectively removes the mesostriatal 

dopaminergic inputs to the brain through use of the neurotoxin, 6-OHDA injected into the 

medial forebrain bundle. The hemisphere with the lesion exhibited reduced CRF mRNA in 

the oval BNST compared to the hemisphere with the mesostriatal DA system still intact 

(Day et al, 2002). Interestingly, there was no effect of the 6-OHDA lesion on ENK mRNA 

expression in the BNST. As CRF and ENK are expressed in separate cell populations in 

the BNST, this suggests that the DA system effects mRNA expression in a specific subset 

of cells, namely the CRF neurons. In addition to promoting CRF expression, DA is 
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involved in facilitating CRF-enhanced startle. The peripheral administration of the D1 

antagonist, SCH 23390 attenuates CRF-enhanced startle, a behavior in which the BNST is 

critically involved (Lee and Davis, 1997; Meloni et al, 2006). This raises the possibility 

that CRF kicks off a feed-forward circuit between the BNST and a major source of DA 

input such as the PAG. In this model put forward by Meloni et al, CRF acts on CRFR1 to 

activate CRF neurons in the BNST that then send projections to the PAG (Meloni et al, 

2006). Indeed the BNST sends strong projections to the PAG including a CRF projection 

from the oval nucleus (Dong and Swanson, 2004; Dong et al, 2001a; 2001b; Gray and 

Magnuson, 1992). CRF depolarizes neurons in the PAG thereby activating the 

dopaminergic cells to release DA in the dBNST (Bowers et al, 2003). DA then acts on D1 

receptors in the BNST, particularly on CRF neurons, to further increase CRF release into 

the BNST (Silberman et al, 2013). CRF then facilitates glutamatergic transmission into the 

BNST through its action on presynaptic-CRFR1 (Kash et al, 2008; Silberman et al, 2013). 

In this way, DA and CRF create a feed-forward circuit that acts to increase CRF signaling 

and activation of the BNST pathway involved in the startle reflex. Dopamine’s role in 

appetitive signaling and its interaction with CRF place dopamine at the intersection of 

stress and reward. 

There is little direct evidence that DA is released into the dBNST after a stressor. 

Activity of DA neurons in the dorsal VTA is primarily decreased by an acute stressor such 

as a foot-shock (Brischoux et al, 2009). However a smaller group of DA neurons in the 

ventral VTA is activated by foot-shock, yet it is unknown if these DA neurons project to 

the BNST (Brischoux et al, 2009). Extracellular DA levels increase in the dorsal striatum 

and nucleus accumbens core during tail-pinch and increase in the nucleus accumbens shell 
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only at the termination of tail pinch (Budygin et al, 2012). This indicates DA is released 

during both aversive and rewarding stimuli, however it is still unclear where and when DA 

is released into the BNST. Social-defeat stress and exposure to TMT, a component of fox 

odor, produces increased c-Fos activation in the PAG, possibly indicating an increase in 

activity of PAG DA neurons that project to the BNST (Janitzky et al, 2014; Miczek et al, 

1999). It is clear that DA cells throughout the brain are activated by different stimuli at 

different times; therefore the role of DA in the BNST is complex. DA in the BNST seems 

to both signal reward and facilitate the stress response. Rather than acting to suppress or 

enhance the anxiolytic or anxiogenic circuit within the BNST, DA seems to facilitate both 

pathways to modulate motivated behavior. 

The BNST not only receives dopaminergic projections, but it also sends reciprocal 

connections to the main sources of dopaminergic input including the PAG and VTA (Dong 

and Swanson, 2004; Georges and Aston-Jones, 2001; 2002; Gray and Magnuson, 1992; 

Jalabert et al, 2009; Kudo et al., 2012; Jennings et al, 2013; Kim et al, 2013; Silberman et 

al, 2013). Additionally, the LC and VTA are reciprocally connected, indicating that the 

release of each of the catecholamines can influence that of the other (Mansari et al, 2010). 

Both NE and DA cause an increase in CRF signaling that results in enhancement of 

glutamatergic signaling into the BNST, including onto neurons that project to the VTA 

(Silberman et al, 2013). There is evidence that VTA-projecting neurons in the BNST 

activate DA neurons in the VTA via an excitatory amino acid pathway (Georges and Aston-

Jones, 2001; 2002), however, both glutamatergic and GABAergic neurons in the vBNST 

project to the VTA and form connections with medial DA neurons as well as non-DA 

neurons (Kudo et al., 2012; Jennings et al, 2013). Hence, there is a complex circuit 
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controlling the activity of dopaminergic-VTA neurons by the vBNST through both direct 

and indirect excitatory and inhibitory projections (Jennings et al, 2013). Activation of the 

glutamatergic projection from the vBNST to the VTA resulted in aversive behaviors 

including avoidance of the chamber paired with a rewarding brain stimulation, a reduction 

in active reward seeking, and an increase in anxiety-like behavior in an open-field test. In 

contrast, activation of the GABAergic projection from the vBNST to the VTA resulted in 

a combination of behaviors signaling a pleasurable state including preference for the 

chamber in which the stimulation occurred, active reward seeking, and anxiolytic behavior 

in an elevated plus maze task (Jennings et al, 2013). Similarly, stimulation of the 

projections from the AD BNST to the VTA, also a GABAergic projection, produced a 

conditioned place preference indicating activation of this pathway is rewarding (Kim et al, 

2013). GABAergic CRF neurons in the oval nucleus also project to the VTA (Rodaros et 

al, 2007; for a review on the control of VTA-DA neurons by the BNST see Jalabert et al, 

2009). It is still unclear if the GABAergic and glutamatergic projections from the BNST to 

the VTA result in an increase or decrease in DA release to the BNST and other regions. 

With both excitatory and inhibitory projections synapsing on dopaminergic cells, the 

circuit is not made obvious. Additionally, excitatory and inhibitory projections synapse 

onto non-DA inhibitory interneurons in the VTA (for a review on the heterogeneity of the 

VTA see Walsh & Han, 2014). Indeed, not all VTA DA neurons respond the same way to 

reward and stress, therefore it is possible that one pathway from the BNST will increase 

activity of a sub-population of DA neurons and inhibit others (Brischoux et al, 2009). 

Future experiments will need to isolate the effect of the different projections from the 

BNST to the VTA on DA cell firing. Of equal importance, new research will need to 
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elucidate the role of dopamine in the BNST on motivated behavior. As the literature stands, 

DA is intricately involved in both reward and stress, but the precise mechanism of action 

is unknown. 

Serotonin 

 The serotonin system is an important target for treatment of affective and anxiety 

disorders. The most commonly prescribed pharmacological treatments for depression and 

anxiety disorders are selective serotonin reuptake inhibitors (SSRIs) (Kent et al, 1998; 

Stokes and Holtz, 1997). Although SSRIs effectively treat depression in the long-term, the 

therapeutic improvement only occurs after several weeks, and there is an acute effect of 

SSRI treatment associated with an exacerbation of the expression of fear and anxiety 

behavior in animals and humans (Burghardt et al, 2004; Grillon et al, 2007; for a review 

on SSRI’s effect on fear conditioning in rodents see Burghardt and Bauer, 2013). 

Intriguingly, a drug that enhances serotonin reuptake, tianeptine, has also been shown to 

be an effective antidepressant, specifically in patients with coexisting depression and 

anxiety (Wilde and Benfield, 1995). There is evidence that serotonin acts in the BNST to 

affect anxiety behavior in humans, non-human primates, and rodents alike. Acute 

tryptophan depletion, causing a reduction in serotonin levels in the brain, significantly 

increases long-duration anxiety-potentiated startle in humans while having no effect on 

short-duration fear-potentiated startle (Robinson et al, 2012). The possible role for  
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serotonin in long-duration anxiety and not the phasic fear response implicates the BNST, 

as it is specifically involved in long- but not short-duration responses (Walker et al, 2009). 

Additionally, serotonin transporter (5-HTT) availability in the BNST positively correlates 

with individual differences in anxious temperament in rhesus monkeys (Oler et al, 2009). 

This could imply that SSRIs affect anxiety in highly anxious individuals by inhibiting 

excess 5-HTT activity in the BNST, thereby increasing the amount of serotonin in the 

synapse. Indeed, serotonin fibers innervate both the dBNST and vBNST, with a denser 

innervation in the dBNST, and appear to make connections with the CRF cells in both of 

these regions (Commons et al, 2003; Phelix et al, 1992). The serotonin fibers originate in 

the dorsal raphe nucleus (DRN), specifically the medial to caudal aspect of the dorsal DRN 

(DRD) (Petit et al, 1995; Weller and Smith, 1982). In this region of the DRD, there is a 

cluster of CRF containing cells bodies, most of which show dual labeling for serotonin, 

indicating that both CRF and serotonin could be co-released into the BNST in some 

conditions (Commons et al, 2003). In order to understand the mechanisms behind SSRI’s 
Receptor Physiological Action 

in the BNST 
Cell Type 

Distribution 
(Hazra et al, 2012) 

Behavioral Action 

I II III BNST CNS 

5-HT1A Hyperpolarization (GIRK 
Channels) 

63% 32% 41% Anxiolytic 
(Levita et al, 
2004; Gomes et 
al, 2011) 

Anxiolytic 
(Albert et al, 
2014) 

5-HT7 Depolarization (Gs 
Receptor) 

55% 44% 0% 
Unknown 

Depressive 
(Mnie-Filali et al, 
2011) 

5-HT2C Depolarization (Gq 
Receptor) 

5% 0% 59% 
Anxiogenic 
(Heisler et al, 
2007; 
Marcinkiewcz et 
al, 2015) 

Anxiogenic 
(Heisler et al, 
2007; Kimuraet 
al, 2009) 

5-HT1B 
Presynaptic inhibition 0% 21% 41% 

Unknown 
�Aggression 
& Impulsivity 
(Saudou et al, 
1994; Nautiyal et 
al, 2015) 

Table 1.3. A summary of the physiological and behavioral action of the different serotonin 
receptor subtypes as well as their distribution in Type I, II, and III neurons.  
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actions and to improve pharmacological therapy, a better knowledge of serotonin’s actions  

in the BNST and interaction with CRF is necessary.   

 Serotonergic neurons of the dorsal raphe are activated in response to uncontrollable 

stressors such as inescapable foot-shock, anxiogenic drugs, and social defeat, and CRF 

mediates this response (Abrams et al, 2005; Amat et al, 2005; Gardner et al, 2005; 

Hammack et al, 2002; Grahn et al, 1999; for a review on the functional neuroanatomy of 

defined serotonergic systems see Lowry, 2002). CRF acts on both CRFR1 and CRFR2 in 

the DRD to affect serotonin release (Amat et al, 2004; Hale et al, 2010; Kirby et al, 2000; 

Rice and Valentino, 2000; for a review on the interactions between CRF and sertonergic 

systems see Fox and Lowry, 2013). At low doses, CRF inhibits firing in the DRN, however 

at higher doses, CRF becomes excitatory (Rice and Valentino, 2000). The CRFR1 

antagonist, antalarmin attenuates the inhibitory effect of CRF at low doses. In contrast, the 

CRFR2 agonist, urocortin 2 (UCN 2) increases c-Fos expression in serotonergic neurons 

of the DRD that project to limbic regions, including the BNST, and increases serotonin 

release (Amat et al, 2004; Hale et al, 2010; Staub et al, 2005). Because CRF has a higher 

binding affinity for CRFR1 than CRFR2, these data suggest that low levels of CRF inhibit 

the DRD through the CRFR1 receptor and high levels of CRF activate the serotonergic 

neurons of the DRD through the CRFR2 receptor. Interestingly, a selective CRFR2, but 

not CRFR1 antagonist in the DRD blocks the behavioral consequences of uncontrollable 

stress, indicating CRF acts on CRFR2 in the DRD to facilitate the prolonged activation of 

serotonergic neurons of the DRD in uncontrollable stress (Hammack et al, 2003). 

Importantly, the dBNST and vBNST provide input into the DRD, potentially contributing 

to the CRF projections there (Peyron et al, 1998).  
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 The effects of serotonin on BNST circuitry are complex (For a summary see Table 

1.3). Serotonin acts presynaptically in the BNST to modulate glutamatergic transmission 

(Guo and Rainnie, 2010). In whole-cell patch-clamp recording experiments, serotonin 

application reduced the amplitude of evoked EPSCs (eEPSCs), which was accompanied 

by an increase in paired pulse ratio. The non-selective 5-HT1B/D agonist, sumatriptan, and 

the selective 5-HT1B agonist CP93129 both mimicked the effect while the 5-HT1B 

antagonist GR55562 attenuated the inhibitory effect of serotonin on eEPSC amplitude 

(Guo and Rainnie, 2010; however see Krawczyk et al, 2011a). In this way, serotonin 

release in the BNST after stress may counter-act the facilitation of glutamatergic 

transmission into the BNST caused by CRF. Furthermore, it is possible that 5-HT1B 

receptor activation in the BNST limits other transmitter release into the BNST, such as 

CRF from the CeA, thereby providing an inhibitory control over the anxiety response after 

a stressor. More research on how serotonin and CRF interact to affect input into the BNST 

needs to be done to clarify this circuit. 

 The postsynaptic modulation of neurons in the BNST by serotonin is determined 

by the specific combination of serotonin receptor subtypes expressed in each individual 

neuron. The anterolateral BNST expresses mRNA transcripts for the 5-HT1A, 5-HT1B, 5-

HT1D, 5-HT1F, 5-HT2A, 5-HT2C, 5-HT3, 5-HT4, 5-HT5A, 5-HT6, and 5-HT7 receptors, and the 

complex response to serotonin mirrors the heterogeneous expression of serotonin receptor 

subtypes (Guo et al, 2009). Bath application of serotonin in the dBNST results in one of 4 

responses: about 16% of neurons exhibit a pure hyperpolarization response (5-HTHyp), 

about 28% show hyperpolarization followed by a delayed depolarization response (5-

HTHyp-Dep), and about 34% show only depolarization (5-HTDep). Finally, about 22% of cells 
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show no postsynaptic response to serotonin application (5-HTNR). Because the depolarizing 

portion of the 5-HTHyp-Dep response was rarely large enough to overcome the initial 

hyperpolarization, the most common response to serotonin application in the dBNST is 

hyperpolarization (Guo et al, 2009; Levita et al, 2004). All of the postsynaptic responses 

to serotonin are associated with a decrease in membrane resistance and an increase in 

conductance, suggesting serotonin application results in a facilitation or opening of ion 

channels (Levita et al, 2004). In about 25% of the cells that respond to serotonin with a 5-

HTHyp response, the serotonin current reverses direction at -89 mV, which is close to the 

potassium equilibrium potential predicted by the Nernst equation. In fact, serotonin 

receptors can act to open GIRK channels. The hyperpolarizing response in these neurons 

could be blocked with a GIRK channel inhibitor, tertiapin-Q, confirming involvement of 

GIRK channels in the 5-HTHyp response. The other 75% of cells with a 5-HTHyp response 

exhibited a reversal potential around -74 mV, which most likely reflects a combined 

reversal of a few different serotonin receptor subtypes including those that act on GIRK 

channels. The hyperpolarizing response to serotonin is most likely due to activation of the 

5-HT1A receptor. Indeed the hyperpolarizing response could be blocked by the 5-HT1A 

specific antagonist WAY 100635 (Levita et al, 2004). The 5-HTDep response and the 

depolarizing component of the 5-HTHyp-Dep response are mediated by the 5-HT2A, 5-HT2C, 

and/or the 5-HT7 receptors. Neurons that exhibit a 5-HTHyp-Dep response only show a 

monophasic inward current in the presence of WAY 100635. This current can be attenuated 

by the 5-HT2A antagonist MDL 100907, the 5-HT2C antagonist RS 102221, and/or the 5-

HT7 antagonist SB 269970 indicating that any combination of these receptors can 

contribute to the depolarization response to serotonin (Guo et al, 2009).  
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 The complicated pharmacological profile of BNST neurons to serotonin suggests 

an equally complicated receptor expression pattern. Single cell RT-PCR was used to screen 

mRNAs corresponding to the different serotonin receptor subtypes in individual dBNST 

neurons. Indeed, dBNST neurons exhibited a composite pattern of serotonin receptor gene 

expression, with some neurons expressing mRNA for one subtype and some expressing 

mRNA for two or three subtypes. As predicted by the primarily inhibitory nature of 

serotonin in the BNST, one of the most prominent receptor subtypes is 5-HT1A, expressed 

in 41% of neurons tested. The other common receptor subtype is 5-HT7 expressed in 46% 

of neurons, however 23% of those neurons that express 5-HT7 also co-express 5-HT1A, 

predicting a combined hyperpolarizing and depolarizing response to serotonin. Indeed the 

serotonin response profile predicted by the 5-HT receptor mRNA expression was not 

statistically different from the observed serotonin response profile of the BNST neurons 

(Guo et al, 2009). Interestingly, the three different cell types in the BNST (Type I-III) 

express different distributions of serotonin receptor subtypes (Table 1.3). In short, the Type 

I cells express high levels of 5-HT1A mRNA, the Type II cells express high levels of 5-HT7 

and 5-HT1A mRNA, and the Type III cells express high levels of 5-HT1A and 5-HT2C 

mRNA. As expected, the three cell types respond to serotonin application differently. The 

Type III cells also express mRNA for the 5-HT1B receptor. As mentioned previously, this 

receptor is often expressed on axon terminals, indicating that the Type III neurons express 

the 5-HT1B receptor on terminals in target areas to modulate neurotransmitter release (Guo 

et al, 2009). The Type III neurons may also express the 5-HT1B receptor on local axon 

terminals allowing serotonin to modulate local synaptic transmission as well. Interestingly, 

serotonin has been reported to bi-directionally modulate evoked IPSC (eIPSC) amplitude 
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in the BNST (Krawczyk et al 2011a). The inhibitory effects of serotonin on eIPSCs can be 

mimicked by 5-HT1B agonists and blocked with 5-HT1B antagonists indicating that local 5-

HT1B expression in the BNST inhibits GABAergic transmission within the nucleus 

(unpublished observation). Importantly, the different serotonin receptor expression among 

the three cell types offers an opportunity for specific modulation of BNST neurons by 

serotonin ligands. As mentioned above, the type III neurons are mainly CRF neurons, 

hence drugs targeting the 5-HT2C or 5-HT1B receptor may specifically modulate CRF 

neurons. 

 The primary action of serotonin in the BNST is to inhibit neurons both through 

postsynaptic and presynaptic mechanisms. However, the BNST may also play a role in 

activating the serotonergic DRD neurons themselves. In a review on serotonin’s actions in 

the BNST, Hammack et al propose a model in which the activation of the serotonin neurons 

of the DRD by the BNST forms a negative feedback loop to attenuate anxiety levels in the 

presence of a stressor (Hammack et al, 2009). An acute stressor activates the BNST causing 

an increase in CRF release in target areas including the DRD. With enough CRF, CRF acts 

on CRFR2 to increase serotonergic release in limbic regions including the BNST (Amat et 

al, 2004; Hale et al, 2010; Staub et al, 2005). Serotonin acts on the BNST in a primarily 

inhibitory manner, thereby inhibiting further CRF release and attenuating the anxiety 

response. However, maintaining this negative feedback loop requires the balance of 

serotonin receptor subtypes in the BNST to remain in favor of inhibition. 

 In support of this hypothesis, all cell types in the BNST express the mRNA for the 

5-HT1A receptor that causes a hyperpolarizing inhibitory response (Guo et al, 2009; Hazra 

et al, 2012). Single cell RT-PCR analysis showed that 5-HT1A is expressed in 63% of Type 
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I, 32% of Type II, and 41% of Type III neurons in the dBNST (Hazra et al, 2012). In 

support of the negative feedback hypothesis described above, there is evidence that 5-HT1A 

activation in the BNST results in a reduction of anxiety-like behavior. The 5-HT1 agonist, 

5-CT infused into the BNST significantly reduced the acoustic startle response in rats, 

indicating an anxiolytic-like effect (Levita et al, 2004). Consistent with this observation, 

cannabidiol (CBD) in the BNST attenuates expression of context fear conditioning and 

anxiety-like behavior (Gomes et al, 2011; 2012). CBD is a component of cannabis that has 

been shown to have antipsychotic, antidepressive, and anxiolytic effects, but does not have 

the psychotomimetic effects of cannabis. CBD can act as a 5-HT1A agonist as well as block 

reuptake and degradation of the endogenous cannabinoid anandamide. CBD in the BNST 

attenuates freezing and fear-induced increase in heart rate and mean arterial pressure 

(MAP) in a context previously paired with foot-shock. Pre-treatment with the 5-HT1A 

antagonist, WAY 100635 reduced the behavioral and cardiovascular effects of CBD, 

indicating that CBD acts through the 5-HT1A receptor to affect the expression of contextual 

fear conditioning (Gomes et al, 2012). CBD in the BNST also decreases anxiety-like 

behavior in the elevated plus maze and Vogel conflict test through actions on 5-HT1A 

receptors. Similarly, the 5-HT1A receptor agonist, 8-OH-DPAT also decreased anxiety-like 

behavior in these tests (Gomes et al, 2011). CBD also acts through 5-HT1A receptors in the 

BNST to modulate the BNST’s control of the parasympathetic cardiac response (Alves et 

al, 2010; Gomes et al, 2013). The BNST has a tonic inhibitory influence on the 

parasympathetic component of the baroreflex, however during acute restraint stress, the 

BNST activates the parasympathetic system to modulate the heart rate increase associated 

with acute stress (Crestani et al, 2006; 2009). This suggests that the two opposing parallel 
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circuits in the BNST modulate the parasympathetic system in opposing ways during basal 

and stress states. CBD and 8-OH-DPAT facilitate baroreceptor reflex bradycardia in basal 

conditions, and this effect is blocked by WAY 100635 (Alves et al, 2010). This is in 

agreement with 5-HT1A activation inhibiting the BNST’s inhibitory influence on the 

parasympathetic response. Similarly, CBD acts through 5-HT1A receptors in the BNST to 

enhance the increase in heart rate during restraint stress, consistent with 5-HT1A activation 

inhibiting the BNST’s role in activating the parasympathetic system to modulate heart rate 

during acute stress (Gomes et al, 2013; for a review on the BNST’s role in modulating 

autonomic functions see Crestani et al, 2013). Although 5-HT1A activation facilitating the 

increase in heart rate seems in contrast to its role in reducing anxiety, it suggests that 

individual aspects of the response to acute stress are modulated by different circuits within 

the BNST, and serotonin impacts multiple aspects of the circuit.  

 In contrast to 5-HT1A, 5-HT7 contributes to the depolarization response to serotonin 

in the BNST. 5-HT7 is the most commonly expressed serotonin receptor subtype in the 

BNST, however it is not expressed in the Type III neurons, but is expressed in the majority 

of Type I and Type II cells (Guo et al, 2009; Hazra et al, 2012). This raises an intriguing 

question about the functional and behavioral role of the 5-HT7 receptors in the BNST. If 

the Type III CRF neurons are the anxiogenic projection neurons of the dBNST, then it is 

likely that Type I and/or Type II cells provide an inhibitory control over the output of the 

CRF neurons as described previously. In this case, 5-HT7 activation could potentially 

facilitate the inhibition of CRF neurons by activating the local inhibitory circuit. In fact, 5-

CT is a mixed 5-HT1/7 agonist but acts to reduce anxiety-like behavior in the BNST 

(Hammack et al, 2009). Since Type III neurons do not express 5-HT7, 5-CT would only 
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act on 5-HT1A receptors resulting in a hyperpolarizing response. In contrast, perhaps 5-CT 

has more of a mixed response in Type I/II cells that could potentially result in 

depolarization due to the high prevalence of 5-HT7 receptors. This could further facilitate 

the anxiolytic effect of 5-CT by activating the inhibitory control over the Type III cells. In 

this model, 5-HT7 receptor activation in the BNST would be hypothesized to be anxiolytic, 

however elsewhere in the brain, blockade of 5-HT7 receptors produces a fast anti-

depressive effect (Mnie-Filali et al, 2011; for a review on 5-HT7 and its role in nervous 

system disorders see Hedlund, 2009). In fact, pharmacological blockade of the 5-HT7 

receptor has been investigated as a potential antidepressant strategy. Unlike the SSRI 

fluoxetine, acute administration of the 5-HT7 antagonist, SB-269970 does not increase 

anxiety-like behavior in the open field test. In fact, co-administration of SB-269970 with 

fluoxetine counteracted the anxiogenic-like effect of fluoxetine alone. Furthermore, 

treatment with SB-269970 significantly reduced immobility time in the forced swim test, 

an important predictor of a successful antidepressant (Mnie-Filali et al, 2011). This 

suggests 5-HT7 activation in the BNST could potentially act to increase anxiety-like 

behavior. However, it is important to note that an anxiogenic role of a receptor in other 

parts of the brain does not mean it cannot play a different role in the BNST. This is a prime 

example of why it is crucial to better understand the local circuitry of the BNST and the 

role of specific receptor subtypes.   

 Along with the 5-HT7 receptor, the 5-HT2C receptor also acts in the BNST to 

depolarize neurons and affect anxiety-like behavior. 5-HT2C knock-out mice are deficient 

in stress-induced activation of dBNST CRF neurons and show lower anxiety-like behavior 

relative to wild type mice, indicating 5-HT2C is involved in facilitating the anxiety response 
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through activation of CRF neurons in the BNST (Heisler et al, 2007). Unlike the 5-HT7 

receptor, the 5-HT2C receptor is expressed almost exclusively in the Type III putative CRF 

neurons in the dBNST (Guo et al, 2009; Hazra et al, 2012). There is also evidence that 

serotonin acts on 5-HT2C receptors in the vBNST to facilitate stress-induced anxiety-like 

behaviors. The potent stressor, chronic intermittent ethanol (CIE) exposure, is known to 

increase general and social anxiety-like behavior in rodents and c-Fos expression in the 

vBNST. Peripheral injections of the selective 5-HT2C antagonist, SB 242,084 mitigate the  

CIE-induced increase in social anxiety-like behavior as well as the increase in c-Fos 

expression in the vBNST (Marcinkiewcz et al, 2015). As mentioned previously, there is a 

CRF-dependent increase in glutamatergic input into the BNST after CIE (Silberman et al, 

2013). Perhaps the increase in BNST activation due to CIE causes CRF to be released into 

Modulator Behavioral Role Physiological Action 

 Anxiolytic/ 
Rewarding 

Anxiogenic/ 
Aversive 

 

CRF  1, 2, 3, 5, 7, 8, 9 •   Enhances glutamatergic input in BNST (4, 5, 6) 
NE 19 10, 11, 12, 13, 

14, 15, 16, 17 
•   Enhances glutamatergic input in dBNST (5, 6, 18) 
•   Depolarizes CRF neurons in dBNST (5) 
•   Attenuates glutamatergic transmission in vBNST 

(18) 
•   Enhances GABAergic transmission in vBNST (20) 
•   Chronic stress results in LTD of glutamatergic input 

(21) 
DA 12, 22 23 •   Enhances glutamatergic input in dBNST (5, 4) 

•   Depolarizes CRF neurons in dBNST (4) 
5-HT 24, 27, 28, 29 30, 31 •   Attenuates glutamatergic input in dBNST (25) 

•   Inhibits a large portion of the dBNST and 
depolarizes a small portion of the dBNST (26, 27) 

•   The inhibitory/excitatory balance may shift after 
chronic stress (32) 

References: (1) Sahuque et al, 2006; (2) Liang et al, 2001; (3) Lee and Davis, 1997; (4) Kash et al, 2008; (5) Silberman et al, 2013; 
(6) Nobis et al, 2011; (7) Erb et al, 2001, (8) Jasnow et al, 2004; (9) Kim et al, 2013, (10) Cecchi et al, 2002; (11) Onaka and Yagi, 
1998; (12) Park et al, 2012; (13) Fendt et al, 2005; (14) Hott et al, 2012; (15) Leri et al, 2002b; (16) Mantsch et al, 2014; (17) 
Vranjkovic et al, 2012; (18) Egli et al, 2004; (19) Erb et al, 2000; (20) Dumont and Williams, 2004; (21) McElligott et al, 2010; (22) 
Park et al, 2013; (23) Meloni et al, 2006; (24) Robinson et al, 2012; (25) Guo and Rainnie, 2010; (26) Guo et al, 2009; (27) Levita et 
al, 2004; (28) Gomes et al, 2011; (29) Gomes et al, 2012; (30) Heisler et al, 2007; (31) Marcinkiewcz et al, 2015; (32) Hazra et al, 
2012 
Table 1.4. A summary of the behavioral and physiological action of corticotropin releasing factor 
(CRF), norepinephrine (NE), dopamine (DA), and serotonin (5-HT) in the BNSTALG 
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the DRD, thereby increasing serotonin activity in the BNST. Serotonin can then act on 5-

HT2C receptors in the BNST (potentially specifically on CRF neurons) to further increase 

their activity and facilitate anxiety-like behavior. In whole-cell patch clamp recordings in  

the vBNST, CIE treatment increased neuronal excitability. These cells were induced to fire 

significantly more action potentials than neurons from animals not given CIE. This increase 

in firing rate was blocked with application of the 5-HT2C antagonist, RS102221. 

Additionally, bath application of mCPP, a 5-HT2C agonist depolarized cells more in the 

CIE treated group than control group, indicating enhancement of 5-HT2C signaling after  

withdrawal (Marcinkiewcz et al, 2015). This suggests that serotonin’s actions on 5-HT2C 

receptors in the BNST can actually create a feed-forward loop to facilitate the anxiety 

response. However, this feed-forward increase in activity would be tempered by  

serotonin’s ability to inhibit BNST activity through actions on 5-HT1A and 5-HT1B 

receptors. Therefore, serotonin’s effect on anxiety-like behavior may be critically 

dependent on the balance of excitatory and inhibitory serotonin receptors in the BNST 

(Hammack et al, 2009).  

 Importantly, chronic stress can alter the serotonin receptor subtype expression in 

the BNST, thereby potentially drastically altering its effects on the circuitry of the BNST 

and resulting anxiety-like behavior (Hazra et al, 2012). After 4 days of unpredictable shock 

stress (USS), there was a 2.8 fold decrease in 5-HT1A mRNA, 2 fold increase in 5-HT1B 

mRNA, and 3.5 fold increase in 5-HT7 mRNA in the BNST. Single cell RT-PCR was also 

used to characterize the effects of stress on serotonin receptor expression in the  

different cell types. There was a reduction in the number of neurons expressing 5-HT1A 

mRNA across all cell types. Since this is the primary inhibitory serotonin receptor, this 
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reduction in expression may impair serotonin’s ability to complete the negative feedback 

loop required to dampen anxiety-like behavior. However, there was also an increase in  

the number of Type III neurons that express the mRNA for the 5-HT1B receptor after 

chronic USS (Hazra et al, 2012). The increase in 5-HT1B expression in Type III neurons  

could potentially act to compensate for the increase in the excitability of Type III neurons 

after stress by inhibiting neurotransmitter release. Finally, more Type I and Type II cells 

expressed mRNA for the 5-HT7 receptor after the chronic USS. If 5-HT7 receptor activation 

facilitates local inhibitory connections onto the anxiogenic output of the BNST, then this 

increase in expression could be counteracting the loss of 5-HT1A expression. On the other 

hand, if 5-HT7 activation facilitates the anxiety response, then the increase in 5-HT7 

receptor expression combined with the decrease in 5-HT1A expression could result in a loss 

of the negative feedback loop between the BNST and DRD and facilitate serotonin’s ability 

to create a feed-forward increase in BNST activity. Overall, chronic USS seems to cause a 

shift from inhibitory to excitatory serotonergic control in the BNST after stress, however 

more research needs to be done to understand the effects of this change on BNST circuitry 

and the impact on anxiety-like behavior. The behavioral roles and physiological actions of 

the neuromodulators discussed above are summarized in Table 1.4.    

Stress Modulation of Synaptic Plasticity 

Synaptic plasticity is a mechanism by which brain circuits can use prior experience 

to re-structure future responses. Stress is known to cause a long-lasting increase in anxiety-

like behavior, and as the BNST is a crucial structure in modulating both the stress response 

and anxiety behavior, it is reasonable to predict that stress would cause a long-lasting 

change in BNST synaptic plasticity. In fact, multiple studies have shown that stress can 
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affect synaptic plasticity in the BNST (Conrad et al, 2011; Dabrowska et al, 2013b; 

Francesconi et al, 2009; Glangetas et al, 2013; McElligott and Winder, 2007), however the 

results of these studies are seemingly inconsistent. In this section, we will re-examine these 

studies in light of how stress interacts with neuromodulators as discussed above and new 

research on the distinct roles of different BNST sub-nuclei in modulating anxiety-like 

behavior.  

Stress can result in structural and morphological changes in the BNST that are 

associated with changes in synaptic strength. For example, chronic unpredictable stress 

causes an increase in BNST but not amygdala volume (Pêgo et al, 2008). Similarly, there 

is a significant increase in dendritic branching in the BNST but not the CeA after chronic 

immobilization stress (Vyas et al, 2003). These studies suggest that the BNST in uniquely 

sensitive to significant neuronal plasticity after stress. In addition to gross morphological 

changes, alterations in glutamatergic receptor content and localization can occur with 

synaptic plasticity. A recent study looked at the effect of chronic stress on AMPA receptor 

distribution in the BNST. After 4 days of USS, no significant change was found in the 

labeling of the AMPA receptor subunit, GluR1 in the dBNST. However there was a trend 

towards an increase in the ratio of GluR1-labeled spines to GluR1-labeled dendrites after 

stress (Hubert and Muly, 2014). This indicates that there may be more AMPA receptors in 

the spines than other parts of the dendrites after stress. The authors speculate that looking 

at a specific cell type in the BNST may reveal a significant change in AMPA receptor 

expression that is being washed out in the average of all cell types in the dBNST. In fact, 

there is evidence that the Type III neurons are more susceptible to stress-induced alterations 

in plasticity than Type I and Type II neurons as discussed shortly (Dabrowska et al, 2013b). 
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Understanding how stress differentially affects the unique components of the BNST circuit 

will be critical to determining how the BNST contributes to the long lasting increase in 

anxiety after chronic stress. It is also possible that stress does not affect AMPA receptor 

distribution, but rather changes NMDA receptor distribution (Hubert and Muly, 2014). 

Indeed, after 4 days of repeated restraint stress, there is a significant increase in protein 

expression of the NMDA subunit, GluN1 in the synaptic membrane fraction of the dBNST 

(Dabrowska et al, 2013b). These changes in receptor distribution and dendritic morphology 

reflect long lasting changes in the way the BNST responds to input after stress.  

There are multiple studies that have begun to explore how acute or chronic stress 

modulates the response of the BNST to upstream inputs. Acute stress can cause a 10 Hz 

stimulation of the medial prefrontal cortex (mPFC) input into the BNST to switch from 

resulting in a long-term depression (LTD) to a long-term potentiation (LTP). The 

functional consequence of this switch from LTD to LTP is unknown; perhaps it acts to 

boost the signal of salient events after acute stress (Glangetas et al, 2013). The BNST 

serves as a relay between the mPFC and VTA DA neurons. This pathway is under the 

control of the CB1-R, which decreases mPFC glutamate inputs in the BNST (Massi et al, 

2008). Interestingly, cannabinoid receptor 1 (CB1) knock-out mice did not exhibit stable 

LTD in baseline conditions or stable LTP after the acute stress. In fact, infusion of the CB1 

antagonist into the BNST blocked the LTP elicited by stimulation of the mPFC in stressed 

wild-type mice (Glangetas et al, 2013). Besides the VTA, the BNST relays to multiple 

nuclei critically involved in the stress response, therefore, the plastic change of the mPFC 

to BNST glutamate transmission after acute stress will undoubtedly impact more than the 

VTA DA system. 
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Whereas acute stress can cause a switch from LTD to LTP, chronic stress has been 

shown to cause a LTD in the BNST. As mentioned previously, chronic restraint stress can 

cause a long-term depression of the evoked EPSC in the BNST that is dependent on α1-

ARs (McElligott et al, 2010). This LTD changes the set-point for the response to future 

incoming stimuli. Because this LTD is maintained by a post-synaptic loss of function of 

CP-AMPARs, it is possible that different neurons in the BNST could experience different 

relative levels of LTD. The neurons that are incorporated into the circuit to reduce anxiety 

could experience a more significant depression than those in the anxiogenic pathway, 

thereby shifting the balance of the opposing circuits. On the other hand, the LTD could 

reduce the input that activates the anxiogenic circuit. Additionally, it is possible some 

synapses will be depressed more than others in the same neuron, causing the cell to respond 

more or less to different inputs. Isolating the different inputs into the BNST and the 

different cell types with in the BNST through optogenetic and other molecular techniques 

will help to decipher how chronic stress affects the multiple circuits within the nucleus. 

A few studies have examined how LTP in the BNST changes in response to stress. 

In un-stressed animals, Type III cells in the dBNST achieve a significantly lower 

magnitude of LTP in response to high frequency stimulation than both Type I and Type II 

cells; however, after 4 days of repeated restraint stress, Type III cells achieve a significantly 

higher magnitude of LTP than Type III cells of non-stressed animals. In contrast, there is 

no significant change in the magnitude in Type I and Type II cells after stress. This cell-

type specific change in LTP is at least partially due to STEP down-regulation after chronic 

stress (Dabrowska et al, 2013b). STEP is a known modulator of synaptic plasticity by 

dephosphorylating subunits of the NMDA receptor promoting their internalization 
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(Goebel-Goody et al, 2012). In fact, STEP has been reported to regulate LTP in the 

amygdala, and the down-regulation of STEP is thought to play a role in the etiology of 

stress-induced anxiety disorders (Paul et al, 2007; Yang et al, 2012). As mentioned 

previously, STEP is specifically expressed in CRF neurons in the dBNST. Importantly, rats 

that underwent the repeated restraint stress showed less STEP mRNA and protein 

expression than controls, and there was a reduction in the number of Type III cells that 

expressed the mRNA for STEP (Dabrowska et al, 2013b). Consequently, NMDA receptor 

dephosphorylation and internalization by STEP is attenuated. This evidence supports the 

idea that Type III cells are buffered against LTP by STEP in control conditions; however 

the loss of STEP after chronic stress makes them more susceptible to LTP induction. In 

support of this theory, intracellular administration of STEP abolished the stress-induced 

increase in LTP magnitude but had no effect in control animals (Dabrowska et al, 2013b). 

These data suggest that Type III CRF neurons of the oval BNST are protected against over-

activation during an acute stressor. Interestingly, a systemic injection of interleukin-1β, an 

immune challenge that activates the BNST, results in c-Fos activation of ENK but not CRF 

containing neurons (Day et al, 1999). This could be a result of the inhibitory influence of 

STEP buffering the CRF cells against activation due to a single stressor. Loss of this buffer 

would cause ectopic CRF cell activation resulting in over-activation of the anxiogenic 

pathway in the BNST.  

Not all studies have shown an increase in LTP magnitude in the BNST after stress. 

In mice, both chronic treatment with cortisol and chronic social isolation caused an increase 

in anxiety-like behavior as measured in the elevated zero maze and open field test; however 

there was a corresponding blunting of LTP in both groups (Conrad et al, 2011). 
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Additionally, there was significant blunting of LTP in animals that underwent an acute 

social isolation stressor (24 hours instead of 6 to 8 weeks) although there was no effect of 

the acute social isolation on anxiety-like behavior. This suggests that the physiological 

changes due to stress precede the behavioral outcome. It is unknown why chronic stress in 

one case causes an increase in LTP magnitude in a population of cells in the dBNST while 

another shows that chronic stress results in a decrease in LTP magnitude in the dBNST 

(Conrad et al, 2011; Dabrowska et al, 2013b), but there are many differences in the 

experiments that could contribute to this discrepancy. For example, although both studies 

were performed ex vivo, Dabrowska et al used single cell patch-clamp recordings whereas 

Conrad et al used extracellular field potential recordings. Additionally, the nature of the 

stressor was different; in the experiment performed by Dabrowska et al, the rats underwent 

1 hour of restraint stress for 4 consecutive days whereas the mice in this experiment were 

either given 10 days of cortisol treatment or 6 to 8 weeks of social isolation. Other studies 

have shown different effects on the BNST from different types of stressors; for example, 

dorsal and ventral CRF mRNA both increase after an intermittent foot-shock stressor but 

are differentially  

affected by social defeat and yohimbine (Funk et al, 2006). Not all stressors have 

the same behavioral or physiological effect. Another potentially crucial difference between 

these experiments is the delay after the end of the stressor until the collection of the data. 

In the paper by Dabrowska et al, there were 6 days between the last day of restraint stress 

and recording, whereas in the paper by Conrad et al, there were only 24 hours between the 

end of the stressor and data collection. It is possible that the 6-day-delay allowed for a 

necessary incubation period during which there are long-term changes to the circuit. The 
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time course and mechanism of these different changes in synaptic plasticity after stress 

need to be studied more to better understand the effect stress has on the circuit.  

Another study showed withdrawal from alcohol and other drugs of abuse caused a 

long lasting impairment in a different form of LTP in the juxtacapsular BNST, long-term 

potentiation of intrinsic excitability (LTP-IE) (Francesconi et al, 2009). Importantly, this 

study only included neurons in the juxtacapsular portion of the BNST (see Figure 1.1B). 

However, there is not a well-defined line between the juxtacapsular and oval portion of the 

BNST. Therefore, it is likely that the population sampled in the study performed by 

Francesconi et al was not entirely separate from the population sampled in Dabrowska et 

al, but rather, overlapped to some unknown degree. Like stress, withdrawal from drugs of 

abuse is characterized by an increase in anxiety-like behavior, and drug withdrawal is 

known to be a potent stressor. In this study, a high frequency stimulation of the stria (100 

Hz for one second repeated five times with 10 second intervals) does not result in a long-

lasting increase in the excitatory postsynaptic potential, but rather a long-lasting decrease 

in the threshold for action potential and corresponding increase in temporal fidelity of 

spiking. Protracted withdrawal from alcohol in alcohol dependent rats lead to a significant 

reduction in LTP-IE in the BNST (Francesconi et al, 2009). This was replicated in 

withdrawal from cocaine and heroin, as well as with repeated ICV administration of CRF. 

Additionally, treatment with the selective CRFR1 antagonist R121919 during withdrawal 

restored LTP-IE in alcohol dependent rats. The authors conclude with a model in which 

the BNST acts as a brake on the central amygdala (CeA). When the BLA is active during 

times of stress or drug craving, the BNST can undergo LTP-IE, and with that an increase 

in temporal fidelity of firing, thus providing a bigger inhibitory control on the CeA, the 
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output of the amygdala.  But with drug dependence, or with chronic CRF and potentially 

chronic stress, there is a reduced capacity for LTP-IE, as well as reduced temporal fidelity 

in firing, making the BNST a less efficient brake on the CeA, resulting in increased 

emotional arousal (Francesconi et al, 2009). However, this conclusion needs to be re-

examined in light of new evidence for opposing circuits of the BNST—one that promotes 

and another that inhibits anxiety (Kim et al, 2013, Jennings et al, 2013). Although there 

was no reported difference in the effect of protracted withdrawal on the different cell types, 

the loss of LTP-IE could have a relatively different effect on Type III, putative CRF cells 

than Type I and II cells. Type II cells in the oval nucleus of the BNST have a significantly 

lower threshold for action potential than Type III cells in the oval and no significant 

difference in threshold than the Type I cells (unpublished observation). Additionally Type 

III cells have a lower resting membrane potential than both Type I and Type II cells 

(Hammack et al, 2007). If all of the cells in the BNST have a similar decrease in threshold 

after LTP-IE, Type III cells will still be harder to activate than the Type I and II cells. In 

fact, the authors report that there was a significant reduction in threshold for all three cell 

types in the BNST [Type I, 5.63 ± 1.4mV(t= -4.04, p < 0.01, n=6); Type II, 5.22 ± 1.0 mV 

(t = -5.49, p < 0.01, n= 6), and Type III, 3.52 ± 1.0 mV (t=  -3.44, p< 0.05, n= 4)], but they 

do not directly compare the reduction in threshold between cell types. A one-way ANOVA 

using the average reduction in threshold, standard deviation, and sample size for the three 

cell types provided shows a significant difference between cell types (p<0.05, F=4.160). 

Furthermore, Tukey’s multiple comparison test shows Type III cells have a significantly 

lower reduction in threshold than Type I cells (p<0.05). This might be consistent with a 

role for STEP in buffering Type III cells against both forms of potentiation, classic LTP 
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and LTP-IE, and move the threshold for Type III cells further away from that of Type I 

and Type II. Perhaps only the Type I and Type II cells are the “brake” on the CeA. A more 

detailed knowledge of the circuit between the BNST and CeA as defined by 

electrophysiological cell type would help clarify this possibility. If the Type I and Type II 

cells are the “brake” on the CeA and the Type III cells promote an anxiety response, the 

lower threshold for action potential in the Type I and Type II cells could increase their 

ability to inhibit anxiety. But after withdrawal, or potentially chronic stress, this reduction 

in threshold is impaired, but the relative action potential thresholds between the cell types 

remain intact. However, as Dabrowska et al suggests, the Type III neurons may have lost 

STEP, an inhibitor of LTP (Dabrowska et al, 2013b). In this scenario, Type I and Type II 

cells will not be able to act as the proper brake on the CeA, and the Type III CRF cells of 

the dBNST will have lost their intrinsic brake on plasticity, resulting in a shift in the balance 

of the opposing circuits in the BNST from anxiolytic to anxiogenic.  

Clinical Implications 

  Research across species, from mice and rats to non-human primates and humans, is 

now highlighting the importance of the BNST in anxiety and addiction. For example, Pleil 

et al (2015) found an effect of chronic alcohol drinking on the BNST that was conserved 

between mice and monkeys. Importantly, recent neuroimaging studies have shown that the 

connectivity of the BNST in humans is in large part similar to that of rodents and non-

human primates, with the addition of connections between the BNST and more rostral 

cortical areas such as the orbitofrontal cortex (Avery et al, 2014, Krüger et al, 2015). 

Functional imaging studies have shown that the BNST is hyperactive in patients with 

generalized anxiety disorder (Yassa et al, 2012) and in patients with specific-phobias 
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(Straube et al, 2007), consistent with a role for the BNST in pathological anxiety in 

humans. As we increase our understanding of the computing power of the BNST based on 

knowledge about discrete microcircuits and distinct cell types and how they are affected 

by stress, we hope to identify novel targets to pharmacologically manipulate portions of 

the circuit for clinical intervention. For example, targeted manipulations aimed to enhance 

the activity of STEP may lead to a novel treatment strategy for anxiety disorders as it has 

been shown to play an important role in the modulation of CRF cell plasticity (Dabrowska 

et al, 2013b). Additionally, learning more about the role of specific serotonin receptor 

subtypes and how they change after stress may help to find pharmacological agents that 

could act to enhance the anti-depressive and anxiolytic effects of SSRIs by blocking 5-HT 

receptors that may facilitate anxiogenic circuits. This review only begins to scratch the 

surface of the complex effects neuromodulators have on the BNST (for a brief summary 

see Table 1.4).  Defining models of microcircuits within the BNST, like that depicted in 

Figure 1.1D, will allow clinical research to hone in on therapies that can act to maintain 

the critical balance between opposing pathways.  

Beyond treatments for anxiety and depression, modulating the circuitry of the 

BNST has the potential to reveal possible treatments for drug addiction. With both aversive 

and rewarding pathways that are sensitive to stress modulation, the BNST is a prime target 

for intervention to prevent stress-induced drug recidivism. Learning more about how 

dopamine and norepinephrine affect different portions of the BNST circuit during drug-

use, withdrawal, and stress may help to find pharmacological agents that could buffer the 

detrimental effects of stress in recovering drug addicts thereby preventing relapse. As we 

learn more about these separate cell populations and their particular role in the circuitry of 
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the BNST, future clinical studies will be able to better select drugs that can target the 

appropriate circuit for modulation.  

Future Research Directions  

With more precise molecular tools now available to dissect circuits in the BNST on 

the cellular level, the field has begun to move beyond the notion that the BNST has a 

univalent effect on anxiety-like behavior. Consequently, we must now extend these 

observations to examine how stress and drugs of abuse may affect the opposing portions 

of the circuit to modulate behavior. The use of optogenetic strategies like those used in 

experiments by Kim et al (2013) and Jennings et al (2013) will be crucial in furthering our 

understanding of the role of specific inputs into the BNST as well as the local circuitry of 

the nucleus. These tools are made even more powerful by transgenic animals expressing 

Cre in specific cell populations allowing for targeted expression of viral vectors (for a 

review on the use of optogenetic strategies in the BNST see Sparta et al, 2013). The 

designer receptors exclusively activated by designer drugs (DREADDs) will also be useful 

in teasing apart the behavioral role of specific cell types within the BNST as done in Pleil 

et al, 2015. Moreover, our increasing knowledge of distinct cell types within the BNST 

and how they are affected by stress may be used to pharmacologically isolate portions of 

the circuit for clinical intervention.  

Finally, future research will need to investigate how individual differences within 

the BNST circuit contribute to resiliency or sensitivity to chronic stressors. Clearly, not all 

people who experience chronic stress develop an anxiety disorder. Evidence suggests that 

the BNST mediates inter-individual variation in anxiety-like behavior and generalization 

of fear in rats (Duvarci et al, 2009) and primates (Fox et al, 2010; Kalin et al, 2005; Oler 
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et al, 2009), however little is known about how this variation is coded in the circuit. Future 

research should investigate individual variation in anxiety behavior, stress response, and 

drug addiction, and aim to define electrophysiological and molecular correlates of these 

characteristics in the BNST. This will help to further narrow down potential targets for 

pharmacological intervention in people suffering from affective and anxiety disorders. 
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Chapter 2: Comparison of neurons in the BNSTALG in the mouse, rat, and rhesus 
macaque 
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Introduction 

 There is a growing literature that describes the importance of the anterior BNST in 

a variety of behaviors including anxiety behavior and drug addiction. Although most of 

this research has been done in rodents, there is now evidence from both human and non-

human primate studies that supports the role of the BNST as a modulator of anxiety 

behavior, drug self-administration, binge alcohol drinking, threat monitoring, and 

anticipatory anxiety (Macey et al., 2003; Straube et al., 2007; Fox et al., 2010; Somerville 

et al., 2010; Alvarez et al., 2011; Pleil et al., 2015). These studies strongly indicate that the 

role of the BNST is conserved across species from the rodent to the primate, suggesting 

the structure of the BNST may be conserved as well.  

 The BNST is not a homogenous structure; the rat BNST can be divided into at least 

16 unique subregions and contains numerous distinct cell populations (Ju et al., 1989; Dong 

et al., 2001b; Dong and Swanson, 2004; Larriva-Sahd, 2006; Bota et al., 2012). Most 

neurons in the anterolateral group of the BNST (BNSTALG) of the rat can be classified into 

three distinct cell types based on their spiking and rectification properties and rebound 

depolarization in response to hyperpolarizing and depolarizing current injection: Type I 

(regular spiking), Type II (low-threshold bursting), and Type III (fast inward rectifiers) 

(Hammack et al., 2007; Rodriguez-Sierra et al., 2013). Importantly, these cell types differ 

in their expression profile of mRNA for ion channel subunits, serotonin receptor subtypes, 

and the neuropeptide, corticotropin releasing factor (CRF), in addition to their differences 

in electrophysiological phenotype (Guo et al., 2009; Hazra et al., 2011; Dabrowska et al., 

2013b). Hence, the electrophysiological cell type of neurons in the BNSTALG may be 
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indicative of the functional role the neurons play in the circuit. Indeed, the vast majority of 

Type III neurons in the rat BNSTALG express the mRNA for CRF and are affected by stress 

in different ways than Type I and Type II cells (Dabrowska et al., 2013b), providing further 

evidence that cell types play different roles in the circuit. 

 Although Type I, Type II, and Type III cells were defined in the BNSTALG of the 

rat, the classification system has been appropriated for describing neurons in the mouse 

BNST (Silberman et al., 2013). Because the role of the BNST in anxiety behavior is 

conserved across multiple species, it is assumed that the neurons in the mouse BNST are 

similar to that of the rat. However, no study has systematically examined the neurons of 

the mouse BNSTALG to determine if the classification system defined in the rat is 

appropriate for describing neuron-heterogeneity in the mouse. Similarly, it is unknown if 

the electrophysiological cell types of the rat BNSTALG are conserved in the BNST of the 

primate. 

 Here, we used whole-cell patch clamp electrophysiology to describe the 

electrophysiological properties of BNSTALG neurons in the mouse, rat, and rhesus macaque 

using the classification system initially described in the rat (Hammack et al., 2007). We, 

then, compared and contrasted the physiological properties of neurons of the same cell type 

in the three species. Furthermore, we described the characteristics of neurons that do not 

fit the description of a Type I, Type II, or Type III cell. Finally, we filled neurons with 

biocytin for post hoc morphoplogical reconstruction and analysis to compare the dendritic 

arbor of BNSTALG neurons in the three species.     
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Methods 

Animal Subjects 

 All procedures were approved by the Institutional Animal Care and Use Committee 

of Emory University and were in compliance with National Institute of Health guidelines. 

For rats, recordings were performed in male Sprague-Dawley rats aged 30 – 60 days old (n 

= 63; Charles River Laboratories, Wilmington, Massachusetts). For mice, recordings were 

performed in wild-type male mice (n = 13) from CRFp3.0Cre mice crossed with a green 

fluorescent protein (GFP) Cre-reporter strain (Martin et al., 2010). Animals were housed 

in same-sex groups, two to four rats per cage and two to six mice per cage. Rats and mice 

were maintained on a 12:12-hour light-dark cycle with ad libitum access to food and water.  

The primate tissue for this study was obtained from juvenile (18– 36 months) 

Macaca mulatta monkeys of both genders. The primates were born into the breeding 

colony housed at the Yerkes National Primate Research Center Field Station and raised in 

normal social groups. They were provided with ad libitum access to food and water and 

monitored by the Yerkes Veterinary Staff. Animals used in this study were selected for 

sacrifice by the veterinary staff for failure to thrive and/or chronic diarrhea refractory to 

treatment as part of the animal care end-points approved for our monkey colony. Once 

identified, the animals were moved to the Yerkes Main Station and scheduled for sacrifice 

within the week.  
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Preparation of BNST slices 

Preparation of mouse and rat BNST slices 

BNST slices were obtained as previously described for rats (Hammack et al., 2007). 

The same procedure was done for mice. Briefly, rats were decapitated under isoflurane 

anesthesia (Med-Vet International, Il), and the brains were rapidly removed and placed in 

ice-cold kynurenic acid-based “cutting solution” which contained (mM): NaCl (130), KCL 

(3.50), KH2PO4 (1.10), MgCl2 (6.0), CaCl2 (1.0), glucose (10), supplemented with 

kynurenic acid (2.0). Coronal sections containing BNST were cut 350-µm thick using a 

Leica VTS-100 vibratome (Leica Microsystems, Bannockburn, IL, USA). Slices were kept 

in oxygenated cutting solution at room temperature for 1 h before transferring to regular 

artificial cerebrospinal fluid (ACSF) containing (mM): NaCl (130), NaHCO3 (30), KCl 

(3.50), KH2PO4 (1.10), MgCl2 (1.30), CaCl2 (2.50), and glucose (10). Slices were kept in 

oxygenated ACSF for at least 30 min before recording.   

Preparation of rhesus macaque BNST slices 

The primate BNST slices were obtained as previously described (Muly et al., 2009; 

Ryan et al., 2012). The animals were sacrificed with an overdose of pentobarbital (100 

mg/kg) and hand-cut blocks of tissue were mounted in a vibratome and 400 mm coronal 
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Figure 2.1. The anterior BNST in the mouse (A), rat (B), and rhesus macaque (C). Adapted from Mikula et 
al 2007, Allen Brain Atlas (© 2015 Allen Institute for Brain Science. Allen Mouse Brain Atlas [Internet]. 
Available from: http://mouse.brain-map.org), and Paxinos et al 2000. Abbreviations: AM anteromedial 
BNST, AL anterolateral BNST, Ov oval BNST, Jc juxtacapsular BNST, IC internal capsule, AC anterior 
commissure, Cd caudate. Dark region is the lateral ventricle.    
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slices were cut as previously described (Muly et al., 2009). Slices were then treated the 

same as the mouse and rat BNST slices: first kept in oxygenated cutting solution for 1 h 

before transferring to ACSF.  

General patch clamp recording procedures 

Individual slices were transferred to a recording chamber mounted on the fixed 

stage of a Leica DM6000 FS microscope (Leica Microsystems Inc., Bannockburn, IL) 

equipped with an IR sensitive CCD camera (Orca ER, Hamamatsu, Tokyo Japan), allowing 

for use of differential interference contrast (DIC) optics and infrared illumination to 

identify individual BNST neurons. The slices were maintained fully submerged and 

continuously perfused with oxygenated 32 ºC ACSF with a speed of ~2 ml/min. All 

recordings were confined to the dorsal anterolateral cell group including the oval, 

juxtacapsular, and anterolateral nucleus of the BNST (BNSTALG; Figure 2.1). The 

delineation of the anterolateral and anteromedial regions of the BNST in the rhesus 

macaque is not well defined, so recordings were limited to the anterolateral BNST as best 

as possible. Whole-cell recordings were obtained using recording pipettes pulled from 

borosilicate glass and having a resistance of 4-6 MΩ. Pipettes were filled with a potassium-

based patch solution containing the following (mM): K-gluconate (130), KCl (2), HEPES 

(10), MgCl2 (3), K-ATP (2), Na-GTP (0.2), and phosphocreatine (5), and was titred to pH 

7.3 with KOH and 290 mOsm. Biocytin (0.35%) was added to the patch solution in some 

cases to allow for post hoc histochemical processing and neuronal reconstruction.  

Analysis of electrophysiological properties 

 Basic electrophysiological properties were collected from each cell recorded. A DC 

holding current was injected to maintain the membrane potential at -60 mV in current 
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clamp. To characterize neurons, a series of 10 hyperpolarizing and depolarizing, 750 or 

1000 ms long, square-wave current steps were injected and scaled so that the peak negative 

voltage deflection was to approximately -80 mV (Hammack et al., 2007; Hazra et al., 

2011). Then, linear ramps of depolarizing current were injected, lasting 250 ms, and scaled 

to depolarize the neuron to elicit a single action potential. Data were analyzed by importing 

the raw voltage and current traces into Matlab (The MathWorks, Narick, MA, USA) using 

scripts provided with sigTOOL (http://sigtool.sourceforge.net/, developed at King’s 

College London) and processed with customized scripts (available upon request).  

 Analysis of electrophysiological properties was completed as described elsewhere 

(Ehrlich et al., 2012). Briefly, input resistance (Rin) was calculated using the deflection in 

response to the smallest hyperpolarizing current step (approx. 5 mV) and calculated as the 

ratio of peak voltage deflection to the current injected. The Ih score was calculated as the 

ratio of the magnitude of Ih (measured as peak deflection at the beginning of the trace minus 

steady state at the end) to the membrane potential at the point of peak deflection in the trace 

with the peak deflection closest to -80 mV (smaller positive values indicate less voltage 

deflection due to Ih). The IAR score was calculated as the ratio of the peak magnitude of the 

smallest hyperpolarizing trace to the difference between the peak-magnitude of the two 

most hyperpolarizing traces (larger values indicate more inward rectification). Rin, and the 

Ih and IAR score all require a relatively stable membrane potential at a particular portion of 

the voltage trace (ie at the beginning of the smallest hyperpolarizing step for accurate 

calculation of Rin). Cells with unstable membrane potentials at the necessary time points 

were removed for these analyses. This resulted in removal of one rat Type III cell for 

calculation of Rin; one mouse Type I cell, one mouse Type III cell, and two rat Type III 
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cells for calculation of the Ih score; and two rat Type III cells and one primate Type III cell 

for calculation of the IAR score. The latency to the first action potential was calculated as 

the duration of time after the initiation of the depolarizing current step and before the first 

action potential. If the latency to the first action potential was > 750 msec it was not used 

in the analysis as most cells only had current steps 750 msec long. This resulted in removal 

of two mouse Type I cells and one primate Type I cell from the analysis for latency to first 

action potential.  

Neuronal morphology 

Histochemical processing 

 Some of the patched neurons were labeled with biocytin (Sigma Aldrich, St Lois, 

MO, USA) included in the patch pipette recording solution and used for neuronal 

reconstruction as previously described (Ryan et al., 2014). After neurons were recorded for 

at least 10 min, slices were fixed in 10 % buffered formalin (Fisher Scientific, 

Hanoverpark, IL, USA) for 12-72 h, and then transferred to cryoprotectant for storage at -

20 C. After three consecutive 10 min washes in 0.05 M phosphate buffered saline (PBS), 

slices were permabilized for 30 min in PBS and 0.5 % Triton-X 100 (Sigma-Aldrich, St 

Louis, MO, USA). Slices were then treated with Alexa Fluor 488 or 568- conjugated 

Streptavidin (Invitrogen, Grand Island, New York, USA) diluted to 1: 1,000 in PBS with 

Triton-X for 36 – 48 h at 4 C. Slices were then washed 2 times for 1 h each in 0.05 M PBS 

and washed for 10 min in 0.05 M phosphate buffer. The slices were then mounted on glass 

slides, air dried for 3 – 12 h, and cover-slipped with mowiol mounting medium (Sigma-

Aldrich, St Louis, MO, USA).  
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Neuronal reconstruction and analysis 

 Z-stack images of the filled neurons were taken at either 10 or 20x magnification 

with a 0.4 or 0.3 μm step size respectively using a Leica DM5500B spinning disk confocal 

microscope (Leica Microsystems Inc.m Bannockburn, IL, USA) and SimplePCI data 

acquisition software (Compix, Sewickley, PA). For morphological analysis, the dendritic 

arbor and cell body of each neuron was reconstructed by hand using Neurolucida neuron 

tracing software (MicroBrightField, Colchester, VT). Quantitative analysis of 

reconstructions was performed using Neurolucida Explorer (MicroBrightField).   

Statistical Analysis 

 Statistical analyses were carried out using Prism 6 (GraphPad Software Inc., San 

Diego, CA). Distribution of cell types was compared using a χ2 –test when samples being 

compared had > 10 cells per cell type. Due to the small sample size of some data sets, 

normality was estimated by visual discrimination. For data sets with a normal distribution, 

an ordinary one-way ANOVA (when not dividing by cell type) or two-way ANOVA (with 

cell type and species as the two factors) with Tukey’s multiple comparisons test was used. 

For data sets with a non-normal distribution, such as input resistance, a Kruska-Wallis test 

with Dunn’s multiple comparisons test was used. An alpha level of 0.05 was used for all 

statistical tests, and data are presented as mean ± SEM. 
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Results 

Comparison of this rat sample with previous published samples 

 For this study, neurons in the BNSTALG were divided into three groups based on a 

visual discrimination of current clamp traces showing the voltage response to 

hyperpolarizing and depolarizing square-wave current injections as previously described 

(Hammack et al., 2007). Type I neurons are characterized by a depolarizing sag in response 

to hyperpolarizing current injection indicative of an Ih current and a steady firing rate, but 

do not exhibit low-threshold depolarizing waves or burst-firing activity. In contrast, Type 

II neurons exhibit rebound spiking after the hyperpolarizing current steps, burst firing 

activity, and/or a prevalent low-threshold depolarizing wave indicative of a prominent IT 

current. Finally Type III cells are classified based on the presence of a pronounced fast 

inward rectification in response to hyperpolarizing current injection indicative of an 

inwardly rectifying potassium current (IAR) and do not exhibit any signs of an IT current and 

little-to-no Ih current.  

Here, we used two separate samples of recordings from cells in the rat BNSTALG as 

a basis from which to compare the cells from the mouse and primate. Sample 1 was 

obtained for the purposes of learning the relative distribution of Type I, II, and III cells in 

the BNSTALG (107 cells from 39 rats; includes cells described in Chapter 2). For this 

sample, patch-clamp recording was attempted for cells regardless of their physical 

appearance in order to achieve an accurate representation of their distribution. In contrast, 

Sample 2 was obtained from the control rats in a chronic shock stress study (127 cells from 

24 rats; described in Chapter 4). The goal of this study was to examine changes in 

physiological parameters of the cell types after stress; therefor patch-clamp recording was 
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only attempted for cells with a healthy (round, smooth membrane) appearance, potentially 

skewing the distribution of cell types. However, the distribution of cell types for these two 

samples was not significantly different from one another (Table 2.1; χ2 =  4.345, P > 0.05). 

For this reason, we combined Sample 1 and Sample 2 to create a large sample population 

to compare with the mouse and primate cells.  

   
The distribution of cell types that we observed in this large sample is different from 

what has been reported in previous publications (Table 2.1; Hammack et al., 2007; Hazra 

et al., 2011; Rodriguez-Sierra et al., 2013). The current sample has a significantly different 

distribution of cell types from that seen in the original study describing the three cell types 

(χ2 =  28.09, P < 0.0001). However, the distribution of observed cell types differs between 

other publications as well (Table 2.1; Hazra et al., 2011; Rodriguez-Sierra et al., 2013). 

Importantly, there is a common trend in all populations observed; Type II cells are the most 

 Type I (RS) Type II (LTB) Type III (fIR) LF (also Type 
III) 

Hammack et al 
2007 29% 55% 16%  

Hazra et al 
2011 11% 66% 21%  

Rodriguez-
Sierra et al 

2013** 
24.9% 54.5% 16.5% 1.7%* 

Sample 1 34.6% 38.3% 27.1%  

Sample 2 26% 41% 33%  

Table 2.1. Distribution of cell types seen in the anterolateral BNST of the rat from 
previously published papers and two recent samples. The following are acronyms given by 
Rodriguez-Sierra et al (2013): RS, regular spiking; LTB, low-threshold bursting; fIR, fast 
inward rectification; LF late firing. *These cells are most likely a part of the classification 
of Type III in our classification scheme. **From the anterior BNST, including the medial 
BNST and ventral BNST. 
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common cell type, ranging from 38 - 66% of BNSTALG neurons. The relative percentage of 

Type I and Type III cells varies between studies with Type I cells reported as 11 - 34.6% 

of the population and Type III cells as 16 – 33% of the population.  

The classification of cells types in the BNST has been independently verified by a 

group separate from Rainnie and colleagues (Rodriguez-Sierra et al., 2013). Here, Pare and 

colleagues looked at the distribution of cell types in the anterior BNST across the 

anterolateral, anteromedial, and anteroventral regions. They reported low-threshold 

bursting (LTB; matching the description of Type II cells) and regular spiking (RS; 

matching the description of Type I cells) were the two most common cell types found in 

Total=58 cells

Total=89 cells

Type I Type II
Type III Other

Total=234 cells

Type  I Type IIIType II

A  Mouse

B  Rat

C  Primate

1 2

1 2

Figure 2.2. Example voltage response to hyperpolarizing and depolarizing current injections and distribution 
of Type I, II, and III cells in the mouse (A), rat (B), and primte (C) BNST. Scale bar: 20 mV and 100 msec.
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all three regions of the anterior BNST. A cell type matching the Rainnie classification of 

Type III cells was defined as fast-inward rectifiers (fIR) and found primarily in the 

anterolateral portion of the BNST. Additionally, a separate population of cells was termed 

late-firing (LF), due to a prolonged latency to the first action potential in response to a 

depolarizing current trace, and was only found in the region of the oval nucleus. From our 

experience recording in the BNSTALG, these late firing neurons also exhibit a strong fast 

inwardly rectifying current in response to hyperpolarizing current injections, suggesting 

they are part of the Type III classification. Additionally, there does not seem to be a 

separate population of Type III neurons from our sample that have a particularly long 

duration to the first spike (data not shown). For this reason, we believe that the LF neurons 

defined by Pare and colleagues can be reasonably termed Type III cells.      

Distribution of cell types in the mouse 

 In 58 cells from 13 mice, neurons with similar electrophysiological phenotypes as 

rat Type I, Type II, and Type III cells were observed. However, there was a different 

distribution of these cells types than what was observed in the rat, both from previously 

published data (Hammack et al., 2007; Hazra et al., 2011) and from this sample (Figure 

2.2 A-B). Unlike the rat where Type II cells were the most prominent phenotype, Type III 

cells were the most common cell type in the mouse BNSTALG with 51% of neurons 

exhibiting strong fast-inward rectification (Figure 2.2B).  
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Additionally, 6 out of 

the 58 cells recorded did not 

adequately meet the criteria for 

Type I, Type II, or Type III 

cells, and were therefore labeled 

as “other”. Of those 6, 4 cells 

(about 7% of total population) 

were regular spiking neurons 

similar to Type I and Type III 

cells, however, unlike Type I 

cells, they did not exhibit a 

depolarizing-sag, and unlike 

Type III cells, they did not 

exhibit fast-inward rectification 

with hyperpolarizing current 

injection (Figure 2.3B). The final 2 mouse cells were different from each other but did not 

conform to any of the previously defined cell types. Both cells had strong fast-inward 

rectification with hyperpolarizing current injections and a small, slow depolarizing sag 

with hyperpolarizing current injection (Figure 2.3C-D). Although the fast-inward 

rectification would point toward Type III cells, Type III cells of the rat and those Type III 

cells defined in the mouse have either no depolarizing-sag or a small but fast depolarizing 

sag. Additionally, the spiking pattern was different than the typical Type III cell. The first 

cell (Figure 2.3C) showed a regular spiking neuron with a small amount of spike frequency 

A B

DC

Figure 2.3. Distribution and example voltage traces of 
mouse neurons that do not fit into the classification of 
Type I, II, or III. Exploded portion of the pie chart 
shows the relative contribution of regular spiking cells 
without much I  or I   to the "others" category (A) and 
B shows a voltage trace from an example neuron from 
this group. C and D show voltage traces from two 
neurons that did not fit into any classification system. 
Scale bar: 20 mv and 100 msec.   

h AR
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Type II
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adaptation, however, the action potential waveform was unique with a large fast after 

hyperpolarization (fAHP). This unique spike characteristic and slow depolarizing-sag 

made this cell stand apart from Type III neurons while the fast-inward rectification 

prevented it from being classified as a Type I neuron. The second cell (Figure 2.3D) 

exhibited spike accommodation. In the rat, 5 out of 70 Type I cells and 1 out of 71 Type 

III cells showed spike accommodation, however, in these cases the fast-inward rectification 

and depolarizing-sag corresponded more closely to that of a particular cell type. For this 

reason, this cell is not included in the cell classification. 

Distribution of cell types in the rhesus macaque 

 Neurons with similar electrophysiological phenotypes as rat Type I, Type II, and 

Type III cells were observed in the BNSTALG of the rhesus macaque, however only 75% of 

the cells recorded could be classified in those terms (Figure 2.2C). Here we recorded 89 

neurons in the region of the BNSTALG from 9 rhesus macaques. Like the mouse, the 

majority of primate neurons (56%) recorded fit the description for Type III cells.  

Only 3 out of 89 cells in the primate had the characteristics of Type I cells including 

a regular firing rate, depolarizing-sag in response to hyperpolarizing current, and little-to-

no fast inward rectification. There were 9 other cells (about 10% of the total population) 

that showed a regular firing rate similar to that of Type I cells, however these cells did not 

exhibit the depolarizing-sag indicative of an Ih current or strong fast-inward rectification 

(Figure 2.4B). For this reason, these cells did not fit into any of the previously defined cell 

types.  
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Whereas Type II cells are 

the most common cell type in the 

rat, only about 16% of the cells in 

the primate could be classified as 

Type II.  Type II cells are 

characterized by the presence of an 

observable IT current, either in the 

form of rebound firing after the 

hyperpolarizing step, or calcium 

waves visible at the beginning of the 

depolarizing step, with or without 

additional spikes. Type II cells of 

the rat also have a depolarizing-sag 

with hyperpolarizing current 

injections, indicative of an Ih 

current. Here, only 6 cells (6.8 %) 

had an observable IT current and depolarizing-sag. However, because the defining 

characteristic of a Type II cell is the presence of an IT current, we included cells that showed 

an IT current but little-to-no depolarizing-sag. Using these criteria, 14 (15.9 %) of the 

primate neurons were classified as Type II.  

   The 25% of cells from the primate that did not fit into the Type I, Type II, or Type 

III classification can be grouped into 4 categories: regular spiking without indications of Ih 

or IAR (as described above, about 10% of total population), cells with a large fAHP and 

Type I Type II Type III

No I   , No Ih AR

Big fAHP

Stutter Firer

Ca   Spikes2+

A

B

D E

C
Total=89 cells

Figure 2.4. Distribution and example voltage traces of 
of primate neurons that do not fit into the classification 
of Type I, II, or III. Exploded portion of the pie chart 
shows the relative contribution of the different cell 
groups to describe the neurons classified as "other" in 
figure 2 (A). Example voltage traces of a neuron from 
each group: a regular spiking cell without much I  or I   
(B), neurons with a large fAHP (C), neurons with a 
stutter firing pattern (D) and neurons with large low-
threshold calcium spikes (E). Scale bar: 20 mv and 100 
msec.   

h AR
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mAHP (about 9% of total population), cells with a stuttering firing pattern (about 4.5% of 

total population), and cells with low-threshold calcium spikes (about 1% of the population; 

Figure 2.4). Unlike the cell with the large fAHP seen in the mouse, the cells with the large 

fAHP in the primate had a relatively slow firing rate, with an average of 5.8 spikes / sec 

compared to 20 spikes / sec in the mouse cell with the large fAHP (Figure 2.4C). 

Additionally, these cells had a prominent mAHP that comes in before the offset of the 

fAHP. Besides the slow firing rate and large fAHP, these cells differed from one another 

in other characteristics; 4 out of the 8 large fAHP primate cells exhibited the depolarizing 

sag indicative of an Ih current, and 1 cell exhibited fast inward rectification in response to 

the hyperpolarizing current. However, the consistent action potential waveform set these 

cells apart from the other cell types. Another group of primate cells that did not fit into a 

particular cell type exhibited repeated low-threshold calcium spikes in response to one 

depolarizing current pulse (Figure 2.4E). One of the 2 cells that exhibited this phenotype 

also had spontaneous low-threshold calcium spikes when held at -60 mV (not shown). The 

relative low frequency of this cell type calls into question its prevalence in the primate 

BNSTALG; more recordings would need to be done to confirm if there is indeed a consistent 

presence of these cells.    

The final group of primate cells seen displayed a unique stutter-firing pattern 

(Figure 2.4D). These cells looked similar to Type III cells in that they have little-to-no 

depolarizing sag in the hyperpolarizing traces and have strong inward rectification, 

however, they do not exhibit a regular firing pattern. At the more depolarizing current steps, 

these cells will fire 2 to 7 action potentials at a rate ranging from 37 to 75 spikes / sec 

followed by an abrupt break in firing before another period of rapid spikes. These spikes 
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did not occur on calcium waves but 

rather were initiated from a steady 

membrane potential. Additionally, 

each spike was followed by a large 

fAHP and mAHP, giving them a 

unique spike waveform. Of the 

outlying cell types, this was the 

most unique phenotype that has 

never been reported in the mouse or 

rat BNST.   

Type I cells 

Type I cells were defined in the rat 

as cells that exhibit an Ih current 

resulting in a depolarizing sag in 

response to hyperpolarizing current 

injections and do not exhibit burst 

firing activity (Hammack et al., 

2007). Although cells that meet this 

description were found in both the 

mouse and primate BNSTALG, the 

proportion of cells classified as 

Type I was significantly reduced from that seen in the rat (Figure 2.2). However, the Type 

I cells that were seen did not differ much between species. Although there was a significant 
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Figure 2.5. Comparison of electrophysiological 
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effect of species for threshold for action potential and latency to first spike (threshold: p < 

0.001, F(2,334) = 7.733; latency to first spike: p < 05, F(2,340) = 3.646), multiple comparisons 

test did not show a difference between species in the Type I cells (Figure 2.5A-B). 

Additionally, there was only a significant effect of cell type for the IAR score, with Type I 

and Type II cells having a significantly lower IAR score than Type III cells in all species 

(Type I: 2.11 ± 0.12, Type II: 2.12 ± 0.10, Type III: 3.76 ± 0.19; p < 0.0001, F(2,229) = 13.66; 

Figure 2.5D). The depolarizing sag in the mouse Type I cells was generally smaller than 

that seen in the rat. This is reflected in the Ih score: here, although there was not an overall 

effect of species (p = 0.067, F(2,344) = 2.726), a multiple comparisons test showed mouse 

Type I cells had a significantly smaller Ih score than rat Type I cells (mouse Type I: 0.033 

± 0.006, rat Type I: 0.047 ± 0.002, p < 0.05; Figure 2.5C). Although there was no 

significant difference in Ih score between mouse and primate, this result is inconclusive due 

to the small sample size of Type I cells in the primate.  

Type II cells 

 Type II cells are distinguished by the presence of a voltage-dependent calcium 

current (IT) that causes re-bound firing after hyperpolarizing current injections and / or a 

low-threshold calcium wave at the beginning of depolarizing current injections. Type II 

cells are the most common cell type in the rat but only represented about 22 and 16 % of 

the cells in the mouse and primate BNSTALG, respectively. This included any cell that had 

any indication of a prominent IT  , including cells that did not show an Ih. As mentioned 

previously, only half of the primate Type II cells exhibited any signs of an Ih current. 

Unsurprisingly then, the Ih score was significantly smaller in primate Type II cells than the 

Ih score in Type II rat cells (primate Type II: 0.046 ± 0.010, rat Type II: 0.059 ± 0.002; p < 
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0.05 Figure 2.5C). Unlike the primate Type II cells, 13 of the 14 Type II cells in the mouse 

BNSTALG had a depolarizing sag in response to hyperpolarizing current. However, the Ih 

score in the mouse Type II cells was also significantly smaller than that in the rat (mouse 

Type II: 0.033 ± 0.006, p < 0.05). 

 In addition to the variable size of the Ih current, the IT current also varied between 

species. Often the IT in the mouse Type II cells was only seen as a small depolarizing current 

at the begging of the depolarizing step without initiating action potentials (Figure 2.2A). 

In contrast, primate Type II cells often had many spikes on top of the low-threshold calcium 

wave (Figure 2.2C). Rebound firing after a hyperpolarizing current injection was most 

common in rat Type II cells with 8 out of 33 (about 24%) exhibiting rebound firing, 

followed by primate Type II cells with 2 out of 14 cells (about 14%) and mouse Type II 

cells with 1 out of 13 cells (about 8%). This is another indication that the IT current was 

potentially weaker in mouse Type II cells than that in rat and primate Type II cells.  

 There was no significant difference in the threshold for action potential generation, 

latency to first spike, or IAR score between Type IIs of different species. However, there 

was an interesting difference in how the threshold for action potential generation in Type 

II cells relates to other cell types within the same species. In addition to the significant 

effect of species on threshold, there was a significant effect of cell type (p < 0.001, F(2, 334) 

= 7.33) and the interaction of the two (p < 0.01, F(4, 334) = 3.738). In both the mouse and rat, 

Type II cells had a lower threshold for action potential generation than Type III cells 

(mouse Type II: 36.9 ± 0.6 mV, mouse Type III: -31.9 ± 0.7 mV, p < 0.001; rat Type II: -

38.2 ±0.4 mV, rat Type III: -34.6 ± .5 mV, p < 0.0001) and in this sample of rat neurons, 

Type II cells also had a lower threshold for action potential than the Type I cells (rat Type 
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I: -35.8 ± 0.6 mV, p < 0.001). In contrast, there was no significant difference in threshold 

for action potential between Type I, Type II, and Type III cells in the primate (Type I: -

39.0 ± 2.0, Type II: -37.4 ± 1.0, Type III: -38.5 ± 0.7; Figure 2.5A).  

Type III cells 

 The physiological profile of Type III cells seems to be the most conserved across 

the three species. Type III cells were seen in all three species and were the most common 

cell type in both the mouse and primate (Figure 2.2). In all species, there was a significant 

population of cells in the BNST that displayed a strong fast inward rectification in response 

to hyperpolarizing current injection without low-threshold spiking or burst firing activity. 

This was reflected in the significantly higher IAR score seen in Type III cells compared to 

Type I and Type II cells as reported above (Figure 2.5D). Additionally, these neurons 

tended to only exhibit a small, fast depolarizing sag indicative of either little-to-no Ih 

current or an Ih current with faster kinetics than that found in Type I and Type II neurons. 

This is reflected in the smaller Ih score seen in all Type III cells regardless of species 

(Figure 2.5C). There was also a significant effect of cell type in the Ih score (p < 0.0001, 

F(2, 344) = 52.3) and multiple comparisons showed that Type III cells had a significantly 

smaller Ih score than both Type I (Type III: 0.014 ± 0.001, Type I: 0.046 ± 0.002; p < 

0.0001) and Type II  cells (Type II: 0.057 ± 0.002; p < 0.0001). Type II cells also had a 

significantly bigger Ih score than Type I cells (p < 0.0001).  

 Although the electrophysiological phenotype of Type III neurons from the three 

species looked very similar, there were some notable differences. First, the latency to the 

first spike with a depolarizing current injection was significantly different across the three 

species, with the latency shortening from mouse (314 ± 32.3 msec) to rat (224.5 ± 19.7 
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msec) to primate (152.4 ± 14.0 msec; mouse vs rat p < 0.01; mouse vs primate p < 0.0001; 

rat vs primate p < 0.01, Figure 2.5B). A long latency to the first spike is indicative of a 

voltage-dependent potassium current such as IA or ID (Molineux et al., 2005; Francesconi 

et al., 2009). It is possible that the amount of IA or ID current varies significantly between 

species. However, the threshold for action potential generation also varied significantly 

across the three species, decreasing from mouse (-31.9 ± 0.7 mV) to rat (-34.6 ± 0.5) to 

primate (-38.5 ± 0.7 mV; mouse vs rat p < 0.01, mouse vs primate p < 0.0001, rat vs primate 

p < 0.0001; Figure 2.5A). The shorter latency to the first action potential in primate Type 

III cells may be due to a lower threshold for action potential generation.   

Morphology and Input Resistance 

 In previous studies our lab has not seen any correlation between morphology of rat 

BNSTALG neurons and their electrophysiological phenotype, and another independent study 

confirmed this observation (Rodriguez-Sierra et al., 2013). For this reason, we presented 

data on the neuronal morphology with all cell types combined. Here, 12 mouse, 11 rat, and 

14 primate biocytin-filled neurons were traced using Neurolucida (MicroBrightField, 

Colchester, VT) to provide us with a measure for total dendritic length, number of 

dendrites, number of dendritic branches, and cross-sectional area of the soma. There was a 

significant difference between the dendritic length in all species (p < 0.0001, F (2, 33) = 24.86) 

with primate neurons having significantly longer total dendritic length (2842 ± 241.3 µm) 

than the neurons from the rat (1810 ± 159.5 µm; p < 0.01) and mouse (935.9 ± 122.4 µm; 

p < 0.0001) and the rat having significantly longer total dendritic length than the neurons 

from the mouse (p < 0.05; Figure 2.6D). As seen in figure 2.6A-C, the dendritic arbor of 

the representative primate neuron was more complex than that of the neurons from the 
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mouse and rat BNSTALG.  Although there was no difference in the number of dendrites 

between species (p = 0.13, F (2,33) = 2.195), there was a significant difference in the number 

of dendritic ends (p < 0.001, F (2, 33) = 10.57) with primate neurons having significantly 

more (19.36 ± 1.93 ends) than both mouse (9.64 ± 1.32 ends, p < 0.001) and rat (11.82 ± 

1.23 ends, p < 0.01), indicating there was more dendritic branching in the primate BNSTALG 

neurons (Figure 2.6E). On the other hand, there was no difference in the cross-sectional 

area of the soma between cell types (p = 0.16, F (2, 33) = 1.915; Figure 2.6F).  

Because a change in morphology is tightly associated with a change in input 

resistance, we looked to see if the input resistance of the membrane in primate cells 

decreased as would be predicted by the increase in the size of the dendritic arbor (Barrett 

and Crill, 1974). Interestingly, there was a significant difference in input resistance 

between species (p < 0.01, Kruskal-Wallis statistic = 15.82), however, a multiple 

comparisons test showed that only the input resistance from the rat BNSTALG neurons was 

significantly higher than the input resistance from the primate cells (rat: 349.8 ± 12.9 MΩ, 

primate: 340.4 ± 37.8 MΩ; p < 0.01). However, input resistance is highly variable, 

especially between multiple cell types, so we analyzed the input resistance of the Type III 

cells alone. Here, there was a significant difference in input resistance of type III cells (p < 

0.0001, Kruskal-Wallis statistic = 49.52), and both the mouse (277.1 ± 27.0 MΩ ) and rat 

Type III cells (336.1 ± 28.1 MΩ) had a significantly higher input resistance than the Type 

III cells from the primate (141.1 ± 15.0 MΩ, p < 0.0001 for both comparisons; Figure 
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2.6G). 

 

Discussion 

 Here we showed that neurons matching the electrophysiological phenotype of the 

cell types defined in the rat BNSTALG were also found in the BNSTALG of the mouse and 

rhesus macaque, however, these cell types were found in different proportions than has 

previously been reported in the rat BNSTALG and did not adequately describe the entire 
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Figure 2.6. Neuronal morphology and input resistance of mouse, rat, and primate cells in the BNST. A 
maximum projection of a z-stack image of a mouse (A), rat (B), and primate (C) BNST cell (20x 
magnification; white scale bar is 20 µm). Plot of the total dendritic length (D), number of dendrite ends (E), 
area of the cell body (F), and input resistance of Type III cells (G). Scale bars are SEM. * p < 0.05, ** p < 
0.01, *** p < 0.001, **** p < 0.0001.
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population. In the rat, Type II cells were the most common cell type ranging from 38 – 

66% of all BNSTALG neurons. In contrast, they only represented 22% of mouse neurons and 

16% of primate BNSTALG neurons. In both the mouse and primate, Type III cells, with 

strong fast inward rectification were the most common cell type observed describing 51% 

of cells in the mouse and 56% in the primate compared to only 27% of cells in the rat 

BNSTALG. Moreover, although there were similarities in the physiological properties of 

BNST neurons across species, this study indicated that the overall landscape of the 

BNSTALG in the primate and even mouse may significantly differ from that of the rat.  

Despite both being in the Murinae subfamily, there were significant differences in 

the neuronal properties and cell type distribution between the BNSTALG of the mouse and 

the rat. Overall, the mouse BNST cells were harder to differentiate from one another to be 

classified into cell types. Although there were some Type II cells in the mouse defined by 

the low-threshold calcium wave at the beginning of a depolarizing current injection, the 

calcium waves were not as pronounced as what is often seen in the rat. This makes Type 

II cells harder to differentiate from Type I cells. Similarly, the smaller Ih in mouse Type I 

cells made Type I cells hard to differentiate from Type III cells. It is possible that cells in 

the mouse BNST are not actually distinct populations based on their electrophysiological 

phenotypes, but rather exist on a continuum. The classification system for the rat BNSTALG 

was originally based on the electrophysiological phenotype alone (Hammack et al., 2007), 

however, it has gained credence since it was shown that BNSTALG neurons segregate into 

three distinct groups based on their mRNA expression profile for ion channel subunits 

using an unbiased cluster analysis and discrimination function (Hazra et al., 2011). Using 

single cell RT-PCR, and eventually using single cell micro arrays, we could better 
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determine if distinct cell types in the mouse can be identified based on electrophysiological 

characteristics.  

Similarly, although there was only a small percentage of Type I cells seen in the 

primate and mouse relative to what is seen in the rat, it is possible that the other regular 

firing neurons that lack significant Ih and IAR actually segregate into Type I cells when 

looking at mRNA expression profile and electrophysiological characteristics together. 

Appreciating how the genetic expression profile of BNSTALG neurons relates to the 

electrophysiological phenotype will be a crucial step in understanding the heterogeneity of 

the nucleus. We have begun to make important strides in this area in the rat. For example, 

serotonin receptor subtypes have been shown to be differentially expressed depending on 

cell type in the rat (Hazra et al., 2012). Additionally, only 15-47% of Type I and 35-53% 

of Type II cells express CRF mRNA whereas 81-95% of Type III neurons express the 

mRNA for CRF (Dabrowska et al., 2011; 2013a) and are differentially effected by chronic 

stress (Dabrowska et al., 2013b). These data suggest that Type III cells in the rat BNSTALG 

play a different role in the circuit than Type I and Type II cells. However, it seems unlikely 

that cells from the mouse and primate BNSTALG that fit into the classification of Type III 

cells are also primarily CRF neurons. In characterizing the CRF-tomato transgenic mouse, 

CRF neurons in the BNST were described as fitting into the description of Type I, Type II, 

and Type III cells with majority of CRF neurons not fitting into any of these categories 

(Silberman et al., 2013). Also, Type III cells were much more common in the primate than 

in the rat, however, there is no evidence that the primate BNST contains more CRF neurons 

than the rat. This suggests that Type III neurons may not play the same role in the circuit 
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in mouse, rat, and primates. Using single cell PCR or microarray in the mouse and primate 

BNST would help us to understand how these cell types compare across species.  

Importantly, cells with similar mRNA expression profiles across species will not 

necessarily display the same electrophysiological profile. Even with similar distributions 

of ion channels, differences in the morphology of the neurons can have significant effects 

on electrophysiological properties. For example, neurons with a larger dendritic surface 

area tend to have a smaller input resistance (Barrett and Crill, 1974). Here, we saw that 

there was a significant increase in total dendritic length of BNSTALG neurons from mouse, 

to rat, to primate (Figure 3.6D). Interestingly, despite the drastic difference in dendritic 

length between mouse and primate, only rat BNSTALG neurons had significantly higher 

input resistance than the primate. When only looking at the input resistance of Type III 

cells, we saw that the primate Type III neurons had a significantly lower input resistance 

than the mouse and rat (Figure 3.6G). With a more complex and extensive dendritic arbor, 

primate BNST neurons have a wider receptive field than BNST neurons from the mouse 

and rat, but a lower input resistance would suggest it would take more input to affect the 

cell.  

In addition to affecting the input resistance, the change in dendritic arbor across 

species could have a drastic effect on the firing pattern of the cells. A change in dendritic 

surface area compared to soma/axon surface area, can significantly change the action 

potential waveform and firing properties of neurons, even without a change in types and 

densities of ion channels (Mainen and Sejnowski, 1996). With all else remaining equal, an 

increase in the ratio of dendritic membrane area to axo-somatic area results in a slowing of 

the firing rate and eventually leads to a burst-firing pattern. This could potentially 
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contribute to the different firing patterns seen in Type II cells between mouse, rat, and 

primate. In the mouse, even with a prominent low-threshold calcium spike at the beginning 

of the depolarizing current injection, the cells tended to have a regular firing pattern. In 

contrast, the rat and primate Type II cells displayed more burst firing, with primate Type 

II cells showing the most burst firing (Figure 3.2). This could be due to a change in voltage-

gated calcium channels. However, the difference in dendritic arbor suggests that the 

differences seen in the electrophysiological phenotypes across species could at least in part 

be attributed to the increase in the dendritic arbor, without significant changes in ion 

channel distribution.   

The increase in dendritic arborization between mouse, rat, and rhesus macaque 

BNSTALG neurons suggests an increase in receptive field for these cells. Importantly, there 

is evidence that the connectivity of the BNST with the rest of the brain has been largely 

conserved from rodents to non-human and human primates alike with the major fiber tracks 

consisting of 1) the posterior bundle (stria terminalis), connecting the BNST to the 

thalamus and lateral amygdala, 2) the ventral bundle (ansa peduncularis), connecting the 

BNST to the basal forebrain and medial amygdala (Dong et al., 2001a; 2001b; Dong and 

Swanson, 2004; Avery et al., 2014; Krüger et al., 2015), and 3) the anterior bundle which 

connects the BNST to the nucleus accumbens and prefrontal cortex, but in primates, this 

fiber track extends to include the orbitofrontal cortex (OFC), a region important in decision 

making (Krüger et al., 2015). The vmPFC, which includes the OFC, has recently been 

shown to modulate the BNST in humans (Motzkin et al., 2015) providing further support 

for a structural and functional connection between the OFC and BNST in humans. Lesions 

of the OFC in monkeys alter anxiety behavior and BNST metabolism, suggesting that this 
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connection between the BNST and OFC exists in non-human primates as well (Fox et al., 

2010). The BNST’s connection with the OFC is unique to primates because the OFC does 

not exist in rodent brains (Preuss, 1995). Additionally, the stria terminalis, or posterior 

bundle, extends beyond the amygdala and into the temporal pole in humans (Avery et al., 

2014; Krüger et al., 2015). These new connections of the primate BNST to other areas of 

the brain not observed in rodents suggests an evolutionary pressure for the primate BNST 

to adapt to an increase in diversity of inputs and projections as the cortex expands and 

diversifies. It is possible this pressure resulted in an increase in the complexity of the 

dendritic arbor and the heterogeneity of cell types. Interestingly, the electrophysiological 

phenotype in the BNSTALG in the primate is potentially less diverse than that seen in the 

rat, as the majority of cells look like Type III neurons. However, there are also potential 

new cell types from those seen in the rat, such as the stutter firers and neurons with large 

fAHPs (Figure 3.4). Most likely, single cell microarray analysis in the primate would 

reveal an increase in heterogeneity in cell type compared to the rat.  

Importantly, our sample of BNST neurons from the mouse and rat only came from 

male animals whereas both male and female rhesus macaques were used for the primate 

sample. No study has systematically examined the difference in the physiology of the 

female BNST, however there is evidence for sex-differences in the BNST in humans (Allen 

and Gorski, 1990), and the BNST of the rodent has been implicated in sex-differences in 

mood and anxiety disorders (Bangasser, 2013). Interestingly, a recent study on the 

structural and functional connectivity of the human BNST showed a significantly greater 

overall structural connectivity of the BNST in females compared to males (Avery et al., 

2014). If this holds true in primates and rodents, it would be interesting to compare the 
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neuronal morphology of BNST cells from males and females to determine if there is a 

corresponding increase in dendritic arborization in the BNST of females.  

In conclusion, we have described the electrophysiological phenotype of neurons in 

the BNSTALG of the mouse and rhesus macaque using the classification system set forth for 

neurons in the rat BNSTALG. Both the mouse and primate BNSTALG contained cells that 

closely fit the description of Type I, Type II, and Type III cells in the rat, however they 

were observed in significantly different proportions. Additionally, we showed that the 

dendritic arbor becomes significantly more complex from the mouse to the rat to the 

primate. These data suggest electrophysiological cell types should be used with caution 

when looking at different species. In the rat, these electrophysiological phenotypes seem 

to reflect functional differences in the role the cells play in the circuit. However, there are 

multiple factors that go into the electrophysiological phenotype of a neuron, including 

morphology and ion channel expression and distribution. Although the 

electrophysiological phenotypes of the cells differ across species, there could still be 

analogous cell types in the different species, potentially better classified based on their 

mRNA expression profile. Future studies should examine cell types in the BNSTALG of the 

mouse, rat, and primate using a combination of electrophysiology and single cell PCR or 

microarray to better understand differences in the circuitry across species.  
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Chapter 3: Comparison of cell types in the oval and anterodorsal BNST
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Introduction 

 The BNST is composed of multiple nuclei, defined by differential inputs and 

projections (Dong et al., 2001b; Dong and Swanson, 2004). The small size of the nuclei 

and the lack of clear boundaries between regions has made studying the roles of these 

nuclei difficult. Recently however, progress has been made in gaining insight into the 

differential roles of the oval nucleus of the BNST (ovBNST) and the surrounding 

undifferentiated area, the anterodorsal BNST (adBNST) (Kim et al., 2013). Here, 

Deisseroth and colleagues targeted the ovBNST using a cre-dependent eNpHR3.0 virus in 

the BNST of dopamine receptor 1a (Drd1a::Cre) mice. This allowed for optogenetic control 

of neurons restricted to the ovBNST. In contrast, the adBNST was targeted by an injection 

of a eNpHR3.0 virus into the anterior basolateral amygdala (BLA), which resulted in the 

optogentic control of glutamatergic fibers in the adBNST. Using these paradigms, 

Deisseroth and colleagues showed that inhibition of these two subnucei had opposing 

effects on anxiety-like behavior; the ovBNST acts to promote anxiety-like behavior 

whereas the adBNST attenuates it. The differential roles of these two adjacent regions of 

the BNST suggest that the neurons that compose these nuclei may also be distinct from one 

another.    

 Previous work from our lab has defined three cell types in the BNSTALG based on 

their electrophysiological phenotype, Type I-III (Hammack et al., 2007; Hazra et al., 2011). 

These cell types have been shown to be differentially distributed throughout the lateral, 

medial, and ventral portions of the anterior BNST (Rodriguez-Sierra et al., 2013), however, 

no one has directly compared the distribution of cell types in the ovBNST with the 
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adBNST. In this study, we compared the electrophysiological properties of neurons found 

in these two regions to further understand the organization of the BNST as a whole.  

 As shown by the use of the Drd1a::Cre mouse line, transgenic mice can be a useful 

tool for studying the composition of neurons in different regions of the BNST (Kim et al., 

2013). Here, we used a Thy1-YFP transgenic mouse line to characterize a small population 

of neurons in the BNST restricted to the region of the adBNST. Interestingly, the majority 

of neurons labeled by this transgenic line have been shown to be glutamatergic projections 

neurons (Feng et al., 2000; Sugino et al., 2005). The majority of neurons in the BNSTALG 

are GABAergic (Day et al., 1999; Kudo et al., 2012), however, the presence of these YFP-

labeled neurons in the Thy1-YFP mouse suggests the possibility of a population of 

glutamatergic neurons in the adBNST that are not found in the ovBNST. Here, we used in 

vitro whole-cell patch clamp recording to characterize the electrophysiological properties 

of the Thy1-YFP neurons in the adBNST and single cell RT-PCR to determine if these 

neurons are indeed glutamatergic. By comparing the distribution of cell types in these two 

regions and using the Thy1-YFP to characterize a population of cells restricted to the 

adBNST, this study aimed to determine ways in which the composition of the ovBNST and 

adBNST differ.        

Methods 

Animal Subjects 

 All procedures were approved by the Institutional Animal Care and Use Committee 

of Emory University and were in compliance with National Institute of Health guidelines. 

For rats, recordings were performed in male Sprague-Dawley rats aged 30 – 60 days old 

(Charles River Laboratories, Wilmington, Massachusetts). For mice, recordings were 
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performed in male Thy1-YFP-expressing mice (B6.Cg-Tg HJrs/J-Thy1-YFP, Jackson 

Labs, Bar Harbor, Maine) aged 60 – 80 days old. Animals were housed in same-sex groups, 

two to four rats per cage and two to five mice per cage. Rats and mice were maintained on 

a 12:12-hour light-dark cycle with ad libitum access to food and water. Surgeries were 

performed on male Thy1-cre-expressing mice (FVB/N-Tg(Thy1-cre)1Vln/J-006143, 

Jackson Labs, Bar Harbor, Maine) aged 64 days old.  

Preparation of BNST slices 

BNST slices were obtained as previously described for rats (Hammack et al., 2007). 

The same procedure was done for mice. Briefly, animals were decapitated under isoflurane 

anesthesia (Med-Vet International, Mettawa, IL, USA), and the brains were rapidly 

removed and placed in ice-cold kynurenic acid-based “cutting solution” which contained 

(mM): NaCl (130), KCL (3.50), KH2PO4 (1.10), MgCl2 (6.0), CaCl2 (1.0), glucose (10), 

supplemented with kynurenic acid (2.0). Coronal sections containing BNST were cut 350-

µm thick using a Leica VTS-100 vibratome (Leica Microsystems, Bannockburn, IL, USA). 

Slices were kept in oxygenated cutting solution at room temperature for 1 h before 

transferring to regular artificial cerebrospinal fluid (ACSF) containing (mM): NaCl (130), 

NaHCO3 (30), KCl (3.50), KH2PO4 (1.10), MgCl2 (1.30), CaCl2 (2.50), and glucose (10). 

Slices were kept in oxygenated ACSF for at least 30 min before recording.   

General patch clamp recording procedures 

Individual slices were transferred to a recording chamber mounted on the fixed 

stage of a Leica DM6000 FS microscope (Leica Microsystems Inc., Bannockburn, IL) 

equipped with an IR sensitive CCD camera (Orca ER, Hamamatsu, Tokyo Japan), allowing 

for use of differential interference contrast (DIC) optics and infrared illumination to 
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identify individual BNST neurons. Thy1-YFP cells were visualized with 488 nm 

fluorescence illumination and targeted for whole cell recording. The slices were maintained 

fully submerged and continuously perfused with oxygenated 32 ºC ACSF with a speed of 

~2 ml/min. All recordings were confined to the dorsal anterolateral cell group including 

the oval, juxtacapsular, and anterolateral nucleus of the BNST (BNSTALG). Location of 

recording was approximated by the cell’s relative proximity to the internal capsule and 

anterior commissure visualized at low magnification (3.5x). Cells were determined to 

either be in the region of the ovBNST or adBNST (Figure 3.1). In the Thy1-YFP mouse, 

recordings were confined to region of the anterior BNST with Thy1-YFP cells. This was 

consistently in the adBNST very near where the anterior commissure and internal capsule 

meet. Whole-cell recordings were obtained using recording pipettes pulled from 

borosilicate glass and having a resistance of 4-6 MΩ. Pipettes were filled with a potassium-

based patch solution containing the following (mM): K-gluconate (130), KCl (2), HEPES 

(10), MgCl2 (3), K-ATP (2), Na-GTP (0.2), and phosphocreatine (5), and was titred to pH 

7.3 with KOH and 290 mOsm. Biocytin (0.35%) was added to the patch solution in some 

cases to allow for histochemical processing and neuronal reconstruction.  

Analysis of electrophysiological properties 

Basic electrophysiological properties were collected from each cell recorded. A DC 

holding current was injected to maintain the membrane potential at -60 mV in current 

clamp. To characterize neurons, a series of 10 hyperpolarizing and depolarizing, 750 or 

1000 ms long, square-wave current steps were injected and scaled so that the peak negative 

voltage deflection was to approximately -80 mV (Hammack et al., 2007; Hazra et al., 

2011). Then, linear ramps of depolarizing current were injected, lasting 250 ms, and scaled 
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to depolarize the neuron to elicit a single action potential. Data were analyzed by importing 

the raw voltage and current traces into Matlab (The MathWorks, Narick, MA, USA) using 

scripts provided with sigTOOL (http://sigtool.sourceforge.net/, developed at King’s 

College London) and processed with customized scripts (available upon request).  

 Analysis of electrophysiological properties was completed as described elsewhere 

(Ehrlich et al., 2012). Briefly, input resistance (Rin) was calculated using the deflection in 

response to the smallest hyperpolarizing current step (approx. 5 mV) and calculated as the 

ratio of peak voltage deflection to the current injected. The Ih score was calculated as the 

ratio of the magnitude of Ih (measured as peak deflection at the beginning of the trace minus 

steady state at the end) to the membrane potential at the point of peak deflection in the trace 

with the peak deflection closest to -80 mV (smaller positive values indicate less voltage 

deflection due to Ih). The IAR score was calculated as the ratio of the peak magnitude of the 

smallest hyperpolarizing trace to the difference between the peak-magnitude of the two 

most hyperpolarizing traces (larger values indicate more inward rectification). Action 

potential rise time and decay time were measured as time from 10% to 90% of maximum 

amplitude with linear interpolation between samples to increase resolution. Action 

potential half-width was measured as the width of action potential at half-maximal 

amplitude with linear interpolation to increase resolution. The amplitude of the action 

potential was measured as the difference between the peak voltage of the spike and the 

threshold for action potential, and the fast after-hyperpolarization (fAHP) was measured as 

the difference between the minimum voltage immediately following the spike and the 

threshold for action potential.  
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Neuronal morphology 

Histochemical processing 

 Some of the patched neurons were labeled with biocytin (Sigma Aldrich, St Lois, 

MO, USA) included in the patch pipette recording solution and used for neuronal 

reconstruction as previously described (Ryan et al., 2014). After neurons were recorded for 

at least 10 min, slices were fixed in 10 % buffered formalin (Fisher Scientific, 

Hanoverpark, IL, USA) for 12-72 h, and then transferred to cryoprotectant for storage at -

20 C. After three consecutive 10 min washes in 0.05 M phosphate buffered saline (PBS), 

slices were permabilized for 30 min in PBS and 0.5 % Triton-X 100 (Sigma-Aldrich, St 

Louis, MO, USA). Slices were then treated with Alexa Fluor 488 or 568- conjugated 

Streptavidin (Invitrogen, Grand Island, New York, USA) diluted to 1:1,000 in PBS with 

Triton-X for 36 – 48 h at 4 C. Slices were then washed 2 times for 1 h each in 0.05 M PBS 

and washed for 10 min in 0.05 M phosphate buffer. The slices were then mounted on glass 

slides, air dried for 3 – 12 h, and cover-slipped with mowiol mounting medium (Sigma-

Aldrich, St Louis, MO, USA).  

Neuronal reconstruction  

 Z-stack images of the filled neurons were taken at 20x magnification with a 0.3 μm 

step size using a Leica DM5500B spinning disk confocal microscope (Leica Microsystems 

Inc.m Bannockburn, IL, USA) and SimplePCI data acquisition software (Compix, 

Sewickley, PA). For neuronal reconstruction, the dendritic arbor, cell body, and, if seen, 

the axon of each neuron was reconstructed by hand using Neurolucida neuron tracing 

software (MicroBrightField, Colchester, VT). 
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Single cell RT-PCR 

For single cell RT-PCR, at the end of a recording session, the cell cytoplasm was 

aspirated into the patch recording pipette containing ~5 µl of RNase-free patch solution 

under visual control, by applying gentle negative pressure. The contents of the patch pipette 

were then expelled into a microcentrifuge tube containing 5 µl of the reverse transcription 

cocktail (Applied Biosystems, Foster City, CA, USA). The RT product was amplified in 

triplicate and screened for 18S rRNA. Only those cell samples that were positive for 18S 

rRNA were subjected to amplification with primers. The procedure used to determine 

mRNA transcript expression in single cells has been described (Hazra et al., 2011; 2012). 

The sequence for the oligonucleotide primers of the 5-HT receptor subtypes, VGLUT, and 

GAD used in this study have been described elsewhere (Guo et al., 2009; Dabrowska et 

al., 2013a). Polymerase chain reaction (PCR) products were visualized by staining with 

ethidium bromide and separated by electrophoresis in a 1% agarose gel.  

Controls for the RT-PCR 

PCR conditions were optimized using total RNA isolated from rat BNSTALG so that 

a PCR product could be detected from (250 pg– 1 ng) of total RNA without contamination 

caused by non-specific amplification. For each PCR amplification, sterile water was used 

instead of cDNA as a control for contaminating artifacts. A second control with no RT 

present was also used in each amplification step. Both the controls gave negative results 

throughout the study. All primers were intron-spanning to exclude amplification of 

genomic DNA.  
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Test of Thy1-Cre mouse line 

 To address the question if the Thy1-cre mouse line labels the same neuronal 

population as the Thy1-YFP line, we bilaterally injected a cre-dependent virus (AAV5-

hsyn-DIO-eGFP) into the BNSTALG of two male (64 days old) Thy1-cre transgenic mice in 

order to label the cre-expressing neurons with enhanced green fluorescent protein (eGFP). 

Mice were anesthetized with an IP injection of Dexdomitor (Orion Pharma, Espoo, 

Finland) and Ketamine hydrochloride (Bioniche Pharma, Bogart, GA, USA) mixture and 

infused with AAV (500 nl) during stereotaxic surgery according to the following 

coordinates from Bregma: AP =0.5, ML ±2.1, DV -4.2 with the 15 º coronal angle to avoid 

the lateral ventricle. Four weeks after the AAV injection, mice were anesthetized with an 

overdose of sodium pentobarbital (Butler- Schein Animal Health, Dublin, OH, USA), and 

then transcardially perfused with ice-cold 0.05 M PBS (pH 7.4) followed by 4% 

paraformaldehyde in PBS. Brains were removed and post-fixed in 4% paraformaldehyde 

in PBS overnight and then cryo-protected in 30% sucrose in PBS overnight at 4 °C. Coronal 

brain sections (50 µm) were cut on a Leica CM 3050S cryostat and stored at 20 °C in a 

cryopro- tective medium consisting of 25% glycerol and 30% ethylene glycol in 0.05 M 

phosphate buffer until needed. After three consecutive 10 min washes in 0.05 M PBS and 

a final 10 min wash in 0.05 M PB, slices containing the BNST were mounted on glass 

slides, air dried for 3 – 12 h, and cover-slipped with mowiol mounting medium (Sigma-

Aldrich, St Louis, MO, USA). The virus injection site was visualized using a Leica 

DM5500B spinning disk confocal microscope (Leica Microsystems Inc.m Bannockburn, 

IL, USA) and SimplePCI data acquisition software (Compix, Sewickley, PA). The eGFP 

expression profile was compared to the expression of YFP in the BNST of Thy1-YFP mice.    
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Statistical analysis 

 Statistical analyses were carried out using Prism 6 (GraphPad Software Inc., San 

Diego, CA). The electrophysiological properties of the cell types within the ovBNST were 

compared using a one-way analysis of variance (ANOVA) with Tukey’s multiple 

comparison tests. The electrophysiological properties of Type I and Type II cells in the 

ovBNST and adBNST were compared using a two-way ANOVA with Sidak multiple 

comparison tests with cell type and location as the two factors. Populations with unequal 

variance were transformed (log10) and then analyzed. A t-test was used to compare the 

electrophysiological properties of the Thy1-YFP and non-YFP cells with Welch’s 

correction when the populations had significantly different variance. An alpha level of 0.05 

was used for all tests, and variance is reported as the standard error of the mean (SEM) 

unless otherwise noted.   
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Results 

Comparison of cell types in the oval and anterodorsal BNST in the rat 

Distribution of cell types 

 We recorded the 

electrophysiological properties of 

neurons in the BNSTALG using in vitro 

whole-cell patch clamp 

electrophysiology. The location of 

the neurons recorded was 

approximated relative to the anterior 

commissure and internal capsule 

using a low magnification (3.5x) in 

order to visualize the dorsal BNST in 

the tissue slice in its entirety (Figure 

3.1). Neurons were classified into 

Type I, Type II, or Type III cells based on visual discrimination of current clamp traces 

showing the voltage response to hyperpolarizing and depolarizing square-wave current 

injections as previously described (Hammack et al., 2007). We obtained stable recordings 

from 69 neurons: 43 of those were in the region of the ovBNST and 21 were in the region 

of the adBNST. Because there are no anatomical markers defining the boarders of the 

ovBNST and adBNST, we created a transition zone for which any cell in this area was not 

classified as in either location. There were 5 cells that fell in this region.   
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Figure 3.1. Distribution of cell types in the BNST. 
The dotted lines represent the approximate 
boundaries for the oval and juxtacapsular BNST. 
The grey box represents the intermediate region 
where cells in this area were not classified as 
ovBNST or adBNST. Bar graph showing the 
representation of each cell type in the ovBNST and 
adBNST in the inset. IC, internal capsule; CP, 
caudate putamen; AC, anterior commissure.  
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 Overall, 33.3 % of the neurons recorded were classified as Type I, 46.4 % classified 

as Type II, and 20.3 % were classified as Type III, however, this distribution differed when 

looking at the ovBNST and adBNST separately (Figure 3.1). The clearest difference is 

that 13 of the 14 Type III cells identified were in the region of the ovBNST, describing 

30.2 % of cells in the ovBNST. The remaining Type III cell was in the transition area 

between the ovBNST and adBNST and there were no Type III cells found in the region of 

the adBNST (Figure 3.1). In the ovBNST, 27.9 % of the cells were Type I and 41.9 % of 

the cells were Type II. In contrast in the adBNST, 47.6 % of the cells were Type I and 52.4 

% were Type II.  

Comparison of Type I, II, and III cells 
in the oval BNST 

 Here, we compared the 

electrophysiological properties of 

Type I, II, and III cells in the region of 

the ovBNST (summarized in Table 

3.1). First, the resting membrane 

potential (RMP) was significantly 

different between cell types in the ovBNST (p < 0.0001, F (2, 35) = 15.03) with Type III cells 

having a lower RMP than both Type I (p < 0.001) and Type II cells (p < 0.0001). As 

expected, there was a significant difference in the amplitude of the Ih current between cell 

types represented by the Ih score (p < 0.0001, F (2, 39) = 25.77). Type III cells had a 

significantly lower Ih score than both Type I and Type II cells in the ovBNST (p < 0.0001 

for both comparisons). There was also a significant difference in the amount of fast inward 

A B

Figure 3.2. Representative voltage traces of action 
potentials from Type II (grey) and Type III cells 
(black) in the ovBNST (A) and ovBNST Type II 
cells (grey) and adBNST Type II cells (black; B). 
Scale bar is 20 mV and 40 msec. 
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rectification observed between cell types in the ovBNST represented by the IAR score (p < 

0.01, F (2, 40) = 7.081). Here,  

Type III cells had a significantly larger IAR score than Type II cells in the ovBNST (p < 

0.01). Finally, there was a significant difference in the threshold for action potential 

between cell types in the ovBNST (p < 0.05, F (2, 36) = 5.049). The threshold for action 

potential generation was significantly higher in Type III cells compared to Type II cells in 

the ovBNST (Figure 3.2A, p < 0.01).   

 ovBNST adBNST 

 Type I 
(n = 12) 

Type II 
(n = 18) 

Type III 
(n = 13) 

Type I 
(n = 10) 

Type II 
(n = 11) 

RMP 
(mV) -58.6 ± 1.83 -57.4 ± 1.23 -67.3 ± 1.21, 2 -52.3 ± 4.1 -56.0 ± 1.1 

Rin (MΩ) 271.3 ± 36.0A 284.4 ± 35.9 242.7 ± 30.9 466.0 ± 82.3O 270.0 ± 31.1 

Ih score 0.051 ± 
0.0063,A 0.051 ± 0.0043 0.012 ± 0.0031, 

2 0.033 ± 0.006O 0.055 ± 0.003 

IAR score 2.46 ± 0.38 1.82 ± 0.133 4.00 ± 0.762 2.22 ± 0.53 1.34 ± 0.12 

Spike      

Threshold 
(mV) -35.8 ± 0.96 -37.2 ± 3.53,A -33.1 ± 1.12 -33.7 ± 1.4 -33.5 ± 1.2O 

Amplitude 
(mV) 66.2 ± 3.0 63.4 ± 2.4A 64.6 ± 3.1 61.3 ± 3.1 53.2 ± 3.7O 

Half-
width 
(ms) 

0.789 ± 0.041 0.785 ± 0.040A 0.898 ± 0.054 0.916 ± 0.052 0.942 ± 0.059O 

Rise time 
(ms) 0.327 ± 0.014 0.357 ± 0.073 0.348 ± 0.023 0.376 ± 0.019 0.381 ± 0.020 

Decay 
time (ms) 0.784 ± 0.059 0.773 ± 0.070 0.919 ± 0.068 0.923 ± 0.108 0.898 ± 0.081 

fAHP Diff 
(mV) -4.49 ± 1.38 -8.20 ± 1.31 -3.97 ± 1.28 -7.67 ± 1.78 -3.81 ± 1.59 

Table 3.1. Electrophysiological properties of Type I, Type II, and Type III cells in the 
ovBNST and adBNST. Values are expressed as mean ± SEM. Superscripts following the SEM 
indicates cell type and location differences based on analysis of variance (ANOVA, p < 0.05) 1 
= Type I in ovBNST, 2 = Type II in ovBNST, 3 = Type III in ovBNST, A = same cell type in 
adBNST, O = same cell type in ovBNST.  
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Comparison of Type I and Type II cells 
of the oval and anterodorsal BNST  

Although both Type I and Type 

II cells were found in the ovBNST and 

adBNST, we wanted to determine if 

there were any differences in the 

electrophysiological properties of these 

neurons based on location. For a 

summary of the electrophysiological 

properties see Table 3.1. There was a 

trend toward a significant effect of 

location (p =0.08, F (1, 47) = 3.167) and 

an interaction of cell type and location 

(p = 0.07, F (1, 47) = 3.415) on input 

resistance. Here, Type I cells in the 

adBNST had a significantly higher 

input resistance than Type I cells in the 

ovBNST (p < 0.05). Additionally, there 

was a significant effect of cell type (p < 

0.05, F (1,46) = 5.177) and an interaction 

of cell type and location (p < 0.05, F (1, 

46) = 4.594) on the Ih score, with Type I 

A
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ST
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CP
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B

Figure 3.3. YFP fluorescence in the BNST of the 
Thy1-YFP transgenic mouse (A, 10x). The 
fluorescent cell bodies are the Thy1-YFP cells 
characterized in this study. Schematic showing 
reconstructed YFP  neurons (yellow) and one non-
YFP neuron (blue) in the BNST (B). Axons are 
depicted as dashed lines. AC, anterior 
commissure; ST, stria terminalis; CP, caudate 
putamen.   
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cells in the adBNST having a significantly lower Ih score than Type I cells in the ovBNST. 

In this sample, Type I and Type II cells in the ovBNST do not differ significantly in their 

Ih score, however, Type I cells in the adBNST have a significantly lower Ih score that Type 

II cells in the adBNST (p < 0.05).   

 These BNST cells also differed based on location in their action potential threshold 

and waveform. There was a significant effect of location on the threshold for action 

potential generation (p < 0.05, F (1, 44) = 6.845). Here, Type II cells in the adBNST had a 

significantly higher threshold for action potential generation than the Type II cells in the 

ovBNST (p < 0.01). Similarly, there was a significant effect of location on the action 

potential half-width (p < 0.01, F (1, 44) = 8.304) and amplitude (p < 0.05, F (1, 44) = 6.088). 

Again it was the Type II cells that differed by location: Type II cells in the adBNST had a 

significantly wider (p < 0.05) and shorter (p < 0.05) action potential than Type II cells in 

the ovBNST (Figure 3.2B). 

Characterization of a novel subpopulation of neurons in Thy1-YFP transgenic mice 

Electrophysiological phenotype of Thy1-YFP cells  

 The Thy1-YFP transgenic mouse has a small population of YFP cells confined to 

the adBNST, very close to the corner created by the anterior commissure and internal 

capsule and at the base of the stria terminalis (Figure 3.3). Here, we used fluorescent-

guided whole-cell in vitro patch clamp electrophysiology to record the electrophysiological 

phenotype of 33 YFP cells. We also recorded from 16 non-YFP cells in the immediate 

vicinity of the YFP cells for comparison.  
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If appropriate, cells were classified into Type I, Type II or Type III as described 

previously (Hammack et al., 2010), however many of the cells did not fit into those 

classification schemes. In fact, the YFP cells did not fully resemble any of the three cell 

types (Figure 3.4). The YFP cells had a small slow depolarizing sag in response to 

hyperpolarizing current indicative of an Ih current. Additionally, there was a moderate 

amount of fast inward rectification in the YFP cells that is not as strong as the inward 

rectification commonly seen in Type III cells. Finally, these neurons do not show any 

indications of burst or rebound firing common to Type II cells. The YFP cells could 

potentially be classified as Type I neurons, however, there was a unique action potential 

waveform common to all YFP cells created by the presence of a large fast after-

hyperpolarization (fAHP) followed by a medium after-hyperpolarization (mAHP) after 

each action potential (Figure 3.4). Of the 16 non-YFP cells recorded, 3 could be classified 

as Type I, 6 as Type II, and 1 as Type III. The remaining 6 non-YFP cells had a similar 

electrophysiological phenotype as the YFP cells. 

Comparison of Thy1-YFP cells and non-YFP cells 

	
  
	
  
	
  

A

D E

B C

Figure 3.4. Example voltage 
traces of a Type I (A), Type II 
(B), Type III (C), and Thy1-YFP 
cell (D) in the Thy1-YFP mouse, 
and a Thy1-YFP-like cell in the 
adBNST of the rat (E). Scale 
bar 50 mV and 200 ms. 
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 Thy1-YFP cells (n = 33) Non-YFP cells (n = 16) 
Rin (MΩ) 267.8 ± 16.8### 353.1 ± 49.0 
Ih score 0.032 ± 0.003# 0.043 ± 0.007 
IAR score 1.60 ± 0.08# 2.03 ± 0.21 
Spike   
     Threshold (mV) -33.7 ± 0.7* -36.6 ± 0.9 
     Amplitude (mV) 69.4 ± 1.9 70.7 ± 3.8 
     Half-width (ms) 0.759 ± 0.031 0.814 ± 0.066 
     Rise time (ms) 0.327 ± 0.010# 0.398 ± 0.037 
     Decay time (ms) 0.639 ± 0.029# 0.797 ± 0.083 
     fAHP Diff (mV) -15.48 ± 0.61**## -9.59 ± 1.61 
Table 3.2. Electrophysiological properties of Thy1-YFP and non-YFP cells. Values are 
expressed as mean ± SEM. Superscripts following the SEM in the Thy1-YFP column indicates 
differences in means (*) and variance (#) from the non-YFP cells. * p < 0.05, ** p < 0.01, *** 
p < 0.001. Same pattern for #. 

 Here we compared basic electrophysiological properties of the Thy1-YFP cells with 

the non-YFP cells in the same area (Table 3.2). Overall, the Thy1-YFP cells had a more 

consistent electrophysiological phenotype than the non-YFP cells. For example, although 

there was no significant difference in the average input resistance between the two groups 

(p = 0.12), the input resistance of the YFP cells was significantly less variable than the 

input resistance of the non-YFP cells (F test, p < 0.001). Similarly, the YFP cells had a less 

variable Ih and IAR score than the non-YFP cells (F test, p < 0.05 for both comparisons). 

This reduction in variability for these 

properties supports the idea that the 

Thy1-YFP mouse labels a group of cells 

with a consistent electrophysiological 

phenotype.  

 The action potential waveform was 

the most obvious difference between the 

Thy1-YFP and non-YFP cells. Here, we compared the action potential amplitude, half-

width, rise time, decay time and threshold for action potential generation  
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Figure 3.5. The average action potential waveform 
for Thy1-YFP and non-YFP cells. The shaded 
portion represents the standard deviation. 
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between the Thy1-YFP and non-YFP cells 

(Figure 3.5 and Table 3.2). There was no 

significant difference in the average rise 

time or decay time of the action potential, 

however, there was a significant difference 

in the variance of these factors (p < 0.001 

and p < 0.01 respectively) with the Thy1-

YFP cells having a more consistent action 

potential waveform (Figure 3.5). The 

Thy1-YFP cells also had a significantly 

higher threshold for action potential than 

the non-YFP cells (p < 0.05). Finally, the 

amplitude of the fAHP in Thy1-YFP cells 

was significantly larger (p < 0.01) and less variable (p < 0.01) than the fAHP in non-YFP 

cells.  

Potential Thy1-YFP-like cells in the adBNST of the rat 

 In order to determine if there are neurons in the rat that resemble the 

electrophysiological phenotype of Thy1-YFP cells, we looked for cells in the rat BNST that 

had the characteristic spike waveform of Thy1-YFP cells. There were 4 Type I cells from 

the rat that exhibited a similar spike waveform with an fAHP of -13.1 ± 1.4 mV on average 

(Figure 3.4E). Importantly, all four of these cells were found in the adBNST.  

 

Gene Thy1-YFP 
(%) 

n = 12 

non-YFP 
(%) 
n = 9 

VGLUT1 75 0 
VGLUT2 67 0 
VGLUT3 0 0 
VGLUT 83 0 
GAD67 0 100 
GAD65 0 0 
GAD 0 100 
5-HT1A 0 67 
5-HT1B 0 0 
5-HT5 0 22 
5-HT Gi/o 0 67 
5-HT2A 0 56 
5-HT2C 0 0 
5-HT Gq 0 56 
5-HT4 33 0 
5-HT6 50 0 
5-HT7 0 0 
5-HT GS 67 0 
Table 3.3. The percentage of YFP and non-
YFP cells that express the mRNA for the gene 
indicated. 
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Single cell RT-PCR  

Here, we wanted to determine if the YFP cells in the Thy1-YFP mouse were 

GABAergic or glutamatergic neurons. To do this, we used single cell RT-PCR to screen 

for the presence of vesicular glutamate transporter (VGLUT) 1, 2, and 3, which would 

indicate the neuron is glutamatergic, and glutamate decarboxylase (GAD) 65 and 67, which 

would indicate the neuron is GABAergic. Of the 9 non-YFP neurons screened with single 

cell RT-PCR, all 9 expressed the mRNA for GAD67 and no cells expressed the mRNA for 

GAD 65 or any of the VGLUT transcripts, indicating all of the non-YFP neurons in this 

area are GABAergic (Table 3.3 and Figure 3.6). In contrast, of the 12 Thy1-YFP neurons 

screened with single cell RT-PCR, 10 YFP neurons expressed the mRNA for VGLUT1 

and/or VGLUT2, and no cells expressed the mRNA for VGLUT3 or either of the GADs. 

This provides evidence that the Thy1-YFP mouse line labels a small population of 

glutamatergic neurons in the adBNST of the mouse.  

  In addition to differences in neurotransmitter systems, we wanted to determine if 

the Thy1-YFP and non-YFP cells expressed different serotonin receptor subtypes. 

Interestingly, there was no overlap 

in the serotonin receptor subtype 

expressed in the Thy1-YFP cells 

with those expressed in the non-

YFP cells (Table 3.3 and Figure 

3.6). Of the Thy1-YFP cells, 4 

expressed the mRNA for 5-HT4 and 

6 expressed the mRNA for 5-HT6. Importantly, both 5-HT4 and 5-HT6 are generally 
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Figure 3.6. Example gel from a Thy1-YFP (A) and 
non-YFP (B) cell in the BNST. Arrow points to the 
500 bp ladder.
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coupled to the GS signaling cascade. Alternatively, of the non-YFP cells, 6 expressed the 

mRNA for 5-HT1A and 2 expressed the mRNA for 5-HT1B, both of which are coupled to 

the Gi/o signaling cascade. Additionally, 5 of the non-YFP cells expressed the mRNA for 

5-HT2A, a Gq-coupled receptor subtype.    

Attempt at targeting Thy1-YFP with the Thy1-cre mouse and a cre-dependent virus 

 In order to target the Thy1-YFP cells in the BNST alone, we used a cre-dependent 

adeno-associated virus that expressed eGFP injected into the BNST of Thy1-cre transgenic 

mice. Although both the cre and YFP are 

under the Thy1 promoter in these mouse 

lines, the transgene was randomly 

inserted into the genome, and the 

location of the insertion site determines 

the expression profile (Feng et al., 

2000). We compared the fluorescent 

expression pattern of the Thy1-cre mice 

with the injected virus to the expression 

pattern of the YFP in the Thy1-YFP 

mouse to determine if both mouse lines 

have the transgene expressed in the 

same cell population in the BNST. The 

Thy1-cre mouse had a much more 

diffuse labeling of cell bodies in the 

BNST than the Thy1-YFP mouse line, 

A

B

Figure 3.7. Comparison of fluorescence 
expression in the BNST of the Thy1-YFP 
mouse (A) and Thy1-cre mouse injected with 
AAV5-hsyn-DIO-eGFP (B) at 10x 
magnification. AC anterior commisure, ST 
stria terminalis, CP caudate putamen.
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suggesting these two transgenic mice target significantly different cell populations (Figure 

3.7). 

Discussion 

 The current study provides evidence that the ovBNST and adBNST contain 

electrophysiologically distinct populations of neurons. The different roles for these two 

regions of the BNST are only recently coming to light; a recent study suggested that the 

ovBNST facilitates anxiogenic responses whereas the adBNST facilitates anxiolytic 

responses (Kim et al., 2013). Although the neurons throughout the anterior BNST have 

similar electrophysiological phenotypes, some differences have been reported in the 

distribution of cell types in the anterolateral, anteromedial, and ventral BNST(Rodriguez-

Sierra et al., 2013). Here we extended those observations to specifically compare the 

distribution of cell types found in the region of the ovBNST and adBNST as well as 

compare the electrophysiological properties of cells of the same cell type in the two 

regions. Additionally, we showed evidence of a new subpopulation of glutamatergic Type 

I-like cells in the adBNST using a Thy1-YFP transgenic mouse line.  

 As reported previously, Type II cells were the most common cell type found in the 

BNSTALG and Type III cells were the least common (Hammack et al., 2007; Rodriguez-

Sierra et al., 2013). Interestingly, Type III cells were only found in the region of the 

ovBNST, and only Type I and Type II cells were found in the adBNST (Figure 3.1). This 

is similar to the results reported by Pare and colleagues (Rodriguez-Sierra et al., 2013). 

They report a cluster of fast inward-rectifiers (fIR, Type III) in the region of the ovBNST 

and one cell in the region of the adBNST, however they do not separate out these regions 

in their analysis. fIR cells were also reported to be found in the medial and ventral BNST 
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although less frequently. In both this and the current study, fIR (or Type III cells) were 

shown to be concentrated in the region of the ovBNST. Pare and colleagues also reported 

another population of cells, termed late firing (LF), was found in the anterolateral BNST, 

with the distribution of these LF cells seemingly restricted to the ovBNST. We have also 

seen late firing neurons in our population, however, in all other aspects, these late firing 

cells are identical to other Type III neurons. In fact, on average the latency to the first action 

potential in Type III cells is significantly longer than in Type I and Type II cells (Figure 

2.5). Therefore, we considered the LF neurons to be a subpopulation of Type III neurons. 

This is supported by their restriction to the region of the ovBNST with the other Type III 

neurons in the BNSTALG.  

 The vast majority of Type III neurons in the rat have been reported to express 

mRNA for CRF (Dabrowska et al., 2011; 2013a). This, combined with our current 

observation that Type III neurons in the BNSTALG are restricted to the ovBNST, suggests 

that there is a cluster of CRF neurons located in the oval nucleus. Importantly, there have 

been multiple reports of a population of CRF-immunoreactive neurons restricted to the 

oval nucleus (Cummings et al., 1983; Ju et al., 1989). More recently, we have replicated 

these studies showing a concentration of CRF-immunoreactive cell bodies in the ovBNST 

of colchicine-treated rats (Dabrowska et al., 2013a). The restriction of the CRF expression 

to the ovBNST, together with the observation that the Type III neurons are confined to the 

ovBNST provides further evidence that the Type III neurons represent a population of CRF 

neurons.  
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 Although Type III neurons almost certainly 

represent a population of CRF neurons, they do 

not represent all CRF neurons in the BNST. 

Different transgenic CRF-reporter mice seem to 

represent slightly different populations of CRF-

mRNA expressing cells (Martin et al., 2010; 

Silberman et al., 2013). One mouse line seems to 

show CRF neurons more widely distributed 

through the BNST, and the labeled cells are not consistently Type III neurons (Silberman 

et al., 2013). In contrast, the CRF-reporter mouse created by Owens and colleagues shows 

a group of CRF neurons restricted to the ovBNST with the majority of these labeled cells 

exhibiting Type III-like characteristics (Martin et al., 2010; Figure 3.8). However, the 

presence of CRF mRNA does not always accurately predict the presence of the full protein. 

Indeed, CRF mRNA is also found in a smaller, but significant, portion of Type I and Type 

II cells in the BNSTALG  (Dabrowska et al., 2011; 2013a). Importantly, cell types in the 

mouse and rat differ significantly, with the mouse BNST containing a much higher 

percentage of Type III-like cells than the rat. It is possible that the more restricted 

expression of CRF-labeled cells in the mouse created by Owens and colleagues under-

represents CRF neurons in the BNST, and/ or the expression pattern seen in the other CRF-

reporter mouse used by Silberman et al over-represents the expression of CRF neurons. It 

is important to remember, however, that the distribution of neuropeptides may not be the 

same in both the mouse and rat.  

Figure 3.8. A photomicrograph of the 
BNST in a CRF-GFP mouse. LV, lateral 
ventricle; IC, internal capsule; Ov, oval 
nucleus; AD, anterodorsal BNST.  

IC

LV
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AD
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In the rat, in addition to the population of CRF-immunoreactive neurons seen in the 

ovBNST, another population exists in the ventral BNST in a region corresponding with the 

fusiform nucleus (fuBNST) (Cummings et al., 1983; Ju et al., 1989). The current study was 

restricted to recordings dorsal to the anterior commissure, however Pare and colleagues did 

report the presence of fIR neurons in the ventral BNST (Rodriguez-Sierra et al., 2013). 

However, it is reasonable to believe that the CRF neurons in the fuBNST are a separate 

and distinct population of CRF neurons and, therefore, may not be the same 

electrophysiological cell type. For example, we have shown that CRF neurons in the 

ovBNST and paraventricular nucleus of the hypothalamus (PVN) exhibit distinct 

electrophysiological properties. Furthermore, CRF neurons of the ovBNST and PVN are 

fundamentally different from one another in that CRF neurons in the ovBNST are 

GABAergic and those in the PVN are glutamatergic (Dabrowska et al., 2013a). Although 

we have yet to compare the electrophysiological properties of CRF neurons in the ovBNST 

and fuBNST directly, we know that these populations of CRF neurons have distinct 

response profiles to varying stressors (for review see Table 1.1). Interestingly, a recent 

study confirms that CRF neurons in the dorsolateral BNST are GABAergic and suggests 

that a significant population of the CRF neurons in the ventral BNST are glutamatergic 

(Nguyen et al., 2015). This supports the hypothesis that Type III neurons in the ovBNST 

are a distinct population of GABAergic CRF neurons.   

Here we showed that Type III neurons in the ovBNST had a significantly lower 

resting membrane potential than Type I and Type II cells found in the ovBNST as well as 

a higher threshold for action potential generation than Type II cells in the ovBNST. This 

is similar to what has been reported previously when comparing the electrophysiological 



	
  111	
  

properties of neurons throughout the BNSTALG (Hazra et al., 2011). The lower resting 

membrane potential and higher threshold for action potential of Type III cells suggests this 

population of CRF neurons in the ovBNST requires more excitatory drive than the Type I 

and Type II cells to become activated. In fact, there is evidence that CRF neurons in the 

ovBNST are resilient to activation. For example, an intraperitoneal injection of interleukin 

1 beta (IL-1β) results in the expression of the immediate early gene, c-fos specifically in 

the ovBNST, however, very few of these cells expressed the mRNA for CRF (Day et al., 

1999). Instead, the majority of the c-fos labeled cells expressed the mRNA for enkephalin. 

Although this experiment does not prove that CRF cells are not activated in response to IL-

1β, it does suggest that enkephalin and CRF neurons in the ovBNST are activated at 

different times. Interestingly, we have shown that 50% of Type II neurons in the BNSTALG 

express the mRNA for enkephalin (Dabrowska et al., 2013a). Perhaps the Type II 

enkephalin neurons are easily activated in times of stress due to their higher resting 

membrane potential, lower threshold for action potential generation, and low-threshold 

bursting properties, potentially providing a negative feedback to the stress response (Bali 

et al., 2015). In contrast, Type III CRF cells may require more input to become activated, 

perhaps only in times of prolonged stress or fear states.  

Although Type III cells were only found in the ovBNST, Type I and Type II cells 

were found in both the ovBNST and adBNST. The ovBNST and adBNST are functionally 

and anatomically distinct regions, therefore, we wanted to compare the 

electrophysiological properties of the Type I and Type II cells of the different locations. 

Indeed, there were differences between cells of the same cell type in the two areas; Type I 

cells in the adBNST had a higher input resistance and lower Ih score than Type I cells in 
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the ovBNST, and Type II cells in the adBNST had a higher threshold for action potential 

generation and a shorter and wider action potential waveform than the Type II cells in the 

ovBNST (Table 3.1). These differences may have arisen due to the different environments 

of the two regions. For example, the ovBNST and adBNST have different amygdalar 

inputs; the ovBNST receives input from the lateral and medial central nucleus of the 

amygdala and the amygdalo-piriform transition area whereas the adBNST receives input 

from the basolateral amygdala and posterior basomedial amygdala to name a few 

(McDonald, 1991; Dong et al., 2001a; Kim et al., 2013). Electrophysiological properties 

are not fixed by cell type, but rather, fluctuate with changes in input and extracellular 

environment. It is widely understood that differences in the amount of input into a neuron 

can have a measurable effect on the activity and electrophysiological properties of that 

neuron. For example, a period of GABAA-blockade in the CA1 region of the hippocampus 

results in a reduction in the apparent input resistance and an increase in Ih conductance 

(Gasselin et al., 2015). Additionally, in the CA3 region of the hippocampus, there is an 

activity-dependent shift in the basis of action potential repolarization from Kv3 to Kv2 

potassium channel dominance, thereby altering action potential waveform in response to 

changes in input (Steinert et al., 2011). The Type I and Type II cells of the ovBNST and 

adBNST receive different amounts of input at different times, potentially resulting in the 

shifts in electrophysiological properties that we observed here.      

The neurons in the ovBNST and adBNST seem to play different roles in the anxiety 

circuit. Inhibition of neurons in the ovBNST, using a cre-dependent eNpHR3.0 virus in the 

BNST of dopamine receptor 1a (Drd1a::Cre) mice, resulted in a reduction of anxiety-like 

behavior and respiratory rate whereas inhibiting the BLA input into the adBNST, using a 
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eNpHR3.0 virus injected into the BLA, resulted in an increase in anxiety-like behavior and 

respiratory rate (Kim et al., 2013). This suggests the ovBNST promotes anxiety-like 

behavior whereas the adBNST attenuates it. However it is important to note that the 

Drd1a::Cre mouse is only targeting a subset of neurons in the ovBNST, particularly those 

that express the D1 receptor. Indeed, there is evidence that CRF neurons in the BNST are 

depolarized by dopamine, suggesting these are at least some of the neurons targeted in the 

Drd1a::Cre mouse (Silberman et al., 2013). Although Type I and Type II cells are found in 

the ovBNST and adBNST, and the functional output of these two regions seems to be in 

opposition to one another, this does not prove that the Type I and Type II neurons in 

ovBNST act to promote anxiety. It is possible that there is a population of cells in the 

ovBNST, such as neurons that express enkephalin, that oppose the anxiogenic actions of 

the ovBNST (Figure 1.1D). However, even if Type I and Type II cells in the ovBNST and 

adBNST both act to oppose anxiety, the neurons in the different regions may still play 

distinct roles in the circuit. 

The ovBNST and adBNST project to different locations, suggestive of the different 

roles they play in the circuit.  The ovBNST primarily projects within the BNST, sending 

projections to the adBNST, fusiform nucleus, rhombic nucleus, and subcommisural zone, 

and projects out of the BNST to the substantia innominata, central amygdala, retrorubral 

field, and parabrachial nucleus (Dong et al., 2001b). In contrast, the adBNST primarily 

projects outside of the BNST to areas such as the nucleus accumbens, ventral tegmental 

area, ventrolateral periaqueductal grey, and thalamocortical feedback loops, as well as the 

same regions the ovBNST projects to outside of the BNST listed above (Dong and 

Swanson, 2004). These projection patterns suggest the neurons of the oval nucleus 
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primarily act to control the output of the BNST. In fact, the ovBNST provides GABAergic 

control over the adBNST (Kim et al., 2013). Although the ovBNST primarily projects 

within the BNST, the CRF neurons in the ovBNST project out of the nucleus to the 

paraventricular nucleus of the hypothalamus (Dabrowska et al., 2011). Additionally, we 

have recent data showing multiple regions in the brain contained projections originating 

from cells in the ovBNST that were also labeled by the CRF antibody including the nucleus 

accumbens, hypothalamus, VTA, substantia nigra pars compacta, and the dorsal division 

of the dorsal raphe, (manuscript submitted; Dabrowska et al ). However, it is important to 

remember that the CRF neurons are primarily inhibitory neurons, potentially having dual 

actions on target regions depending on the inclusion or absence of CRF in the vesicles 

being released.  

 Importantly, the vast majority of neurons in the BNSTALG are GABAergic, with the 

exception of some glutamatergic neurons in the ventral BNST (Georges and Aston-Jones, 

2002; Jalabert et al., 2009; Poulin et al., 2009). However, here we show evidence for a 

potential population of glutamatergic neurons in the adBNST. Over the past fifteen years, 

Sanes and colleagues have developed transgenic mouse lines that label individual neurons 

with a fluorescent protein. Many of these lines use the promoter for Thy1, a member of the 

immunoglobulin superfamily that is highly expressed in the nervous system (Feng et al., 

2000). Interestingly, each of the 25 independently generated lines expressing a fluorescent 

protein under the Thy1 promoter (Thy1-XFP) expressed the fluorescent protein in a unique 

pattern (Feng et al., 2000). The expression pattern is consistent among the offspring of each 

founder mouse, suggesting the variability in expression is due to differences in the location 

and / or copy number of the inserted transgene. The Thy1-YFP cells from the YFP-H line 
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used here have been shown to label glutamatergic cells in the amygdala, hippocampus, 

cingulate cortex, and somatosensory cortex (Sugino et al., 2005), suggesting YFP-labeled 

cells throughout the brain in this mouse line are glutamatergic. Although the expression 

profile varies in the different transgenic lines, it is not just a random population of cells 

being labeled in a single mouse line. Instead, the Thy1-YFP line used here labels a 

particular class of neurons, all of which, presumably are glutamatergic. It was surprising 

then, to see a small population of Thy1-YFP neurons in the adBNST, a region thought to 

be almost entirely GABAergic (Day et al., 1999; Kudo et al., 2012). Here, we recorded 

from the Thy1-YFP neurons in the adBNST to characterize their electrophysiological 

properties as well as use single cell RT-PCR to determine if they express mRNA indicative 

of being glutamatergic neurons.  

All of the Thy1-YFP cells recorded showed a consistent electrophysiological 

phenotype. These neurons were regular spiking, similar to Type I cells, but had a large 

fAHP that made them stand out as a unique population. The Thy1-YFP neurons had a less 

variable input resistance, action potential waveform, and	
  Ih and  IAR score than the non-YFP 

cells. The non-YFP cells in the surrounding area were of varying phenotypes, including 

cells that resembled the rat Type I, Type II, and Type III cells. Importantly, only one neuron 

in the adBNST was classified as a Type III cell. This is in stark contrast to the mouse 

BNSTALG as a whole that contained more than 50% Type III cells (Chapter 2). Although 

we have not specifically examined the distribution of cell types in the mouse BNSTALG, 

this suggests the Type III cells in the mouse are similarly underrepresented in the adBNST. 

A few of the non-YFP cells recorded from in this area resembled the Thy1-YFP cells, 

indicating the Thy1-YFP cells have a consistent, but not entirely unique 
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electrophysiological phenotype (Figure 3.4). Interestingly, we found 4 Type I cells in the 

adBNST of the rat that also exhibited the large fAHP characteristic of the Thy1-YFP cells 

in the mouse. This may suggest the presence of this putative glutamatergic cell population 

in the adBNST of the rat as well as the mouse, however this would need to be confirmed 

with single cell RT-PCR.  

The restriction of the expression of YFP to glutamatergic neurons elsewhere in the 

brain strongly suggested the YFP neurons seen in the adBNST would also be glutamatergic 

(Sugino et al., 2005), and here, we used single cell RT-PCR to verify this. As expected, 

none of the Thy1-YFP neurons screened expressed the mRNA for any of the GAD variants 

(GAD65 or GAD67), and all of the non-YFP cells expressed the mRNA for GAD67 (Table 

3.3). This suggests the majority (if not all) of the non-YFP neurons in the adBNST are 

GABAergic and not glutamatergic. Additionally, 10 of the 12 Thy1-YFP neurons expressed 

the mRNA for either VGLUT1 or VGLUT2, suggesting these neurons are indeed 

glutamatergic. We did not detect the mRNA for any of the VGLUTs or GADs in 2 of the 

12 Thy1-YFP cells screened. Importantly, since performing these screens, we have changed 

and optimized our technique for detecting mRNA in neurons (see methods for chapter 4). 

These results will need to be validated with the new technique before making any firm 

conclusions, however, from the evidence we have, it seems very likely that the Thy1-YFP 

cells in the adBNST are glutamatergic. Interestingly, we do not know if these glutamatergic 

neurons are a part of the projections originating from the adBNST. As the rest of the 

adBNST seems to be GABAergic, these glutamatergic neurons, although perhaps small in 

number, have the potential to have strong effects at their target sites.  
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Previously, our lab has shown that serotonin receptor subtype expression varies by 

cell type in the BNSTALG, resulting in serotonin’s ability to differentially modulate Type I-

III neurons (Guo et al., 2009). Many cells in the BNSTALG respond to serotonin with a 

mixed response comprised of a hyperpolarization followed by a depolarizing response (5-

HTHyp-Dep). The hyperpolarizing response is mediated by the 5-HT1A receptor whereas the 

depolarizing response can be mediated by the 5-HT2A, 5-HT2C, and/or 5-HT7 receptors. 

Interestingly, none of the Thy1-YFP cells expressed any of these common 5-HT receptor 

subtypes. Instead, 4 of the 12 expressed the mRNA for 5-HT4 and 6 of the 12 expressed the 

mRNA for 5-HT6. Both of these receptor subtypes are Gs-coupled receptors, suggesting 

serotonin may have an excitatory effect on the Thy1-YFP cells. However, there is no study, 

to my knowledge, on the role of 5-HT4 and 5-HT6 receptors in the BNST. In fact, there is 

very little data on the role these receptors play in the brain in general. None of the non-

YFP cells expressed the mRNA for these serotonin receptors. Instead, the majority of the 

non-YFP cells expressed the mRNA for the 5-HT1A receptor, suggesting serotonin would 

inhibit these neurons. A smaller percentage of non-YFP cells expressed the mRNA for 5-

HT5 and 5-HT2A.  The difference in 5-HT receptor mRNA expression in the Thy1-YFP 

population suggests these neurons could respond to drugs targeting the serotonin system in 

unique ways.  

Although the adBNST is thought to act to attenuate anxiety-like behavior, it is 

unknown how the Thy1-YFP cells contribute to the circuit. It is possible these neurons are 

one of the main effectors of the anxiolytic role of the BNST, however, we need to be able 

to directly manipulate the activity of these neurons in order to discover their role in the 

circuit. For this reason, we wanted to see if one of the Thy1-cre transgenic mouse lines 
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would accurately label this restricted population of neurons in the adBNST. To do this, we 

injected a cre-dependent fluorescent virus into the BNSTALG of Thy1-cre mice (FVB/N-

Tg(Thy1-cre)1Vln/J-006143) and compared the expression profile with that seen in the 

Thy1-YFP mouse line (Figure 3.7). It became apparent that the Thy1-cre mouse line did 

not label the same population of neurons as seen in the Thy1-YFP mouse line. This is not 

surprising, as both of these lines were independently created, and as mentioned above, the 

Thy1 transgenic mouse lines have distinct expression patterns (Feng et al., 2000). It is 

possible that the difference in expression patterns between the two lines is due to overly-

sensitive production of the fluorescent protein in neurons that only express a small amount 

of cre. In this scenario, the Thy1-YFP line could contain low YFP expression in other 

neurons that is not visible due to the strong expression in a small number of neurons. The 

Thy1-cre line could then show more labeled neurons due to a more even expression of 

fluorescence. However this is unlikely as homozygotes of the the Thy1-XFP lines had 

stronger fluorescence expression but the pattern of expression was unaffected by gene 

dosage, suggesting the labeling of subsets of neurons is not an artificial consequence of 

dim labeling (Feng et al., 2000).  

There are other Thy1-cre lines that could be tested, however, with the variability in 

the expression profile of all of the different Thy1 founder lines (Feng et al., 2000; Campsall 

et al., 2002; Sugino et al., 2005), it is unlikely that another Thy1-cre line would result in 

the specific labeling of the Thy1-YFP cells labeled in this Thy1-YFP mouse line. To get an 

expression pattern true to the original line, the Thy1- cre line would need to be created from 

a knock-in of the cre transgene in place of the YFP transgene. Alternatively, the mRNA 

from YFP cells in the BNST could be isolated and analyzed using a microarray or RNA 
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sequencing to find a gene that is specifically expressed in this neuronal subtype and not in 

other cells in the surrounding area. This information could then be used to find a virus that 

could specifically target these neurons in order to determine their role in the circuit.   

In conclusion, the data presented here provide evidence for different cell types in 

the ovBNST and adBNST, however, more research needs to be done in order to more 

accurately define the roles of the cell types and nuclei. The dissection of these circuits 

based on location has deepened our knowledge of the role the BNST plays in modulating 

anxiety. The next step will be to dissect these circuits by determining the roles individual 

cell types play in coordinating the behavioral and physiological output of the nucleus. 
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Chapter 4: Chronic stress differentially affects Type III neurons in the bed nucleus 
of the stria terminalis
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Introduction 

 The BNST acts to both promote and oppose anxiety behavior through the activity 

of functionally distinct subregions and cell types (Jennings et al., 2013; Kim et al., 2013). 

For example, neurons in the anterodorsal BNST (adBNST) oppose anxiety-like behavior, 

whereas a subset of neurons in the oval BNST (ovBNST) inhibits the adBNST, thereby 

promoting anxiety-like behavior (Kim et al., 2013). Importantly, both of these regions are 

primarily composed of GABAergic neurons suggesting local neurons within a subregion 

of the BNST could inhibit one another and play opposing roles in the behavioral output of 

the nucleus as a whole (Day et al., 1999; Kudo et al., 2012). Indeed, there are a significant 

number of intrinsic GABAergic connections within the anterolateral BNST (Turesson et 

al., 2013). Although neurons within one region of the BNST are likely to be playing 

opposing roles in the circuit, they are often investigated without an attempt to distinguish 

separate cell types.  

 The effects of stress on BNST neurons are generally examined by equating all 

neurons within a particular region (Vyas et al., 2003; Pêgo et al., 2008; McElligott et al., 

2010; Conrad and Winder, 2011; Glangetas et al., 2013). For example, chronic stress was 

shown to cause a long term depression (LTD) through a reduction in calcium-permeable 

AMPA receptors (CP-AMPARs) in the anterolateral BNST of mice, concluding that an 

increase in anxiety-like behavior after stress was due to the loss of the ability of the BNST 

to act as a “braking mechanism” on the paraventricular nucleus of the hypothalamus (PVN) 

(McElligott et al., 2010). This suggests all neurons in the anterolateral BNST act to inhibit 

anxiety-like behavior; however we now know that this is not the case (Kim et al., 2013). 

In contrast, previous work from our lab has shown an effect of chronic stress particular to 
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one cell type within the anterolateral group of the BNST (BNSTALG; includes the ovBNST 

and adBNST). Three distinct neuronal subtypes exist in the BNSTALG, Type I through Type 

III (Hammack et al., 2007; Hazra et al., 2011). After chronic restraint stress in rats, only 

the Type III neurons exhibited an enhancement of the magnitude of long term potentiation 

(LTP) corresponding with a decrease in expression of striatal-enriched protein tyrosine 

phosphatase (STEP; also known as protein tyrosine phosphatase nonreceptor 5; Dabrowska 

et al., 2013b). STEP acts as a molecular brake on synaptic plasticity in neurons (Paul et al., 

2007), and the loss of this brake after stress causes Type III neurons to be more susceptible 

to LTP. Importantly, Type III neurons are thought to express corticotropin releasing factor 

(CRF) (Dabrowska et al., 2011; 2013a). As CRF generally acts to promote the anxiety 

response, these Type III neurons are thought to be a part of the anxiogenic pathway in the 

BNST. However, it is unknown if these cells also undergo the loss of CP-AMPARs after 

stress (McElligott et al., 2010).  

The opposing circuits within the BNST suggest that stress may have differential 

effects on the individual neurons that comprise these circuits in order to shift the balance 

from an anxiolytic to an anxiogenic state. In the current study, we used a combination of 

patch-clamp electrophysiology and single cell quantitative reverse transcriptase 

polymerase chain reaction (scRT-PCR) to determine how chronic shock stress (CSS) 

affects the electrophysiological and genetic expression profile of Type I-III neurons in the 

BNSTALG. In addition to examining general electrophysiological properties, we examined 

the effect of CSS on the relative contribution of AMPA, CP-AMPA, and NMDA receptors 

to the evoked excitatory post synaptic currents (EPSC) in Type III and non-Type III 

neurons, as well as the expression of mRNAs coding for AMPA and NMDA receptor 
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subunits in the different cell types. Finally, we used scRT-PCR to study the differential 

effect of CSS on the expression of mRNA coding for CRF, STEP, and other related proteins 

in Type I, Type II, and Type III cells. By examining the effect of CSS on the different cell 

types in the BNSTALG, we attempt to shed light on ways in which stress can differentially 

affect opposing circuits within a subregion of the nucleus.   

Methods 

Animal Subjects  

All experiments were performed in male Sprague-Dawley rats aged 40-60 days old 

(n = 63; Charles River Laboratories, Wilmington, Massachusetts), and procedures were 

approved by the Institutional Animal Care and Use Committee of Emory University and 

were in compliance with National Institute of Health guidelines. Animals were housed in 

same-sex groups, four animals per cage for one week after arrival. Once animals were 

designated to the chronic shock stress (CSS) or no stress (NS) group, they were separated 

into pairs, housed with another rat from the original cage and in the same stress condition. 

Rats were maintained on a 12:12-hour light-dark cycle with ad libitum access to food and 

water. The rat’s body weight was measured periodically throughout the experiment. 

Experiments were performed in six cohorts of seven or eight rats (NS = 4; CSS = 4 or 3 

per cohort) and one cohort of sixteen rats (NS = 8; CSS = 8).  

Chronic stress and behavioral testing  

Acoustic Startle Response 

Before administering the CSS, rats, 40 days of age, were first matched for their 

basal anxiety level using a standard acoustic startle paradigm. Here, rats were placed in an 
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acoustic startle chamber for 5 min prior to presentation of acoustic stimuli to acclimatize 

the animals to the chambers. Four rats were tested simultaneously in identical 8 x 15 x 15 

cm Plexiglas and wire mesh cages, each suspended between compression springs within a 

steel frame located within a custom-designed sound-attenuating chamber. Details of the 

recording apparatus have been described previously (Walker and Davis, 1997; Sink et al., 

2011). After acclimation, the acoustic startle response (ASR) was measured following each 

of 30 acoustic stimuli. Startle responses were evoked by 50-ms 95, 100, and 110 dB white-

noise bursts generated in a pseudorandom order by a Macintosh G3 computer sound file, 

amplified by a Radio Shack amplifier (100 W, Model MPA-200; Tandy, Fort Worth, TX, 

USA), and delivered through speakers located 5 cm in front of each cage. The presentation 

and sequencing of all stimuli was under the control of a Macintosh G3 computer using 

custom-designed software (The Experimenter; Glassbeads Inc., Newton, CT, USA). Startle 

amplitude was defined as the maximum peak-to-peak voltage during the first 200 ms after 

each noise burst. Similar measurements were taken ten times during pseudorandom 

intervals over the course of the 5 min acclimation period as a baseline measurement of 

cage-displacement. The ASR was measured once a day for two days prior to the start of 

the CSS. For each rat, the startle amplitudes for the 10 stimuli at a particular decibel were 

averaged and divided by the average measurements for baseline cage-displacement for that 

rat in order to normalize for the rat’s weight. Then the normalized startle amplitude was 

averaged across the three decibels. This resulted in a single normalized startle amplitude 

for each rat. Rats in each cohort were matched according to their normalized startle 

response from the second presentation of the acoustic startle test and then divided into two 

groups, 32 NS rats and 31 CSS rats, so as to ensure the groups did not differ in their basal 
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anxiety. 47 rats (NS=24; CSS=23; from the first 6 cohorts of 7 or 8 rats) were tested for 

fear of the shock context one day after the final day of shock stress and underwent an 

acoustic startle post-test six days after the final day of shock stress. A normalized startle 

amplitude was calculated for the post test, and then the percent change in ASR from the 

pre-test to the post-test was calculated. These rats were also used for in vitro 

electrophysiology experiments completed 6 to 9 days after the final day of shock stress. Of 

those 47 rats, 39 (NS = 20; CSS = 19) were used to collect samples for single-cell 

quantitative polymerase chain reaction (PCR) and 24 (NS = 12; CSS = 12) were tested in 

the open field and elevated O tests six and seven days after the last day of shock stress, 

respectively. To test if the CSS caused a long-lasting fear of the shock context, the 

remaining 16 rats (NS=8; CSS=8; the last cohort of animals) were tested for fear of the 

shock context after the post-test for the ASR six days after the last day of shock stress 

(NS=8; CSS=8).  

Chronic Shock Stress 

The CSS group underwent 7 consecutive days of footshock. The CSS paradigm 

used in these experiments was adopted from previous studies in rat (Hazra et al., 2012). 

The NS animals received exactly the same handling procedures as the CSS group and were 

placed in the shock chamber for the same duration each day without being shocked. Each 

rat was placed inside one compartment of a passive avoidance chamber (GEMINI, San 

Diego Instruments) with the door separating the two compartments closed at all times. 

There were two passive avoidance chambers with two compartments each, allowing for 

four rats to be run through the shock paradigm simultaneously, with pair-housed rats in 

separate compartments of the same chamber. The floor of the chamber is made of 0.4 cm 
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diameter stainless steel bars spaced at 1.1 cm that conduct the electric shock. On day 1, the 

CSS rats were placed in the shock chamber and allowed to habituate to their environment 

for 5 min. Rats then received two 8-min periods of eight randomly applied footshocks (0.5 

s, 0.5 mA) separated by an 8-min period of no shock. The CSS paradigm was repeated on 

each of the following 6 days for a total of 7 consecutive days of shock stress. Each rat was 

shocked at approximately the same time every day (between 11 AM and 1 PM) to control 

for diurnal hormone variations. Each compartment contained a camera to allow for 

monitoring of the session in real time. NS rats were run prior to the CSS rats each day, and 

the compartments were thoroughly cleaned between sessions.  

Context Test 

On day 8, one day after the final shock stress, rats were returned to the shock 

chamber to measure fear of the shock context. Here, the front panel of the door to each 

compartment was removed, leaving a clear Plexiglas door. The room was left dark with 

only red light to illuminate the inside of the chambers. Cameras were placed outside of the 

chambers to record movement and behavior of the rats for 5 minutes in the shock context. 

Freezing behavior was analyzed by stop-watch by an experimenter blind to experimental 

condition after the completion of the test. Rats were then returned to their home cage for 

four days. For sixteen rats (NS=8; CSS=8; from the last cohort) the context test was 

performed on day 13 (6 days after completion of the shock stress) instead of on day 8.  

Open Field and Elevated Zero Maze Tests 

On day 13, four of the rats (NS=2, CSS=2) from each of the first six cohorts were 

tested in the open field test after the acoustic startle test. The home cages were placed in 

the testing room with low levels of red light for at least 4 hours prior to testing in order to 



	
  128	
  

habituate the animals to the room. Rats were placed in the center of the open field 

apparatus, an open box made of Plexiglas (93 cm x 93 cm x 30 cm), for ten minutes. The 

percentage of time spent in the center of the field (middle 50%) was used as a measure of 

anxiety (i.e., animals spending more time in this area were assumed to be less anxious than 

those spending less time in this area). On day 14, the same rats tested in the open field test 

were tested in the elevated zero maze (EZM) test. The EZM, a variant of the elevated plus 

maze, consists of a circle platform (50 cm diameter with platform 5 cm wide) elevated 50 

cm above the floor with two opposing open and enclosed quadrants (Stoetling, IL, USA). 

The closed quadrants have walls extending 30 cm high whereas the open quadrants do not 

have walls on the platform. Here, rats were placed in the center of one of the open regions 

of the EZM and allowed to explore for five minutes. The percentage of time spent in the 

open quadrants of the EZM was used as a measure of anxiety. All activity within the open 

field and EZM was recorded and analyzed off-line using TopScan (CleverSys, INC.).   

Electrophysiology 

Preparation of BNST slices  

Electrophysiology experiments were completed on days 13-16, 6-9 days after the 

last day of shock stress. BNST slices were obtained as previously described (Hammack et 

al., 2007). Briefly, rats were decapitated under isoflurane anesthesia (Med-Vet 

International, Mettawa, IL, USA), and the brains were rapidly removed and placed in ice-

cold kynurenic acid-based “cutting solution” which contained (mM): NaCl (130), KCL 

(3.50), KH2PO4 (1.10), MgCl2 (6.0), CaCl2 (1.0), glucose (10), supplemented with 

kynurenic acid (2.0). Coronal sections containing BNST were cut 350-µm thick using a 

Leica VTS-100 vibratome (Leica Microsystems, Bannockburn, IL, USA). Slices were kept 
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in oxygenated cutting solution at room temperature for 1 h before transferring to regular 

artificial cerebrospinal fluid (ACSF) containing (mM): NaCl (130), NaHCO3 (30), KCl 

(3.50), KH2PO4 (1.10), MgCl2 (1.30), CaCl2 (2.50), and glucose (10). Slices were kept in 

oxygenated ACSF for at least 30 min before recording.      

Patch clamp recording 

 Individual slices were transferred to a recording chamber mounted on the fixed 

stage of a Leica DM6000 FS microscope (Leica Microsystems Inc., Bannockburn, IL) 

equipped with an IR sensitive CCD camera (Orca ER, Hamamatsu, Tokyo Japan), allowing 

for use of differential interference contrast (DIC) optics and infrared illumination to 

identify individual BNST neurons. The slices were maintained fully submerged and 

continuously perfused with oxygenated 32 ºC ACSF with a speed of ~2 ml/min. All 

recordings were confined to the dorsal anterolateral cell group including the oval and 

anterolateral nucleus of the BNST. Whole-cell recordings were obtained using recording 

pipettes pulled from borosilicate glass and having a resistance of 4-6 MΩ. Neurons were 

patched using one of three different recording patch solutions depending on the experiment 

being done. For determining the AMPA-to-NMDA ratio and AMPA rectification plot, a 

cesium-based patch solution was used in order to block potassium currents to allow the 

neurons to be held at positive potentials and contained (mM): Cs-gluconate (131), HEPES 

(10), glucose (10), CaCl (2), EGTA (10), Mg-ATP (5), Na3-GTP (0.4). Spermine (100 

µM) was added to this patch solution in order to maintain the polyamine block of CP-

AMPARs at positive potentials (Bellone and Lüscher, 2006; Soto et al., 2007). Other 

experiments used potassium-based patch solution containing the following (mM): K-

gluconate (130), KCl (2), HEPES (10), MgCl2 (3), K-ATP (2), Na-GTP (0.2), and 
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phosphocreatine (5), and was titred to pH 7.3 with KOH and 290 mOsm. For scRT-PCR, 

the potassium-based patch solution was supplemented with RNAase inhibitor (1 µg / ml; 

Qiagen). Data acquisition and analysis were performed using a Multiclamp 700B amplifier 

in conjunction with pClamp 10.0 software and a Digidata 132A AD/DA interface 

(Molecular Devices, Sunnyvale, CA, USA). Cells were excluded if they did not meet the 

following criteria: a stable access resistance changing less than 15% and action potentials 

crossing 0 mV.   

Analysis of electrophysiological properties 

 Basic electrophysiological properties were collected from each cell recorded in the 

CP-AMPA and scRT-PCR experiments from 47 rats (NS = 24, CSS = 23). A DC holding 

current was injected to maintain the membrane potential at -60 mV in current clamp. To 

characterize neurons, a series of 10 hyperpolarizing and depolarizing, 750 ms long, square-

wave current steps were injected and scaled so that the peak negative voltage deflection 

was to approximately -80 mV (Hammack et al., 2007; Hazra et al., 2011). Then, linear 

ramps of depolarizing current were injected, lasting 250 ms, and scaled to depolarize the 

neuron to elicit a single action potential. Data were analyzed by importing the raw voltage 

and current traces into Matlab (The MathWorks, Narick, MA, USA) using scripts provided 

with sigTOOL (http://sigtool.sourceforge.net/, developed at King’s College London) and 

processed with customized scripts (available upon request).  

 Analysis of electrophysiological properties was completed as described elsewhere 

(Ehrlich et al., 2012). Briefly, input resistance (Rin) and time constant (τ) were calculated 

using the deflection in response to the smallest hyperpolarizing current step (approx. 5 

mV). Rin was calculated as the ratio of peak voltage deflection to the current injected; τ 
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was defined as the time necessary for the cell to reach 63.2% of its maximal deflection. 

The Ih score was calculated as the ratio of the magnitude of Ih (measured as peak deflection 

at the beginning of the trace minus steady state at the end) to the membrane potential at the 

point of peak deflection in the trace with the peak deflection closest to -80 mV (smaller 

positive values indicate less voltage deflection due to Ih). The IAR score was calculated as 

the ratio of the peak magnitude of the smallest hyperpolarizing trace to the difference 

between the peak magnitude of the two most hyperpolarizing traces (larger values indicate 

more inward rectification). Action potential rise time and decay time were measured as 

time from 10% to 90% of maximum amplitude with linear interpolation between samples 

to increase resolution. Action potential half-width was measured as the width of action 

potential at half-maximal amplitude with linear interpolation to increase resolution. 

 The rate of action potential firing as a function of injected current and subthreshold 

membrane potential was also analyzed. First, the number of spikes fired on the depolarizing 

traces described above that contained at least one action potential was plotted against the 

current injection for each cell, and a linear regression was done on the data from each 

individual cell using R. Then the resulting calculated slopes and intercepts from NS and 

CSS rats were compared within cell type. Similarly, the number of spikes fired on the 

depolarizing traces was plotted against the subthreshold membrane potential of the 

corresponding trace. The subthreshold membrane potential was calculated by determining 

the initiation point for each spike and removing the portion of the spike waveforms above 

their respective thresholds, then calculating the average of the remaining subthreshold 

portion of the trace. Cells were excluded if they did not meet the following criteria: more 
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than one sweep contained an action potential, the action potentials maintained their shape 

and amplitude, and the slope for the linear regression was > 0.    

Recording AMPA-to-NMDA ratio and AMPA rectification 

 When measuring the ratio of AMPA to NMDA receptor-dependent currents 

(AMPAR:NMDAR), we held the BNST neurons at +40 mV in voltage-clamp and recorded 

stimulus-evoked excitatory postsynaptic currents (EPSCs). To record EPSCs, a concentric 

bipolar stimulating electrode (FHC, Bowdoinham, ME) was placed in the dorsal stria 

terminalis, the major afferent input to the BNST. Evoked EPSCs were recorded in the 

presence of the GABAA receptor antagonist SR 95531 (5 µM) to block the GABAA 

receptor-mediated inhibitory postsynaptic currents. EPSCs were stimulated and recorded 

for 5 min at 0.1 Hz. Next, the NMDA receptor specific antagonist (RS)-CPP (100 µM; 

Tocris Bioscience, Bristol, United Kingdom) was added to the bath to isolate the AMPAR-

mediated EPSC, and EPSCs were recorded for another 5 min (0.1 Hz). This procedure 

allowed us to calculate the AMPAR:NMDAR ratio: first, an average EPSC was calculated 

for each condition; then the average trace for the AMPAR-mediated EPSC was subtracted 

from the average trace for the combined EPSC, resulting in an approximation of the 

NMDAR-mediated EPSC. The AMPAR:NMDAR was calculated as the amplitude of the 

AMPAR-mediated EPSC divided by the amplitude of the NMDAR-mediated EPSC. After 

recording the AMPAR-mediated EPSC at +40 mV, AMPAR-mediated EPSCs were 

recorded at +20 mV, 0 mV, -20 mV, -40 mV, and -70 mV in order to measure the 

rectification of the AMPAR. Measurements at -40 mV were excluded in the analysis as 

many cells fired action potentials at this voltage. The rectification index (RI) was calculated 
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by dividing the amplitude of the current at -70 mV by that at +40 mV within each cell 

(Bellone and Lüscher, 2006).        

Contribution of CP-AMPA receptors in cell types 

 Here, we used the selective CP-AMPAR antagonist 1-naphthylacetyl spermine 

trihydrochloride (Naspm) to assess the relative contribution of CP-AMPAR to the AMPAR 

current in the NS and CSS condition. BNST neurons were first defined as Type I, II, or III 

cells based on their response to a series of hyperpolarizing and depolarizing current pulses 

as previously described (Hammack et al., 2007; Hazra et al., 2011). Neurons were then 

held at -70 mV in voltage-clamp in the presence of SR 95531 (5 µM) to ensure the evoked 

EPSCs did not contain NMDAR- or GABAAR-mediated current. EPSCs were stimulated 

and recorded as described above. Once 5 min of stable baseline EPSCs were recorded, 

Naspm (100 µM) was applied for 10 min followed by a 10 min wash; EPSCs were recorded 

throughout Naspm application and wash. All EPSCs evoked during and after treatments 

were normalized to the mean baseline amplitude, and the normalized amplitude of three 

consecutive EPSCs was averaged to create a representative normalized amplitude for every 

30 seconds. Because stress is known to differentially effect long term potentiation (LTP) 

in Type III cells of the BNST (Dabrowska et al., 2013b), the effect of stress on CP-AMPAR 

current in Type III cells was analyzed separately from the Type I and Type II cells.   
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Single-cell quantitative PCR 

Retrotranscription of mRNA  

RNA was collected at the end of the recording by applying light suction until the 

cell had visibly shrunken. In order to obtain high quality RNA and good yield of cDNA 

the patch solution was RNase free and 

supplemented with RNase inhibitor 

(1U/µl) (Life Technologies, CA). The 

content of the pipette was expelled in an 

RNase free tube containing 4µl of lysis 

buffer and 1µl of DNase (Single cell to 

CT kit - Life Technologies, CA). The 

mix was incubated for 5 min at room 

temperature to degrade any genomic 

DNA possibly present then 1µl of Stop 

solution (Single cell to CT kit - Life 

Technologies, CA) was added to 

inactivate the DNase and avoid further 

degradation of cDNA. The tube content 

was then incubated 5 min at 65°C with 

1µl of oligodT20 (50mM) and 1µl of 

dNTP (10mM) (Life Technologies, CA). 

The mix was allowed to cool down on ice 1 min and the retrotranscription mix was added 

(2µl of RT buffer, 2µl of MgCl2 50mM, 2µl of DTT 0.1M and 1µl of SuperScript III 

Gene name (protein 
name) 

TaqMan assay 
reference 

Crh (CRF) Rn01462137_m1 

Crfr1  Rn00578611_m1 

Ptpn5 (STEP) Rn01480059_m1 

Ppp1ca (PP1A) Rn00580546_m1 

Ppp1cb (PP1B) Rn00565033_m1 

Ppp1cc (PP1C) Rn04339209_m1 

Ppp3ca (Calcineurin A) Rn00690508_m1 

Ppp3cb (Calcineurin B) Rn00566864_m1 

Ppp3cc (Calcineurin C) Rn01465907_m1 

Ppp1r1b (DARPP-32) Rn01452984_m1 

Gria1 (GluR1) Rn00709588_m1 

Gria2 (GluR2) Rn00568514_m1 

Gria3 (GluR3) Rn00583547_m1 

Gria4 (GluR4) Rn00568544_m1 

Grin1 (GluN1) Rn01436034_m1 

Grin2a (GluN2A) Rn00561341_m1 

Grin2b (GluN2B) Rn00680474_m1 

Grin2c (GluN2C) Rn00561359_m1 

Grin2d (GluN2D) Rn00575638_m1 

Grin3a (GluN3A) Rn01448553_m1 

Table 4.1. List of gene names and TaqMan 
reference numbers. 
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enzyme) (Life Techonologies, CA). The cDNA synthesis was carried at 50°C for 50 min, 

followed by 5 min at 85°C to inactivate the retrotranscriptase. The cDNA was then stored 

at -20°C until used. 

To test the quality of the newly synthesized cDNA, control PCRs were performed. 

We chose to use Gapdh and Gad67 as positive controls and VgluT1 as negative control. 

The PCR mix consisted of PCR buffer 1X, 2mM MgCl2, 200µM of each dNTP, 0.1µM of 

primer mix, 2 units of HotStart Taq polymerase (Qiagen), 1µl of cDNA and water to adjust 

the final volume to 20µl. The amplification was performed as recommended by 

manufacturer: an initial denaturation of 15 min at 95°C, then 30 cycles of 30 seconds of 

denaturation at 94°C, annealing for 30s at 60°C and extension for 1min at 72°C and a final 

extension of 10min at 72°C. The results were visualized on 2% agarose gel with Ethidium 

bromide. We began with the intracellular contents of 161 cells. The cells which did not 

show a positive amplification for Gapdh (24 cells; 15 %) as well as the cells showing 

positive signals for both Gad67 and VgluT1 (7 cells; < 1 %) were discarded for the rest of 

the analysis leaving a remainder of 130 cells that were further processed for qPCR. 

Pre- amplification 

 To be able to test the expression of several genes despite the small amount of the 

cDNA samples, we introduced a pre-amplification step. This step consists of an enrichment 

of genes of interest using TaqMan assays, prior to the actual quantitative PCR. We used 

the preamplification master mix from Applied Biosystems (Thermofisher, CA) with the 

combination of all the Taqman probes corresponding to our genes of interest (listed in 

Table 4.1.)  
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Preamplification uniformity was assessed using the ΔΔCt method and a qPCR with 

both the original cDNA and the preamplified cDNA as a starting template. A ΔΔCt value 

close to zero indicates that there was preamplification linearity, with limits set at ± 1.5. All 

target genes produced ΔΔCt values within these limits indicating that there was no 

significant amplification bias. 

Quantitative PCR and analysis 

qPCR reactions (20 μl), composed of 2 μl cDNA template, Universal TaqMan 

MasterMix (2x concentrated, Life Technologies), TaqMan assay (20x concentrated, Life 

Technologies) and H2O, were performed with the 7500 Fast Real-Time PCR System (Life 

Technologies). Reactions, ran in triplicate, were incubated at 50°C for 2 min and 95°C for 

10 min, followed by 40 cycles of 95°C for 15 s and 60°C for 1 min. Non-template controls 

(NTCs) were used as negative controls in every experiment. GAPDH and B2M, selected 

using the geNorm application, were used as endogenous controls. The relative expression 

of mRNA was normalized to the geometric mean of the calibrators GAPDH and B2M, 

using the ΔCt method (Vandesompele J, 2002;	
  Livak KJ, 2001). Due to the sensitivity of 

detection of the Fast Real-time PCR system and the preamplification step, all samples with 

a Ct value greater than to 34.6 were discarded as this Ct value represents an initial amount 

of template equal to half a molecule of DNA for this gene. For most genes tested, sample 

sizes ranged from 17 – 32 cells per cell type in each condition. Some genes, including 

Gria3, Gria4, Grin2c, and Grin2d were tested on a smaller sample size, ranging from 4 – 

8 cells per cell type in each condition. At least 92 % of the cells in each cell type in each 

condition had Ct values below the cut-off for Gria1-2, Grin1, Grin2A, and Grin2b. No 

cells had Ct values for Gria3 or Gria4 that were below the cut-off. The percentage of 
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neurons with Ct values below the cut-off for Grin2c, Grin2d, and Grin3a ranged from 50 

– 100 %. For the rest of the genes, at least 65% of the cells from each cell type in each 

condition expressed enough mRNA to meet the cut-off. For a summary, see supplementary 

table 4.1. The lognormal distribution of the expression of each gene was assessed. The 

comparative analysis was done using geometric mean rather than the arithmetic mean to 

be consistent with the lognormal distribution of the level of expression. 

Statistical Analysis 

Behavioral and electrophysiological data sets were tested for normality using the 

Shapiro-Wilk test and for homoscedasticity using Levene’s test, implemented in Matlab 

(The MathWorks, Narick, MA, USA). Statistical analyses were carried out using Prism 6 

(GraphPad Software Inc., San Diego, CA), R (R version 3.2.3, RStudio v. 0.98.1103), or 

Matlab. For data sets with a normal distribution and equal variance, student’s t-test or a 

two-way ANOVA was performed. For pairs of data sets that do not have equal variance, a 

Welch’s unequal variance t-test was performed; for pairs of data sets that have equal 

variance but are not normally distributed, a Mann-Whitney U-test was performed. For data 

sets with unequal variance and normally distributed that include more than two groups, 

such as when comparing cell types and the effects of stress, single-parameter Box-Cox 

power transforms were used to transform the data until the groups met assumptions of 

normality and homoscedasticity. Then a two-way ANOVA was performed with Tukey’s 

multiple comparisons test when appropriate. Normality and homoscedasticity were 

approximated in AMPA rectification and CP-AMPA experiments. An alpha level of 0.05 

was used for all statistical tests for behavioral and electrophysiological data sets, and the 

standard error of the mean (SEM) is reported for the error.  
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 The normalized quantities of mRNA from the scRT-PCR analysis were compared 

using the Mann-Whitney U-test for non-parametric samples and a t-test for parametric 

samples using Prism 6. Only non-zero values (cells that expressed enough mRNA to be 

below the Ct cut-off) were included in analyses and graphs. Due to the high number of 

genes and groups, the Bonferonni correction was used to correct for the multiple 

comparisons. A total of 54 comparisons was made for the scRT-PCR study. Therefore, the 

alpha level was corrected to 0.0009. However, this is a conservative correction, potentially 

resulting in false negative results. For this reason, any p values less than 0.05 are reported 

as a potential trend. 

Results 

Both NS and CSS animals gained an appropriate amount of weight over the course 

of the experiment and there was no difference between the two conditions (data not shown). 

A total of 63 rats were used for this study and each rat was used for multiple experiments. 

All 63 rats were tested in the acoustic startle test. 16 rats were tested in the context test on 

day 13. 47 rats were tested in the context test on day 8 and used for electrophysiological 

experiments. Of those, 24 rats were also tested in the open field and EZM tests. 

Electrophysiological properties were collected from all 47 rats (23 CSS and 24 NS). 30 rats 

(17 CSS and 13 NS) were used for the AMPAR:NMDAR and AMPA rectification 

experiments, 23 rats were used for the CP-AMPA experiment (9 CSS and 14 NS), and 39 

rats were used for scRT-PCR experiments (19 CSS and 20 NS).  
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Context fear and anxiety-like behavior 

 After the 7 days of shock stress, rats were returned to the shock context to measure 

context fear. Fear behavior was measured as the percentage of time spent immobile 

(freezing) during the 5 min context test. CSS rats froze significantly more than NS rats (60 

± 6 % of time compared to 9 ± 1 %; p ≤ 0.0001), indicating CSS rats learned to fear the 

shock context (Figure 4.1A). The fear of the shock context diminished after 8 days, 

however there was a trend toward the CSS animals freezing more than the NS animals on 

day 13 (Figure 4.1A; p = 0.06). 

 In addition to examining fear of the shock context, the acoustic startle test, open 

field test and EZM test were conducted to understand if the CSS resulted in an increase in 
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Figure 4.1. CSS rats freeze more in the shock context than NS rats on day 8. On day 13, there is a trend 
toward CSS rats freezing more in the shock context (A). On day 13 CSS rats show a higher increase in 
startle amplitude than the NS rats (B). There are no signficant differences between the NS and CSS groups  
in time spent in the center of the open field (C) or the open portion of the EZM (D) on days 13 and 14 
respectively. One rat in NS group never entered center portion of open field and was removed for the 
graph but not the anlaysis. Panel A: t-tests. Panels B-D: Mann-Whitney U-tests. 
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baseline anxiety-like behavior. The acoustic startle post-test was conducted on day 13, 6 

days after the last shock presentation, and compared to the pre-test conducted the day 

before the CSS began. CSS rats had a significantly higher percent increase in the ASR than 

NS rats (39 ± 11 % compared to 8 ± 7 % increase in ASR, p ≤ 0.05), indicating CSS caused 

a long-lasting increase in anxiety-like behavior (Figure 4.1B). However, there was no 

difference in behavior of the CSS rats compared to the NS rats in the open field or EZM 

tested on days 13 and 14 respectively. CSS and NS rats spent similar amounts of time in 

the center of the open field maze (NS 40 ± 5 %, CSS 45 ±5 %, p = 0.51) and in the open 

portion of the EZM (NS 12 ± 2 %, CSS 18 ± 4 %, p = 0.31; Figure 4.1C-D). There was 

also no significant difference in the distance travelled in either test (data not shown).  

Effect of stress on other electrophysiological properties of BNST neurons 

Basal electrophysiological properties of neurons in the BNST, including input 

resistance, tau, action potential threshold and waveform, Ih, and IAR, were examined to 

determine if CSS affected these properties in different cell types (CSS: Type I n = 31, Type 

II n = 49, Type III n = 52; NS: Type I n = 33, Type II n = 52, Type III n = 42). There was 

a significant effect of cell type on the Ih score (p ≤ 0.0001; F2, 253 = 298.8), and a post-hoc 

multiple comparisons test revealed that Type I, II and III cells had significantly different Ih 

scores from each other (p ≤ 0.0001 for all comparisons; Type I  0.0478 ± 0.0025 n = 64, 

Type II 0.0673 ± 0.0019 n = 101, Type III 0.0139 ± 0.0011 n = 94); however the Ih score 

was not affected by CSS. Similarly, there was a significant effect of cell type on the IAR 

score (p ≤ 0.0001; F2, 253 = 26.91), and a post-hoc multiple comparisons test showed Type 

III cells had a larger IAR score than Type I (p ≤ 0.0001) and Type II (p ≤ 0.0001) cells that 

was not affected by CSS (Type I 2.171 ± 0.1276, Type II 2.481 ± 0.1165, Type III 4.263 ± 
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0.4833). Hence, these currents distinguish cell types from one another but are not 

differentially altered after CSS.  

On the other hand, there was a significant effect of both cell type (p ≤ 0.01; F2, 253 = 

5.637) and CSS (p ≤ 0.01; F1, 253 = 8.137) on input resistance (Figure 4.2A). A post-hoc 

multiple comparisons test showed that only Type III cells had an effect of CSS, with Type 

III cells from the CSS group having a significantly lower input resistance than that of the 

NS group (283.8 ± 28.1 MΩ compared to 378.3 ± 28.1 MΩ, p ≤ 0.05). Similarly, there was 

a significant effect of CSS on the time constant of the cell membrane (p ≤ 0.01; F1, 253 = 

7.601; Figure 4.2B), and the post-hoc multiple comparisons test revealed Type III cells 
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from the CSS group had a significantly faster time constant than those from the NS group 

(25.43 ± 2.235 ms compared to 30.77 ± 2.584 ms, p ≤ 0.01). This change in time constant 

corresponded to the change in input resistance; there was no significant effect of stress on 

the capacitance of Type III neurons as calculated as the time constant divided by the input 

resistance for each cell (data not shown). 

The action potential waveform of Type III cells was also affected by CSS. There 

was a significant effect of both cell type (p ≤ 0.05; F2, 253 = 4.124) and CSS (p ≤ 0.05; F1,253 

= 4.097) on the rise time of the action potential (Figure 4.2C), but only a significant effect 

of cell type (p ≤ 0.01; F2,253 = 9.416) on the decay time of the action potential. A post-hoc 

multiple comparisons test showed that Type III cells from CSS rats had a significantly 

longer rise time than Type III cells from the NS group (0.544 ± 0.019 ms compared to 

0.456 ± 0.015 ms, p ≤ 0.01). Although the two-way ANOVA only showed a significant 

effect of cell type (p ≤ 0.001; F2, 253 = 7.651) and not CSS (p = 0.08; F1, 253 = 3.087) on action 

potential half-width, a post-hoc multiple comparisons test showed that Type III cells from 

CSS rats had significantly wider action potentials than Type III cells from NS rats (1.42 ± 

0.05 ms compared to 1.20 ± 0.04 ms, p ≤ 0.05; Figure 4.2D). There was also a significant 

effect of cell type on action potential threshold (p ≤ 0.0001; F2, 253 = 31.76) but no effect of 

CSS (p = 0.8; F1, 253 = 0.07). As reported previously a post-hoc comparisons test showed 

that Type I, Type II, and Type III cells have significantly different thresholds for action 

potential (Type I -36.5 ± 0.5 mV, Type II -39.4 ± 0.3 mV, Type III -34.8 ± 0.5 mV).  
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Finally, CSS had an effect on the firing rate of Type III cells in the BNST. When 

plotted against the current injection, there was no significant change in the slope of the 

linear regressions for Type I (NS 0.1811 ± 0.01963 spikes / pA n = 28, CSS 0.1449 ± 

0.01647 spikes / pA n =28) and Type II (NS 0.1230 ± 0.01003 spikes / pA n =47, CSS 

0.1297 ± 0.01930 spikes / pA n = 47) cells or intercept (Type I: NS -4.524 ± 0.9885 spikes, 

CSS -4.256 ± 0.8360 spikes; Type II: NS -1.816 ± 0.5706 spikes, CSS -1.890 ± 0.5361 

spikes) caused by stress (Figure 4.3A-B). However, the slope in Type III cells from the 
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Figure 4.3. CSS caused a decrease in firing rate in Type III cells. The number of action potentials (spikes) 
fired plotted against the current (pA) injected during a 750 ms long square-wave pulse for Type I (A), Type II 
(B), and Type III (C) cells from CSS (black squares) and NS (grey circles) rats. A linear regression was done 
for each cell, and the average slope and intercept was used to plot the line for CSS (black) and NS (grey) 
animals (shaded regions represent SEM). There was no diffrence in the slope or intercept for Type I (A) or 
Type II cells (B). Type III cells from CSS rats had a signficantly smaller slope than Type III cells from NS rats 
(C). Representative trace of Type III cells from NS (grey) and CSS (black) rats injected with a 200 pA square-
wave current step (D). Scale bar 50 ms and 20 mV. 
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CSS group is significantly smaller than the slope from the NS group (0.1404 ± 0.01358 

spikes / pA n = 44 compared to 0.1794 ± 0.01472 spikes / pA n = 37, p ≤ 0.05; Figure 

4.3C-D). To determine if this was just due to the decrease in input resistance in the Type 

III cells, the firing rate was plotted against the subthreshold membrane potential in Type 

III cells. Here, both the slope and intercept were significantly smaller in Type III cells from 

the CSS group (p ≤ 0.05, data not shown), indicating CSS caused a reduction in the firing 

rate of Type III neurons independent of the change in the input resistance of the cells.  

AMPA-to-NMDA ratio and AMPA rectification  

 We have previously shown that Type III neurons in the BNST are more susceptible 

to LTP after stress (Dabrowska et al., 2013b). Because LTP results in an alteration of 

synaptic strength, here, we wanted to determine if CSS itself caused a change in the 

strength of glutamatergic synapses in the BNST by measuring the AMPA-to-NMDA ratio. 

There was no significant difference in the AMPAR:NMDAR between the CSS and NS 

groups (1.49 ± 0.18 n = 25 compared to 1.29 ± 0.14 n = 32, p = 0.34; Figure 4.4A). 

Additionally, there was no difference in the AMPA rectification index (CSS: 3.016 ± 

0.2128 n = 23; NS: 3.326 ± 0.3596 n = 24, p = 0.77) or the current-voltage relationship of 

the AMPA receptor between groups (Figure 4.4B-C). There was also no significant 

difference in the slopes (p = 0.8493, F = 0.036) or intercepts (p = 0.67, F = 0.179) of the 

linear regressions and neither the NS or CSS measures significantly differed from linearity 
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(NS p = 0.5 n = 18, CSS p = 0.5 n = 17; error bars are smaller than symbols for some data 

points).     

Effect of stress on CP-AMPA receptors in Type III and non-Type III cells 

Although there was no change in the AMPAR:NMDAR after CSS, a previous study 

reported a change in the contribution of CP-AMPARs to the AMPAR current after stress 

in the BNST of mice (McElligott et al., 2010). Here we wanted to determine if CSS caused 

a change in CP-AMPAR current in the different cell types in the BNST of the rat. Across 

all cell types in the BNST, application of the CP-AMPA receptor antagonist Naspm (100 
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Figure 4.4. CSS does not cause a change in the AMPAR:NMDAR in the BNST (A) or the rectification 
properties of the AMPA receptor current (B-C). (A) A plot of the AMPAR:NMDAR in all cell types in the 
BNST. (B) I-V plots displaying the normalized and averaged current amplitude of the stimulus-evoked EPSCs 
plotted against the holding membrane potential (mV) in the presence of SR 95531 (5 µM) and (RS)-CPP (100 
µM) for NS (open circles) and CSS (closed squares) rats. Values taken at -40 mV were taken out of the 
analysis, as many cells would fire action potentials at this voltage. There was no significant difference in the 
slope or intercept of the linear regressions and neither the NS or CSS measures significantly differed from 
linearity. Error bars show SEM (some error bars are smaller than symbols for data points). (C) Representative 
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CSS (black) rat. Scale bars 10 ms and 20 pA. 
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µM) resulted in a reduction in the amplitude of EPSCs (Time F39, 1560 = 4.281, p ≤ 0.0001). 

Furthermore, there was a significant interaction effect of time and CSS (F39, 1560 = 1.934, p 

≤ 0.001; NS n =17, CSS n = 25), signifying that the sensitivity to Naspm is blunted after 

CSS. However, we have seen that Type III cells are uniquely sensitive to CSS due to their 

change in input resistance, time constant, action potential waveform, and firing rate 

(Figures 4.2-3). For this reason, we analyzed sensitivity to Naspm separately in Type III 

and non-Type III cells. Here, we saw that there was a reduction in the amplitude of the 

EPSCs in Type III cells with Naspm application (Time F39, 468 = 2.200, p ≤ 0.0001), however 

there was no difference in the response to Naspm between the NS and CSS group 

(Interaction of time and stress F39, 4688 = 0.6802, p = 0.9305; Stress F1,12 = 0.04011, p = 

0.8446; NS n = 8, CSS n = 6; Figure 4.5A). In contrast, there was a significant interaction 

effect of time and CSS in the non-Type III cells (Interaction of time and stress F39,1014 = 

2.373, p < 0.0001; Stress F1,26 = 2.580, p = 0.1203; NS n = 9, CSS n = 19; Figure 4.5B).   
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Figure 4.5. CSS lead to a loss of sensitivity to Naspm (100 µM) in the BNST, however, Type III neurons 
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Effect of stress on gene expression 

Effect of stress on mRNA for AMPA and NMDA receptor subunits in different cell types  

 In addition to examining the effects of CSS on CP-AMPAR, AMPAR and NMDAR 

current, we compared the normalized quantities of mRNA for AMPA and NMDA receptor 

subunits in the three cell types from NS and CSS rats. First, there was no effect of stress 

on the expression of the AMPA receptor subunit, Gria1 in any of the cell types (Figure 

4.6A). However, both Type I (p < 0.0001) and Type II (p < 0.0009) cells had significant 

increases in mRNA levels for Gria2 after CSS, whereas there was no significant change in 

the Type III cells after CSS (Figure 4.6B). Importantly, CP-AMPA receptors lack the 

GluA2 subunits, coded by Gria2. We also screened for the presence of the less common 

AMPA receptor subunits, Gria3 and Gria4, however none of the cells in our sample 

expressed detectable levels of these transcripts. 

Type I Type II Type III

Type I Type II Type III
0

2

4

6

8
Gria1

N
or

m
al

iz
ed

 Q
ua

nt
ity

N
or

m
al

iz
ed

 Q
ua

nt
ity

Type I Type II Type III
0

1

2

3

4 Gria2 10

N
or

m
al

iz
ed

 Q
ua

nt
ity

Grin1

5

Type I Type II Type III
0

1

2

3

4

Grin2a

N
or

m
al

iz
ed

 Q
ua

nt
ity

Type I Type II Type III
0

1

2

3

N
or

m
al

iz
ed

 Q
ua

nt
ity

Grin2b

0

1

2

N
or

m
al

iz
ed

 Q
ua

nt
ity

Grin2c

Type I Type II Type III
0.0

0.2

0.4

0.6

N
or

m
al

iz
ed

 Q
ua

nt
ity

Grin2d

Type I Type II Type III
0

1

2

3 Grin3a

A B

0

5

C

D E F

G H Figure 4.6. Normalized 
quantities of mRNA for AMPA 
and NMDA receptor subunits 
from cells classified as Type I-
III from NS (grey open squares) 
and CSS (black closed squares) 
rats. Comparisons with a p < 
0.0008 are indicated on graphs 
with *. Mean and SEM shown.   

Type I Type II Type III

* *

*

N
or

m
al

iz
ed

 Q
ua

nt
ity



	
  148	
  

  We also examined the normalized quantities of NMDA receptor subunits. There 

was no significant effect of CSS on the expression of Grin1, however there was a trend in 

the Type III cells, with Type III cells from the CSS group expressing more Grin1 than cells 

from the NS group (p = 0.01; Figure 4.6C). We then looked at other NMDA subunits that 

could form the NMDA receptor with Grin1. The most common Grin2 subunit was Grin2a 

(Figure 4.6D). Again, there was no significant effect of stress in any of the cell types, 

however there was a trend toward an increase in mRNA expression in the Type I CSS cells 

(p = 0.02). Grin2b was expressed in all cell types, but there was no effect of stress on its 

expression in any cell type (Figure 4.6E). Grin2c was expressed in all cell types, however, 

only at extremely low levels in the Type I cells. Here Type III cells had significantly more 

Grin2c expression than Type II cells (p < 0.0001; Figure 4.6F). In the Type II and Type 

III cells, there was no effect of stress on Grin2c levels. Grin2d was also expressed in all 

cell types, but at low levels, particularly in Type II cells (Figure 4.6G). In both Type I (p 

= 0.03) and Type III (p = 0.01) cells there was a trend toward a reduction in Grin2d levels 

with CSS. Finally, transcripts for Grin3a were also detected in all cell types, however, 

fewer than 60 % of Type III cells expressed the transcript at detectable amounts. There was 

a trend toward an increase in Grin3a mRNA in Type I cells after CSS (p = 0.005) as well 

as an increase in the percentage of cells expressing the transcript from 50 % of Type I cells 

in the NS condition to 89 % in the CSS condition (Figure 4.6H).  
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Cell-type specific expression of mRNA for CRF and related peptides 

 These results suggest that Type III neurons are uniquely sensitive to CSS, never 

showing the same effect of stress as Type I and Type II cells. Previously, we have shown 

that Type III neurons express the mRNA for CRF and STEP (Dabrowska et al., 2013a; 

2013b). Here, we used scRT-PCR to examine the effect of stress on expression of mRNAs 

coding for CRF, STEP, and related proteins in the different cell types in the BNST to 

determine if expression of these mRNAs was also uniquely affected by stress in Type III 

neurons. The majority of cells in all cell types in both conditions had detectable amounts 

of mRNA for CRF and the CRF1 receptor (CRFR1), however, the amounts of transcript 

expression differed across cell type and stress condition. In the NS animals, Type III cells 

expressed significantly more CRF mRNA than Type II cells (p < 0.0001), and there was a 

slight trend toward Type I cells from NS animals also expressing more CRF mRNA than 

Type II cells from NS animals (p = 0.04). After stress, there was a significant increase in 

CRF mRNA in Type III cells (p < 0.0001). Interestingly, the CRF mRNA expression in 

Type III cells from CSS rats was bi-modally distributed, with 4 out of 22 neurons 
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expressing CRF mRNA at normalized quantities less than 0.0001 and the rest expressing 

CRF mRNA at normalized quantities greater than 1 (Figure 4.7A). There was no effect of 

stress on CRF mRNA expression in the Type I or Type II cells. In the CSS rats, Type III 

cells expressed significantly more CRF mRNA than Type II cells (p < 0.0009), and there 

was a stronger trend toward the Type III cells also expressing more CRF mRNA than the 

Type I cells (p = 0.002).  

 There were also differences in the normalized quantities of mRNA for CRFR1 

between cells types, however, there were no effects of stress in any cell type. Here, Type 

III cells in NS and CSS rats had more CRFR1 mRNA than Type I (p < 0.0009) and Type 

II cells (p < 0.0001; Figure 4.7B). 

 

Effect of stress on expression of STEP mRNA and related signaling peptides in Type III 
cells 

 Like CRF, the majority of cells in each cell type and condition expressed some 

detectable amount of mRNA for STEP. In the NS animals, each cell type had similar levels 

of STEP mRNA, although there was a trend toward the Type III cells having more STEP 

mRNA than the Type I cells (p = 0.007). However, Type III cells in the CSS group had 

significantly lower levels of STEP than Type III cells from the NS group (p < 0.0001). 

Alternatively, there was no change in the normalized quantity of STEP mRNA in the Type 

II cells, and a slight trend toward an increase in STEP mRNA in the Type I cells after stress 

(p = 0.048).  This resulted in Type III cells having significantly less STEP mRNA than 

Type I (p < 0.0001) and Type II cells (p < 0.0009) in CSS rats (Figure 4.7C). Importantly, 

there was a significant negative correlation between the amount of CRF mRNA and amount 
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of STEP mRNA expressed in Type III cells from CSS (R2 = 0.36, p < 0.01), but not NS rats 

(Figure 4.7D).   

 Because Type III cells are the 

only cell type with STEP mRNA 

levels significantly affected by 

stress, we screened the Type III cells 

for mRNA coding for other proteins 

involved in the STEP signaling 

cascade: protein phosphatase 1 (PP1) 

A, PP1B, PP1C, Calcineurin A, 

Calcineurin B, Calcineurin C, and DARPP-32. The majority of Type III cells expressed 

detectable levels of all of these transcripts, however, there were only low levels of PP1B 

(Figure 4.8A-C). There was no effect of stress on the expression of any of these genes in 

the Type III cells.  

Discussion 

In this study, we showed multiple ways in which stress uniquely affected Type III 

neurons in the BNSTALG. Here we used a CSS paradigm that resulted in a strong context-

conditioned fear and an increase in anxiety-like behavior as measured by the ASR but had 

no effect on exploratory behavior in the open field and EZM tests (Figure 4.1). Regardless, 

the CSS caused numerous long-lasting physiological and genetic changes in the BNSTALG. 

Importantly, these changes were cell-type specific as no effect of stress was seen equally 

in all cell types. First, we reported that Type III cells exhibited a significant reduction in 

input resistance and time constant after CSS. Additionally, the action potential waveform 
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of Type III cells from the CSS group was wider with a slower rise-time and longer action 

potential half-width than Type III cells from the NS group (Figure 4.2). Type III cells from 

the CSS group also fired fewer action potentials at similar current injections and membrane 

potentials than Type III cells from the NS group (Figure 4.3). Finally, only Type III cells 

showed an increase in CRF and a decrease in STEP mRNA with CSS (Figure 4.7A, C). 

None of these changes are observed in Type I or Type II cells. In contrast, only non-Type 

III cells from the CSS group exhibited a loss of sensitivity to the CP-AMPAR antagonist, 

Naspm, indicating a reduction in CP-AMPAR-dependent current after stress. However, 

there was no change in Naspm sensitivity in Type III cells with CSS (Figure 4.5). 

Accordingly, only Type I and Type II cells showed an increase in mRNA expression for 

the AMPA subunit Gria2 (Figure 4.6B). We also demonstrated for the first time that 

chronic stress had no effect on the AMPA-to-NMDA ratio in the BNSTALG (Figure 4.4). 

Together, these experiments showed numerous examples of how chronic stress can 

uniquely affect individual cell types in the BNSTALG. 

Effect of CSS on context fear and anxiety-like behavior 

 Consistent with previous observations, the 7-day CSS paradigm caused a long-

lasting increase in anxiety-like behavior as measured by an elevated ASR 6 days after the 

last day of shock stress. Previously our lab has shown a similar elevation in startle response 

after 4 days of repeated shock stress (Hammack et al., 2009; Hazra et al., 2012; Dabrowska 

et al., 2013b). We extended the duration of the shock stress in the hopes of causing a more 

prominent increase in anxiety-like behavior that could be measured in the acoustic startle 

test as well as the open field and EZM tests. Interestingly, only a moderate increase in the 

acoustic startle response was seen with CSS, and there was no significant difference in 
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behavior in the open field and EZM tests (Figure 4.1). In fact, there were some CSS rats 

that seemed to exhibit lower anxiety-like behavior in the EZM than NS rats (Figure 4.1E). 

We hypothesize that the CSS rats were over-trained to associate the foot-shock with the 

particular environment of the shock context. When placed in a different context for the 

open field and EZM tests, the rats had at least 4 hours to habituate to the room, giving the 

CSS rats time to learn this context did not predict foot-shock. The EZM test was always 

performed in the same room the day after the open field test, giving the CSS rats a total of 

at least 8 hours in this room without foot-shock. The room in which the open field and 

EZM tests take place is then associated with safety for the CSS group, perhaps suppressing 

any increase in anxiety-like behavior caused by the CSS. In contrast, the acoustic startle 

test only includes a 5-minute habituation period before the presentation of the acoustic 

startle stimuli. Perhaps this does not give the CSS rats enough time to form an association 

of safety with this environment. Alternatively, the acoustic startle response and open field 

and EZM tests could probe different manifestations of anxiety. Both the open field and 

EZM tests measure exploratory and risk-taking behavior by observing the rats’ approach 

to the center or open portions of the fields. In contrast, the acoustic startle response is 

looking at a reflexive pathway that can be modulated by fear and anxiety (Davis et al., 

1997). It is possible that our CSS paradigm only affects the reflexive anxiety response and 

not exploratory behavior. Perhaps a more unpredictable stress paradigm, such as chronic 

unpredictable stress, would cause a more general increase in anxiety-like behavior in all 

tasks (Ventura-Silva et al., 2013). 

  Unsurprisingly, the CSS paradigm caused CSS rats to exhibit fear-behavior in the 

shock context the day after the last exposure to the foot-shock (Figure 4.1A). Interestingly, 
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the context fear was drastically reduced 6 days after CSS, however there was still a trend 

toward the CSS group freezing more than the NS rats in the shock context.  The BNST is 

known to be critical for context fear conditioning (Davis and Walker, 2014; Zimmerman 

and Maren, 2011; Hammack et al., 2015). Importantly, the BNST has also been shown to 

be an important modulator of the startle reflex. Early studies showed that lesions of the 

BNST had no effect on fear-potentiated startle, but prevented the gradual increase in 

baseline startle due to repeated foot-shock (Gewirtz et al., 1998). Therefore, changes 

observed in the BNSTALG after CSS may, in part, lead to these changes in behavior. 

Effect of stress on electrophysiological properties and genetic expression in Type III 
cells 

To our knowledge, no study has examined the effects of chronic stress on intrinsic 

electrophysiological properties of different cell types in the BNST. Here, we showed that 

multiple electrophysiological properties of Type III cells were uniquely affected by CSS. 

There was a 25 % reduction in input resistance in Type III cells after CSS, indicating it will 

take more current to depolarize Type III cells after CSS (Figure 4.2A). Additionally, there 

was a decrease in the time constant of the membrane in Type III cells from CSS rats. This 

may be explained by the reduction in input resistance, as the time constant of the membrane 

is a function of the cell’s input resistance. A reduction in input resistance would result in a 

change in the neuron’s observed signal-to-noise ratio; specifically, excitatory input would 

need to be stronger in order to drive the neuron to action potential threshold. Furthermore, 

the faster time constant would cause summation of EPSCs to be more difficult, also 

resulting in a need for more excitatory input to drive the cell. If there was an increase in 

activity in Type III neurons during CSS, a reduction in input resistance may be one way in 
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which Type III neurons are maintaining homeostatic control (Gasselin et al., 2015). 

Interestingly, neurons in the dorsal BNST have been shown to be under tonic GABA 

inhibition (Egli and Winder, 2003). It is possible that the lower input resistance of Type III 

cells after CSS is due to an increase in tonic inhibition of these cells, perhaps as a way to 

prevent this population of CRF neurons from being too active. Alternatively, the input 

resistance could be lower due to an increase in baseline glutamatergic input. Future studies 

could examine spontaneous excitatory and inhibitory postsynaptic potentials to determine 

if there is a change in baseline input to Type III neurons after stress.  

In addition to changes in input resistance, Type III neurons exhibited a widening of 

the action potential waveform and a change in firing rate (Figure 4.2C-D, 4.3C-D). In the 

hippocampus, activity-dependent changes in action potential repolarization have been 

shown to be driven by a switch from the expression of Kv3 channels to Kv2 channels 

(Steinert et al., 2011). However, here we saw a change in the rise time of the action 

potential. Interestingly, the reduction in input resistance was consistent with a homeostatic 

mechanism to reduce excitability after prolonged activation of Type III cells, however, the 

widening of the action potential was not; rather, the action potential waveform would be 

predicted to be narrower after stress (Lee et al., 2015). Regardless of the cause for the wider 

action potential waveform, this change may have resulted in altered calcium signaling. A 

longer action potential results in more calcium entry in the dendrites (McCobb and Beam, 

1991; Helmchen et al., 1996), potentially acting on calcium-activated effectors. One such 

class of proteins are potassium channel interacting proteins (KChIPs) found in the dendrites 

of neurons in the BNSTALG (Rainnie et al., 2014). KChIPs bind calcium and facilitate the 

transport of Kv4 channels to the plasma membrane (Shibata et al., 2003; Wang et al., 2005; 
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Chen et al., 2006). Kv4 channels are voltage-gated potassium channels that exhibit rapid 

inactivation, fast recovery from inactivation, and suthreshold activation, allowing them to 

modulate action potential waveform, latency to spike, and firing frequency (Malin and 

Nerbonne, 2001; Shibata et al., 2003; Bourdeau et al., 2011). Knock-down of KChIPs using 

short interfering RNAs (siRNAs) has been shown to increase the firing rate of interneurons, 

but not pyramidal cells, in the hippocampus (Bourdeau et al., 2011). Perhaps increased 

KChIP activation caused the reduction in firing frequency seen in Type III cells after stress 

(Figure 4.3C-D). Importantly, Kv4 channels have also been shown to regulate EPSP 

conduction from the dendrites to the soma. A change in dendritic expression of Kv4 

channels could influence the effectiveness of excitatory activity to drive action potentials.  

Future studies could examine the change in Kv4 channel activity by measuring the effect 

of CSS on the magnitude of the IA current in Type I, Type II, and Type III cells to see if it, 

too, is specifically changed in the Type III cells. This observed reduction in firing rate in 

the Type III cells is potentially another way in which the Type III neurons are maintaining 

homeostatic plasticity after a period of prolonged activation.  

Importantly, previous studies have shown that about 95% of Type III cells in the 

rat BNST express the mRNA for CRF (Dabrowska et al., 2011; 2013a). Here we showed 

all cell types in the BNSTALG expressed some levels of CRF mRNA; however, the Type III 

neurons expressed it at higher levels than the Type II cells and were the only cell type that 

showed increased CRF mRNA expression after CSS (Figure 4.7A). The discrepancy 

between previous studies and the current study is likely due to differences in methodology. 

Previous scRT-PCR experiments did not include a pre-amplification step prior to 

performing the PCR (Dabrowska et al., 2011; Hazra et al., 2011; Dabrowska et al., 2013a; 
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2013b). With our new method, we were able to detect mRNA at much lower levels than 

before. Importantly, mRNA is not always translated into protein, so the presence of low 

levels of mRNA does not guarantee that the cell is producing the corresponding protein. 

However, a switch to higher production of mRNA following CSS suggests the Type III 

neurons were potentially producing more of the protein. Consistent with our observation,  

chronic mild stress has been shown to cause a selective increase in CRF mRNA expression 

in the dorsal BNST but not ventral BNST or central amygdala, and experimental 

neuropathic pain has been shown to cause an increase in CRF mRNA expression in the 

ovBNST (Kim et al., 2006; Rouwette et al., 2012). Together, these results suggest that the 

Type III CRF neurons in the BNSTALG are particularly sensitive to chronic stress. In our 

data, we saw a small population of Type III neurons in CSS rats that had less CRF mRNA 

than the rest of the population (Figure 4.6A). Perhaps with each stressor, a portion of Type 

III neurons are recruited into the stress response and begin increasing production of CRF 

mRNA. If this is true, we would predict that there would be fewer Type III cells with high 

levels of CRF mRNA after two days of shock stress; this population would grow the longer 

and more frequent the stressor occurs. Future studies could explore this hypothesis.  

In addition to expressing CRF mRNA, Type III neurons expressed the mRNA for 

the CRF 1 receptor (CRFR1; Figure 4.6B). Although there was low expression for CRFR1 

mRNA in all cell types in the BNST, Type III cells expressed it at higher levels than Type 

I and Type II cells. Interestingly, regions of the brain containing CRF neurons are often 

interconnected and express CRFR1 (Sakanaka et al., 1986; Day et al., 1999; Dabrowska et 

al., 2011; O'Malley et al., 2014). This suggests that CRF neurons throughout the brain are 

sensitive to the activity of other CRF neurons. For example, the central amygdala is known 
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to release CRF in the BNSTALG (Erb et al., 2001; Nakagawa et al., 2005). CRF acts on 

CRFR1 in the BNST to increase glutamatergic input and anxiety-like behavior (Sahuque 

et al., 2006; Kash et al., 2008). Although part of the CRF action in the BNST is presynaptic, 

the expression of CRFR1 mRNA in Type III neurons suggests there could also be a 

postsynaptic effect on Type III cells. Alternatively, CRFR1 in Type III cells could be 

localized to axon terminals.  Although the projections for the majority of neurons in the 

ovBNST remain inside the BNST, CRF neurons in the ovBNST are known to project to 

other areas including the PVN (Dabrowska et al., 2011). Here, CRF may act on presynaptic 

CRFR1 to modulate neurotransmitter release at target sites.  

Interestingly, the majority of the electrophysiological changes observed after stress 

specifically occurred in the Type III neurons and suggest a reduction in excitability, 

potentially as a form of homeostatic plasticity after prolonged activation. Stress caused by 

acute pain in the hind paw of a rat results in an increase in cFos and CRF mRNA expression 

in the ovBNST (Rouwette et al., 2011). Perhaps Type III neurons, or a portion of Type III 

neurons, in the ovBNST are being activated with each session of footshock, causing a long-

term shift in their electrophysiological properties and genetic expression profile. As 

discussed previously, the widening of the action potential is the one electrophysiological 

change that does not correspond with a homeostatic mechanism to reduce excitability. 

Rather, the longer duration of the action potential leads to more opportunity for calcium to 

enter the neuron (Cárdenas and Marengo, 2016). Calcium is the crucial signal for the 

release of vesicles; for fast synaptic transmission, such as the release of GABA, calcium 

channels are closely associated with the active zone causing fast release of the 

neurotransmitter. In contrast, large dense core vesicles (LDCV) containing neuropeptides 
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such as CRF, are further away from calcium channels and require more calcium in order 

to be released (Kits and Mansvelder, 2000). Perhaps the wider action potentials after stress 

facilitate the release of more neuropeptide from Type III neurons. However, firing 

frequency has been shown to be a crucial factor in determining release of LDCVs in adrenal 

chromaffin cells (Cárdenas and Marengo, 2016), and the Type III neurons have a lower 

firing rate after stress.  

 Here, we showed multiple ways in which Type III neurons exhibited a reduction in 

excitability after CSS. On the other hand, previous work in our lab showed that Type III 

neurons undergo a more pronounced LTP after chronic restraint stress due to a reduction 

in expression of STEP (Dabrowska et al., 2013b). Importantly, our scRT-PCR data 

replicated this observed reduction in STEP expression in Type III cells after CSS (Figure 

4.6C). STEP is a brain-specific tyrosine phosphatase known to block LTP in the amygdala 

and BNST (Paul et al., 2007; Dabrowska et al., 2013b). Here, we showed that STEP mRNA 

was expressed in Type I, Type II, and Type III cells;  however, there was only a reduction 

in STEP expression in the Type III neurons (Figure 4.6C). In fact, there was a slight trend 

toward an increase in STEP mRNA in Type I neurons after CSS. Previously we reported 

STEP mRNA expression was restricted to Type III cells and STEP-immunoreactivity was 

restricted to CRF neurons (Dabrowska et al., 2013b), however, similar methodological 

considerations discussed in regards to the CRF mRNA expression apply here. 

Significantly, Type III neurons are the only cell type that show an increase in CRF mRNA 

and reduction in STEP mRNA after CSS. This reduction in STEP expression makes Type 

III neurons more susceptible to plasticity after stress (Dabrowska et al., 2013b). Moreover, 

the changes in mRNA expression levels were negatively correlated, such that Type III 
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neurons with high levels of CRF mRNA expressed low levels of STEP mRNA (Figure 

4.7), suggesting that reductions in the expression of STEP may precede enhancement of 

CRF expression. 

 There are multiple signaling molecules that control the activity of STEP. For 

example, the phosphatase PP1 activates STEP by dephosphorylating the enzyme, and 

DARPP-32 inhibits PP1, thereby indirectly inhibiting STEP activity (Greengard, 2001; 

Goebel-Goody et al., 2012). Conversely, calcineurin inhibits DARPP-32, releasing PP1 

inhibition of STEP (Greengard, 2001). Here we looked to see if expression of any of these 

key regulatory proteins in Type III neurons was affected by stress. As expected, Type III 

neurons expressed DARPP-32 as well as multiple isoforms of both PP1 and calcineurin, 

however there was no difference in expression levels between the NS and CSS groups, 

suggesting expression of STEP was specifically affected by stress manipulations  (Figure 

4.8).  

AMPA-to-NMDA ratio  

The reduction in STEP expression in the Type III neurons may have caused these 

neurons to be particularly sensitive to changes in synaptic plasticity. Previous studies have 

shown that stress can cause changes in synaptic plasticity at glutamatergic synapses in the 

BNST (McElligott and Winder, 2007; Francesconi et al., 2009; Conrad et al., 2011; 

Glangetas et al., 2013; Dabrowska et al., 2013b), however, no study to date had specifically 

examined the effect of chronic stress on the ratio of AMPA to NMDA receptor- dependent 

currents (AMPAR:NMDAR) in the BNSTALG. An increase in the AMPAR:NMDAR is 

indicative of a strengthening of excitatory synapses and is known to occur in the BNST in 

response to self-administration of cocaine (Dumont et al., 2005). However, in this study, 
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we did not observe a change in the AMPAR:NMDAR with CSS (Figure 4.2A). 

Importantly, we were not able to differentiate between cell types in this experiment. In 

order to accurately measure the AMPAR:NMDAR, the cell must be voltage-clamped at a 

depolarized potential to ensure the release of the magnesium block of the NMDA receptors. 

A cesium-gluconate based patch solution was used in order to block potassium channels 

and prevent cell death at depolarized potentials. Unfortunately, the patch solution also 

significantly altered the currents that are used to distinguish cell types from one another. 

Hence, it is possible that a particular cell type does have a change in AMPAR:NMDAR 

following CSS that was masked by including other cell types in the analysis.  

AMPA Rectification and CP-AMPARs 

The majority of AMPARs do not pass calcium and display a linear current-voltage 

(IV) relationship; however, AMPARs lacking the GluA2 subunit, coded by Gria2, are 

permeable to calcium (CP-AMPAR) and inwardly rectifying due to an intracellular 

polyamine block at depolarized potentials (Cull-Candy et al., 2006). Due to their ability to 

pass calcium at hyperpolarized potentials, CP-AMPARs have been implicated in NMDA-

independent LTD and LTP, homeostatic regulation, and synaptic priming (Cull-Candy et 

al., 2006; Tukey and Ziff, 2013). A previous study has shown that stress can cause LTD in 

the BNST by reducing CP-AMPAR-dependent current in mice (McElligott et al., 2010). 

However, the McElligott study did not address the question of cell type-specificity of this 

response. Here we tested the relative contribution of CP-AMPARs to the AMPA current 

of BNST neurons in two ways: indirectly, by measuring the inward rectification of the 

AMPAR current, and directly with the use of the CP-AMPAR specific antagonist, Naspm.  
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First, after measuring the 

AMPAR:NMDAR, the amplitude of 

the AMPAR current was measured at 

voltages ranging from +40 mV to -70 

mV, creating an IV plot for the 

AMPA current. Because whole-cell 

patch clamp recordings dilute the 

polyamines necessary to block the 

CP-AMPARs at depolarized 

potentials, exogenous spermine (100 

µM) was included in the cesium-

gluconate patch solution (Bellone 

and Lüscher, 2006; Wiltgen et al., 

2010). Spermine is an endogenous 

polyamine that is a major contributor 

to the intracellular block for the CP-AMPARs. However, we did not observe any 

differences in the rectification properties of the AMPA receptors between NS and CSS rats, 

and the IV plot did not significantly differ from linearity for either group (Figure 4.4B). 

Nevertheless, the ability of the CP-AMPAR antagonist, Naspm to reduce the amplitude of 

the EPSCs in the BNST demonstrated that there was a significant contribution of CP-

AMPARs to the AMPAR current (Figure 4.5). Paradoxically, we did not observe the 

inward rectification of the AMPAR current that is indicative of the presence of CP-

AMPARs (Cull-Candy et al., 2006). This was potentially due to an incomplete diffusion 

Figure 4.9. The cell type-specific effects of chronic 
stress on the hypothesized local circuits in the BNST. 
Type III neurons exhibited an increase in 
susceptibility to LTP due to a reduction in the 
expression of STEP and Non-Type III cells exhibited 
a reduction in CP-AMPAR current, indicative of a 
LTD after chronic stress. The potentiation of the pro-
anxiety pathway and the attenuation of the anti-
anxiety pathway together would result in a shift 
toward an increase in anxiety-like behavior (red). 
However, Type III neurons also exhibted a decrease 
in excitability due to a reduction in input resistance 
and firing rate, potentially compensating for the other  
shifts in the circuit and dampening the increase in 
anxiety-like behavior (green). Effects of chronic 
stress were not examined in the ventral BNST.
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of the exogenous spermine or the loss of the polyamine block due to the polyamines 

permeating the AMPA receptors during the prolonged depolarization at + 40 mV (Koh et 

al., 1995; Bellone and Lüscher, 2006). For this reason, we were not able to use this 

experiment to determine if there was a change in the contribution of CP-AMPARs to the 

AMPAR current with stress.  

We then directly tested the contribution of CP-AMPARs to the AMPAR current with 

the application of Naspm. The cells were held at -70 mV to ensure the presence of the 

magnesium block on NMDA receptors and the release of the polyamine block on CP-

AMPARs (Dingledine et al., 1999). Naspm reduced the amplitude of the EPSCs in all cell 

types in the BNST, but the sensitivity to Naspm was blunted after CSS, indicating a 

reduction in the contribution of CP-AMPARs to the total AMPAR current after stress 

(Figure 4.5A). This replicated the finding that chronic restraint stress reduced Naspm-

sensitivity in the BNST of mice (McElligott et al., 2010). We then built on this observation 

to show that the effect of stress on CP-AMPAR current was not seen equally in all cell 

types; there was no significant difference in the response to Naspm between the Type III 

cells from the NS and CSS groups while there was a significant interaction effect of time 

and stress in the non-Type III cells (Figure 4.5B-C). The reduction in CP-AMPAR current 

in the BNST of the mouse was shown to be a result of a LTD mediated by α1-adrenergic 

receptors (McElligott et al., 2010). These new findings indicate that only non-Type III cells 

in the BNST would undergo this LTD after stress, leaving Type III cells just as sensitive 

to glutamatergic input as they were prior to stress. We have proposed a model of opposing 

circuits within the BNST in which non-Type III and Type III CRF cells mutually inhibit 

one another, with Type III cells acting to enhance anxiety-like behavior (Daniel and 
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Rainnie, 2015). With the loss of CP-AMPAR-dependent current, non-Type III cells may 

be less responsive to glutamatergic input, thereby less able to provide inhibitory input to 

the Type III CRF neurons. This shift in synaptic strength may mediate, in part, the increase 

in anxiety-like behavior seen after CSS.         

 AMPARs are composed of two sets of symmetric dimers: generally, a dimer 

consisting of GluA2 (coded by Gria2) with a dimer of either GluA1, GluA3, or GluA4 

(coded by genes Gria1, Gria3, Gria4 respectively). However, CP-AMPARs lack GluA2 

entirely, and instead consist only of dimers of GluA1, GluA3, and GluA4 (Cull-Candy et 

al., 2006). Interestingly, none of the neurons in our sample expressed mRNA for Gria3 or 

Gria4, although only a small number of cells have been screened for these genes. In 

contrast, all of the cell types in the BNST expressed mRNA for Gria1 and Gria2. There 

was no change in Gria1 expression with stress in any of the three cell types, however, there 

was a significant effect of stress on the expression of mRNA for Gria2. The lack of change 

in Gria1 expression with stress in any cell type fits with the lack of change in the 

AMPAR:NMDAR. Importantly, only Type I and Type II cells showed an increase in Gria2 

mRNA after stress while there was no effect of stress in the Type III cells (Figure 4.6B). 

This suggests more AMPARs in Type I and Type II cells would be able to incorporate 

GluA2 subunits, thereby making AMPARs impermeable to calcium, and supports the 

hypothesis that there is a reduction of CP-AMPARs in non-Type III cells after CSS.  

Differences in expression of NMDA receptor subunits 

  Unlike AMPA receptor expression, there was not a substantial change in the 

expression of mRNA for NMDA receptor subunits after stress. NMDA receptors are 

heterotetramers comprised of two GluN1 subunits and two GluN2 subunits, coded by genes 
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Grin1 and Grin2 respectively. All cell types expressed mRNA for Grin1. Interestingly, 

there was a trend toward a significant increase in Grin1 expression in Type III cells (Figure 

4.6C; p = 0.01). Previously, we have shown that there is an increase in the amount of the 

GluN1 subunit of the NMDA receptor in the membrane fraction of the BNST after chronic 

restraint stress (Dabrowska et al., 2013b). Importantly, STEP activity can lead to the 

internalization of NMDA receptors (Goebel-Goody et al., 2012). Future studies will need 

to see if the observed increase in Grin1 expression in Type III cells after stress is replicable 

before determining its significance.  

 Although we did not find a change in Grin2 subtype expression with stress, there 

were significant differences in the distribution of Grin2 subunits across cell types. The 

most common Grin2 subunit across cell types was Grin2a followed by Grin2b (Figure 

4.6D-E). Importantly, STEP acts on the GluN2B subunit of NMDA receptors to promote 

internalization (Goebel-Goody et al., 2012). Grin2d, on the other hand, was only expressed 

at relatively low levels (Figure 4.4G). Interestingly, Grin2c was expressed at very different 

levels in the distinct cell types in the BNST (Figure 4.4F). Although expressed in Type I 

cells, it was only there at very low levels. Type II cells expressed moderate amounts of the 

mRNA for Grin2c, and Type III cells expressed the highest levels. Importantly, GluN2C 

has been implicated in the stress response, fear acquisition, and major depressive disorder 

(Karst et al., 2002; Hillman et al., 2011; Chandley et al., 2014) and is not widely expressed 

in the brain (Thompson et al., 2000). This raises the possibility for GluN2C to be a potential 

target for therapeutic manipulation. Although there is no GluN2C specific antagonist 

currently, there is a potentiator selective for the GluN2C and GluN2D subunits (Mullasseril 
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et al., 2010), suggesting GluN2C containing receptors could be targeted for therapeutic 

benefit.  

 NMDA receptors containing GluN1 and GluN2 subunits require the binding of 

glutamate and glycine to be activated. In contrast, NMDA receptors containing GluN1 and 

GluN3 subunits only require glycine to be activated but only exhibit a small current 

(Chatterton et al., 2002; Mohamad et al., 2013). Because of the relatively weak current that 

GluN3 containing NMDA receptors generate, GluN3 subunits have been regarded as 

inhibitory subunits in the NMDAR complex. Interestingly, only about 57 % of Type III 

neurons expressed detectable levels of Grin3a mRNA whereas 89 % of Type II neurons 

expressed it. In Type I cells, only 50 % of cells from NS rats expressed detectable levels 

of Grin3a but 89 % of cells from CSS rats expressed it, and, in Type I cells that expressed 

Grin3a, there was a trend toward an increase in expression after CSS (p = 0.005; Figure 

4.6H). Although GluN3A is mostly thought to be involved in development, adult GluN3A 

knock-out mice display differences in locomotion, enhanced pain sensation, enhanced 

object recognition and spatial memory, as well as enhanced LTP in the hippocampus 

(Mohamad et al., 2013). To our knowledge, no study has examined the role of GluN3A-

containing NMDA receptors in the BNST. Future studies could determine if the increase 

in Grin3a mRNA expression in Type I cells after CSS is reproducible and translates to a 

significant change in GluN3A containing NMDA receptors.  

Conclusion 

 These studies reveal several ways in which chronic stress differentially affects Type 

I, Type II, and Type III cells in the BNSTALG. Importantly, none of the effects of stress 

observed were seen in all cell types. We show non-Type III cells undergo a reduction in 
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CP-AMPAR current indicative of LTD after CSS (McElligott and Winder, 2007). This 

process does not occur in Type III neurons, potentially causing a shift in the balance of 

glutamatergic input in the BNSTALG to favor the Type III cells. Importantly, we provide 

evidence here that Type III neurons in the BNSTALG represent a group of CRF neurons 

particularly sensitive to chronic stress manipulations. The differential effect of stress on 

Type III neurons compared to the other cells in the BNST suggests Type III cells perform 

a different role in the circuit than Type I and Type II cells. Type III cells exhibited multiple 

physiological changes indicative of a reduction in excitability. However, these neurons also 

showed a significant reduction in STEP mRNA expression and increase in CRF mRNA 

expression, suggesting they had increased the release of CRF to downstream targets. 

Whereas most of the electrophysiological changes in Type III neurons are in line with a 

reduction in excitability, the loss of STEP would result in these neurons being particularly 

sensitive to future input and synaptic plasticity. These experiments were performed 6 - 9 

days after the CSS ended, suggesting the effects of stress are long-lasting. However, we 

are most likely also capturing slow compensatory responses that act to maintain 

homeostatic control after a period of chronic stress. Future studies could aim to tease apart 

the behavioral role of these changes in the circuit and find ways in which to target specific 

tell types to reduce the long-term effects of chronic stress.  
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 Type I Type II Type III 

Gene name NS CSS NS CSS NS CSS 

CRF 13 / 18 11 / 17 31 / 32 24 / 24 25 / 27 22 / 22 

CRFR1 15 / 18 17 / 17 31 / 32 24 / 24 26 / 27 22 / 22 

STEP 18 / 18 17 / 17 31 / 32 24 / 24 27 / 27 22 / 22 

PP1A     27 / 27 22 / 22 

PP1B     20 / 20 17 / 18 

PP1C     20 / 20 16 / 18 

Calcineurin A     27 / 27 22 / 22 

Calcineurin B     27 / 27 22 / 22 

Calcineurin C     18 / 20 16 / 18 

DARPP-32     27 / 27 22 / 22 

Gria1 18 / 18 17 / 17 32 / 32 22 / 24 27 / 27 22 / 22 

Gria2 18 / 18 17 / 17 31 / 32 24 / 24 25 / 27 22 / 22 

Gria3 0/4 0/4 0/7 0/6 0/7 0/6 

Gria4 0/4 0/4 0/7 0/6 0/7 0/6 

Grin1 18 / 18 17 / 17 32 / 32 24 / 24 26 / 27 22 / 22 

Grin2a 18 / 18 17 / 17 32 / 32 24 / 24 27 / 27 22 / 22 

Grin2b 18 / 18 17 / 17 31 / 32 22 / 24 26 / 27 22 / 22 

Grin2c 3 / 4 4 /4  6 / 7 5 / 6  7 / 7 6 / 6 

Grin2d 4 / 4 4 / 4 5 / 7 5 / 6 7 /7  4 / 6 

Grin3a 9 / 18 16 / 18 28 / 32 22 / 24 16 / 27 12 / 22 

Supplementary Table 4.1. Number of neurons that expressed detectable levels of a specific 
mRNA in each cell type in NS and CSS rats out of the number of neurons screened for that 
gene.  
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Chapter 5: Conclusion and future directions
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The preceding chapters have examined the complex organization of neurons in the 

anterolateral group of the BNST (BNSTALG) and how these neurons are differentially 

affected by stress. By defining cell types based on similar electrophysiological and genetic 

expression profiles, we can create an experimental construct beyond anatomical location 

that allows for a more nuanced way of probing the circuit being studied. Here we show that 

Type III cells in the BNSTALG represent a population of neurons in the oval nucleus 

(ovBNST) that are particularly sensitive to chronic stress and are likely to use corticotropin 

releasing factor (CRF) as a neuropeptide. Separating cells in the BNSTALG based on their 

response to current injection allowed for detection of effects of stress that would otherwise 

have been washed out in the population average. Future research can aim to use viral-based 

approaches to selectively define and target more precise cell types in the BNST for 

manipulation in order to define their role in the circuit. As we begin to gain a better 

understanding for the ways in which particular cell types are affected by chronic stress (or 

other manipulations) and the behavioral outcomes of these changes, we can use our 

knowledge of the differential genetic expression profile of these cell types to 

pharmacologically target specific parts of the circuit for therapeutic benefit.  

 The meaning of a cell type is ill-defined; neurons can be classified based on distinct 

electrophysiological, morphological, genetic, or other phenotypic differences. The 

motivation behind defining cell types in the BNST is to define groups of neurons that play 

the same role in a circuit and whose activity results in a particular set of behavioral or 

physiological outcomes. For example, our current hypothesis is that Type III neurons in 

the ovBNST of the rat represent a single cell type that promotes anxiety-like behavior, uses 

GABA and CRF for cell signaling, and is particularly sensitive to stress manipulations. 
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Importantly, neurons of the same cell type, Type I, II or III, in the BNST have other 

similarities with one another as well, such as ion channel and serotonin receptor expression 

profile (Hazra et al., 2011; 2012). This provides further evidence that these neurons 

represent a functional unit of the circuit. However, as we learn more about these cell types, 

we may find that a single electrophysiologically defined cell type is actually comprised of 

multiple cell types classified by differences in genetic expression profile. For example, we 

have previously shown that there are three distinct subdivisions of Type II neurons based 

on ion channel and serotonin receptor expression (Hazra et al., 2011; 2012). Perhaps as we 

learn more about the expression profile of the Type I and Type III cells, we will discover 

multiple distinct cell types within those classifications as well. Indeed, the expression 

levels of many genes examined in the Type I cells were found to vary widely and 

sometimes exhibited a bimodal distribution (Figure 4.6 – 4.7), suggesting the possibility 

that the Type I neurons are a heterogeneous population. Use of single cell RNAseq may 

help us to better define neuronal cell types in the BNST by providing us with a complete 

picture of the genetic expression profile of these neurons (Cadwell et al., 2016).  

 As we showed in Chapter 2, these electrophysiologically defined cell types may 

not exist as such across species. In fact, there could be differences in the appearance of 

electrophysiological cell types between strains of rats. Importantly, Type I-III neurons were 

originally described in Sprague-Dawley rats and then confirmed to also exist in similar 

proportions in Lewis rats, indicating these cell types are not a manifestation of one lab 

strain (Hammack et al., 2007; Rodriguez-Sierra et al., 2013). However, we see drastic 

differences in the proportion of cell types in the BNST of mice and rhesus macaques 

compared to that of rats (Chapter 2). Minor changes in the distribution of ion channel 
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expression relative to cell morphology can have a significant impact on the observed 

electrophysiological properties of neurons. It is likely that there is conservation of cell 

types across species if we were to define cell types based on genetic expression profile and 

perhaps response to stress rather than on electrophysiological properties alone. For 

example, we have shown that Type III neurons in the BNST of the rat are sensitive to stress 

manipulations and express more CRF mRNA after chronic stress (Chapter 4). In the 

mouse and primate, Type III-like neurons defined by their electrophysiological properties 

represent a much higher proportion of neurons in the BNST than seen in the rat (Chapter 

2). It is unknown if these Type III-like neurons in the mouse and primate BNST play the 

same functional role in the circuit as the Type III neurons seen in the rat. Just the higher 

percentage of Type III-like neurons in the mouse and primate BNST suggests that this 

group of neurons is different than Type III neurons in the rat BNST. Perhaps analysis of 

single cell mRNA expression profiles of the Type III-like neurons in the mouse and primate 

would reveal only a subpopulation of these cells closely resemble the Type III neurons in 

the rat BNST. This kind of comparative analysis of cell types across species is important 

for gaining a better understanding for how cell types in the human BNST may be organized. 

Specifically, determining if there is an analogous group of cells in the primate BNST to the 

Type III neurons in the rat may point to Type III neurons being a candidate target for 

therapeutic manipulation.  

 In addition to using GABA, and sometimes glutamate as a neurotransmitter, 

neurons in the BNST can also express neuropeptides such as CRF, enkephalin, 

neuropeptide Y, substance P, neurotensin, and many others (Ju et al., 1989; Walter et al., 

1991; Day et al., 1999). One goal in defining cell types is identifying groups of neurons 
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that are more likely to express a particular neuropeptide and thereby have similar 

downstream effects. Previously, our lab has presented the hypothesis that Type III neurons 

in the rat BNST represent CRF neurons due to the high percentage of Type III neurons in 

which CRF mRNA was detected (Dabrowska et al., 2013a; 2013b). In these studies, CRF 

mRNA was also detected in a smaller percentage of Type I and Type II cells. Here, with 

improved single cell RT-PCR methods, CRF mRNA was detected in the vast majority of 

neurons in the BNST. In the rats that had not undergone chronic stress, the amount of CRF 

mRNA was relatively low, however Type III neurons had more CRF mRNA than Type II 

cells. Type I cells on the other hand seemed to fall into two populations: most neurons had 

low levels of CRF mRNA but three cells expressed higher levels of CRF mRNA (Figure 

4.7A). In the stress group of rats, there was a significant increase in CRF mRNA in the 

Type III neurons. This suggests that Type III neurons after stress are producing more CRF 

mRNA to use for cell signaling. However, we have yet to prove that Type III neurons in 

the BNST are translating the CRF mRNA into CRF protein. We also do not know if the 

low levels of CRF mRNA in Type I and Type II cells are translated to protein. Future 

studies could aim to address these concerns using advanced techniques in molecular 

neuroscience. For example the translational ribosome affinity purification (TRAP) 

technique allows for tagging ribosomal subunits for analysis of which mRNA sequences 

are being actively translated into protein (Cook-Snyder et al., 2015). Here, we could use 

an adeno associated virus (AAV) to deliver a plasmid coding for the expression of a green 

fluorescent protein (GFP)-tagged L10a ribosomal subunit under a neuronal promoter. We 

would then record from the GFP tagged neurons in the BNST and classify these cells based 

on their electrophysiological properties before removing the intracellular contents as if 
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performing single cell RT-PCR. Then, before amplifying the mRNA, a magnetic GFP 

antibody could be used to isolate the GFP-tagged L10a ribosomal subunit along with any 

attached mRNA sequences (Cook-Snyder et al., 2015). Next, single cell RT-PCR would 

be performed on just the isolated mRNA. This would allow us to specifically measure the 

mRNA that is being targeted by ribosomes for translation. Using this technique, we could 

determine if CRF mRNA is being translated in all cell types in the BNST. The purpose of 

the transcription of mRNA that is not translated into protein is unknown. Perhaps it is more 

energetically costly for the neuron to block small levels of transcription than it is to 

transcribe those small levels of mRNA. Alternatively, small levels of mRNA are 

transcribed in order for the cell to be able to produce the corresponding protein quickly if 

necessary. Indeed, external stimuli are known to be able to switch the neurotransmitter 

being used in interneurons in the hypothalamus (Dulcis et al., 2013). Perhaps there is a 

trigger for neurons that do not translate CRF mRNA to begin expressing the CRF protein. 

Investigating which cell types translate the mRNA for CRF and under what conditions will 

be an important step in understanding the role of CRF neurons in the BNST.  

 Regardless of if Type III neurons are the only CRF neurons in the ovBNST, we 

provide evidence that the Type III neurons are uniquely sensitive to stress (Chapter 4). 

Interestingly, some of the changes seen in Type III neurons after chronic stress are 

indicative of an increase in excitability and susceptibility to activation (increase in action 

potential width, reduction in STEP mRNA expression, increase in CRF mRNA 

expression), where as others are reflective of a decrease in excitability (reduction in input 

resistance, time constant, and firing frequency). This suggests the response to chronic stress 

in Type III cells is complex and possibly involves multiple independent mechanisms, some 
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of which may result in an increase in anxiety-like behavior and others that may be acting 

to prevent changes to the circuit and maintain homeostasis. Indeed, the BNST acts as a 

break on the HPA axis in addition to its role in facilitating the stress response (Ulrich-Lai 

and Herman, 2009). For example, enkephalin neurons are active in the ovBNST after an 

immune stressor (Day et al., 1999), and enkephalin is known to attenuate emotional 

responses to stress (Tanaka et al., 2000). It is possible that these neurons are active after a 

stressor as a part of a feedback control system to prevent over-activation of the stress 

response. Interestingly, we have evidence that a subpopulation of Type II neurons express 

enkephalin (Dabrowska et al., 2013a), suggesting Type II neurons may act in opposition to 

Type III neurons in the BNST. Future studies could aim to tease apart what responses to 

stress are causative and act to facilitate the stress response and what responses are 

compensatory in nature, acting to oppose the over-activity of the HPA axis and anxiety 

response.    

 In order to better understand the causative and compensatory changes in the BNST 

in response to stress, we need to first learn the timeline of these complex changes. Here, 

we looked at long-term changes (6 – 9 days after the last stressor) after a chronic (7-day) 

stressor. Future studies could examine the differences in the immediate and long-term 

effects of stress as well as the differences between acute and chronic stress. The BNST 

may play a particularly important role in modulating the effects of chronic stress on 

anxiety-like behavior. For example, an acute stressor, such as one session of footshock, 

caused an increase in CRF mRNA expression in both the central nucleus of the amygdala 

(CeA) and the dorsal BNST, whereas 19 days of chronic mild stress only caused an increase 

in CRF mRNA levels in the dorsal BNST and not the CeA (Funk et al., 2006; Kim et al., 
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2006). Here we showed an increase in CRF mRNA in Type III cells of the ovBNST after 

a chronic stressor, however, there are some Type III neurons that express low levels of 

CRF mRNA similar to that of Type III neurons from non-stressed controls. Furthermore, 

the same neurons that exhibited an increase in CRF mRNA expression showed a significant 

reduction in expression of STEP mRNA. Perhaps an acute stressor would cause an increase 

in CRF mRNA expression in a subset of Type III neurons, and with each new stressor, 

more Type III neurons would upregulate transcription of CRF mRNA. In addition to an 

increase in CRF mRNA after footshock, there is an increase in the amount of mRNA 

expression for the immediate early gene, c-fos in the dBNST (Funk et al., 2006). We could 

hypothesize that some of the neurons with c-fos mRNA expression after an acute stressor 

are the same neurons increasing CRF mRNA and reducing expression of STEP mRNA. To 

test this, we could use the Tet-Tag system (Reijmers et al., 2007; Zhang et al., 2015). Here,  

AAV in the BNST could be used to deliver the genes for Tetracycline activator (tTA) under 

the control of the c-fos promoter and GFP under the control of the TetO promoter. In this 

system, when transcription of c-fos mRNA is triggered in a neuron, tTA would also be 

expressed and would activate transcription of GFP. The TetO promoter can be blocked by 

adding doxycycline into the rat’s food in order to temporally control the activation of the 

system. Using this system, we could “tag” neurons in the BNST activated by acute stress 

and those activated by acute stress after a history of chronic stress. If our hypothesis is 

correct, Type III GFP-tagged neurons after an acute stressor would also have elevated 

levels of CRF mRNA and reduced levels of STEP mRNA. Furthermore, the number of 

Type III GFP-tagged neurons would increase with a history of chronic stress. Using this 

system, we could also explore the activation of other cell types in the BNST, such as Type 
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II enkephalin neurons after acute stress with and without a history of chronic stress. We 

would expect both Type III and non-Type III cells to also be activated after acute stress, 

however their activation may be compromised after a history of chronic stress due to the 

loss of CP-AMPARs (Chapter 4). By tracking changes in activation of neurons after acute 

and chronic stress, we may be able to better understand why chronic stress can lead to long-

term changes in anxiety behavior.  

      In addition to using the Tet-Tag system to study which neurons are activated 

after a stressor with and with out a history of chronic stress, we can use the same system to 

probe the roles of these neurons in the behavioral output of the nucleus by placing the gene 

for channel rhodopsin (ChR2) under the TetO promoter. A recent study used this technique 

to show that activating neurons in the dentate gyrus that were activated during a positive 

experience reduced depressive symptoms (Ramirez et al., 2015). Perhaps, if an acute 

stressor activates more neurons in the BNST involved in opposing the stress response than 

promoting the stress response, optogenetic activation of neurons activated by an acute 

stressor would cause a reduction in anxiety-like behavior. In contrast, chronic stress causes 

Type III CRF neurons to be more susceptible to activation due to the reduction in STEP 

mRNA. Therefore, optogenetic activation of neurons activated by an acute stressor after a 

history of chronic stress would cause an increase in anxiety-like behavior. The neurons 

activated after an acute stressor in the BNST can be thought of as an “engram” for the stress 

response: after an acute stressor the engram may be carried in a mixture of Type I-III cells, 

however after an acute stressor with a history of chronic stress, the engram may be carried 

more heavily in the Type III neurons. Interestingly, memory engram cells in the 

hippocampus are known to have more spontaneous excitatory synaptic activity than cells 
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not a part of the memory engram (Ryan et al., 2015). We have observed that Type III 

neurons in the BNST exhibit more spontaneous excitatory post synaptic potentials than 

Type I and II cells at basal conditions. Future studies could also determine if there is a 

change in spontaneous synaptic activity in Type III cells after a history of chronic stress. 

These experiments would help to identify when in the stress response the opposing circuits 

of the BNST are activated.  

 Another important future direction of the field is to begin to examine individual 

variability in how the BNST responds to stress. Indeed, inter-individual variations in basal 

anxiety behavior have been shown to be mediated by the BNST in the rat (Duvarci et al., 

2009). Furthermore, the BNST has been shown to be more active in a threat monitoring 

task in humans with higher levels of trait anxiety (Somerville et al., 2010), and there is 

considerable variability among individuals in the fiber tracks from the BNST to the 

brainstem, potentially resulting in differences in the way the BNST modulates behavioral 

and physiological responses (Krüger et al., 2015). In addition to differences in trait anxiety, 

there are individual variations in the emotional response after stress. Post traumatic stress 

disorder (PTSD) is an extreme example of these differences: importantly, people may 

experience the same trauma, but only some develop PTSD while others exhibit resiliency 

(Highland et al., 2015). In our experiment described in Chapter 4,  there was a large 

amount of variability in anxiety-like behavior in rats that went through the chronic stress 

manipulation (Figure 4.1). Future studies should aim to determine if these individual 

differences are manifested in the electrophysiological and genetic response of neurons in 

the BNST. Perhaps individuals more resilient to the behavioral effects of chronic stress 

exhibit a weaker causative response to stress in the BNST. In contrast, resilient individuals 
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may show stronger compensatory responses in the BNST after chronic stress. Having a 

better understanding of the cause of individual differences in response to stress will help 

focus our thinking for the treatment of disorders such as PTSD and generalized anxiety 

disorder (GAD). Perhaps we can develop treatments aimed at magnifying compensatory 

mechanisms that are already in place in the brain. Alternatively, treatments could aim to 

attenuate the causative mechanisms. Anxiety disorders are highly individualized so we 

should begin to try to understand the neurobiological basis behind these differences.  

 In addition to individual differences, it is becoming more apparent that research on 

affective and anxiety disorders needs to focus on gender differences. It is well documented 

that women are more susceptible to depression, anxiety, and eating disorders than men 

(Palanza, 2001; Sloan and Kornstein, 2003; Risbrough and Stein, 2006). The BNST is 

sexually dimorphic making it a prime target for studying the basis of gender bias in 

affective and anxiety disorders (Allen and Gorski, 1990; Stefanova et al., 1998). One study 

has shown that there are gender differences in CRF expression after stress between male 

and female rats with prenatal alcohol exposure (Uban et al., 2013). Importantly, stress 

hormones can act in the BNST to affect anxiety and fear behavior (Toufexis, 2007). The 

National Institute of Health has recently recognized the disparity in the research using 

female subjects and has made strong recommendations to labs to begin including female 

subjects in all studies. Future studies should extend the study of cell type organization in 

the BNST and the effects of stress to include female subjects. The gender bias of affective 

and anxiety disorders, sexual dimorphisms of the BNST, and the sensitivity of the BNST 

to sex hormones strongly suggests that the BNST is a research area ripe for studying gender 

differences as they pertain to mental health.   
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 The BNST has been described as one of the most complex regions of the 

mammalian brain (Larriva-Sahd, 2006). Over the past 20 years, there have been more than 

twice as many papers published on the BNST than the 20 years prior, and our understanding 

of this complex region has grown commensurately. However, there is still a lot of research 

to be done to catch up to the level of understanding of more commonly studied regions 

such as the amygdala and hippocampus. The data presented in this dissertation extends our 

knowledge of cell types in the rat BNST defined by their anatomical location, 

electrophysiological and genetic profile, and differences in response to chronic stress 

(Chapters 3-4). Additionally, we begin to compare cell types of the rat BNST to those 

seen in the BNST of the mouse and rhesus macaque to gain a better understanding of how 

these organizational properties translate between species (Chapter 2). The BNST lies at 

the intersection of many processes beyond those involved in stress and anxiety including 

pain perception, reproductive regulation, aggression, regulation of food and water intake, 

appetitive behavior, and maternal behavior. For this reason, research building upon our 

understanding of the circuits within this nucleus can have far-reaching implications for 

increasing our knowledge of how the brain controls behavior.
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