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Abstract 

 
 

The Combinatorial Role of Architectural Proteins in Insulator Function                                           

and Dynamics during the Ecdysone Response in Drosophila melanogaster  
 

 

By Kevin Thomas Van Bortle 

 

       

Recently developed genomic strategies for assaying chromosome architecture have 

significantly improved our ability to investigate the nature of genome organization and 

the players involved. In particular, recent high-throughput chromosome conformation 

capture studies provide evidence that eukaryotic genomes are organized into tissue-

invariant, sub-megabase sized structures called Topologically Associating Domains 

(TADs). The conserved nature of TADs across diverse cell types suggests a pre-defined, 

bottom-up pattern of chromosome organization, yet how these structures are established 

and maintained during development remain important questions. The borders of TADs 

are highly enriched for architectural proteins, previously characterized for their role in 

insulator function. However, a majority of architectural protein binding sites (APBSs) 

localize within topological domains, suggesting sites associated with TAD borders 

represent a functionally different subclass of these regulatory elements. By mapping the 

genome-wide target sites for several Drosophila architectural proteins, including 

previously uncharacterized profiles for Pol III transcription factor TFIIIC and SMC-

containing condensin complexes, I uncovered an extensive pattern of colocalization in 

which architectural proteins establish dense, high occupancy clusters at the borders of 

topological domains. Enhancer-blocking activity and TAD border strength scale with the 

occupancy level of APBSs, suggesting co-binding by multiple architectural proteins 

underlies the functional potential of these loci. Parallel analyses in mouse and human 

stem cells further suggest that clustering of architectural proteins is a general feature of 

genome organization, and that conserved APBSs may underlie the tissue-invariant nature 

of TADs. These results provide a novel, integrative model for understanding the role of 

architectural proteins in insulator function and topological domain organization. Profiling 

of architectural protein binding dynamics in response to signaling events, including 20-

hydroxyecdysone (20HE) and TGF-β, further reveals a role for these proteins in defining 

the transcriptional response to extracellular stimuli. Finally, I present evidence that 

transcriptomic and proteomic codon usage is altered in response to 20HE in a manner that 

reflects the differentiation status of the cell. tRNA abundance predicts preferential codon 

incorporation in proteins, and increasing and decreasing tRNA isoacceptors lead to 

increased and decreased codon usage, respectively, in proteins,  together suggesting 

tRNA levels play an important role in regulating the translational output of a cell. 
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CHAPTER 1:  

 

INTRODUCTION 

 

 

 

Some introductory material and figures presented in this chapter are published in:  
 

Van Bortle K, Corces VG. Annu Rev Cell Dev Biol. 2012. Nuclear organization and 

genome function. 28:163-87.  
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Eukaryotic genomes are packaged into higher-order chromatin structures and ultimately 

organized in a manner that functionally relates to gene expression. Understanding the 

mechanisms and molecular players involved in genome organization is therefore essential 

to fully comprehend the fundamental relationship between nuclear organization and 

genome function. Insulators are multiprotein DNA complexes proposed to underlie 

nuclear architecture on the basis of their ability to facilitate long-range physical 

interactions, to interact with nuclear substructures, and to cluster into nuclear foci termed 

insulator bodies. However, spatiotemporal expression and repression of genes pertinent to 

development and cell-type specification involve the function of additional regulatory 

elements, such as enhancers and Polycomb Response Elements (PREs), which suggests 

additional factors may also play a role in genome organization. The recent development 

of unbiased, high-throughput methods for mapping protein binding sites and genome-

wide interactions has allowed an unprecedented look into the inner workings of genome 

biology, and new studies have provided valuable insights into the roles of insulators and 

chromatin structure in nuclear organization. In this introduction, I highlight the 

relationship between nuclear organization and genome function and emphasize the 

dynamic interplay among chromatin insulators, transcription activation, and Polycomb 

mediated repression in creating and/or maintaining a 3D arrangement of the chromatin 

that is conducive to the establishment of patterns of gene expression required for cell-

type specification. 
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INTERPHASE CHROMOSOME ORGANIZATION 

Eukaryotic cells are tasked with packaging the genome several thousandfold into the 

confines of the cell nucleus while maintaining gene accessibility and chromatin structure 

that accommodate highly dynamic processes, including gene transcription, replication, 

and DNA repair. Interphase chromosomes are organized into discrete territories that are 

distributed nonrandomly with respect to the nucleus, and whose placement can influence 

the potential for trans interactions and dictate whether a genomic locus is in an active or 

repressive nuclear environment [1, 2] The nucleus also harbors several discrete 

subnuclear foci, termed nuclear bodies, which are dynamically regulated structures that 

facilitate greater efficiency of many nuclear processes [3]. For example, active genes can 

relocate out of resident chromosome territories [4, 5], and cluster into subnuclear foci 

termed transcription factories for gene expression [6]. Gene silencing is also 

accomplished through recruitment to repressive nuclear structures, such as Polycomb 

bodies, and most biological processes are similarly compartmentalized into analogous 

nuclear bodies, which indicates an important relationship between nuclear organization 

and genome function. 

Differentiation, Replication, and Genome Stability 

The nonrandom order and significance of genome organization are perhaps best 

highlighted by its relationship to cellular differentiation, replication, and genome 

stability. The pathway from pluripotency to differentiated tissues is accompanied by 

changes in epigenomic landscapes, genome compaction, and some degree of 

chromosomal reorganization [7-10]. Developmental genes are differentially targeted to 

transcriptionally active or transcriptionally repressive nuclear substructures, and 



4 
 

differentiation is associated with restructuring of interactions between chromatin and the 

nuclear lamina [11]. An increase in genome compaction may accommodate the 

organization of nuclear foci associated with transcription, DNA repair, replication, and 

splicing while restricting the complexity of genome function by concealing irrelevant 

transcription factor binding sites [12]. Dynamic arrangement of interphase chromosomes 

also plays a critical role in organizing DNA replication into discrete subnuclear 

compartments and in maintaining genome integrity [13]. DNA damage gives rise to the 

accumulation of repair and DNA damage checkpoint proteins concomitant to increased 

chromatin accessibility [14, 15], and studies in both yeast and human cells demonstrate 

an important relationship between nuclear organization, DNA repeat stability, and 

telomere protection (for reviews see [16, 17]). Characterizing the mechanisms involved 

in 3D genome organization is therefore essential for understanding the apparent 

fundamental relationship between nuclear organization and cellular function. 

Genomic Strategies 

Microscopy studies have been invaluable in revealing insights into the distribution and 

organization of chromosomes in individual cells and their relationship with gene 

regulation. However, to break down the 3D organization of chromosomes and the 

relationship between nuclear organization and underlying chromatin proteins, new 

techniques were required that exceeded the resolution and throughput limits imposed by 

traditional light microscopy (Table 1). The advent of the chromosome conformation 

capture (3C) technique described by [18] marked the first approach to effectively map 

physical chromosomal interactions across the genome. Although 3C has been useful in  
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Table 1. Genomic tools for assaying chromatin occupancy, structure, and 

organization. ChIP: chromatin immunoprecipitation; ChIP-chip: chromatin 

immunoprecipitation followed by microarray analysis; ChIP-seq: chromatin 

immunoprecipitation followed by high-throughput sequencing; 3C: Chromosome 

conformation capture; 4C: Circular chromosome conformation capture; 5C: Carbon copy 

chromosome conformation capture; Hi-C: High-throughput chromosome conformation 

capture; ChIA-PET: chromatin interaction analysis by paired end tag sequencing.  

_____________________________________________________________________ 
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identifying locus-specific interactions between regulatory elements and target genes[18, 

19], derivations of the 3C technique have been introduced to extend the approach in an 

unbiased, high-throughput, genome-wide fashion. For example, the Hi-C method 

integrates an extended 3C protocol with massively parallel DNA sequencing, thereby 

capturing all genome-wide interactions at a resolution limited by the depth of sequencing 

[20]. Initial Hi-C analyses in a human lymphoblastoid cell line provided valuable insight 

into chromatin organization, supporting the fractal globule model in which chromosomes 

self-organize into a hierarchy of crumples, or series of globules governed by topological 

constraints [20-22]. Subsequent computational modeling supports the existence of 

chromosome territories and transcriptional foci and revealed new insights into the 

relationship between chromatin organization and CCCTC-binding factor (CTCF), a 

highly conserved architectural protein, as well as the nuclear lamina [23]. However, 

further conclusions about the chromosome topology and nuclear organization of 

chromatin in human cells will require higher resolution, which is likely to be obtained in 

the near future with greater sequencing depth. 

Mediators of Nuclear Organization 

Determination of how interphase chromosomes are anchored within the nuclear space 

and which proteins mediate structural arrangements conducive to gene regulation and 

locus plasticity remains a critical hurdle to understanding the mechanisms that regulate 

genome function. Fortunately, genome-wide mapping of chromatin-associated proteins 

has increased at an extraordinary pace during the past few years thanks to the 

ENCyclopedia of DNA Elements (ENCODE) Projects ([24, 25]) and the increasingly 

affordable option of high-throughput sequencing. Analyses combining the 3D 
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organization of interphase chromosomes - with genome-wide binding profiles of 

chromatin-associated factors - may ultimately establish which proteins functionally 

mediate nuclear organization. Information from microscopy and biochemical studies, 

combined with recent genome-wide mapping, has implicated multiple factors, including 

chromatin insulators, Polycomb repressive complexes, and noncoding RNAs as having 

roles in domain formation and chromatin organization.. 

 

 

CHROMATIN INSULATORS 

 

Chromatin insulators originally were defined as regulatory elements that recruit proteins 

to establish boundaries between adjacent chromatin domains. Insulators were also shown 

to block the communication between enhancers and nearby promoters in an orientation-

dependent manner, which led to intuitive models in which insulators limit the 

promiscuity of enhancers. However, further characterization of these sequences from 

yeast to humans has revealed that insulators colocalize to subnuclear foci called insulator 

bodies as well as transcription factories, and can mediate both long-range intra- and inter-

chromosomal interactions, as revealed by Hi-C computational modeling in both yeast and 

humans. These findings suggest that insulators serve a greater purpose in chromatin 

organization. 

Composition and Evolution 

Studies of chromatin insulators in mammals have long been restricted to the highly 

conserved insulator protein CTCF, which until recently was the only characterized 

protein capable of insulator activity in humans. However, insulator activity in yeast 
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involves tRNA genes and the transcription factor TFIIIC, and this role now appears to be 

conserved in mammals [26, 27]. Concurrent research on insulators in yeast, Drosophila, 

and mammalian systems therefore suggests that these elements serve an evolutionarily 

conserved role in gene regulation and nuclear organization. 

Insulator protein CTCF 

CTCF contains a central domain composed of 11 zinc fingers and is ubiquitously 

expressed [28]. Early biochemical studies demonstrated >93% amino acid identity 

between human and chicken CTCF proteins [29], and studies in Drosophila later 

identified an orthologous CTCF factor with a similar domain structure and conserved 

insulator function [30], which suggests this zinc-finger protein plays a vital, highly 

conserved role in nuclear biology. Remarkably, CTCF primarily targets a highly similar 

core consensus sequence from Drosophila to humans, despite its ability to bind a variety 

of DNA sequences [31]. The proteins with which CTCF associates and the variant 

sequences it is able to bind have been suggested to underlie the numerous roles in which 

CTCF has been implicated [32, 33], such as X-chromosome inactivation, V(D)J 

rearrangement, and chromatin insulation. Many CTCF binding sites recruit the cohesin 

complex (Figure 1), which is required for functional CTCF insulator activity [34, 35]. 

The cohesin complex forms a ring-shaped structure and mediates cohesion between sister 

chromatids from S-phase until mitosis, which suggests that cohesin may specifically 

stabilize chromatin loops arranged by CTCF through a similar mechanism. CTCF also 

interacts with Yin and yang 1 (YY1), a transcription factor involved in X-chromosome 

inactivation [36] capable of recruiting Polycomb repressive complexes [37], and CTCF- 
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Figure 1. Composition of vertebrate and Drosophila architectural protein complexes. 

(a) Structure of the vertebrate CCCTC-binding factor (CTCF) and TFIIIC insulators. 

Indicated are factors associated with CTCF, such as cohesin, CHD8, and YY1, and with 

TFIIIC. (b) Each Drosophila insulator subclass contains a different binding protein that 

may define the specific function of the corresponding subclass. All insulators share the 

common protein Centrosomal Protein 190 kDa (CP190), although the role of this protein 

in the function of the GAGA insulator has not been demonstrated experimentally. In 

addition, all subclasses may also have one Modifier of Modg4 [Mod(mdg4)] isoform. 

The gypsy/ Suppressor of Hairy Wing [Su(Hw)] insulator contains Mod(mdg4)2.2. The 

dCTCF and Boundary Element Associated Factor (BEAF) insulators lack this isoform 

but contain a different variant of Mod(mdg4). GAGA has been shown to interact with 

Mod(mdg4)2.2 

_____________________________________________________________________ 
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mediated insulator activity at the H19/Igf2 requires the SNF2-like chromodomain 

helicase protein CHD8 (Figure 1) [38], the DEAD-box RNA helicase p68, and its 

associated RNA (SRA) [39]. 

Insulators in D. melanogaster 

Drosophila insulator elements and their associated proteins have been particularly well 

characterized thanks to in vivo insulator activity reporter assays made easy by the genetic 

manipulations available in the fly model system. In addition to the Drosophila homolog 

of CTCF (dCTCF), which is highly conserved with respect to the DNA-binding zinc 

finger domains [30], several insulator proteins have been identified, including Suppressor 

of Hairy Wing [Su(Hw)], Boundary Element Associated Factor (BEAF-32), and GAGA 

factor (GAF) (Figure 1) [40]. Contrary to what happens in vertebrates, the Drosophila 

cohesin complex localizes to transcriptionally active genes independently of dCTCF [41]. 

Instead of cohesin, Drosophila insulator activity relies on fly-specific insulator proteins 

Centrosomal Protein 190 kDa (CP190) and Modifier of Modg4 [Mod(mdg4)], both of 

which contain BTB/POZ domains and are capable of forming stable multimers in vitro 

[42-44]. Genome-wide localization studies suggest that dCTCF –tandemly aligns with 

Su(Hw), BEAF-32, and CP190 at many sites throughout the genome, perhaps 

representing a unifying and perhaps synergistic role in facilitating chromosomal 

interactions and genome organization [45, 46]). Interestingly, insulator activity in 

Drosophila also relies on components of the RNA interference (RNAi) machinery [47, 

48], though the mechanistic relationship remains poorly understood. 
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tDNA and TFIIIC 

 

tRNA genes were first demonstrated to function as boundary elements flanking the 

repressed HMR locus in Saccharomyces cerevisiae and subsequently at the 

pericentromeric regions of Schizosaccharomyces pombe [49, 50]. The conservation of 

tDNA as an insulator element has been further extended by the demonstration that tRNA 

genes function as barrier and enhancer-blocking insulators in transgenic reporter assays 

in human cells [27]. Analysis of the mat locus in S. pombe revealed that a repeat of B-box 

elements, which are highly conserved intragenic promoter elements in tRNA genes that 

recruit RNA polymerase III (RNAPIII) transcription initiation factor TFIIIC, were 

responsible for barrier activity (Figure 1) [51]. Mutations in TFIIIC and TFIIIB, but not 

RNAPIII, affected insulator activity in S. cerevisiae, which suggests that insulator 

activity occurs independent of RNAPIII transcription [52]. Although TFIIIC is sufficient 

for gene insulation alone, insulator activity is strengthened by TFIIIB and utilizes 

chromatin remodelers, possibly to evict histones at tDNA insulators [53]. Interestingly, in 

yeast and humans, TFIIIC binds many regions devoid of RNAPIII, called Extra TFIIIC 

(ETC) loci [54], and these sites are associated with the cohesin complex and localize near 

CTCF-binding sites in mouse embryonic stem cells and humans [55, 56]. TFIIIC sites 

and tRNA genes also function as loading sites for the highly conserved condensin 

complex in yeast, which suggests insulators serve an important role in chromatin 

architecture during both interphase and mitosis [57]. 
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Distribution and Chromatin Structure 

Genome-wide localization studies by ChIP-chip and ChIP-seq have revealed that 

insulators are dispersed throughout eukaryotic genomes. CTCF is bound to thousands of 

independent sites in Drosophila [31, 45, 58] and tens of thousands of sites in human cell 

lines [59-61], consistent with a global role in genome function. ChIP-chip analysis further 

showed that CTCF colocalizes with cohesin at more than half of its sites [35, 62, 63], 

which suggests many CTCF sites are likely capable of functional insulator activity. 

Meanwhile, recent genome-wide localization of TFIIIC occupancy in mouse embryonic 

stem cells revealed that although all three TFIIIC subunits co-occupy <300 tRNA genes, 

as many as 2,200 independent TFIIIC-bound ETC loci are dispersed throughout the 

mouse genome [55]. Remarkably, as many as 85% of ETC loci lie within 20 kb of CTCF-

binding sites, and cohesin subunits Smc1A and Smc3 were enriched at the ETC loci 

specifically, which suggests CTCF and TFIIIC distribution and insulator activity may be 

intimately associated. Evidence that suggests insulators may indeed collaborate comes 

from recent mapping of insulator proteins in D. melanogaster [46, 64]. CTCF tandemly 

aligns with other classes of Drosophila insulators, including Su(Hw) and BEAF-32, and 

these multi-insulator complexes then become enriched for CP190, Mod(mdg4), and 

additional co-factors [46]. Alignment of insulators suggest CTCF may cluster with other 

distinct insulator proteins to efficiently recruit essential co-factors important for 

establishing a robust insulator complex and perhaps capable of maintaining stable, long-

range interactions.  Future studies may uncover a similar relationship between CTCF and 

TFIIIC in humans. 
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The distribution of CTCF, tDNA, and aligned insulators correlate with recent mapping of 

physical domain borders in both Drosophila and mammals. For example, Cavalli and 

colleagues recently utilized an independent, high-throughput 3C derivative (3C-seq) to 

explore the 3D folding and functional organization principles of the Drosophila genome 

[65]. Their data suggest eukaryotic genomes are partitioned into physical domains that 

can be clustered on the basis of strong statistical association with linear epigenomic 

profiles. Physical domains were categorized as active, which correlate with active histone 

marks; null, which comprise large transcriptionally repressive regions lacking silent 

chromatin marks; Polycomb domains associated with histone H3 K27 trimethylation 

(H3K27me3) repression; or HP1/centromeric domains associated with classical 

heterochromatin. Physical domains are sharply demarcated, and contacts within domains 

abruptly decay at positions corresponding to physical domain edges. Remarkably, 

insulators are highly enriched at domain borders, and hierarchical clustering revealed 

recurrent combinations of insulators and active histone marks that are present at all 

combinations of physical boundaries (e.g., even between two similarly annotated physical 

domains, such as null--null). Analogous mapping of physical domains reveals similar 

partitioning of the human genome, as well as enrichment for CTCF and tRNA genes at 

chromatin domain borders [66, 67].  

 

The enrichment of insulator proteins at all combinations of physical domain borders begs 

the question of what role insulators play in delimiting discrete chromatin domains. Earlier 

correlations for CTCF and tDNAs at the borders of repressed chromatin domains, 

typically in the form of H3K27me3[45, 60], have led many to believe insulators function 
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as chromatin boundaries, where they simply serve to prevent the spread of 

heterochromatin into flanking chromatin domains [68]. Recent compounding evidence 

strongly suggest that despite this correlation, endogenous insulator proteins are not 

important for restricting the spread of silencing chromatin. For example, RNAi depletion 

of CTCF in D. melanogaster does not lead to significant alterations in chromatin 

structure or gene activity [46, 64]. Similar findings are reported for depletion of other 

insulator proteins [46], and mutations in Drosophila insulator protein Su(Hw) have little 

consequence on several regions tested for gene activity [69]. Meanwhile, CTCF is not 

required for barrier activity at the well characterized β-globin locus[70-72], together 

suggesting endogenous insulator proteins are not involved in heterochromatin barrier 

formation. The discovery that insulators are present at all combinations of physical 

domain borders rather than just repressive H3K27me3 domains perhaps reinforces the 

notion that chromatin insulators are playing a paramount role, beyond the scope of barrier 

activities observed in transgenic assays that remove insulators from their natural genomic 

context. The ability to facilitate long-range interactions appears instead to be the defining 

feature of insulators, underlying their role in nuclear organization and genome function. 

Long-Range Interactions 

Insulators have also been defined by their ability to impede the interaction between 

promoters and distal enhancers in a direction-dependent manner. Meanwhile, 

observations at numerous genomic loci across species suggest that insulators influence 

chromatin structure by establishing chromatin loops through physical interactions. 

Concurrent models therefore proposed that insulators evolved to ensure the fidelity of 

enhancers and their target promoters in vivo by establishing chromatin loops and thereby 
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dictating the potential for enhancer-promoter interactions. However, accumulating data 

suggest that insulators facilitate long-range inter- and intrachromosomal interactions 

across the genome, including bridging connections between distant enhancers and target 

promoters, which suggests that local determination of enhancer-promoter interaction 

represents only part of a more significant role in chromosome organization. 

 

The enhancer-blocking activities of CTCF have been best characterized at the chicken β-

globin locus and the murine H19/Igf2 imprinted locus, both of which have been 

extensively reviewed [73]. These loci provide ideal scenarios for studying the role of 

insulators in allele-specific and developmental cell-type-specific gene regulation and 

chromatin architecture, and 3C experiments suggest CTCF underlies chromatin contacts 

at both genomic loci [74, 75]. Recent application of 3C has revealed that CTCF also 

underlies developmental higher-order architecture at the conserved homeobox gene A 

(HOXA) locus in mouse and humans [76]. CTCF and cohesin contribute to reorganization 

and selective gene activation at HOXA by partitioning silenced genes through chromatin 

loop formation upon differentiation. Furthermore, pluripotency factor OCT4 antagonizes 

cohesin loading at the CTCF binding site, thereby demonstrating developmental 

regulation of insulator activity and gene expression by inhibiting chromosome loop 

formation. Studies in D. melanogaster suggest insulators have a conserved role in 

developmental coordination of gene expression and chromatin structure. For example, 

genome-wide mapping revealed that dCTCF and Drosophila-specific insulator proteins 

are regulated through DNA binding and recruitment of CP190 during the ecdysone 

hormone response in Kc cells [77]. In addition, 3C analysis at the ecdysone-induced 
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Eip75B gene further revealed a developmentally regulated dCTCF site, wherein 

recruitment of CP190 and enhanced chromatin looping upon ecdysone stimulation 

suggested alterations in Eip57B locus chromatin organization. 

 

Numerous studies have focused on the role of insulators in locus-specific gene regulation 

and chromatin architecture, but the emerging picture of insulators in genome-wide 

nuclear organization requires global analyses of chromatin interactions. The first 

genome-wide map of CTCF-mediated functional interactions has been obtained by 

combining ChIP with high-throughput sequencing of enriched chromatin interactions 

[78]. The authors identified ~1,500 cis and ~330 trans interactions facilitated by CTCF in 

mouse embryonic stem cells and classified them into five categories on the basis of 

distinct epigenetic patterns. CTCF interactions harbor chromatin loops enriched for active 

or repressive chromatin signatures, which suggests that CTCF harnesses clusters of genes 

with coordinated expression (Figure 2). CTCF interactions also create chromatin hubs 

conducive to enhancer and promoter activities, in support of recent evidence suggesting 

that CTCF and cohesin underlie enhancer-promoter interactions at the INFG and MHC-II 

loci [79, 80]. The authors therefore speculate that insulators may instead facilitate cell-

type specific enhancer-promoter interactions. Ultimately, Handoko et al. (2011) provide a 

genome-wide interrogation of CTCF interactions and reveal several modes through which 

CTCF functionally organizes the genome. 

 

Genome-wide interrogations of intra- and interchromosomal interactions in yeast and 

humans independently demonstrate that tDNA insulators also underlie long-range 
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Figure 2. Types of domains created by CCCTC-binding factor (CTCF)-mediated 

interactions in mouse embryonic stem cells. Actively transcribed genes are represented 

by a blue arrow and silenced genes by a red inhibition line. Nucleosomes and the histone 

tails are represented in gray; active histone modifications are indicated as blue spheres 

and repressive modifications as red spheres. DNA is represented in black and CTCF as 

brown ovals. (a) CTCF forms a loop to separate a domain containing active histone 

modifications and transcribed genes from repressive marks and silenced genes. (b) CTCF 

forms a loop to separate a domain containing repressive histone modifications and 

silenced genes from active marks and transcribed genes. (c) CTCF forms a loop 

containing nucleosomes enriched in mono- and dimethylated H3K4, and trimethylated 

H3K4 at the boundaries of the loops, whereas the active transcription modification 

H3K36me3 and repressive H3K27me3 mark are observed outside the loops on opposite 

sides. 

_____________________________________________________________________ 
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genomic interactions. Noble and colleagues recently employed a high-throughput 3C- 

based technique to query the 3D organization of the S. cerevisiae genome [81]. tRNA 

genes were significantly enriched for interactions with other tRNA genes, which suggests 

that insulator-to-insulator interactions are a conserved feature of eukaryotic genome 

organization. Hierarchical clustering revealed two clusters of colocalizing tRNA genes, 

one consistent with previously described nucleolar localization [82] and another with 

centromeres. Similar mapping of interactions at a tDNA insulator in humans revealed 

analogous long-range interactions between tDNAs as well as ETC loci, which suggests 

tRNA genes and TFIIIC play a conserved role in genome organization. Recent findings 

indicate that TFIIIC binding sites facilitate condensin binding in S. cerevisiae and S. 

pombe [57] and colocalize with cohesin in mammals [55], which suggests TFIIIC 

recruitment of condensin and cohesin complexes may underlie chromosomal interactions 

in yeast and humans analogous to those with CTCF.  

Role in Nuclear Organization 

Microscopy-based analyses of the physical and functional organization of eukaryotic 

nuclei have led to the identification of several discrete subnuclear organelles called 

nuclear bodies, which play host to a variety of nuclear processes, including transcription, 

splicing, processing, and epigenetic regulation [3]. Nuclear staining of insulator proteins 

has shown a clear propensity for insulators to concentrate into distinct nuclear foci, a 

feature that is conserved in yeast [51] Drosophila  [83], and mammals [84]. Insulators 

also interact with and localize to nuclear substructures, including the nuclear and 

nucleolar peripheries, which suggests insulators tether associated chromatin to defined 

nuclear compartments [83, 85]. These findings, combined with knowledge about 
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insulator-mediated functional interactions, have led to models proposing that insulators 

ultimately interact to partition chromatin into structural and functional domains that are 

physically organized through insulator bodies (Figure 2). Although tantalizing, the 

functional importance and molecular underpinnings of insulator bodies remain poorly 

characterized. 

 

Nuclear organization clearly involves spatial arrangement of chromosomes whose 

position with respect to the nuclear periphery correlates with chromatin structure and 

gene expression. Chromatin interactions at the nuclear periphery recently have been 

mapped in both Drosophila [86] and humans [87], revealing large, sharply defined 

lamina-associated domains (LADs) that correlate with low gene density and 

transcriptional repression. The borders of LADs in humans are enriched for CTCF [87, 

88]), which suggests this protein may separate chromatin environments at the nuclear 

periphery. Mapping of insulators in D. melanogaster with respect to the nuclear lamina 

has also revealed a significant enrichment for the Drosophila-specific Su(Hw) insulator 

at the borders of LADs [78, 89]. In mouse embryonic stem cells, CTCF loops are 

depleted within LADs but enriched at LAD borders, which suggests that either CTCF 

orchestrates genome organization with respect to the nuclear lamina, or that interactions 

between DNA and lamins limit the accessibility of CTCF binding within LADs. An 

analogous role for TFIIIC in nuclear organization in yeast has been proposed on the basis 

of perinuclear staining of insulator bodies in S. pombe [51]. In support of this model, 

perinuclear localization and silencing of the HMR locus in S. cerevisiae was recently 

shown to rely on nuclear pore proteins that localize to a tDNA barrier insulator [90]. 
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POLYCOMB 

Genome plasticity and selective expression are essential features of multicellular 

development, and several early regulatory factors involved in body patterning and 

segmentation need to be strictly regulated to facilitate appropriate developmental 

decisions. Polycomb Group (PcG) proteins are evolutionarily conserved epigenetic 

transcriptional repressors that play an important role in establishing and maintaining cell 

fate by influencing the expression status of pertinent genes. PcG proteins specifically 

mediate the repression of numerous developmental genes through posttranslational 

modification of histone proteins, and recent studies demonstrate that PcG activity is 

involved in a broad scope of cellular processes, including differentiation, cell cycle 

regulation, X-inactivation, and cell signaling [91]. Microscopy studies have demonstrated 

that PcG proteins concentrate into nuclear foci, called Polycomb bodies, which suggests 

PcG proteins may also mediate the nuclear organization of their target genes. Here we 

review recent progress in determining the relationship between Polycomb and nuclear 

organization. 

Composition and Evolution 

The Polycomb genes were first discovered as chromatin repressors that maintain 

silencing of the homeotic regulatory genes throughout Drosophila development [92]. 

Further studies in the fruit fly demonstrated that PcG proteins are recruited through cis-

regulatory elements called PREs [93], and a recently identified element at the HoxD locus 

in humans facilitating Polycomb-dependent transcriptional repression throughout cell 

differentiation suggests the mechanism of PcG recruitment may be conserved [94]. 
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However, PREs are not easily broken into obvious DNA consensus sequences as 

described for insulator proteins, and the functional mechanism of PcG targeting remains 

unclear, though it appears to involve numerous players including DNA-binding proteins, 

histone posttranslational modification binding proteins, RNAi machinery proteins, and 

noncoding RNAs [95]. 

 

PcG proteins are present in two major complexes, Polycomb repressive complex 1 

(PRC1) and 2 (PRC2), whose core components are largely conserved from flies to 

humans. The PcG family also includes several additional proteins that allow for the 

formation of diverse Polycomb chromatin-binding complexes with variable enzymatic 

activities [96]. PRC2 catalyzes H3K27 di- and trimethylation (H3K27me3, which is 

associated with transcriptional repression) through SET domain--containing subunit 

EZH1, as well as EZH2 depending on cellular context [97, 98]. PRC2 recruitment and 

activity is regulated by core components and ancillary subunits, such as PHF1, JARID2, 

and AEBP2, which stimulate PRC2 enzymatic activity [97, 99-101]. PRC1 subunits 

RING1B and BMI1 form a stable heterodimer capable of catalyzing H2AK119 

ubiquitylation (H2AK119Ub1)  [102], which likely underlies PRC1-mediated silencing 

[103]. There is also recent evidence that histone modification-binding proteins containing 

malignant brain tumor (MBT) modules contribute to Pc function. For example, 

L3MBTL2 interacts with and is required for PcG-mediated repression by a PRC1-like 

complex in human cells [104]. Interestingly, the Drosophila MBT protein L(3)mbt 

localizes specifically to chromatin insulators [105], and as we discuss below, recent 

evidence suggests insulator activity may play an important role in PcG repression. 
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Distribution and Chromatin Structure 

The genome-wide localization of PcG proteins has been studied in several independent 

ChIP-chip and ChIP-seq experiments in both Drosophila and mammals. Polycomb 

complexes localize to putative PREs in Drosophila and correlate with broad repressive 

H3K27me3 domains that encompass genes involved in major developmental pathways 

[106, 107]. Most PREs are co-occupied by the major complexes PRC1 and PRC2, and 

the occupancy landscape of PcG proteins changes during development, consistent with its 

role in mediating cell fate restriction by differential gene silencing [108, 109]. Mapping 

of PRC1 and PRC2 complexes in mammals shows similar co-occupation of 

developmental pathway genes and displacement of PcG proteins during gene activation 

[110-112], which suggests Polycomb repression is a highly conserved feature of 

multicellular development. However, PcG proteins also localize to bivalent domains 

characterized by overlapping H3K27me3 and H3K4me3 encompassing genes poised for 

activation or repression upon cellular differentiation in mammals, a feature that is largely 

absent in fly embryos [113]. 

 

Genome-wide mapping of Trithorax group (TrxG) proteins, which catalyze H3K4 

methylation and antagonize PcG repression through transcriptional activation, suggests a 

dynamic interplay between PcG repression and TrxG activation dependent on 

overlapping recruitment proteins and the relative levels of PcG- and TrxG- associated 

factors [113-115]. Interestingly, PRC2 also functionally associates with numerous 

noncoding RNAs (ncRNAs) [116]. For example, the 2.2-kb long ncRNA HOTAIR serves 

as a scaffold for both PRC2 and H3K4 demethylase LSD1 complexes, and thereby 
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coordinates targeting of PcG proteins to chromatin while coupling H3K27 trimethylation 

and H3K4 demethylation activities for epigenetic repression [117]. Mapping of the 

genome-wide occupancy of HOTAIR revealed >800 focal, transcription factor-like 

binding sites that co-occupied the genomic binding profiles for the PRC2 subunits EZH2, 

SUZ12, and H3K27me3. HOTAIR occupancy was maintained upon EZH2 depletion, 

which suggests HOTAIR actively binds chromatin and may underlie the nucleation of 

PRC2 domains [118]. 

Long-Range Interactions 

As discussed above, PcG proteins have long been shown to concentrate into nuclear foci 

called Polycomb bodies, whose number and size change upon cellular differentiation 

[119, 120], which suggests that PcG facilitates genome-wide interactions that are further 

compartmentalized within the nuclear space. Accumulating data suggest that PcG 

proteins are indeed involved in long-range interactions essential for Polycomb repression. 

Combinatorial use of 3C and fluorescence in situ hybridization (FISH) showed that PRE-

PRE interaction occurs between the bxd and Fab-7 elements separated by ~130 kb in the 

Drosophila bithorax complex (BX-C) and that colocalization occurs specifically in 

embryonic tissues and cell lines in which both the AbdA and Ubx genes are corepressed 

[121]. Long-range associations dependent on PRC2 core component EZH2 at the 

mammalian GATA-4 locus, which is silenced in undifferentiated human TERA-2 cells, 

have also been observed [122, 123].  Using a 3C-based approach analogous to chromatin 

interaction analysis with paired-end tag sequencing (ChIA-PET), Tiwari et al. show that a 

limited number of intra- and interchromosomal interactions in human TERA-2 cells are 
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dependent on EZH2, suggesting that PRC2 is involved in mediating long-range 

interactions in mammals. 

 

The formation of Polycomb bodies and identification of long-range PRE interactions 

support a global role in genome function, but understanding the role of PcG complexes in 

multigene regulation and nuclear organization requires genome-wide exploration of 

genomic interactions. To this end, van Steensel and colleagues recently adapted 

chromosome conformation capture on chip (4C), a 3C derivative that determines 

genome-wide interactions of a given locus [124], to explore where Polycomb domains 

are able to interact within the Drosophila genome [125]. The authors demonstrate long-

range interactions between Polycomb target genes and independent Polycomb and/or 

H3K27me3 domains in larval brain tissue, and further show that PcG interactions are 

topologically constrained to a single chromosome arm. Accordingly, chromosome 

inversion dramatically altered the interaction profiles revealed by 4C, but global gene 

expression patterns were relatively unchanged. Although specific interaction partners 

were altered, Polycomb target genes nevertheless continue to interact with independent 

Polycomb domains, which suggests that PcG interactions are flexibly amenable to new 

partners for gene repression. Genome-wide mapping of chromosomal interactions by [65] 

independently identified 30 significant pairs of long-range interactions between 

Polycomb domains, thus supporting the role of PcG proteins in mediating specific long-

range associations. However, the mechanisms by which these interactions are established 

and maintained and whether PcG proteins are directly responsible for mediating physical 

interactions are not clear. 
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Role in Nuclear Organization 

The correlation of long-range chromatin interactions with Polycomb domains provides 

compelling evidence in support of the possibility that PcG complexes orchestrate the 

nuclear organization of repressed genes, but whether PcG proteins are required for long-

range interactions has recently been called into question. Co-staining for insulator protein 

CTCF and PcG protein Pc2 shows clear colocalization of Polycomb and insulator bodies 

in HeLa cells [84] , and accumulating evidence suggests that insulators, rather than PcG 

proteins underlie the colocalization and nuclear organization of Polycomb domains [126].  

 

The best-studied examples of physical interactions involving Polycomb targets occur 

between elements within Drosophila Hox gene clusters that have been shown to harbor 

insulator activity, and genome-wide localization studies have characterized numerous 

dCTCF insulator sites within the Antennapedia (Antp) complex and BX-C[31]. However, 

Pirrotta and colleagues have recently shown that interactions between copies of the BX-C 

Fab-7 or Mcp elements are not dependent on PREs [126]. Importantly, both Fab-7 and 

Mcp elements have been shown to harbor enhancer-blocking insulator activities, and 

other studies  have demonstrated that interactions depend on insulators flanking the Mcp 

and Fab-7 PREs [126-128]. A concurrent study independently revealed that the Su(Hw) 

insulator is capable of dictating PRE-target interactions through chromatin looping and 

topological constraint in D. melanogaster [129], consistent with earlier findings showing 

that the Su(Hw) insulator facilitates PRE-PRE contacts in trans [130]. Interestingly, the 

maintenance of long-range interactions between copies of the Fab-7 element also require 

components of the RNAi machinery [120], including those required for insulator activity 
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[47], and recent mapping of RNAi component Argonaute2 (AGO2) shows specific 

colocalization with insulator proteins dCTCF and CP190 throughout the BX-C [48]. 

Although insulators likely play an important role in previously described Polycomb 

interactions, Pirrotta and colleagues now speculate that PcG complexes may contribute to 

the stability of physical interaction [126]. 

 

In support of this theory, mutations in PcG proteins significantly reduce the level of Antp 

and Abd-B colocalization at Polycomb bodies [131]. Meanwhile, current models suggest 

PcG proteins mechanistically facilitates repression through PRC1-mediated chromatin 

compaction [132], and mapping of genome accessibility in D. melanogaster reveals that 

H3K27me3 domains are indeed the most inaccessible [133]. Together, these findings 

suggest that insulators mediate the interactions between Polycomb targets and that PRCs 

likely strengthen the association and repression of Polycomb domains through histone 

modifications and chromatin compaction. In support of this model, RNAi depletion of 

CTCF and other Drosophila insulator proteins results in loss of H3K27me3 within 

associated Polycomb domains [46], suggesting insulators are important for mainting 

appropriate chromatin architecture within these domains.  

 

The interrogation of physical interactions between distant Hox loci has provided new and 

important insight into the regulation of long-range interactions during development. In D. 

melanogaster, the homeotic genes Antp and Abd-B, which are corepressed and colocalize 

to Polycomb bodies in Drosophila embryo heads, are recruited to separate nuclear 

compartments when one gene becomes activated  [131]. In mammals, the HoxD cluster 
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forms a single interaction domain in murine embryonic tissues in which all genes are 

inactive and transitions to a bimodal state in embryonic tissues in which HoxD genes are 

differentially expressed, with active genes segregated into an active domain [134]. This 

suggests that developmentally regulated genes are dynamically targeted to specific 

nuclear subcompartments, such as Polycomb bodies and transcription factories, for 

transcriptional repression or activation. The apparent role of insulators in Polycomb 

contacts suggests that insulators are likely involved in gene localization to both 

transcriptionally repressive and transcriptionally permissive environments. 

TRANSCRIPTION FACTORIES 

The organization of transcription within eukaryotic nuclei is far more complex than 

traditional textbook models of polymerase recruitment and gene tracking. Instead, 

transcription is spatially organized into discernable nuclear structures in which multiple 

RNA polymerases and active genes dynamically localize into nuclear bodies termed 

transcription factories. The formation of transcriptionally active subcompartments 

presumably allows for more efficient transcription by concentrating the molecular 

players, reactants, and DNA substrates within a confined nuclear volume. Recent 

evidence suggests that transcription factories are highly conserved features of nuclear 

organization, that long-range chromosomal interactions are a hallmark of gene 

expression, and that insulators likely play an important role at transcription factories. 

Composition and Evolution 

Transcription is a fundamental cellular process carried out by highly conserved 

multisubunit RNA polymerases that share a high degree of homology in bacteria, 
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archaea, and eukaryotes [135]. RNA polymerase I transcription of ribosomal genes is 

organized into a strongly conserved and highly organized nuclear substructure called the 

nucleolus [136], which represents the classical example of transcriptional clustering into 

a factory structure. Meanwhile, most protein-coding genes are transcribed by RNA 

polymerase II (RNAPII), and several findings now support models proposing that 

RNAPII transcription occurs at analogous factories. The localization of transcription into 

discrete sites was initially identified by detection of nascent transcripts and by RNAPII 

staining, which revealed a limited number of foci unable to account for the number of 

active genes in human nuclei [137]. Subsequent studies further revealed that transcription 

factories are large and relatively immobile proteinaceous structures whose numbers vary 

by cell type and nuclear morphology [6] and that active genes dynamically localize to 

factories for expression in a transcription-dependent manner [138]. Recent genome-wide 

interaction assays described in this review also provide supporting evidence for the 

existence of transcription factories and further demonstrate that clustering of active genes 

is a highly conserved phenomenon. Hi-C modeling of chromosomal contacts reveals 

preferential clustering and interactions among actively transcribed genes and active 

chromatin domains in S. pombe, Drosophila, and humans [23, 65, 139]. 

 

How transcription factories are physically organized and how genes are dynamically 

targeted to them remains poorly understood. To this end, Cook and colleagues recently 

isolated transcription complexes from human nuclei and identified the proteome of 

RNAPI, II, and III factories by mass spectrometry [140]. Each complex was shown to 

harbor a characteristic set of unique proteins, though several proteins involved in DNA or 

RNA metabolism were shared. Whereas most proteins isolated from RNAPI complexes 
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overlap those characteristic of nucleoli, RNAPII factories contain general transcription 

factors and CTCF, consistent with the finding that CTCF underlies organization of 

coregulated genes in mammals. Interestingly, RNAPII factories also contain repressive 

histone methyltransferases, including PRC2-core component EZH2, which suggests that 

the transition from epigenetic repression to gene activation may not require the ejection 

of PcG proteins. In support of this possibility, Pc2 was recently shown to relocate from 

Polycomb bodies to transcription factories dependent on demethylase KDM4C[141]. 

Targeting of Pc2 relies on ncRNAs, including TUG1, which interacts with PRC2 and acts 

as a scaffold at Polycomb bodies, and NEAT2, which associates with epigenetic 

regulators involved in gene activation. Taken together, genes likely are directed to 

repressive Polycomb bodies or active transcription factories through dynamic interplay of 

PcG and TrxG proteins, whose long-range interactions require the function of ncRNAs 

and chromatin insulators. This model, recently highlighted by [142], is consistent with 

early findings in D. melanogaster, wherein mutations in both PcG and TrxG genes were 

shown to modulate the activity and nuclear organization mediated by insulators [143]. 

Enhancer-Promoter Interactions 

As the name suggests, enhancers are regulatory elements functionally defined by their 

ability to activate transcription and to do so regardless of their location, distance, or 

orientation with respect to gene promoters [144]. Enhancers underlie complex 

spatiotemporal regulation of tissue-specific gene expression and have been characterized 

by chromatin and transcription factor signatures in mammalian cells [59, 145, 146]. 

Enhancers are commonly separated by large genomic distances from their associated 

promoters, which makes accurate assignments of enhancer-promoter relationships 
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difficult and suggests that long-range interactions are a defining feature of gene 

regulation. Numerous 3C-based interaction studies have supported enhancer looping 

models wherein enhancers directly contact gene promoters for activation, and recent 

models suggest chromatin signatures at enhancers may act as epigenetic signals for 

transcriptional activation [147]. Interestingly, a distinct class of enhancer elements is also 

capable of recruiting RNAPII and is transcribed into enhancer-derived RNAs [148, 149]. 

The transcriptional output of neuronal activity-regulated enhancers positively correlates 

with the expression levels of associated genes [148], and alternative models of enhancer 

function have been proposed [150], including ones in which enhancers and their 

associated promoters colocalize by virtue of recruitment to transcription factories. 

 

Enhancer-promoter interactions and transcriptional clustering of active genes consistent 

with transcription factory models is further supported by ChIA-PET analyses enriching 

for RNAPII-based chromosomal interactions. [151]. As many as 65% of RNAPII binding 

sites have been shown to be involved in a complex network of physical interactions in 

human cell lines. RNAPII interactions were intergenic (e.g., promoter-promoter), and 

extragenic (e.g., promoter-enhancer), with most contacts aggregated into ~1,500 

interaction complexes. Multigene complexes typically consisted of related and 

coregulated genes, which suggests gene families functionally associate for 

cotranscription, whereas single-gene complexes tended to associate with tissue-specific 

or developmentally regulated genes and cell-type-specific enhancer-promoter 

interactions. The authors ultimately reveal a complex organization of transcription 

reflecting the importance of long-range chromatin interactions between coregulated 

promoters and between enhancers and promoters, possibly at transcription factories. 
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Nevertheless, the role of long-range enhancer-promoter interactions in eukaryotic gene 

activation and how these interactions are organized is not fully understood. Traditional 

models propose that enhancers underlie recruitment and assembly of the transcription 

machinery at core promoters [152]. However, in the case of the human FOSL1 gene, 

cross talk between an enhancer and promoter triggers transcription elongation [153], 

which suggests some enhancers may function by releasing RNAPII from promoter-

proximal pausing. Meanwhile, recent characterization of chromatin-associated proteins at 

the human α-globin genes and upstream MCS-R2 enhancer suggest distal enhancers 

stimulate gene expression by reversing PcG activities [154]. The MCS-R2 enhancer is 

required for recruitment of H3K27 demethylase JMJD3, although active chromatin marks 

indicative of Trx activity (H3K4me3) were present in the absence of the enhancer. This 

supports a model wherein PcG and TrxG complexes dynamically associate with target 

genes and enhancers promote gene induction by favoring Trx activity. This is consistent 

with ChIA-PET mapping of RNAPII contacts, which found high enrichment of active 

chromatin marks H3K4me1 and H3K4me3 coupled with a lack of repressive marks at 

RNAPII interaction sites [151]. 

 

Recent studies have also provided new insight into how enhancers interact with distant 

target promoters to induce gene transcription and have suggested roles for transcription 

factors, chromatin insulators, and a unique cohesin complex in enhancer-promoter 

organization. In the case of the well characterized β-globin locus, whose expression 

levels are developmentally regulated by a distal upstream locus control region (LCR), 
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long-range enhancer-promoter interactions require transcription factors EKLF and 

GATA-1 [155, 156], and genes coregulated by EKLF preferentially cluster into shared 

transcription factories [157]. Integration of an ectopic human LCR on a separate 

chromosome, for example, does not prevent the LCR from interacting in trans with 

EKLF- and GATA-1-regulated genes [158].  These results suggest that transcription 

factors coordinate the specificity and organization of enhancer-promoter intra- and inter-

chromosomal interactions. Through the powerful combination of 4C and FISH, [158] 

also demonstrate that interchromosomal interactions between the LCR and β-globin 

genes are limited to specific “jackpot” cells actively transcribing β-globin genes, which 

suggests interactions are cell specific and reflect genome conformations that are 

conducive to enhancer-promoter association. In other words, enhancers preferentially 

interact with genes through shared transcription factors, but they do so stochastically in a 

restricted nuclear space that varies from cell to cell. 

 

Insulators also play an important role in facilitating cell-type-specific chromatin 

organization conducive to enhancer-promoter interactions, and recent mapping of CTCF 

interactions in pluripotent cells supports this possibility [78]. CTCF-mediated tissue-

specific chromatin architecture has been characterized at the apolipoprotein gene cluster; 

the imprinted IGF2-H19 locus; and the developmentally regulated IFNG, β-globin, 

MHC-II, and CFTR loci [147, 159]. However, recent findings suggest that cohesin 

complexes, which are recruited by CTCF, are also capable of stabilizing enhancer-

promoter chromatin looping in the absence of CTCF. For example, cell-type-specific 

enhancer-promoter interactions in murine embryonic stem cells require a unique cohesin 
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complex, including the transcriptional coactivator Mediator and cohesin loading factor 

nipped B-like protein (NIPBL) [160]. Cohesin and NIPBL were also recently shown to 

mediate interactions between the β-globin genes and upstream LCR, and whereas CTCF-

coordinated organization at the locus does not directly influence gene expression [75], the 

cohesin-mediated LCR interaction regulates globin gene expression in vivo and in vitro 

[161]. 

PERSPECTIVES 

The power of chromatin profiling and 3C-based genomic strategies for exploring 

genome-wide interactions has led to substantial progress in our understanding of nuclear 

organization over the past few years. Meanwhile, the recent identification of tDNA 

insulator activity in humans [27], mapping of CTCF-mediated chromosomal interactions 

in mammals [78], and identification of genome-folding principles in human cells [20, 23, 

66, 67] and Drosophila embryos [65] have significantly expanded our knowledge of 

insulator function and the highly conserved role of insulators in genome organization. 

The requirement for insulators in mediating long-range interactions essential for 

Polycomb repression [126] and their localization to transcription factories [140] suggest 

insulators underlie the dynamic interplay between epigenetic gene repression and gene 

induction associated with developmental gene regulation. These observations can be used 

to derive a comprehensive model of the role of insulators and chromatin structure in 

nuclear organization (Figure 3), with emphasis on the evolutionarily conserved role of 

insulators in yeast, Drosophila, and mammals; the molecular players involved in each; 

and their role in gene localization to Polycomb bodies and transcription factories. Despite 
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substantial progress, several important questions remain, including how chromosomal 

associations and underlying insulator activities are regulated. The discovery of tDNA 

insulator activity in mammals raises the question of whether the highly conserved tDNA 

and CTCF insulators functionally cooperate. Finally, studies have only begun to 

characterize the new roles for ncRNAs in gene regulation and nuclear organization. 

 

Interactions mediated by insulators, PcG proteins, and enhancer/promoter-bound factors 

result in the creation of a 3D arrangement of the DNA that must represent a fingerprint of 

the functional status of the nucleus. Therefore, a detailed understanding of all inter- and 

intrachromosomal interactions in the nucleus together with information on the nature and 

function of the interacting loci can lead to the establishment of structure-based functional 

maps of nuclear output that are a representation of cell identity. Some of these 

interactions may be a consequence of genome function, whereas others may be 

established during cell differentiation to elicit specific patterns of gene expression. As a 

consequence, the 3D architecture of the genetic material may carry epigenetic 

information in addition to that written into the 10-nm chromatin fiber. Understanding 

how this information is maintained during the cell cycle and how the 3D arrangement of 

chromosomes during interphase relates to their structure during mitosis remains a major 

challenge for the near future. 
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Figure 3. Comprehensive model for the highly conserved role of insulators in nuclear 

organization. Insulators in yeast (TFIIIC, orange), Drosophila [Su(Hw), dCTCF, BEAF, 

green; CP190, Mod(mdg4), yellow], and mammals (CTCF, brown; TFIIIC, orange) 

mediate long-range inter- and intrachromosomal interactions important for gene 

regulation and cluster into subnuclear foci called insulator bodies. Insulators underlie 

interactions necessary for Polycomb (Pc) body repression (blue) and localize with general 

transcription factors (TF, pink) to transcription factories. Insulators localize to subnuclear 

structures, including the nuclear lamina (red), where they are enriched at the borders of 

lamina-associated domains (LADs) and the nucleolus (gray). CTCF insulator activity in 
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mammals requires cohesin (purple), and TFIIIC insulator sites are associated with both 

cohesin and condensin (purple). Insulator activity in Drosophila relies on recruitment of 

fly-specific proteins CP190 and Mod(mdg4) 

_____________________________________________________________________ 
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Remaining questions concerning the role of insulators in chromosome organization 

 

The following chapters presented in this dissertation address two fundamental questions 

concerning the organization and function of insulator elements in genome biology. For 

one, a majority of sites bound by insulator proteins are not capable of classical insulator 

activities, such as enhancer-blocking, in transgenic reporter assays. Second, a majority of 

insulator binding sites localize within chromosome domains, rather than at the boundaries 

for which they are proposed to function as barriers. Thus, what differentiates boundary 

from non-boundary insulators, and sites capable versus incapable of enhancer-blocking, 

remained unresolved when I began my graduate research. By integrating genomic 

strategies aimed at mapping the binding profile of insulator proteins and the interactome 

of eukaryotic chromosomes, we discover a spectrum of insulator protein occupancy that 

scales with the heterogeneous partitioning of topological domains, the ability of these 

regulatory elements to function as insulators, and the role these factors play in 

chromosome organization and transcriptional regulation. In addition, I present evidence 

that insulator protein binding is dynamically regulated during steroid-hormone signaling, 

and that transforming-growth factor beta (TGF-β) effector proteins co-localize with 

insulator proteins in a dCTCF-dependent manner. These results introduce an important 

connection between insulator elements and extracellular signaling responses, suggesting 

the genomic response to signaling takes place at specific architectural protein binding 

sites. Finally, I present evidence from small RNA-seq analysis that tRNA levels are 

dynamically altered in response to signaling events in a manner that reflects changes in 

codon usage associated with the differentiation status of the cell.  

 

 



38 
 

 

 

 

CHAPTER 2: 

DROSOPHILA CTCF TANDEMLY ALIGNS WITH OTHER INSULATOR 

PROTEINS AT THE BORDERS OF H3K27ME3 DOMAINS 

 

Work presented in this chapter is published in:  
 

Van Bortle K, Ramos E, Takenaka N, Yang J, Wahi JE, Corces VG. Genome Res. 2012. 

Drosophila CTCF tandemly aligns with other insulator proteins at the borders of 

H3K27me3 domains. Nov;22(11):2176-87.  

 

My contributions include conceiving the project, performing the experiments, 

computational analysis of the data, interpretation of the results, and writing the paper. 
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ABSTRACT 

 

 

Several multi-protein DNA complexes capable of insulator activity have been identified 

in Drosophila melanogaster, yet only CTCF, a highly conserved zinc-finger protein, and 

the transcription factor TFIIIC have been shown to function in mammals. CTCF is 

involved in diverse nuclear activities, and recent studies suggest that the proteins with 

which it associates and the DNA sequences it targets may underlie these various roles. 

Here we show that the Drosophila homolog of CTCF (dCTCF) aligns in the genome with 

other Drosophila insulator proteins such as Suppressor of Hairy wing (SU(HW)) and 

Boundary Element Associated Factor (BEAF-32) at the borders of H3K27me3 domains, 

which are also enriched for associated insulator proteins and additional co-factors. 

Disruption of insulators genome-wide by knockdown of dCTCF and combinatorial 

knockdown of other Drosophila insulator proteins leads to a reduction of H3K27me3 

levels within repressed domains, suggesting chromatin insulators are important for the 

maintenance of appropriate repressive chromatin structure in Polycomb (Pc) domains. 

These results shed new insights into the roles of insulators in chromatin domain 

organization, and support recent models wherein insulators underlie interactions 

important for Pc-mediated repression. We reveal an important relationship between 

dCTCF and other Drosophila insulator proteins, and speculate that vertebrate CTCF may 

also cluster with other nuclear proteins to accomplish similar functions.  
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INTRODUCTION 

 

 

Insulators were first characterized as regulatory elements that play an important role in 

establishing proper gene expression in eukaryotic cells. Early studies demonstrated the 

ability of insulators to act as barriers, preventing the spread of heterochromatin and 

thereby demarcating chromatin boundaries, as well as enhancer-blockers, preventing 

enhancers from activating nearby genes in a direction-dependent manner [162, 163]. 

Insulators have since been shown to be multiprotein-DNA complexes that can mediate 

inter- and intra-chromosomal interactions important for facilitating proper gene 

expression at specific loci, and more recently in genome-wide chromatin organization 

[73]. Insulator activity in vertebrates requires the essential, highly conserved, CCCTC-

binding factor CTCF. Recent genome-wide studies have effectively mapped both the 

mammalian CTCF binding sites and the chromatin interactions they facilitate [61, 78]. 

However, how CTCF mediates these interactions and the proteins associated with 

functional insulator activity remains poorly understood.  

 

The CTCF insulator protein contains a highly conserved central domain encoding 11 zinc 

fingers, and is ubiquitously expressed [28]. Interestingly, CTCF has been implicated in 

numerous, unique nuclear functions in addition to the classical enhancer-blocking and 

barrier activities that define insulators. These include X-chromosome inactivation [164], 

nucleolar stability [165], V(D)J recombination [166], and global chromatin organization 

[61, 78]. The combinatorial use of its 11 zinc fingers in binding to discrete DNA target 

sequences, as well as the diverse, context-dependent protein-interaction networks of 

CTCF, have been proposed to underlie these numerous roles [29, 32, 33]. Meanwhile, 
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recent studies in both D. melanogaster and humans have demonstrated that CTCF 

appears to demarcate physical chromatin domains [65], including a subset of repressive 

H3K27me3 domains [60, 68]. The proteins with which CTCF associates and the purpose 

for which CTCF demarcates chromatin boundaries requires further exploration.  

 

In Drosophila, several insulator binding proteins have been identified and characterized, 

including the Drosophila homolog of CTCF (dCTCF), Boundary Element Associated 

Factor of 32 kDa (BEAF-32), and Suppressor of Hairy Wing (SU(HW)) [40]. These 

DNA-binding proteins require additional proteins for functional insulator activity, 

including Centrosomal Protein 190 (CP190) and Modifier of mdg4 (MOD(MDG4)) [43, 

44, 167]. We have recently identified the genome-wide binding sites of dCTCF, BEAF-

32, SU(HW), and CP190 with high resolution ChIP-seq, and demonstrated that 

recruitment of these proteins is regulated during the ecdysone response in D. 

melanogaster [77]. However, the functional relationship between these different insulator 

proteins remains poorly characterized.   

 

Here we present a comprehensive map of direct insulator-binding sites throughout the 

Drosophila genome, and show that as many as 40% of dCTCF sites align tightly with the 

Drosophila specific insulators SU(HW) and BEAF-32. dCTCF sites are enriched for 

three similar, but distinct, DNA motifs, potentially representing discrete binding modes 

throughout the Drosophila genome. Aligned insulators are enriched for additional co-

factors and commonly occur at the borders of H3K27me3 domains, where they are 

essential for maintaining appropriate chromatin structure. Surprisingly, we find that 
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disruption of insulators genome-wide by knockdown of insulator components does not 

significantly affect the expression of genes flanking H3K27me3 domains, nor does 

H3K27me3 spread beyond domain borders as one might expect based on classical barrier 

models for insulator function at chromatin boundaries. Instead, H3K27me3 is lost within 

domains, suggesting chromatin insulators serve an important role in the maintenance of 

silenced chromatin in Polycomb (Pc) domains. Our findings support recently proposed 

models, wherein chromatin insulators are involved in mediating long-range interactions 

important for Pc-mediated repression [142]. 
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RESULTS 

  

dCTCF sites align with Drosophila specific insulator proteins Su(Hw) and BEAF-32 

 

Two recent studies independently identified the genome wide binding sites of insulator 

proteins in Drosophila melanogaster by combining chromatin immunoprecipitation with 

microarray hybridization (ChIP-chip). Whereas one study demonstrated unique genome-

wide distributions and gene ontologies between dCTCF, SU(HW), and BEAF-32 [58], 

the other observed an enrichment of dCTCF and BEAF-32 as co-localizing, and therefore 

split insulators into two main classes: dCTCF/BEAF-32/CP190 (Class I), and SU(HW) 

(Class II) [45]. However, previous studies have shown that CP190 is an essential 

component of both the dCTCF and SU(HW) insulators [43, 167]. The functional 

implications of insulator classes and why dCTCF might co-localize with other insulator 

proteins requires further exploration. 

 

To better determine the genome wide binding sites of Drosophila insulators with greater 

accuracy and resolution, we recently re-mapped dCTCF, SU(HW), BEAF-32, and CP190 

sites by combining chromatin immunoprecipitation with high-throughput sequencing 

(ChIP-seq). Here we analyze peaks repeatedly called in three independent ChIP-seq 

experiments during the ecdysone response in Drosophila Kc cells, which are therefore 

most likely to represent real, stable insulator binding sites [77]. We then determined 

enriched consensus sequence motifs by MEME-ChIP [168]. Results confirm previously 

identified position weight matrices for each respective insulator protein [31, 45, 169] 

(Supplemental Fig. S1). Given the ability of distant insulator proteins to interact with 
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each other, it is possible that different insulator proteins bound to these sites may co-

precipitate during the ChIP procedure, thus appearing to co-localize when, in fact, they 

are located in different genomic locations. As a consequence, we speculate that genome-

wide binding profiles for each insulator protein likely contain many indirect binding sites. 

Therefore, we excluded sites that do not contain appropriate target sequences for each 

respective insulator protein (see Methods), thereby providing a stringent list of insulator 

sites that are highly likely to represent real, direct binding sites for each protein.  

 

Results from this analysis suggest that insulators indeed cluster together in the genome 

often as previously reported [45], and do so while binding their own discrete target 

sequence. As many as 40% of all dCTCF sites align with SU(HW) or BEAF-32, and as 

many as 5% of all dCTCF sites tightly align with both SU(HW) and BEAF-32 (Figure 4). 

Though previous studies broke insulators into two or three classes, we find that dCTCF 

aligns with SU(HW) (432 (49% of aligned sites)) and/or BEAF-32 (572 (64% of aligned 

sites)) at many sites. Given the number of SU(HW) binding sites throughout the genome 

(4,466 sites with SU(HW) consensus, Table 1), earlier correlation analyses of co-

localization were likely biased by thousands of independent SU(HW) sites. The high-

resolution obtained by ChIP-seq demonstrates that these insulators align tightly, within 

only 200-300 bp (Figure 4), and sequential ChIP for insulator proteins dCTCF, BEAF-32, 

and SU(HW) suggests these proteins co-localize at these sites in individual cells 

(Supplemental Fig. S2). In addition, by removing insulator sites lacking 
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________________________________________________________________________

Figure 4. dCTCF aligns with Drosophila DNA-binding insulator proteins Su(Hw) 

and BEAF-32. (A) Venn diagram depicting overlap of dCTCF binding sites with those 

of BEAF-32 and SU(HW). Overlap represented as number of sites (summits +/- 150 bp) 

in which dCTCF intersects BEAF-32 and/or SU(HW), wherein target sequences are 

present for each insulator protein, suggesting close alignment (within 150 bp). (B) 

Example ChIP-seq profile for dCTCF, BEAF-32, SU(HW), and CP190 on chromosome 

3L, in which case dCTCF aligns with both BEAF-32 and SU(HW), where each cognate 

target is present. (C) Number of sites in which dCTCF, BEAF-32, and SU(HW) contain 

appropriate target sequences. Percentages of sites in which dCTCF, BEAF-32, and 
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SU(HW) align closely with other DNA-binding insulator proteins. Most (90%) 

alignments include dCTCF, and as many as 40% of dCTCF sites align with either BEAF-

32 and/or SU(HW).   

________________________________________________________________________
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known target sequences, we demonstrate that each insulator protein binds to its own 

target sequence (notice DNA sequence, Figure 4), and that overlap is not a consequence 

of indirect binding. The alignment of dCTCF with both SU(HW) and BEAF-32 suggests 

the possibility of synergistic cooperation in insulator function.  

 

dCTCF sites are enriched for multiple DNA motifs  

 

In addition to its ability to interact with numerous nuclear proteins, the versatility of 

CTCF in genome biology may also be attributable to its wide range of potential target 

sequences. However, genome-wide analyses of CTCF binding sites have revealed a 

primarily enriched core target sequence that is strikingly similar between invertebrates 

and vertebrates despite millions of years of evolution [31] (Supplemental Fig. S1). This is 

not entirely surprising given that CTCF encodes 11 highly conserved zinc fingers that 

confer target specificity. However, early characterization of CTCF identified its ability to 

bind to a wide range of sequences dependent on its combinatorial use of zinc fingers [29, 

170], and recent work has identified similar regulatory elements bound by CTCF in the 

human genome [171]. These data suggest that CTCF may bind to unique DNA target 

sequences, not represented in the conserved target sequence.   

 

Motif analysis of dCTCF ChIP-seq data by MEME-ChIP [168] indeed identifies the 

primary consensus sequence of dCTCF as previously reported (Figure 5, Supplemental 

Fig. S1). However, results also indicate strong enrichments for a strikingly similar, but 

novel secondary consensus sequence (Figure 5), also independently obtained using 

Weeder 1.3 [172], suggesting the variability in target sequence specificity holds true for 
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Drosophila. There is also enrichment for an additional motif accounting for less than 

10% of dCTCF sites (Figure 5). Comparison of dCTCF read intensities at these three 

motifs suggests that the highly conserved core consensus (motif 1) recruits higher 

occupancy levels of dCTCF, whereas motifs 2 and 3 recruit lower but similar occupancy 

levels (Supplemental Fig. S3). This finding is similar to previous reports suggesting 

CTCF targets different occupancy-based motif classes in vertebrates [173], and suggests 

that these unique target sites may underlie distinct roles.  

 

Studies in CP190 mutants demonstrated a dependence of dCTCF on CP190 for binding 

to a subset of its DNA binding sites on polytene chromosomes [43, 174]. Earlier studies 

have shown that although CP190 physically associates with insulator proteins SU(HW) 

and MOD(MDG4)2.2 and is essential for functional insulator activity, it does not directly 

bind to insulator sequences present on the gypsy retrotransposon [167], and therefore 

likely relies on dCTCF and SU(HW) to associate with insulator sites. In support of this 

notion, recent biochemical studies demonstrated that CP190 function at dCTCF, SU(HW) 

and BEAF-32 sites requires its BTB/POZ (protein interaction) domains, whereas its zinc 

fingers were dispensable [175]. Interestingly, we find significant enrichments for CP190 

at dCTCF sites containing motifs 2 or 3 when compared to the primary conserved 

consensus (Figure 5B). Given the dependence of dCTCF on CP190 for binding to a 

subset of its sites, we speculate that interactions between dCTCF and CP190 facilitate its 

interaction with these low occupancy, and presumably lower affinity, target sequences. 

Furthermore, we find enrichments for the novel secondary sequence at sites where  
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________________________________________________________________________

Figure 5. dCTCF sites are enriched for three distinct DNA motifs, including a 

similar but novel secondary motif enriched for insulator protein CP190. (A) Position 

weight matrices for primary target sequence and secondary target sequences obtained by 

MEME-ChIP, and confirmed with Weeder 1.3. Number of sites provided represents sites 

in which dCTCF summits are within +/- 150 bp of the DNA motif. (B) Percentage of 

dCTCF sites in which CP190 is present when containing each DNA motif. 

________________________________________________________________________
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dCTCF aligns with BEAF-32, and where dCTCF aligns with both BEAF-32 and 

SU(HW) (Supplemental Fig. S4), suggesting these DNA target sequences exhibit distinct 

features with respect to insulator recruitment and alignment.  

 

dCTCF recruits unique MOD(MDG4) isoform(s) 

 

The recruitment of CP190 is of particular interest given its ability to form stable 

homodimers and homotetramers in vitro, supporting the notion that active insulators 

function through loop formation via interactions with other insulators. CP190 contains a 

unique BTB domain that excludes it from the ttk (tramtrack) group of BTB/POZ proteins, 

and inhibits it from interacting with ttk members [42]. However, SU(HW) was first 

characterized as recruiting an additional BTB/POZ protein, MOD(MDG4), also essential 

for insulator activity [44, 176]. MOD(MDG4) in fact, belongs to the ttk group of 

BTB/POZ containing proteins, and has been shown to form higher-order homo-oligomers 

[42]. Meanwhile, the observation that in diploid cell nuclei insulators form large 

structures called insulator bodies suggests many insulators associate together within the 

nucleus, and the presence of CP190 and MOD(MDG4) supports this possibility [43, 44].  

 

Whereas CP190 has been shown to associate with dCTCF, SU(HW), and BEAF-32 [58], 

currently only the SU(HW) insulator has been shown to recruit MOD(MDG4). Although 

the mod(mdg4) gene encodes for at least 26 alternatively spliced variants, each containing 

a common N-terminal region encoding the ttk-family BTB/POZ domain [177], SU(HW) 

insulator activity requires one specific isoform, MOD(MDG4)2.2 [176].Staining of 
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Drosophila polytene chromosomes reveals MOD(MDG4) specific bands, unaccounted 

for with MOD(MDG4)2.2 staining alone (Figure 6A), suggesting additional isoforms are 

recruited to DNA. Whether dCTCF and BEAF-32 recruit unique MOD(MDG4) isoforms 

is currently unknown. We therefore carried out ChIP-seq analyses in Drosophila Kc cells 

using two different antibodies that recognize either all MOD(MDG4) isoforms or 

MOD(MDG4)2.2.  

 

The binding profile for MOD(MDG4)2.2 is significantly accounted for at SU(HW) sites 

(Figure 6B).  Given that MOD(MDG4)2.2 is required for SU(HW) insulator activity, the 

MOD(MDG4)2.2 map may reveal a subset of active SU(HW) sites throughout the 

Drosophila genome. Here, we find that the ChIP-seq profile of MOD(MDG4), which 

includes significantly more binding sites than MOD(MDG4)2.2 alone (Figure 6B), 

reveals unique peaks at discrete dCTCF and BEAF-32 sites, suggesting additional 

isoforms of MOD(MDG4) recruited by dCTCF and BEAF-32 must exist (Figure 6C).  

Whereas average read intensities for MOD(MDG4)2.2 are strongest at SU(HW) sites, 

dCTCF and BEAF-32 sites show an opposite trend, with stronger read intensities for 

MOD(MDG4) (Supplemental Fig. S5). Finally, as many as 64% of dCTCF sites and 38% 

of BEAF-32 sites co-localize with an isoform of MOD(MDG4). These data suggest that 

dCTCF and BEAF-32 indeed recruit unique isoforms of Mod(md4), and that all three 

Drosophila insulators function similarly through the recruitment of BTB domain-

containing proteins CP190 and MOD(MDG4). 
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Aligned dCTCF sites are enriched for CP190, MOD(MDG4) isoforms, and 

additional co-factors  

 

The tight alignment of dCTCF with BEAF-32 and SU(HW), combined with their 

common insulator function, suggests that insulators synergize, perhaps to create a more 

active insulator complex. Given that CP190 and MOD(MDG4) form homo-oligomers, it 

is also intuitive to imagine closely aligned insulators cooperatively recruiting CP190 and 

MOD(MDG4), increasing the likelihood that each member of the insulator cluster is 

functionally active. In support of this hypothesis, we find enrichment for aligned dCTCF 

sites containing CP190 and MOD(MDG4) when compared to independent dCTCF 

insulators (Figure 6D-F). This suggests that by associating with BEAF-32 and/or 

SU(HW), dCTCF might ensure that it will become a functionally active insulator 

complex by recruiting essential co-factors. 

 

Many additional proteins have been functionally associated with insulators in D. 

melanogaster, suggesting these insulator clusters may represent hubs for recruiting other 

co-factors. For example, Lethal (3) malignant brain tumor (L(3)MBT) has been recently 

shown to co-localize with the Drosophila chromatin insulators dCTCF, BEAF-32, 

SU(HW), and CP190 [105], and other studies found direct interactions between 

L(3)MBT and the SU(HW) insulator protein [178]. L(3)MBT imparts transcriptional 

regulation of the Salvador-Warts-Hippo (SWH) pathway, likely repressing SWH target 

genes important for cell proliferation and organ size control. Whereas recently published 

L(3)MBT sites [105] are enriched primarily at independent dCTCF sites over the BEAF-

32 and SU(HW) insulators, we find enrichment of L(3)MBT sites, identified 
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Figure 6. dCTCF and BEAF-32 recruit isoform(s) of Mod(mdg4) different from 

Mod(mdg4)2.2. Aligned dCTCF sites are enriched for Mod(mdg4) and additional co-

factors (A) Immunofluorescence microscopy of Mod(mdg4) (green) and Mod(mdg4)2.2 

(red) on Drosophila polytene chromosomes. Mod(mdg4) staining includes many discrete 

bands not accounted for by Mod(mdg4)2.2 specific antibodies, depicted with white 

arrows. (B) Genome wide overlap of dCTCF, BEAF-32, and Su(Hw) with Mod(mdg4) 

and Mod(mdg4)2.2. Many dCTCF (45%) and BEAF-32 (34%) sites overlap Mod(mdg4) 

isoform(s) not represented by Mod(mdg4)2.2. Meanwhile, many Su(Hw) (37%) sites 
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overlap Mod(mdg4) 2.2 sites, as expected. (C) ChIP-seq profile for Mod(mdg4)  and 

Mod(mdg4) 2.2 reveals many unique peaks specifically in the Mod(mdg4)  profile, 

accounted for at BEAF-32 and dCTCF sites. (D-F) Heatmap representation of 

percentages of dCTCF sites in which CP190, Mod(mdg4), Mod(mdg4) 2.2, BEAF-32, 

Su(Hw), L(3)MBT, and/or Chromator co-occur at independent dCTCF sites, aligned 

dCTCF sites, and sites where dCTCF aligns with both BEAF-32 and Su(Hw).  

_______________________________________________________________________
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independently by ChIP-seq in Drosophila Kc cells, at aligned dCTCF sites when 

compared to independent dCTCF sites (Figure 6D-F). In addition to SU(HW), L(3)MBT 

interacts with a chromodomain protein, Chromator, that has also recently been shown to 

co-localize and cooperate with the BEAF-32 insulator [179, 180]. Indeed, using publicly 

available ChIP-chip data for Chromator in Drosophila Kc cells [25], aligned dCTCF sites 

also show an apparent enrichment for Chromator (Figure 6D-F). Interestingly, Chromator 

and zinc finger protein Z4 are important for maintaining polytene chromosome structure 

[181], suggesting a functional relationship between insulators and Chromator in 

chromatin domain organization.  

 

Together, these data suggest dCTCF may team up with Drosophila specific insulator 

proteins in order to more efficiently recruit co-factors essential for insulator activity. 

These insulator sites are enriched for additional insulator-related proteins L(3)MBT and 

Chromator, suggesting these sites are different from independent insulator sites, and 

appear to represent large complexes of proteins associated with insulator activity.  

 

Aligned dCTCF sites commonly flank the borders of H3K27me3 domains  

 

The correlation of dCTCF with SU(HW) and BEAF-32 is striking, but why dCTCF 

function requires clustering with other insulator proteins requires further exploration. 

Recent interrogation of chromosome architecture in D. melanogaster revealed recurrent 

combinations of insulators and active histone marks at the borders of physical domains, 

including enrichments for Chromator [65]. Comparison with physical domains analyzed 

by Sexton et al reveals enrichment for aligned dCTCF sites within 5 Kb of domain 
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borders, suggesting these tandemly aligned insulators are involved in demarcating 

chromatin domains (Figure 7A-B). Recent studies in both Drosophila and humans have 

also demonstrated an enrichment of CTCF and other insulators at the borders of 

H3K27me3 domains [45, 60, 68].  

 

In order to determine whether aligned dCTCF insulator sites occur at H3K27me3 domain 

borders in Drosophila Kc cells, we independently mapped repressive chromatin domains 

by ChIP-seq against H3K27me3. We find an enrichment of insulator proteins 

immediately outside of H3K27me3 domain borders, and significant enrichment of 

aligned dCTCF sites within 5 kb of H3K27me3 domains (Figure 7C-D). Interestingly, 

read intensities for each insulator protein flanking domain borders (Figure 7D) suggest a 

periodicity of insulator presence beginning with dCTCF, consistent with the observation 

that insulators tandemly align. There is no significant enrichment for dCTCF aligned with 

BEAF-32 vs. dCTCF aligned with SU(HW) at domain borders (Supplemental Fig. S6), 

suggesting dCTCF aligns with either BEAF-32 and/or SU(HW) at the borders of 

repressed chromatin domains. However, the functional significance of insulators at 

chromatin domain borders and dCTCF alignment remains poorly characterized 

 

Insulator knockdown results in H3K27me3 loss within repressed domains  

 

Previous analyses of H3K27me3 levels immediately flanking domain borders in dCTCF 

and CP190 mutants suggest these sites functionally maintain chromatin architecture at 

these domains by preventing the spread of heterochromatin [68]. Given recent data that 

CTCF associates with various nuclear proteins in a context dependent fashion, it is 



57 
 

________________________________________________________________________ 

Figure 7. Aligned dCTCF sites are enriched at the borders of H3K27me3 and 

physical domains. (A) Percentage of independent and aligned dCTCF sites within 5 Kb 

from recently mapped physical domain boundaries [65]. (B) Average read intensity for 

insulator proteins at physical domain boundaries, +/- 10 Kb. Comparison of insulator 

profiles normalized by total read numbers. (C) Percentage of independent and aligned 

dCTCF sites within 5 kb from H3K27me3 domain borders.  (D) Average read intensity 
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for H3K27me3 and insulator proteins at H3K27me3 domain borders, +/- 2 kb. 

Comparison of insulator profiles normalized by total read numbers. 

_______________________________________________________________________
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conceivable that dCTCF aligns with other insulators to form a robust barrier at the 

borders of repressive domains to effectively prevent the spread of heterochromatin. 

Therefore, we next sought to determine whether insulators are important for maintaining 

appropriate chromatin architecture and gene expression at these H3K27me3 domains by 

combinatorial knockdown of insulator proteins in Drosophila Kc cells (Supplemental 

Fig. S7).  

 

Surprisingly, we find no evidence for downregulation of domain-flanking genes 

compared to genome wide averages when insulators are disrupted genome-wide (Figure 

8A), as one might expect if heterochromatin spreads beyond domain boundaries. We 

therefore carried out ChIP-seq for H3K27me3 in Drosophila Kc cells in which insulator 

protein dCTCF was knockdown. Results revealed decreased levels of H3K27me3 

immediately within domain borders as well as throughout H3K27me3 domains, but not 

an increase outside of domain boundaries (Figure 8B). H3K27me3 levels were 

specifically reduced in Polycomb (Pc) domains containing dCTCF, indicating loss of 

H3K27me3 is a direct effect of dCTCF knockdown rather than general a consequence of 

disrupted chromatin architecture (Supplemental Fig. S8). ChIP-PCR against H3K27me3 

levels at several loci confirms significant loss of H3K27me3 in dCTCF knockdown, as 

well as under various combinations of insulator knockdown, including MOD(MDG4), 

suggesting the recruitment of MOD(MDG4) to dCTCF sites and enrichment at aligned 

insulators is functionally significant (Figure 9). Importantly, expression of the Enhancer 

of zeste (E(z)) gene, the Pc methyltransferase responsible for H3K27me3, is unaffected 

by any combination of insulator knockdown, and nuclear levels of H3K27me3 remain 
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________________________________________________________________________ 

Figure 8. RNAi depletion of insulator proteins causes reduction in H3K27me3 levels 

within domains but has no effect on H3K27me3 domain flanking genes. (A) 

Percentage of genes downregulated (>2 fold) in Drosophila Kc cells after knockdown of 

insulator protein expression. Comparison of genes flanking H3K27me3 domains with 
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genome-wide averages. (B) Average read intensity for H3K27me3 in Drosophila Kc cells 

surrounding H3K27me3 domain borders and domain centers, +/- 10 Kb. H3K27me3 

levels were determined by ChIP-seq before and after RNAi depletion of insulator protein 

dCTCF. For appropriate comparison, ChIP-seq data for H3K27me3 was rank normalized 

as previously described [182], and represented as average read intensity. 

______________________________________________________________________
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unchanged (Supplemental Fig. S7), indicating this is not an indirect consequence of 

disruption in methyltransferase activity.  The reduction in H3K27me3 levels suggests 

insulators actively play a role important for the maintenance of H3K27me3 levels within 

Pc domains. Despite reduced H3K27me3 levels, gene expression is relatively unaffected 

for genes within these domains when insulators are knockdown (Supplemental Fig. S8), 

meaning the mechanisms underlying gene repression in Pc domains have not been 

entirely compromised, or that additional steps are necessary for the activation of Pc 

domain containing genes.  

 

The even-skipped gene provides a model for dCTCF alignment at H3K27me3 

domain borders 

 

In mammals, broad domains of repressive H3K27me3 characterized by Polycomb have 

been shown to silence clusters of developmentally important genes [111, 183]. Recent 

findings have demonstrated similar repression of developmental genes in stable, cell-

stage independent H3K27me3 domains in D. melanogaster [184]. Genes within 

H3K27me3 domains are highly enriched for developmental genes in Kc cells, including 

the even-skipped (eve) gene (Supplemental Table S1), consistent with previous results. 

The eve gene thus provides an excellent model to analyze the role of tandemly aligned 

dCTCF sites and chromatin organization.  

eve is an early pair-rule gene encoding a homeodomain-containing transcription factor 

involved in segmentation [185]. Expression of eve peaks within the first 6 hr of 

embryogenesis, and is essentially non-expressed in late embryonic/adult Drosophila 

tissues [186], including late embryonic Drosophila Kc cells [25]. eve is one of several 



63 
 

hundred genes targeted by Polycomb (Pc), and recent data suggest that Pleiohomeotic, a 

Pc DNA-binding protein, negatively regulates eve during embryogenesis [114, 187]. 

Analysis of the eve locus in Drosophila Kc cells reveals H3K27me3 mediated repression 

in the form of a 15 kb H3K27me3 domain (Supplemental Fig. S9). The domain is flanked 

immediately downstream by dCTCF aligned with both BEAF-32 and SU(HW), and 

immediately upstream by a dCTCF site aligned with two SU(HW) elements. In both 

cases, dCTCF binding sites are marked by the secondary target sequence identified by 

MEME-ChIP and weeder1.3 [168, 172]. These aligned dCTCF sites overlap with ChIP-

seq profiles for CP190, MOD(MDG4), L(3)MBT, and Chromator, consistent with 

genome-wide enrichments for insulator-associated proteins. Disruption of insulator 

proteins has no effect on the expression of domain flanking genes CG12134 and TER94 

(Supplemental Table S2), nor does it significantly affect the expression of eve. However, 

knockdown of dCTCF results in H3K27me3 depletion within the repressed eve domain 

(Supplemental Fig. S9), and knockdown of additional insulator proteins, including 

MOD(MDG4), produces similar results (Figure 9A,D). Despite loss of insulators and 

H3K27me3 depletion, eve appears to remain repressed, suggesting insulator proteins 

contribute to appropriate chromatin domain structure but are not essential for 

maintenance of gene silencing in these domains. Importantly, this model for insulator 

alignment at H3K27me3 domain borders is consistent throughout the genome, including 

early stage developmental gene eyes absent (eya) and hybrid sterility gene Odysseus-site 

homeobox (OdsH) (Figure 9B-C, E-F).  
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________________________________________________________________________ 

Figure 9. Insulator proteins, including MOD(MDG4), are necessary for the 

maintenance of H3K27me3 levels at several loci. (A-C) ChIP-seq profiles for insulator 

proteins and H3K27me3 levels before and after RNAi depletion of dCTCF at the even 

skipped, eyes absent, and Odysseus-site homeobox gene loci respectively. (D-F) ChIP-

PCR levels determined by qRT-PCR against H3K27me3 ChIP before and after RNAi 

depletion of several insulator proteins. Control sample is represented as S.E.M from three 

independent biological replicates. 

_______________________________________________________________________
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DISCUSSION 

 

Improvements in genomic strategies for mapping genome-wide interactions have allowed 

recent studies to probe basic genome folding principles as well as insulator-mediated 

chromatin interactions [20, 23, 65, 78]. Results consistently support current models 

proposing roles for insulator proteins in genome-wide organization [73], and challenge 

the basic barrier and enhancer-blocking activities that classically defined these proteins. 

Instead, the ability of insulators to block the spread of heterochromatin and impede 

enhancer-promoter interactions may simply be consequences of a more paramount role in 

chromosome organization. New findings in Drosophila also suggest that insulators are 

required to mediate long-range interactions important for Polycomb (Pc) repression [126, 

129], and the recent identification of CTCF in transcription factories [140] suggests that 

insulators may direct the localization of specific genomic loci to discrete nuclear 

subcompartments for gene regulation [142].  

 

Nevertheless, our finding that heterochromatin does not spread into flanking chromatin 

domains in response to insulator knockdown is surprising based on numerous examples 

of insulator mediated barrier function. Though individual insulator elements may indeed 

serve to prevent the spread of silencing chromatin, our disruption of total insulator 

protein levels instead significantly affected the levels of H3K27me3 within rather than 

outside of repressive chromatin domains. Insulator knockdown had no effect on the 

expression of E(z) or total H3K27me3 levels (Supplemental Fig. S7). Therefore, the loss 

of H3K27me3 within Pc domains genome-wide suggests insulators play a critical role 
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necessary for the maintenance of appropriate chromatin architecture at these specific loci. 

Given the requirement for insulators in long-range Pc interactions [126, 129], we 

speculate that long-range interactions mediated by dCTCF and Drosophila insulator 

proteins are ultimately disrupted by insulator knockdown, and that H3K27me3 depletion 

likely reflects a defect in Pc mediated compaction and maintenance of H3K27me3 at 

developmental loci. Interestingly, however, expression of genes within repressive 

H3K27me3 domains was not significantly affected (Supplemental Fig. S8), suggesting Pc 

mediated gene silencing was not abrogated, or that additional steps are required to 

activate these developmental genes. Future studies investigating the role of insulators in 

Pc-mediated repression, and the effects of insulator knockdown in nuclear organization 

will provide valuable insight into the relationship between insulator proteins and 

chromatin architecture.  

 

The diverse activities of CTCF in gene expression and chromatin organization require 

exploration of the proteins with which it functions and the target sequences associated 

with specific functions. By combining the resolution conferred by high throughput 

sequencing (ChIP-seq), with mapping of core target sequences, we provide a stringent but 

exhaustive map of direct binding sites for Drosophila insulators, and extend our previous 

analyses of dCTCF, SU(HW), BEAF-32, and CP190 to include the insulator protein 

MOD(MDG4). We show that dCTCF aligns with both the SU(HW) and BEAF-32 

insulators, where dCTCF becomes enriched for additional insulator and insulator-

associated proteins. The presence of aligned dCTCF sites at the borders of H3K27me3 

domains provides an excellent system to query the importance of insulator proteins at the 
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boundaries of discrete chromatin domains. Recently identified correlations for insulator 

proteins at the boundaries of physical domains mapped in Drosophila melanogaster [65] 

provides evidence for why only a subset of aligned dCTCF localize to H3K27me3 

domain borders (Figure 7), and clearly demonstrate that insulators are also involved in 

the organization of other, distinct chromatin domains. Whereas Pc-repressed domains are 

relatively easily identifiable in the form of H3K27me3 signatures, future characterization 

of discrete physical domains and domain boundaries will require genome-wide 

interrogation of chromosome interactions in individual cell-types of interest. Nearly 40% 

of aligned dCTCF sites (~355) localize to physical domain boundaries mapped in late 

embryos (Figure 7) [65], suggesting physical domains and insulator localization may be 

conserved at many loci across cell-types.  

 

Interestingly, dCTCF appears to target three different target sequences in D. 

melanogaster, including the highly conserved core motif for which dCTCF has been 

described as binding in both Drosophila and mammals [31]. The secondary motif appears 

highly similar to the conserved core consensus (AGGNGGC) with an insertion between 

the first pair of guanines (AGTGTGGC), and average dCTCF levels suggest this 

represents a low occupancy and potentially lower affinity binding site. These novel 

dCTCF sites are highly enriched for insulator protein CP190 when compared to its 

primary target sequence. This finding, combined with previous data indicating CP190 is 

essential for dCTCF binding to a subset of its binding-sites, suggests that CP190 might 

facilitate dCTCF binding to these secondary sites. The absence of CP190 in vertebrates 

may explain why these sequences have not been identified as mammalian target 
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sequences, raising the possibility that these binding sites are a Drosophila specific 

phenomenon.  

 

Analysis of dCTCF insulator alignment at the eve locus and genome-wide uncovers a 

tight association with BEAF-32 and SU(HW), which may provide dCTCF with numerous 

advantages for effectively establishing a functional insulator. First, alignment of multiple 

insulator DNA elements may increase the likelihood of sequence accessibility at 

important loci, as insulator binding sites have been characterized by reduced nucleosome 

density [45]. For example, an insulator-binding protein may access its cognate sequence, 

thereby creating an accessible landscape for other, potentially different insulator proteins 

to bind their respective targets. Second, by aligning in close proximity, recruitment of 

essential insulator proteins (i.e. CP190 and MOD(MDG4)) by one insulator-binding 

protein may facilitate recruitment by others, given that CP190 and MOD(MDG4) may be 

recruited as multimers. Third, given that dCTCF binds secondary sites that potentially 

require CP190, recruitment of CP190 by a neighboring insulator (i.e. SU(HW) or BEAF-

32) may preclude dCTCF binding, thereby providing a regulatory step in dCTCF 

recruitment to DNA. Finally, by aligning with SU(HW) and BEAF-32, dCTCF 

establishes a unique identity compared to independent dCTCF sites, where it becomes 

enriched for additional cofactors, including L(3)MBT and Chromator (Figure 10).   

 

Though our data shed new and valuable insight into what appears to be cooperative 

insulator function in Drosophila melanogaster, many questions remain. Given current 

models that insulators function via intra- and inter-chromosomal interactions, it is 
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plausible that aligned dCTCF sites and their enrichment for CP190 and MOD(MDG4) 

allow for stable chromosomal interactions. Current locus- and genome-wide interaction 

assays may effectively answer this question in the near future. Though BEAF-32 has 

been defined as lineage specific [188], and SU(HW) appears to lack a counterpart in 

mammals, our results suggest that mammalian CTCF may align with other, unique DNA-

binding proteins important for appropriate insulator function at the boundaries of Pc 

domains.  
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________________________________________________________________________ 

Figure 10. Diagram comparing independent dCTCF sites and dCTCF sites aligned 

with BEAF-32 and SU(HW). dCTCF, BEAF-32, and SU(HW) function similarly 

through the recruitment of CP190 and MOD(MDG4). Aligned dCTCF sites are enriched 

for the secondary DNA sequence and CP190. Ultimately, alignment may allow for 

cooperative recruitment of CP190 and MOD(MDG4), ensuring dCTCF establishes a 

functional insulator complex at domain borders. Recruitment of additional proteins, such 

as L(3)MBT and Chromator, may also contribute to insulator activities at these loci. 

_______________________________________________________________________
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EXPERIMENTAL PROCEDURES 

 

ChIP-seq  

 

Chromatin immunoprecipitation was performed as previously described [58]. For Re-

ChIP assays, chromatin was eluted in 1% SDS, 0.1 M NaHCO3, diluted 10-fold in IP 

dilution buffer (0.01% SDS, 1.1% Triton X-100, 1.2 mM EDTA, 16.7 mM Tris-HCl, 167 

mM NaCl) and ChIP repeated using antibodies against BEAF-32 or SU(HW). ChIP of 

MOD(MDG4) was carried out with antibodies against the mod2.2 isoform (α-Rabbit; gift 

from Elissa Lei) and against the region shared by all isoforms as previously described 

(Bushey et al., 2009). ChIP for L(3)MBT in Drosophila Kc cells was carried out using a 

previously described antibody (α-Guinea-pig; gift from Jurgen Knoblich) [105], and ChIP 

against H3K27me3 was performed using a commercially available polyclonal antibody 

(Millipore Cat# 07-449). To generate sequencing libraries, ChIP DNA was prepared for 

adaptor ligation by end repair (End-It DNA End Repair Kit, Epicenter Cat# ER0720) and 

addition of “A” base to 3′ ends (Klenow 3′-5′ exo–, NEB Cat# M0212S). Illumina 

adaptors (Illumina Cat# PE-102-1001) were titrated according to prepared DNA ChIP 

sample concentration and ligated with T4 ligase (NEB Cat# M0202S). Ligated ChIP 

samples were PCR-amplified using Illumina primers and Phusion DNA polymerase 

(NEB Cat# F-530L) and size selected for 200–300 bp by gel extraction. ChIP libraries 

were sequenced at the HudsonAlpha Institute for Biotechnology, using an Illumina HiSeq 

2000. Sequences were mapped to the dm3 genome with Bowtie 0.12.3 [189] using 

default settings. Peaks were then called with MACS 1.4.0alpha2 [190] using equal 

numbers of unique reads for input and ChIP samples and a p value cutoff of 1 × 10
−10

. 
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ChIP-seq and bioinformatics analyses 

 

Previously published ChIP-seq data are available from GEO accession GSE30740 (Wood 

et al., 2011). DNA sequence motifs present in binding sites for dCTCF, BEAF-32, and 

SU(HW) were identified using commonly called peaks from three independent biological 

samples (and thus represent insulator binding sites of highest confidence), Drosophila Kc 

cells treated with ecdysone at 0 hr, 3 hr and 48 hr [77]. Primary motifs were identified by 

MEME-ChIP using default settings (Machanick and Bailey 2011). dCTCF motif 2 was 

identified in both MEME-ChIP and Weeder 1.3 [172], and motif 3 in MEME-ChIP by 

excluding peaks containing the primary conserved motif. Insulator peaks were then 

trimmed to include only those containing core consensus sequences for each protein 

using ambiguity codes specified by MEME-ChIP. For dCTCF this included both the 

motifs described (AG[GA][TG]GGCGC (allowing for one mutation), 

[AG]GTGT[GT][GA]CC (allowing for one mutation), and 

GGT[TG][TGC][GA][TA][GA][TA]C[TC][TC][CGT]GCTA (allowing for one 

mutation). For BEAF-32, this included the previously identified motif 

[ATG][TGC]CGATA with no mutations allowed and, for SU(HW), the motif 

GC[AC]TA[CT]TTT allowing for one mutation. Direct insulator binding sites were thus 

finally called as summits identified by MACS in three independent biological samples +/- 

150bp that contain the described consensus sequence specific for each insulator protein. 

Overlap between insulators and associated proteins were identified using publicly 

available tools on Galaxy (Goecks et al., 2010; Blankenburg et al., 2010; Giardine et al., 

2005).  
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H3K27me3 domains were called using H3K27me3 ChIP-seq data obtained here in 

Drosophila Kc cells, with comparison to publicly available H3K27me3 ChIP-seq data in 

late embryos and the added requirement for Polycomb occupancy/signal in Drosophila 

Kc cells [25]. Domain borders were called as 0
th

 nucleotide of peaks called, and 

organized by K-means clustering by Cluster 3.0 (de Hoon et al., 2004). Genes within 

H3K27me3 domains were called as intersecting (>300 bp) H3K27me3 domains using 

publicly available tools on Galaxy [191-193]. Comparisons between histone H3K27me3 

before and after dCTCF knockdown were performed after rank order normalization, as 

recently described [182]. Briefly, these ChIP-seq datasets are rank-ordered in 10bp bins 

across the Drosophila genome, from highest to lowest read intensity. Averages between 

the two datasets are then assigned to each bin – from highest to lowest read values.  

 

Enrichments for insulator-associated proteins at aligned dCTCF clusters were calculated 

as percentage of co-occurrence between dCTCF and BEAF-32, SU(HW), CP190, 

MOD(MDG4), MOD(MDG4)2.2, L(3)MBT, and Chromator at independent dCTCF 

sites, aligned dCTCF sites, and sites hosting dCTCF + BEAF-32 + SU(HW). Results 

were hierarchically clustered using cluster 3.0 [194] and visualized by Java Treeview 

[195].  

 

Immunofluorescence microscopy 

 

Immunofluorescence microscopy of polytene chromosomes was done as previously 

described [196]. Cells were stained with primary antibodies in antibody dilution buffer (1 
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× PBS, 0.1% Tween20, 1% BSA) overnight at 4°C (1:100 rabbit α-MOD(MDG4)2.2 ) 

(gift from Elissa Lei), 1:100 rat α-MOD(MDG4) (Pai et al., 2004).  

 

Real-time PCR analysis 

 

Real-time PCR analyses for H3K27me3 levels in insulator knockdown experiments and 

Re-ChIP were performed with independent ChIP samples. Fermentas Life Sciences 

Maxima qPCR SYBR Green ROX Mix (#K0222) was used and percent input was 

calculated with a three-point standard curve from the input sample. ChIP DNA and input 

DNA concentrations were calculated using a Qubit 2.0 fluorometer HS assay (Invitrogen 

Q32851). ChIP DNA concentrations were consistently lower in insulator knockdown 

conditions, and thus normalized by equal ChIP/input DNA ratios before qRT-PCR. 

Primers used for both analyses are provided in Supplemental Table S3. 

 

Gene Expression Analyses 

 

RNAi knockdown in Drosophila Kc cells culture was conducted as per the Drosophila 

RNAi Screening Center (DRSC) protocol [197] with the exception that dsRNA was 

added every day for 3 days and the cells were then collected on the 4
th

 day. Also, multiple 

amplicons targeting each gene for knockdown were used with the exception of BEAF-32, 

which only used one. RNA was then isolated from the Kc cells using the Qiagen RNeasy 

kit (catalog #74104) with on-column DNA digestion (catalog #79254) following 

manufacture’s protocols. cDNA synthesis was then performed using the Applied 

Biosystems High Capacity cDNA Reverse Transcription Kit (catalog #4368814). cDNA 

was hybridized to a NimbleGen D. melanogaster Gene Expression 12X135K Array at the 
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Florida State University –NimbleGen Microarray Facility. Expression analysis of 

variance was performed using Partek
® 

software, version 6.5. A list of primers used for 

amplicon formation are provided in Supplemental Table S4. 

 

Data Access 

 

Gene expression and ChIP-seq data has been made publicly available under GEO 

accession numbers GSE36944 (L(3)MBT and MOD(MDG4)2.2/MOD(MDG4) in 

Drosophila Kc cells), GSE37444 (H3K27me3 in Drosophila Kc cells – control and 

dCTCF knockdown) and GSE36393 (Gene expression in Drosophila Kc cells before and 

after insulator knockdown)  
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ABSTRACT 

Chromosome conformation capture studies suggest that eukaryotic genomes are 

organized into structures called topologically associating domains. The borders of these 

domains are highly enriched for architectural proteins with characterized roles in 

insulator function. However, a majority of architectural protein binding sites localize 

within topological domains, suggesting sites associated with domain borders represent a 

functionally different subclass of these regulatory elements. How topologically 

associating domains are established and what differentiates border-associated from non-

border architectural protein binding sites remain unanswered questions. By mapping the 

genome-wide target sites for several Drosophila architectural proteins, including 

previously uncharacterized profiles for TFIIIC and SMC-containing condensin 

complexes, we uncover an extensive pattern of colocalization in which architectural 

proteins establish dense clusters at the borders of topological domains. Reporter-based 

enhancer-blocking insulator activity as well as endogenous domain border strength scale 

with the occupancy level of architectural protein binding sites, suggesting co-binding by 

architectural proteins underlies the functional potential of these loci. Analyses in mouse 

and human stem cells suggest that clustering of architectural proteins is a general feature 

of genome organization, and conserved architectural protein binding sites may underlie 

the tissue-invariant nature of topologically associating domains observed in mammals. 
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INTRODUCTION 

 

The recent development of high-throughput chromosome conformation capture (3C)-

based molecular techniques have propelled our understanding of three-dimensional 

chromosome organization to new heights. In particular, the organization of eukaryotic 

genomes into discrete physical domains can now be defined by surveying genome-wide 

pairwise interaction frequencies. A series of such analyses in Drosophila, mice, and 

humans have shed insights into the hierarchical organization of interphase chromosomes 

on different length scales, and raise additional questions into the mechanisms governing 

three-dimensional genome organization [65-67, 198-203]. During interphase, genomes 

are partitioned into sub-Megabase (Mb) length Topologically Associating Domains 

(TADs), which are further organized into multi-Mb sized structures called compartments, 

whose distribution often reflects cell-type specific expression patterns [204]. In contrast, 

TAD structure is generally consistent between diverse cell types [66], suggesting the sub-

Mb scale arrangement of chromosomes may represent a conserved, bottom-up pattern of 

chromatin organization and genome function. Thus, understanding how TADs are 

established and maintained between cell-types remains an important question.    

 

Integration of long-range interaction frequencies and domain organization with genomic 

annotations along the linear genome has revealed a strong relationship between TAD 

borders and proteins associated with insulator function. For example, CTCF (CCCTC-

binding factor) as well as tRNA genes, recently shown by transgene protection assays to 

possess classical insulator activity in humans [26, 27], are significantly enriched in 
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regions separating topological domains [66]. Nevertheless, 85% of CTCF binding sites 

localize within rather than at the borders of TADs, suggesting a majority of CTCF sites 

are unrelated to the formation of borders that separate TADs. Meanwhile, multiple 

studies suggest that many insulator elements are not capable of enhancer-blocking or 

chromatin barrier activity at all [46, 64, 205], and may instead be reserved for other 

activities such as gene repression, activation, or enhancer-promoter interactions [206-

208]. The seemingly contradictory activities of insulators and the dichotomy of border-

associated versus non-border target sites suggest that the very use of the name “insulator” 

is, in most cases, erroneous. To avoid further sustaining this confusion, we here on out 

refer to proteins associated with insulator function as architectural proteins, and refer to 

insulators only in the context of elements capable of enhancer-blocking activity.  

 

To date, several architectural proteins have been identified in D. melanogaster, including 

the Drosophila homolog of CTCF (dCTCF), Suppressor of Hairy-wing (Su(Hw)), GAGA 

factor (GAF), and the scs and scs’ boundary proteins Boundary Element Associated 

Factor of 32 kDa (BEAF-32) and Zeste White 5 (Zw5) [209]. Phylogenetic analyses in 

Drosophila suggest however that all but dCTCF and Su(Hw) were successively gained 

during arthropod evolution [210], and that additional and perhaps unexplored 

architectural proteins may supplement the highly conserved CTCF protein in vertebrates. 

Supporting evidence for this possibility comes from recent genome-wide mapping studies 

of the multisubunit Pol III transcription factor TFIIIC, which is essential for the inherent 

insulator activity of tRNA genes in yeast [49]. In mammals, TFIIIC often binds to Pol III-

independent regions, called extra TFIIIC (ETC) loci, in close proximity to CTCF [55, 
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56]. TFIIIC binding sites also associate with the cohesin complex in mammals [55], and 

can also underlie condensin loading onto chromosomes in S. cerevisiae [57], strongly 

suggestive of a role in chromatin organization. Understanding the function of TFIIIC and 

its relationship to other architectural proteins may therefore shed light on the mechanisms 

by which these proteins contribute to the three-dimensional organization of the genome in 

the nucleus.  

 

Here we present the first genome-wide characterization of TFIIIC in D. melanogaster and 

find that this protein localizes to sites combinatorially bound by several Drosophila 

architectural proteins. These high occupancy APBSs localize to the borders of TADs, are 

enriched for both the cohesin and condensin complexes, and represent highly accessible 

regions of chromatin that are stable throughout Drosophila development, consistent with 

the tissue-invariant nature of TADs observed in mammals. The relative occupancy of 

architectural proteins at APBSs scales with the strength of TAD borders, as well as the 

capacity of these elements to function as enhancer-blocking insulators in transgenic 

reporter assays, suggesting the composition of these regulatory elements underlies a 

spectrum of regulatory potential. Finally, we uncover a similar relationship between 

TFIIIC, CTCF, cohesin, condensin and TADs in mice and humans, suggesting a 

conserved role for clustered architectural proteins in sub-Mb scale chromatin domain 

organization.  
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RESULTS 

Characterization and genome-wide mapping of TFIIIC in D. melanogaster 

TFIIIC targets sequence-specific gene-internal A box and B box promoter elements 

present in a subset of Pol III-transcribed genes [211], where it then recruits the 

transcription factor complex TFIIIB. Biochemical and molecular characterization of 

TFIIIC has revealed evolutionary changes in protein structure and protein-protein 

interactions between yeast and humans, yet the subunit composition is generally 

conserved [212]. In D. melanogaster, protein-coding gene CG7099 (Flybase 

FBgn0032517) is predicted to encode a B box binding subunit of TFIIIC based on protein 

sequence homology. Immunoblot and immunofluorescence localization of CG7099, 

which we now refer to as dTFIIIC220, confirms an antigen-specific protein at the 

predicted molecular weight (~220 kDa), which localizes to numerous binding sites in 

polytene chromosomes throughout the Drosophila genome (Additional File 1 Figure 

S1A-F).  

We performed ChIP-seq against dTFIIIC220 in Kc167 cells as recently carried out for 

several DNA-binding factors [46, 77 ]. Genome-wide analysis confirms the localization 

of dTFIIIC220 to tRNA genes and sites associated with the TFIIIB complex as expected 

(Figure 11A-C), and MEME-ChIP and CentriMo consensus sequence analysis further 

demonstrates central motif enrichment for both the Drosophila A box and B box 

elements in our ChIP-seq experiments (Figure 11D-E) [168, 213]. dTFIIIC220 binding 

sites determined by the commonly used MACS peak calling algorithm [190] are present 

at a majority of annotated tRNA genes obtained from Flybase (Figure 11F) [214], and 
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Figure 11. Genome-wide mapping of dTFIIIC220 in D. melanogaster. (A) Example 

ChIP-seq profile shown for dTFIIIC220 (red) over a tRNA cluster on Drosophila 

chromosome 2R, co-bound by TFIIIB subunits TRF1 and BRF. (B-C) Tag density 

enrichment profiles for dTFIIIC220 over all annotated tRNA genes and over sites 

previously identified as bound by TFIIIB complex subunits TRF1 and BRF confirms the 

expected genome-wide localization patterns for Drosophila (overlap significance P < 

0.00001, permutation test) (D) Consensus sequences identified de novo by MEME-ChIP 

reveals evolutionarily conserved Drosophila B box and A box elements present in 

dTFIIIC220-bound tRNA genes. (E) Central motif enrichment (CentriMo) plot for B box 

and A box sequences with respect to dTFIIIC220 ChIP-seq peaks at tRNA genes. (F) 

Overlap between dTFIIIC220 peaks, independently identified in two biological replicates 

at FDR 5%, with annotated tRNA genes obtained from Flybase (P < 0.00001, 

permutation test). Non-overlapping sites indicate thousands of Extra TFIIIC (ETC.) loci 
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in D. melanogaster, of which 348 contain the B box binding motif (14.5%, P < 0.00001, 

permutation test). 

________________________________________________________________________
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dTFIIIC220 reads are significantly enriched over all annotated tRNA genes and TFIIIB 

subunit (TRF1 and BRF) binding sites (Figure 11B-C). In addition to tRNA genes, we 

identify numerous Extra TFIIIC (ETC) loci (Figure 11F) independent of tRNA gene 

structure or TFIIIB localization, suggesting Drosophila TFIIIC may also function at sites 

independent of Pol III transcription, as is the case for TFIIIC in mammals [55, 56]. 

 

Relationship to SMC-containing cohesin and condensin complexes 

 

Mammalian CTCF recruits and depends on cohesin for functional insulator activity [34 , 

35, 63], and original tDNA-based insulator studies in S. cerevisiae observed an analogous 

dependency on SMC proteins [49]. TFIIIC-bound B box elements can also constitute 

functional loading sites for the condensin complex in S. cerevisiae [57], and multiple 

studies have described a role for condensin in the organization of dispersed Pol III genes 

in S. pombe [215, 216], suggesting TFIIIC activity is tightly associated with SMC 

complexes.  We therefore mapped the genomic binding profile for cohesin and the 

paralogous condensin complexes via complex specific α-kleisin subunits Rad21 

(cohesin), Barren (condensin I), and CAP-H2 (condensin II) to better understand their 

possible relationship to dTFIIIC220 in D. melanogaster. 

 

Analysis of the cohesin and condensin binding profiles in Drosophila Kc167 cells reveals 

substantial overlap between the three SMC-containing complexes (Figure 12A). Further 

comparison with dTFIIIC220 indicates strong co-localization at ETC loci, particularly for 

the cohesin and condensin II complexes (Figure 12B), suggesting that association with 
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cohesin and condensin at TFIIIC sites is conserved in Drosophila. Additionally, we find 

that whereas condensin I is most pronounced at tRNA genes (Figure 12C-D), consistent 

with recent condensin mapping studies in vertebrate chicken DT40 cells [217], both 

cohesin and condensin II are present at higher levels at ETC loci (Figure 12C, E). This 

distinction in cohesin and condensin association suggests a unique specialization of SMC 

complex recruitment to TFIIIC binding sites, possibly underlying differences in co-factor 

colocalization patterns and function. We therefore next sought to characterize ETC loci 

and their potential role in genome function.  

 

Previous genome-wide mapping studies in Drosophila and mammalian cells have shown 

that cohesin often localizes to highly occupied cis regulatory modules that may function 

as developmental or cell-type specific enhancers [218-221], and both cohesin and 

condensin II localize to super-enhancers reported to be involved in controlling 

mammalian cell identity [222]. We thus compared the profiles for TFIIIC, cohesin, and 

condensin complexes with 1,311 previously reported enhancers characterized by DNase I 

hypersensitivity and enhancer hallmarks H3K4me1 and H3K27ac in Kc167 cells (Figure 

12F) [223]. A large majority of enhancers are bound by the cohesin complex (Figure 

12G) and, unlike RNA polymerase II (Pol II), cohesin is more significantly enriched at 

individual enhancers than transcription start sites (Additional File 2, Figure S2A). 

However, very few enhancers are bound by dTFIIIC220, and fewer yet associate with the 

condensin complexes (Figure 12G), suggesting sites co-bound by TFIIIC and SMC 

complexes generally do not represent active enhancers.  
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Figure 12. SMC-containing cohesin and condensin complexes localize to a subset of 

tDNAs and extra TFIIIC (ETC.) loci. (A) Number of overlapping peaks identified by 

ChIP-seq against α-kleisen subunits Rad21 (cohesin), Barren (Condensin I), and CAP-H2 

(Condensin II) in Kc167 cells. (P < 0.00001 for overlap between Rad21 with CAP-H2 or 

Barren, permutation test) (B) Heatmap representation shown for ChIP-seq read intensities 

of SMC-containing complexes and TFIIIC subunit dTFIIIC220, anchored across all 

dTFIIIC220 peaks (top), plus or minus 5 kb. Heatmap representation (bottom) of overlap 

frequencies between dTFIIIC220 peaks and those of SMC-containing complexes (overlap 

significance for dTFIIIC220 with each factor P < 0.00001, permutation test). (C) Read 

intensity plots for Rad21, Barren, and CAP-H2 at TFIIIC-bound tDNAs (left) and ETC. 

loci (right) plus or minus 5 kb. Tag density is represented as rank-order normalized reads 

per million (RPM) across all three ChIP-seq experiments. (D-E) Example genomics 
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viewer profiles of overlapping dTFIIIC220 sites at tRNA genes and ETC. loci. (F) 

Heatmap representation shown for DNase-seq and ChIP-seq read intensities at 1,311 

active enhancers previously defined by STARR-seq, and marked by active enhancer 

characteristics in the Kc167 cell line – including DNase I hypersensitivity, H3K4me1 and 

H3K27ac. (G) Percentage of enhancers bound by dTFIIIC220 and SMC-containing 

complexes.      

________________________________________________________________________
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TFIIIC clusters with CTCF and other Drosophila architectural proteins 

Visual inspection of dTFIIIC220 ChIP-seq data instead suggests that TFIIIC target 

regions coincide with sites marked by previously characterized architectural proteins. In 

particular, dTFIIIC220 binding sites often localize to regions combinatorially bound by 

several factors shown to associate with insulator activity (Figure 13A). These high 

occupancy architectural protein binding sites (APBSs) also correlate with SMC-

containing cohesin and condensin complexes, consistent with the strong correlation 

observed with TFIIIC. This finding is surprising, however, as previous ChIP-chip studies 

mapping an ancillary cohesin subunit, Scc3, observed a relatively weak overlap with 

dCTCF [68] which, like BEAF-32 and Su(Hw), recruit BTB-containing proteins CP190 

and Mod(mdg4) essential for insulator activity [43, 44, 167]. These original observations 

have led to speculation that Drosophila CTCF functions through a unique mechanism 

compared to its mammalian counterpart, yet our genome-wide high resolution profile of 

Rad21 suggests a more extensive co-localization between CTCF and cohesin in 

Drosophila. For example, nearly half of all high confidence CTCF binding sites 

identified in three biological replicates correlate with Rad21, similar to numbers 

originally identified in vertebrate HeLa cells [35], and Rad21 ChIP enrichment is 

significantly greater at APBSs than at independent loci (Additional file 2, Figure S2A-D). 

Furthermore, depletion of dCTCF by RNAi in Kc167 cells disrupts Rad21 localization 

specifically to dCTCF binding sites (Additional File 2, Figure S2E-G), suggesting 

recruitment of cohesin is conserved from Drosophila to mammals.   
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Genome-wide, dTFIIIC220, Rad21, and CAP-H2 strongly associate with 

combinatorially-bound APBSs, independently determined to contain four or more 

previously characterized architectural proteins. Hierarchical clustering of overlap 

frequencies observed between TFIIIC, SMC-complexes and defined transcription factor 

binding sites in Kc167 cells illustrates this relationship, wherein dTFIIIC220, Rad21, and 

CAP-H2 cluster with architectural proteins at these loci (Figure 13C). For example, out 

of 3,728 combinatorially bound APBSs, 1,489 (40%), 2,124 (57%), and 1,830 (49%) are 

associated with dTFIIIC220, CAP-H2, or Rad21, respectively (P<0.00001, permutation 

test). We observe a comparatively weak overlap with transcription factor binding sites 

identified in Kc167 cells (Figure 13C), suggesting colocalization patterns observed for 

these architectural proteins are different from transcription factor hotspots. However, the 

enrichment of Rad21 at high occupancy APBSs is intriguing, as cohesin was recently 

shown to maintain high occupancy transcription factor clusters in mammals [219, 220].   

 

In order to determine whether TFIIIC might directly interact with Drosophila 

architectural proteins, dTFIIIC220-associated complexes were isolated by 

immunoaffinity purification (Figure 13D). Western analysis of control preimmune and α-

dTFIIIC220 immunoaffinity purifications suggests that TFIIIC associates with both 

CP190 and Mod(mdg4), as is the case for other Drosophila architectural proteins [43, 44, 

46, 167].  Although a comparatively weak interaction is detected with BEAF-32, 

dTFIIIC220 does not appear to directly associate with dCTCF or Su(Hw), and we could 

not detect an interaction with Rad21, suggesting the dTFIIIC220 subunit may not directly 

recruit cohesin via α-kleisin subunit Rad21. Nevertheless, interactions with CP190 and 
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Mod(mdg4) extend a common theme observed for proteins associated with insulator 

function in D. melanogaster to TFIIIC, suggesting BTB-containing proteins may also 

represent a unifying mechanism for both long-range interactions as well as co-occupancy 

at these sites.  

 

Clustering of architectural proteins scales with TAD border strength 

 

Analyses of TADs in D. melanogaster consistently demonstrate that architectural 

proteins are highly enriched at boundary regions flanked by two adjacent domains [65, 

198]. We therefore sought to define high occupancy APBSs by cross-analyzing ChIP-seq 

data against dTFIIIC220, Rad21, CAP-H2, dCTCF, BEAF-32, Su(Hw), CP190, 

Mod(mdg4), the transcription factor DREF [224], the chromo-domain protein Chromator, 

previously shown to colocalize and coimmunoprecipitate with BEAF-32 [179], and the 

tumor suppressor L(3)mbt protein, recently shown to localize specifically to Drosophila 

APBSs [105] (List provided in Additional File 3). We further classified overlapping 

binding sites based on the number of overlapping proteins into sites with high, medium, 

or low occupancy (See Additional File 4, Fig. S3A). High occupancy APBSs correlate 

with regions associated with strong DNase I hypersensitive sites (DHSs) [225], and 

associate with increasing DHS intensity as measured by DNase-seq in Kc167 cells 

(Additional File 4, Figure S3B), suggesting APBSs represent open chromatin regions 

whose accessibility increases with increasing cofactor occupancy. Analysis of the 

location of APBSs with respect to gene structure indicates that high occupancy sites are 

more likely to reside in regions that are upstream and proximal to transcription start sites,  
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Figure 13. Drosophila TFIIIC clusters with CTCF at sites combinatorially bound by 

architectural proteins, cohesin, and condensin II. (A) Example genomics viewer 

profile of a combinatorially bound APBS, co-bound by dTFIIIC220, SMC-containing 
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cohesin and condensin complexes, dCTCF, BEAF-32, Su(Hw), CP190, Mod(mdg4), 

DREF, Chromator, L(3)mbt, and marked by strong DNase I hypersensitivity. (B) 

Heatmap representation of co-factor co-localization at 3,728 genomic loci 

combinatorially bound by architectural proteins. Overlap frequency is the fraction of 

combinatorially bound loci bound by each individual factor. Inset: sites were identified as 

genomic fragments having 4 or more proteins in Kc167 cells using MACS called 

summits +/− 200 bp for factors dCTCF, BEAF-32, Su(Hw), CP190, Mod(mdg4), Zw5, 

DREF, Chromator, and L(3)mbt, and mapped independently of TFIIIC and SMC-

complexes; size distribution (bp) of combinatorially bound loci. P < 0.00001 for overlap 

between combinatorially bound loci with dTFIIIC220, Rad21, and CAP-H2, permutation 

test. Overlap frequency matrix hierarchically clustered (absolute centered, single 

linkage). (C) Heatmaps depict ChIP-seq tag densities for each Drosophila architectural 

protein as a function of distance, +/− 5 kb, from ETC. loci. (D) Western analysis of 

control preimmune and α-dTFIIIC220 immunoaffinity purifications detect interactions 

between dTFIIIC220 and CP190, Mod(mdg4), and BEAF-32.      

________________________________________________________________________
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analogous to colocalization patterns recently observed for overlapping mammalian 

factors [219]. Nevertheless, DNase I hypersensitivity centers on APBSs and is 

independent of the proximity of these regions with gene promoters. 

 

Comparison of protein occupancy with respect to TAD localization further reveals a 

significant enrichment for high occupancy APBSs near TAD borders previously 

identified by high-throughput chromosome conformation capture [226]. For example, a 

strong domain border can be observed at 7 x 10
6
 bp on Drosophila chromosome 3L in the 

form of two TADs defined by high intra-domain interaction frequencies and low inter-

domain interaction frequencies (Figure 14A). The single fragment resolution TAD 

boundary identified corresponds to a region containing a high occupancy APBS bound by 

all queried proteins, including dTFIIIC220, suggesting strong chromatin domain 

separation may be collectively orchestrated by several architectural proteins. Genome-

wide, protein occupancy is a strong predictor of TAD border localization, wherein 49% 

of TAD boundaries defined in Kc167 cells [198] are delineated within one restriction cut 

site by a high occupancy APBS, 35% by a medium occupancy APBS, and 12% by a low 

occupancy APBS (Figure 14B). We find similar enrichment profiles at TAD borders 

defined by Hi-C in embryos [65], and that localization to domain borders is independent 

of gene structure (Additional file 4, Figure S3E-F and Additional file 5).  

 

TADs are defined by the compartmentalization of interaction frequencies, yet they also 

show varying degrees of compartmentalization. In other words, the borders that separate 

TADs appear to vary in terms of strength. We therefore quantified the degree of domain 
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separation, or “border strength”, by measuring the ratio of intra- vs. inter-TAD 

interaction frequencies (see Methods). Comparison of APBSs with border strength 

reveals a striking relationship, wherein chromatin domain separation scales incrementally 

with architectural protein occupancy (Figure 14C), providing strong evidence that 

combinatorial binding of these factors underlies a spectrum of functional capacity. In 

addition to differences in domain border strength, TADs also vary widely in size, ranging 

from only a few to several hundred kb in length. Visualization of pairwise interaction 

frequencies on a Mb scale illustrates this heterogeneity, which scales with the density and 

occupancy of APBSs (Additional File 6, Figure S5A-C). Whereas dense regions of high 

occupancy APBSs associate with very small TADs (median size ~55 kb), genomic 

regions characterized by low densities of clustered architectural proteins are 

comparatively much larger (median size 145-180 kb), consistent with a role for high 

occupancy APBSs in chromatin domain separation.  

 

High occupancy APBSs associate with robust enhancer blocking activity  

 

The role and function of insulator elements in genome biology has remained difficult to 

describe, despite extensive characterization and analyses. Though first defined by their 

ability to insulate genes from position effects and to prevent enhancer-promoter 

communication in transgenic reporter assays, many endogenous APBSs appear to lack 

these defining characteristics [64], suggesting they do not represent “insulators” in the 

classical sense. In agreement with this, recent work in mammals suggests that many 

CTCF sites fail to interfere with enhancer-promoter interactions and that their role may 
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be to facilitate interactions between these regulatory sequences instead [206, 207]. We 

therefore analyzed the relative occupancy level of architectural proteins in DNA 

fragments previously tested for enhancer-blocking activity using reporter assays, wherein 

specific regions of the genome were shown to be capable of robust or context-dependent 

enhancer blocking, incapable of enhancer-blocking activity, or act instead as 

transcriptional repressors [64, 184].  

 

Insulator sequences capable of robust enhancer-blocking activity indeed correlate with 

high occupancy APBSs, with an average occupancy of 7.1 factors (Figure 14D). We find 

an intermediate level of protein occupancy at context-dependent insulators (5.2 factors), 

and comparatively low occupancy at fragments that did not possess enhancer-blocking 

activity (3.5 factors). The gradient of insulator activity correlates with DNase I 

hypersensitivity, consistent with the observed occupancy level and suggesting that robust 

enhancer-blocking insulators represent chromatin bound by several architectural proteins 

(Figure 14D).  

 

Analysis of these sequences with respect to TAD border strength within their endogenous 

contexts further confirms that reporter-based assays reflect the functional capacity of 

these elements in vivo. For example, robust enhancer-blocking sequences correspond 

with genomic regions associated with strong TAD border strength, whereas non- or weak 

enhancer-blocking elements associate with weak border strength (Figure 14E). These 

data suggest that highly occupied APBSs enriched at the borders of TADs represent 

strong insulators involved in chromatin domain organization, whereas sites bound  
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Figure 14. High occupancy APBSs delineate TADs and associate with robust 

enhancer-blocking activity. (A) Heatmap representing Hi-C interaction frequencies at 

single fragment resolution for a 1 Mb region across Drosophila chromosome 3L in 

Kc167 cells. White lines demarcate previously defined TAD boundaries [1]. A high 

occupancy APBS (left) is present at a single fragment topological domain border strongly 

separating two TADs (white arrow). Colorbar represents (log2) interaction frequencies 

observed between restriction fragments, ranging from low (blue) to high (red) (B) 

Percentage of TADs defined in Kc167 cells delineated by a high, medium, or low 

occupancy APBSs +/− one restriction cut site. (TAD borders n = 1,110, high occupancy 

APBSs n = 1,638 P < 0.00001, permutation test) (C) Topological border strength defined 

by the ratio of intra- versus inter-TAD interaction frequencies scales with the occupancy 

(number of bound proteins) at APBSs. (D) Architectural protein occupancy and DNase I 
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hypersensitivity at DNA fragments previously tested for enhancer-blocking activity in 

transgenic reporter assays [13,51,52]. Sequences shown to possess robust activity (red) 

correlate with both the highest occupancy and DNase I activity, whereas sites incapable 

of insulator activity are marked by low occupancy (P < 0.01, Wilcoxon rank sum test, 

two-sided). (E) Quantification of topological domain border strengths at sequences tested 

for insulator function within their endogenous context. Robust insulator sequences are 

characterized by significantly greater topological border strength than non-enhancer-

blocking sequences (P < 0.05, Wilcoxon rank sum test, two-sided). (F) Tag density plots 

of rank-order normalized DNase-seq profiles throughout embryonic stages of 

development at APBSs [53], and at TFBSs shown to function as developmental 

enhancers during early embryogenesis. The progressive loss of DNase accessibility at 

highly bound TFBSs (right) contrasts with the combinatorially bound APBSs (left), 

which are marked by strong DNase I hypersensitivity throughout each stage of 

development.      

________________________________________________________________________
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individually or by few architectural proteins reside within TADs and may be reserved for 

specific regulation of genes.  

High occupancy APBSs are characterized by DNase I hypersensitivity throughout 

Drosophila development 

Genome-wide chromosome conformation capture studies provide evidence that a 

majority of topological domains are tissue invariant [66], suggesting sub-Mb scale 

domain structure may represent a common framework for higher order organizational 

dynamics. If clustered architectural proteins function to establish or maintain TADs, then 

high occupancy APBSs too must be largely tissue invariant and present throughout 

Drosophila development. We therefore compared APBSs defined in Drosophila Kc167 

cells with DNase I hypersensitivity (DHS) profiles captured throughout stages of 

embryogenesis as a proxy for both chromatin accessibility and protein occupancy [225, 

227]. DNase-seq profiles were rank-order normalized (see methods) across five 

embryonic stages, including the late-stage Kc167 cell line, and plotted with respect to 

protein occupancy at APBSs (Figure 14F).  

 

High occupancy APBSs show a remarkably consistent pattern of DHS intensity, even at 

the earliest embryonic stages of development tested – just three hours post fertilization 

(Figure 14F), suggesting they are indeed stably occupied. Importantly, DNase I 

hypersensitivity is consistent across both promoter and non-promoter associated clusters 

(Additional File 5), supporting the use of chromatin accessibility as a measure of protein 

occupancy. The consistently open chromatin status at high occupancy APBSs starkly 
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contrasts with the DNase I profiles of previously characterized transcription factor HOT 

regions, which instead gradually lose DNase accessibility across embryonic stages 

(Figure 14F). The loss of DHS intensity at sites co-bound by several early transcription 

factors is consistent with data suggesting HOT regions function as spatiotemporal 

specific developmental enhancers during early embryogenesis [218]. These findings 

suggest that unlike HOT sites, clustered APBSs remain highly occupied throughout 

Drosophila development, and thus denote stable hubs for architectural protein association 

that may underlie the conserved topological domain structure observed across diverse cell 

types.   

 

Mammalian TFIIIC and CTCF cluster at TAD borders 

 

The observation that architectural proteins form large clusters and scale with the strength 

of TAD borders is made possible by the large repertoire of factors characterized to be 

essential for insulator function and mapped by ChIP-seq in Drosophila. This 

phenomenon has not been studied in mammals however, due to our limited understanding 

of what factors, besides CTCF, are capable of insulator function in vertebrates. Recent 

discovery that tRNA genes possess insulator activity in humans [27] suggest that TFIIIC 

may be responsible for this function, and raise the possibility that clustering of 

architectural proteins may have functional significance in mammals as well. For example, 

ETC loci often localize near CTCF sites in both human cells and mouse embryonic stem 

(ES) cells, and similarly associate with the cohesin complex as well [55, 56]. We 

therefore asked whether TFIIIC and CTCF cluster together at topological domain borders 



101 
 

by analyzing recent Hi-C data from mouse and human ES cells and IMR90 fibroblasts 

[66].   

 

Comparison of ChIP-seq data mapping CTCF, cohesin, and three subunits of TFIIIC 

(TFIIIC220, -110, and -90) in mouse ES cells (mESCs) indicates strong overlap among 

these proteins (Figure 15A). Furthermore, we find enrichment for condensin II subunits 

CAP-H2 and CAP-D3, consistent with colocalization patterns in Drosophila, as well as 

PRDM5, a SET domain protein recently shown to interact and co-occupy genomic loci 

with CTCF, TFIIIC, and cohesin [228]. Binding of these five distinct factors was 

therefore used as a proxy for occupancy at CTCF sites analogous to APBSs in 

Drosophila. Analysis of CTCF occupancy with respect to TAD borders in mESCs again 

demonstrates a strong correlation between architectural protein clustering and chromatin 

organization. For example, a strong TAD border mapped to chromosome 5 in mESCs 

corresponds to a region bound by CTCF, TFIIIC (-220, -110, -90) Rad21, Condensin II 

(CAP-H2 and CAP-D3) and PRDM5, and marked by strong DNase I hypersensitivity 

(Figure 15B). Occupancy at CTCF sites is a strong predictor of both TAD border 

localization (Figure 15C) and TAD border strength (Figure 15D) as observed for APBSs 

in D. melanogaster, suggesting that clustering of architectural proteins is a general 

feature of genome organization conserved between Drosophila and mammals.  

 

Genome-wide mapping of human architectural proteins associated with insulator activity 

has, to date, been limited to CTCF, TFIIIC-110, and cohesin. Nevertheless, we find that 

sites occupied by all three factors are significantly enriched within TAD borders mapped 
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in human ES cells and IMR90 fibroblasts, particularly at borders shown to be conserved 

between these two cell-types (Additional File 7, Figure S6A). To gain better insight into 

the occupancy of CTCF binding sites, we took advantage of recent large-scale mapping 

studies in which > 100 transcription factors and DNA-binding proteins were mapped by 

ChIP-seq in the human K562 cell line [229, 230].  In agreement with a machine learning 

approach [229], we find strong co-localization patterns between CTCF and DNA-binding 

proteins Znf143 (29%), JunD (40%), and the myc-associated zinc finger protein Maz 

(48%) (Full list provided in Additional file 7). The occupancy of CTCF binding sites 

again scales with TAD border strength as defined in Drosophila (Figure 15E), suggesting 

that a gradient of combinatorial binding by architectural proteins scales with topological 

structure and regulatory potential in human cells as well.   

 

In addition to mapping hundreds of distinct factors, the human Encyclopedia of DNA 

Elements (ENCODE) project has mapped CTCF across dozens of human cell lines and 

diverse tissues [231], providing a powerful advantage for analyzing cell-type specific 

versus tissue-invariant CTCF binding sites. We therefore compared CTCF cell-type 

specificity and TAD border localization patterns by analyzing CTCF binding profiles 

reported across thirty-one cell lines (62 biological replicates; Additional File 8, Figure 

S6B). Whereas cell-type specific CTCF binding sites show relatively no enrichment at 

TAD borders, a striking trend toward TAD border localization is observed with 

increasing ubiquity, wherein ubiquitous CTCF sites present in all cell lines and biological 

replicates are most significantly enriched at TAD borders (Figure 15F).  These results 

support Hi-C data proposing that a majority of topological domains are conserved among 
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Figure 15. Clustering of architectural proteins is a conserved feature of genome 

organization. (A) Heatmap depicting overlap enrichment between architectural proteins 

mapped by ChIP-seq in mouse ES cells. Red to blue squares represent depletion (red) or 

enrichment (blue), determined as the log2 (observed/expected) frequency of overlap when 

compared to randomized, simulated data. (B) Example genomics viewer profile (left) of a 

high occupancy APBS in mouse ES cells, bound by CTCF, TFIIIC (−220, −110, and 

−90), Rad21, Condensin II (CAP-D3 and CAP-H2), PRDM5, and marked by strong 

DNase I hypersensitivity. Hi-C interaction matrix (right) illustrates the corresponding 

TAD separation observed in vivo. (C) Sites combinatorially bound by CTCF and other 

factors (* CTCF + 3 or more proteins) are significantly enriched at TAD borders in 

mouse ES cells. P values (* <0.05, ** <0.01, *** < 0.001) were calculated using 

permutation tests. (D) Relationship between protein occupancy, defined by the presence 
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CTCF, Rad21, PRDM5, TFIIIC (any or all subunits −220, −110, −90) and Condensin II 

(CAP-H2 and/or CAP-D3), and topological domain border strength in mouse ES cells. 

(E) Parallel analysis of topological domain border strength in human IMR90 fibroblasts 

as a function of protein occupancy at CTCF binding sites. Co-binding determined by 

cross-comparison of ChIP-seq datasets for transcription factors and DNA binding 

proteins in human K562 cells. (F) Relationship between cell-type specificity of CTCF 

binding sites and localization to TAD borders. CTCF ubiquity determined by cross-

comparison of 62 CTCF ChIP-seq datasets across 31 human cell lines. X-axis represents 

CTCF sites grouped into 8 bins (~15,000 sites each) of increasing ubiquity ranging from 

cell type specific to constitutive. For a list of human cell lines, ubiquity scores and exact 

number of CTCF binding sites in each bin, see Materials and methods and Additional file 

8 

________________________________________________________________________
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cell types and even species [66], and further suggest that this tissue-invariant structure 

may be determined by the constitutive genomic landscape of architectural proteins.  
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DISCUSSION 

 

Insulators have been described as regulatory elements capable of activating and 

repressing transcription [208], able to block enhancer-promoter interactions and, more 

recently, to facilitate enhancer-promoter communication [232], yet multiple studies in 

Drosophila suggest that many architectural protein binding sites (APBSs) are not capable 

of insulator activity at all [46, 64]. Architectural proteins are enriched at the borders of 

topologically associating domains (TADs) [65, 66, 198], but why a majority of APBSs 

localize within topological domains and what differentiates border-associated from non-

border binding sites have remained important and unresolved questions. By 

characterizing and mapping the genome-wide binding profiles for several architectural 

proteins, including the B box binding subunit of TFIIIC in D. melanogaster, we uncover 

a widespread spectrum of combinatorial binding by architectural proteins that offers an 

explanation for the diversity of localization patterns and function.   

 

We find that clustering of architectural proteins scales with the tissue-invariant 

topological domain structure recently described by high throughput chromosome 

conformation capture studies. High occupancy APBSs are strongly enriched at TAD 

borders, and the number of architectural proteins present at a TAD border directly 

correlates with its strength, as measured by the ratio of inter-TAD versus intra-TAD 

interaction frequencies. TAD border-associated APBSs represent highly accessible 

DNase I hypersensitive regions present throughout Drosophila embryonic development, 

suggesting the binding of architectural proteins at these sites is constitutive across diverse 
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cell types and may underlie the conserved topological domain structure between different 

tissues. In support of this conclusion, comparison of CTCF ChIP-seq data across thirty-

one human cell lines suggests that, whereas cell-type specific APBSs are virtually 

unrelated to domain structure, ubiquitous CTCF binding strongly predicts TAD boundary 

localization.  

 

The clustering of architectural proteins is reminiscent but distinct from the clustering of 

transcription factors at highly occupied cis regulatory modules, similar to Drosophila 

HOT regions, recently shown to form around the cohesin complex [219, 220]. Though 

CTCF co-occurs with cohesin at a majority of binding sites, it does not localize to 

cohesin sites associated with mediator and dozens of other transcription factors in 

humans [219]. Nevertheless, Rad21 is necessary for stabilizing dense transcription factor 

clusters [220], suggesting the cohesin complex may serve an analogous role at clustered 

APBSs. Our finding that Drosophila architectural proteins, including CTCF, associate 

with Rad21 further suggests that this role may be evolutionarily conserved.   

 

Genome-wide mapping of condensin complexes extends the relationship between APBSs 

and SMC-containing complexes even further. High occupancy APBSs are significantly 

enriched for the condensin II complex, most significantly at a subset of sites bound by 

Chromator and BEAF-32 (Figure 13C). Comparison of condensin II subunits CAP-H2 

and CAP-D3 with the genome-wide CTCF profile in mouse ES cells further suggests that 

this relationship, like that with cohesin, may be a common feature of high occupancy 

APBSs. Mammalian CTCF was recently shown to interact with the condensin complex, 
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particularly CAP-D3, both in vitro and in vivo [233], suggesting CTCF may be 

responsible for recruiting condensin II to these clustered elements. However, whereas 

RNAi depletion of dCTCF leads to reduced cohesin localization at low, moderate, and 

high occupancy APBSs, we find no disruption of CAP-H2 localization to high occupancy 

APBSs (Additional File 2), suggesting additional factors may play a role in the 

recruitment of condensin II to these regulatory elements. 

 

What role condensin II plays at APBSs will require future exploration, but many 

intriguing possibilities arise from its regulated activity throughout the cell cycle. For 

example, though defined for its involvement in chromosome assembly and segregation, 

condensin II has been shown to promote the formation of chromosome territories and to 

be tightly regulated during interphase [234], wherein phosphorylated CAP-H2 is targeted 

by the ubiquitin ligase complex SCF
Slimb

 for ubiquitin-mediated degradation [235]. CAP-

H2 accumulates upon Slimb disruption, leading to chromosome reorganization and 

nuclear envelope defects, suggesting condensin II levels are tightly regulated for 

appropriate interphase chromatin organization. Meanwhile, Drosophila architectural 

proteins tightly associate with DNA and remain bound during mitosis [236], particularly 

at sites aligned with multiple factors, suggesting that condensin-bound APBSs may 

function as chromatin bookmarks for organized compaction and re-establishment of 

epigenetic regulation throughout the cell cycle. 

 

The distinct localization of low versus high occupancy APBSs with respect to TAD 

borders suggests that function is often context-dependent and modulated by protein 
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composition (Figure 16). Whereas high occupancy APBSs are present at TAD borders 

and represent genomic loci capable of robust enhancer-blocking activity in transgenic 

reporter assays, low occupancy APBSs exhibit weak or virtually no enhancer-blocking 

function, or in the case of Su(Hw), gene repression [64]. These assays are commonly 

approached using the gypsy insulator, composed of 12 clustered Su(Hw) binding sites, as 

a positive control for such insulator activity, but nevertheless suggest that most APBSs do 

not represent “insulators” in the classical sense. Instead, low occupancy binding sites 

localize within TADs and may be reserved for locus-specific gene regulation, such as 

facilitating enhancer-promoter interactions.  

 

We propose that the spectrum of TAD border strengths accompanied by differences in 

protein occupancy reflect the role of architectural proteins in long-range interactions 

(Figure 16) [73, 78]. For example, combinatorial binding of architectural proteins and 

recruitment of SMC-containing cohesin and condensin complexes may increase both 

their propensity to interact and the stability of interactions with other regulatory elements, 

strengthened by synergistic protein-protein and protein-DNA interactions. Furthermore, 

the very nature of high occupancy APBSs may indirectly reflect interactions with 

proteins bound to discrete genomic loci. In either case, the strong TAD separation 

defined by clustered APBSs is determined by the likelihood and/or stability of long-range 

interactions with other regulatory elements. Higher inter-TAD interaction frequencies 

observed across a comparatively weaker TAD border bound by fewer architectural 

proteins may be less likely to interact or exhibit weaker, more transient interactions that 

allow for greater inter-TAD interaction frequencies. A recent study further suggests that 



110 
 

APBSs are regulated by poly(ADP-ribosyl)ation of CP190, particularly at low 

occupancy, independent APBSs [237], whereas high occupancy APBSs more often 

remain unaffected. The synergy of several factors at clustered APBSs may contribute to 

this apparent immunity to certain post-translational regulatory mechanisms, which may 

be directed toward a subset of architectural proteins, and thereby represent a means for 

establishing stable chromatin domain organization in interphase cells.  
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________________________________________________________________________ 

Figure 16. Combinatorial binding of architectural proteins shapes topological 

domain structure. Model illustrating the relationship between protein occupancy at 

APBSs and observed heterogeneity in TAD border strengths. We uncover a spectrum of 

architectural protein co-localization, ranging from low (blue) to high (red), which scales 

with the strength of TAD border formation. We propose that differences in TAD border 

strength reflect the role of architectural proteins in mediating long-range interactions. 

Interaction frequencies and/or interaction stability are greatest at high occupancy APBSs 

(red), whereas fewer or less stable interactions at intermediate APBSs (green) allows for 

inter-TAD interactions resulting in comparatively weaker TAD borders observed by Hi-C 

________________________________________________________________________
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EXPERIMENTAL PROCEDURES 

dTFIIIC220 antibody generation 

cDNA corresponding to CG7099 amino acids 1,357-1,907 was obtained from the 

Drosophila Genomics Resource Center (DGRC clone LD46862), PCR-amplified 

introducing a BglII restriction site upstream of the coding sequence, and subcloned into a 

pET-23a vector containing a GST and His tag at the C’ and N’ termini respectively. 

CG7099 protein fragment expression was induced by IPTG (0.5 mM) in BL21-

CodonPlus® Competent Cells grown to a culture density ~ OD600: 0.5, and shaken ~ 100 

rpm for 2 hr. Cells were subsequently pelleted and proteins extracted via the B-PER 

protein extraction reagent (ThermoScientific product # 78243). Polyclonal rabbit 

antibodies were generated against the isolated CG7099 fragment at the Pocono Rabbit 

Farm and Laboratory. Quality control and antigen specificity were tested by peptide 

competition assays against Kc167 lysate with rabbit polyclonal α-dTFIIIC220 antibody 

preincubated with bacterial extract expressing GST empty construct or GST-CG7099 

construct expressing a fragment corresponding to amino acids 1,357-1,907 (Additional 

File 1). 

 

Immunoprecipitation and Western Analysis 

 

All steps were performed at 4C. Kc167 cells were harvested and washed once with ice-

cold PBS. Cells (0.1 g) were lysed by incubating 10 min with 1 ml of ice-cold PBSMT 

(2.5 mM MgCl2, 3mM KCl, and 0.3% Triton X-100 in PBS) plus protease inhibitors (1 
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mM PMSF and Complete protease inhibitor tablet cocktail [Roche]). Lysates were 

clarified by centrifugation at 16000 g for 10 min and protein concentrations were 

determined by Bradford assays (Bio-Rad). Packed Protein A Sepharose (15 µl bead 

volume [GE Healthcare]) was washed three times in PBSMT and pre-incubated with 3 µl 

of rabbit polyclonal anti-dTFIIIC220 or preimmune serum for 1 hr. Lysate was added to 

the antibody-conjugated Protein A Sepharose and incubated with agitation for 1 hr. Beads 

were washed three times with 1 ml PBSMT and once with 1 ml PBS. For comparing 

interaction between dTFIIIC220 and other insulator proteins, 50 µl of 1 M MgCl2 was 

added to the beads and incubated for 5 min. Supernatant containing the eluted proteins 

was isolated by centrifugation. Laemmli SDS buffer was then added to the eluted proteins 

and boiled for 5 min. Samples were resolved by 6% SDS-PAGE and transferred to PVDF 

membrane (Millipore) in Tris-glycine transfer buffer and 20% methanol for 2 hr at 100 

volts. 

 

For Western blotting, membranes were blocked in TBST (20 mM Tris, pH7.4, 150 mM 

NaCl, 0.05% Tween 20) with 5% nonfat milk powder and incubated overnight with the 

following antibodies: rabbit-anti-dTFIIIC220 (1:2000), rabbit-anti-CP190 (1:10000), 

rabbit-anti-Su(Hw) (1:3000), rabbit-anti-Mod(mdg4)2.2 (1:3000), guinea pig-anti-dCTCF 

(1:1000), mouse-anti-BEAF-32 (1:100 [DSHB]),  rabbit-anti-Rad21 (1:1000; gift from 

Dr. Dale Dorsett) and rabbit-anti-histone H3 (1:3000 [Abcam]). Membranes were washed 

three times with TBST and probed with secondary antibodies-conjugated to HRP 

(1:5000, Jackson ImmunoResearch Laboratories) for 1 hr. After three more washes, the 
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presence of different proteins was detected using SuperSignal West Pico/Dura 

Chemiluminescent substrate (Thermo Scientific).  

 

ChIP-seq and Reference Data 

 

Chromatin immunoprecipitation was performed as previously described [58]. In addition 

to dTFIIIC220, ChIP for Rad21, Barren, and CAP-H2 in Drosophila Kc cells were 

carried out using previously described antibodies (Rad21: α-Rabbit [221]; Barren: α-

Rabbit [238], CAP-H2: α-Rabbit; gifts from Dr. Dale Dorsett, Dr. Hugo Bellen, and Dr. 

Giovanni Bosco, respectively). Sequences were mapped to the dm3 genome with Bowtie 

0.12.3 [189], using default settings. To account for the repetitive nature of tRNA genes, 

multimapping sequences were filtered out for all dTFIIIC220 ChIP-seq experiments. 

Peaks were then called with MACS 1.4.0alpha2 [190] using equal numbers of unique 

reads for input and ChIP samples, a p value cutoff of 1 × 10
−10

, and a False Discovery 

Rate (FDR) threshold of 5% (Additional File 9, Figure S7). For classification of 

overlapping APBSs, MACS-identified peaks (pval 1e-10, FDR 5%) are further refined as 

the MACS calculated summit +/- 200 bp. For dTFIIIC220, peaks used for analyses were 

independently identified by MACS in 2 out of 3 biological replicates. For visualization, 

mapped sequence reads were loaded on to the Integrated Genomics Viewer [239], [240]. 

Previously published ChIP-seq data for Drosophila architectural proteins were obtained 

from GEO accessions GSE30740 [77] and GSE36944 [46], and ChIP-chip data 

corresponding to TFIIIB subunits TRF1 and BRF from [241]. Raw DNase-seq in Kc167 

cells was obtained from http://compbio.med.harvard.edu/flychromatin/data.html [225]; 

http://compbio.med.harvard.edu/flychromatin/data.html
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DNase-seq in HeLa S3 cells from GEO series GSE32970; and DNase-seq in mouse ES 

cells from ENCODE dataset wgEncodeUwDgfEscj7129 [231]. ChIP-seq data for 

architectural proteins in mouse ES cells were obtained from GEO series GSE29218 

(CTCF), GSE33346 (Rad21, CAP-H2, CAP-D3) [222], GSE51816 (PRDM5), and from 

ArrayExpress accession E-MTAB-767 (TFIIIC-110 -220 -90). ChIP-seq data for 

architectural proteins in HeLa S3 and K562 cells was obtained from GEO series 

GSE31477 (TFIIIC, Rad21) and from publicly available ENCODE data [229, 230, 242]. 

 

Bioinformatics analyses 

 

Sequence alignment for the dTFIIIC220 B box binding domain with analogous proteins 

in yeast and humans was generated using the Conserved Domains Database [243] and 

visualized using C3nD v4.3 [244-246] and Jalview [247]. For ChIP-seq comparisons, 

DNA sequence motifs were identified by MEME-ChIP using default settings [28]. 

Overlap between dTFIIIC220 and annotated tRNA genes were identified using publicly 

available tools on Galaxy [191-193]. Comparison of APBSs with respect to Pol II-

transcribed genes employed gene structure (TSSs, exons, introns, TTSs) obtained using 

the UCSC genome browser [248], [249]. Enrichment profiles for architectural protein co-

occurrence and localization to TAD boundaries were defined as the observed overlapping 

frequencies over expected frequencies determined by shuffling datasets, while controlling 

for the number of peaks and start/stop location of peaks on each chromosome. P-values 

were determined as the chance of observing an equal or greater co-occurrence across 

100,000 Monte Carlo Permutation tests. Results were visualized using Java Treeview 
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[195]. Unless otherwise noted, read intensity plots were generated by binning ChIP-seq 

reads into 100 bp bins and extracting read counts in bins surrounding described anchor 

points (eg. dTFIIIC220 summits), and visualized using Java Treeview [195]. Rank-order 

normalization of DNase-seq and/or ChIP-seq data was carried out as recently described 

[182]. Briefly, datasets are rank-ordered in 10-bp bins across the reference genome, 

descending from high to low read intensity, and at each level, bins are re-assigned the 

average read value across samples used for comparison.  

 

Overlap matrices and classification of APBSs 

 

D. melanogaster 

ChIP-seq peaks, defined as 400bp centered around MACS calculated summits, were 

cross-analyzed using BED tools MultiIntersectBed [250], creating a matrix of unique 

genomic loci bound by architectural proteins. In Drosophila this includes ChIP-seq data 

for dCTCF, BEAF-32, Su(Hw), CP190, Mod(mdg4), DREF, Chromator, L(3)mbt, 

dTFIIIC220, Rad21, and CAP-H2. The number of target motifs and the relative level of 

ChIP tag density were not considered when generating this list. Adjacent output peaks 

were merged and the largest occupancy region and associated factors isolated for further 

analyses, (i.e. directly adjacent regions bound by 4, 5, then 4 proteins were merged into 

one peak centered on the highest (5 proteins) occupied region) see additional files 3 and 

7. Each Architectural Protein Binding Site (APBS) was then classified as being either low 

occupancy (1-3 proteins), moderate occupancy (4-6 proteins), or high occupancy (7+ 

proteins). Co-localization frequencies for factors depicted in Figure 13C were calculated 
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similarly and correspond to sites combinatorially bound by 4 or more architectural 

proteins identified independently of dTFIIIC220, Cohesin, Condensin I or II.  

Mouse ES cells 

 

ChIP-seq peak data for CTCF (GSE 29218), Cohesin (GSE 33346), TFIIIC, Condensin 

(GSE 33346), and PRDM5 (GSE 51816) in mESCs was obtained from published sources. 

ChIP-seq experiments for multiple subunits were available for TFIIIC (-220, -110, and -

90) and Condensin (CAP-H2 and CAP-D3). For these cases data from all available 

subunits was combined into a single set. Being in proximity to any subunit of TFIIIC or 

Condensin was considered sufficient for co-localization. CTCF sites were classified as in 

proximity to Rad21 or TFIIIC if there was a Rad21 or TFIIIC peak within 500 bases of 

the center of the CTCF site. As a majority of CTCF sites had Rad21, the number of 

CTCF sites with TFIIIC and without Rad21 was very small and therefore was not shown. 

Each of these unique subsets was then assayed for its prevalence near TAD borders. Sites 

within 20 kb of a border were considered at a TAD border and sites outside of these 

windows were considered not at a TAD border. Expected values were calculated using a 

random distribution of sites with site type, size, and chromosomes conserved and 

locations randomized. We performed a Monte Carlo permutation test in order to calculate 

significance. The classifications of the sites were randomized and the number of 

permutations that resulted in a result as extreme as the observed over the total number of 

permutations was taken as the p value. 

 

Humans 
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Occupancy at CTCF binding sites were determined by cross-comparison with publicly 

available genomewide binding datasets for DNA-binding/transcription factors CTCF, 

Rad21, TF3C, Yy1, Smc3, Znf143, Myc, Max, Maz, JunD, Arid3a, Atf1, Atf3, Bach1, 

Bcl, Bcl3, Bdp1, Bhlhe40, Brf1, Brf2, Brg1, Cbx3, CCNT2, CEBPbeta, CHD2, Corest, 

CTCFL, E2F4, E2F6, Egr1, Elf1, Elk1, Ets1, Ezh2, fos, FosL, GATA1, GATA2, 

HDAC1, HDAC2, HDAC6, HDAC8, HMGN3, Ini1, cJun, MafF, MafK, Mef2a, MXI1, 

Nelfe, Nfe2, Nfya, Nfyb, Nr2f2, Nrf1, P300, Phf8, Plu1, Rbbp5, Rfx5, Sap30, Setdb1, 

Sin3A, Sirt6, Six5, Sp1, Sp2, Srf, Stat5, Taf1, Taf7, Tal1, Tblr1, Tbp, Tead4, TFIIB, 

TFIIF, Thap1, Tr4, Trim28, Ubtfs, Usf1, Usf2, Xrcc4, Zbtb7, Zbtb33, Znf263, Znf274 

[231], [56, 230]. Overlap matrices were generated as described for Drosophila.  

 

Topologically Associating Domains and calculation of TAD border strength 

 

Hi-C analysis and definition of TADs in Drosophila Kc167 cells were used as previously 

reported [226]. To measure the degree of separation of chromatin between two sides of a 

specific enzyme cutting site S, we analyze region A, which is adjacent to S on one side, 

and region B flanking cut site S on the opposite side. Intra-TAD Hi-C interaction counts 

within A and intra-TAD Hi-C interaction counts within B are calculated and compared 

with inter-TAD Hi-C interaction counts between regions A and B. The difference is 

defined as local contrast and centered to have median value of approximately 1. High 

value of local contrast corresponds to enriched intra-domain contact frequencies relative 

to inter-domain contacts. Thus, TAD borders generally exhibit strong measures of local 

contrast. TADs defined in mouse ES cells and humans were obtained from published data 
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[66]. TAD borders were taken from hESC and IMR90 lines and a common subset of 

borders found in both was used to form the conserved dataset. TAD border strengths in 

mESCs and humans were calculated as described for Drosophila. 

 

Comparison of APBS occupancy and Insulator function from transgenic reporter 

assays 

 

Enhancer-blocking results reported for several tested insulator elements were obtained 

from work by Negre et al 2011 [184] and Schwartz et al. 2012 [64], and categorized as 

either capable of robust enhancer blocking, weak/context dependent enhancer blocking, 

no enhancer blocking, or in the case of Schwartz et al, two suppressor of hairy wing 

independent loci capable of gene repression. The occupancy of each insulator element 

was then extracted by comparison with ChIP-seq peaks and overlap matrices.  

 

  chr  start stop reported insulator activity occupancy 

1 chr2R 5428851 5429464 (robust) enhancer blocking 7 

2 chr2R 10028181 10029180 (robust) enhancer blocking 10 

3 chr2R 20199584 20201894 (robust) enhancer blocking 7 

4 chr2R 20486926 20487926 (robust) enhancer blocking 11 

5 chr3R 2696003 2697000 (robust) enhancer blocking 4 

6 chr3R 7774458 7775524 (robust) enhancer blocking 6 

7 chr3R 17231264 17234459 (robust) enhancer blocking 7 

8 chrX 255313 255772 (robust) enhancer blocking 4 

9 chrX 13180486 13183206 (robust) enhancer blocking 8 

10 chr2L 18347655 18348655 no enhancer blocking 1 
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11 chr2L 19989037 19990037 no enhancer blocking 1 

12 chr2R 4091291 4092348 no enhancer blocking 2 

13 chr2R 10272132 10274060 no enhancer blocking 3 

14 chr2R 17837219 17838527 no enhancer blocking 3 

15 chr3L 7241880 7242880 no enhancer blocking 6 

16 chr3L 8321816 8322816 no enhancer blocking 4 

17 chr3L 14664327 14665327 no enhancer blocking 5 

18 chr3L 15975461 15976460 no enhancer blocking 3 

19 chr3R 2718919 2719623 no enhancer blocking 8 

20 chr3R 10133401 10134400 no enhancer blocking 7 

21 chr3R 12683547 12683918 no enhancer blocking 0 

22 chr3R 12810442 12811667 no enhancer blocking 0 

23 chr3R 20850521 20851520 no enhancer blocking 7 

24 chrX 20953657 20955060 no enhancer blocking 7 

25 chr2R 18327070 18328070 Repression 1 

26 chr3R 13006890 13007890 Repression 1 

27 chr2L 8463984 8464984 weak/context-dependent 4 

28 chr2R 18021026 18022026 weak/context-dependent 4 

29 chr3R 11318599 11320846 weak/context-dependent 4 

30 chr3R 27206661 27207660 weak/context-dependent 4 

31 chrX 7827021 7828020 weak/context-dependent 9 

32 chrX 9904070 9904636 weak/context-dependent 6 

 

CTCF site ubiquity 

 

Existing CTCF ChIP-seq data was obtained from the ENCODE project for analysis. 31 

cell lines with 2 replicates each were chosen for a total of 62 unique ChIP-seq 



121 
 

experiments in a wide range of human cell lines. These 62 data sets were combined into a 

composite list of all CTCF sites classified by the number of experiments each was found 

in. Sites that were found in only 1 of the 62 experiments were discarded as they failed to 

replicate. Sites less than a thousand bases from a site present in over twice as many cell 

lines were merged into the more ubiquitous site. To create an expected distribution, 

CTCF sites were shuffled. The ubiquity, size, and chromosome of each site were 

conserved, but the locations were randomized to a position between the first and the last 

CTCF sites on the chromosome. Sites were then separated into 8 bins of ~15,000 sites by 

their ubiquity. The ubiquity scores of each bin and number of CTCF sites are as follows: 

bin 1: 2 replicates, 15,568 sites; bin 2: 3-4 replicates, 14,328 sites; bin 3: 5-8 replicates, 

14,326 sites; bin 4: 9-17 replicates, 15,240 sites; bin 5: 18-33 replicates, 14,536 sites; bin 

6: 34-52 replicates, 15,707 sites; bin 7: 53-61 replicates, 15,213 sites; bin 8: 62 replicates, 

15,582 sites. To analyze localization to human embryonic stem cell TAD borders, each 

site in the observed and expected data sets was classified as within 20 kb of a TAD 

border or not. The resulting frequencies were used to calculate observed over expected 

values. 

 

Human cell lines and corresponding GEO accession numbers 

  Human cell line: replicate 1 replicate 2 

1 A549 GSM1022640 GSM1022639 

2 Ag04449 GSM749695 GSM749678 

3 Ag04450 GSM749769 GSM1022635 

4 Ag09309 GSM749750 GSM749680 

5 Ag09319 GSM749728 GSM749723 
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6 Ag10803 GSM749714 GSM749759 

7 Aoaf GSM749666 GSM749736 

8 Be2c GSM1022653 GSM1022650 

9 Gm12866 GSM849305 GSM849305 

10 Gm12867 GSM849301 GSM849301 

11 Gm12868 GSM849300 GSM849300 

12 Gm12869 GSM849303 GSM849303 

13 Gm12870 GSM849302 GSM849302 

14 Gm12871 GSM849304 GSM849304 

15 Hac GSM1022661 GSM1022662 

16 Hasp GSM749696 GSM1022668 

17 Hbmec GSM749743 GSM749710 

18 Hcm GSM1022657 GSM1022677 

19 Hcpe GSM749735 GSM749745 

20 Hct116 GSM1022652 GSM1022651 

21 Hee GSM749712 GSM749745 

22 Hffmyc GSM1022671 GSM1022669 

23 Hmf GSM749665 GSM749675 

24 Hpaf GSM749681 GSM749751 

25 Hpf GSM749699 GSM749717 

26 Hrpe GSM749673 GSM1022665 

27 Hvmf GSM1022630 GSM1022628 

28 Mcf7 GSM1022658 GSM1022663 

29 Nhdfneo GSM1022675 GSM1022676 

30 Rptec GSM1022667 GSM1022666 

31 Wi38 GSM1022637 GSM1022634 
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CTCF, Cohesin, and TFIIIC analysis in HeLa S3 cells 

 

Enrichment of CTCF, TFIIIC, and Rad21 at human TAD borders (Additional File 7, 

Figure S6) was performed using CTCF, TFIIIC, and Rad21 datasets commonly mapped 

in HeLa S3 cells. Published ChIP-exo experiments were used as HeLa CTCF sites 

without any additional modification [242]. Rad21 and TFIIIC sites were determined from 

previously published ChIP-seq experiments (GSE31477). TAD borders were taken from 

hESC and IMR90 lines and a common subset of borders found in both was used to form 

the conserved dataset. CTCF sites were classified as in proximity to Rad21 or TFIIIC if 

there was a Rad21 or TFIIIC peak within 500 bases of the center of the CTCF site. As a 

majority of CTCF sites had Rad21, the number of CTCF sites with TFIIIC and without 

Rad21 was very small and therefore was not shown. Each of these unique subsets was 

then assayed for its prevalence near TAD borders. Sites within 20 kb of a border were 

considered at a TAD border and sites outside of these windows were considered not at a 

TAD border. Expected values were calculated using a random distribution of sites with 

site type, size, and chromosomes conserved and locations randomized. We performed a 

Monte Carlo permutation test in order to calculate significance. The classifications of the 

sites were randomized and the number of permutations that resulted in a result as extreme 

as the observed over the total number of permutations was taken as the p value. 

Accession numbers 

All ChIP-seq data is publicly available under GEO accession number GSE54529 
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ABSTRACT 

Eukaryotic chromosomes are organized into highly self-interacting modules, called 

topologically associating domains, which are inherently defined by long-range 

interactions relevant to transcription. We have recently shown that the boundaries of 

topological domains are delimited by high occupancy architectural protein binding sites 

that possess robust insulator activity. However, architectural proteins also target low 

occupancy sites that facilitate interactions within topological domains important for gene 

activation and repression. CTCF, an architectural protein conserved from flies to humans, 

was recently shown to recruit receptor-regulated Smad proteins to the H19 imprinting 

control region and the Alzheimer beta-amyloid precursor gene. However, to what degree 

CTCF recruits these canonical TGF-β signaling proteins genome-wide and whether 

CTCF-dependent co-localization is conserved remains unknown. By mapping TGF-β 

signaling factors Mad, dSmad2, Medea, and Schnurri genome-wide, we identify 

numerous overlapping sites dependent on CTCF in D. melanogaster. CTCF-RNAi 

sensitive Smad binding sites are enriched within topological domains, whereas sites 

overlapping high occupancy topological domain borders remain unaffected, suggesting a 

potential redundancy in recruitment to architectural protein binding sites. Surprisingly, 

we show that whereas Mad, Medea, and Schnurri binding is dynamically altered in 

response to DPP signaling, dCTCF occupancy remains static, suggesting a limited role 

for CTCF in this TGF-β response.  
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INTRODUCTION 

 

 

Architectural proteins mediate long-range interactions that contribute to the three-

dimensional organization of interphase chromosomes [251, 252]. We have recently 

shown that topologically associating domains (TADs), which represent highly self-

interacting regions of eukaryotic chromosomes [65-67], are partitioned by high 

occupancy architectural protein binding sites (APBSs) [46, 226, 253]. Both TADs and 

high occupancy APBSs appear to be largely tissue-invariant [66], suggesting modular 

chromatin domains are conserved throughout development. However, intra-TAD 

interactions, which may be facilitated by low occupancy APBSs within domains, often 

consist of enhancer-promoter and promoter-promoter interactions that are likely to be 

dynamically regulated in response to cell signaling events and between cell types to 

produce cell-type specific transcription patterns [78, 199, 200, 206]. We have previously 

demonstrated that Drosophila architectural proteins exhibit moderate changes in genome-

wide localization in response to the insect steroid hormone 20-hydroxyecdyone [77], 

which is bound by the nuclear ecdysone receptor, a ligand-activated transcription factor 

that in turn activates specific genes [254]. Recruitment of CP190, a BTB-containing 

protein essential for insulator activity, is dynamically targeted to DNA-binding 

architectural proteins, leading to ecdysone-induced changes in chromosome organization. 

However, to what degree architectural protein binding contributes to additional signaling 

events remains poorly addressed. 

Here we probe the relationship between Drosophila architectural proteins, including the 

Drosophila homolog of CTCF (dCTCF), and several transforming growth factor beta 
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(TGF-β) and bone morphogenic protein (BMP) signaling effector proteins, which direct 

the transcriptional response to TGF-β pathways involved in controlling cellular 

homeostasis, proliferation, differentiation, and apoptosis [255, 256]. In the canonical 

TGF-β signaling pathway, serine-threonine kinase transmembrane receptors bind to 

extracellular TGF-β ligands, and in turn phosphorylate receptor-regulated Smad proteins 

which are then able to form complexes that translocate into the nucleus to promote 

transcriptional activation and repression [257]. Several recent studies have focused 

attention on uncovering the chromatin determinants of Smad localization. Master 

regulatory transcription factors, which control the transcription of key cellular identity 

genes and are themselves expressed in a cell-type specific manner, were shown to direct 

the localization of BMP and Wnt signaling factors in hematopoietic progenitor cells, and 

of TGF-β effector Smad proteins in embryonic stem cells (ESCs) [258, 259]. The co-

localization of Smads at cell-type specific master transcription factor binding sites in 

multi-potent cells provides an attractive model for how TGF-β signaling events can 

produce diverse, tissue-specific responses.  

In addition to master transcription factors, TRIM33, a multifunctional Smad-interacting 

protein that recognizes the dual histone mark motif of H3K9me3 and H3K18ac, also 

creates a platform for Smad localization in response to signaling events in ESCs [260]. 

Nevertheless, the mechanisms driving recruitment of Smad proteins to DNA in non-stem 

cells remain largely unexplored. Limited studies probing the mammalian Alzheimer 

amyloid precursor protein (APP) gene promoter [261] and the H19 imprinting control 

region [262] have identified sites in which Smad recruitment to DNA is mediated by 

architectural protein CTCF. These studies led us to ask whether CTCF also recruits Smad 
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proteins to DNA on a global scale, to what degree these interactions are related to the 

TGF-β response, and whether CTCF-directed Smad localization is conserved.  

Here, we report the genome-wide landscape of the receptor-regulated Smad proteins 

Mothers against DPP (Mad) and dSmad2, the co-Smad Medea, and the co-repressor 

Schnurri in Drosophila melanogaster. Indeed, we identify numerous sites in which Smad 

binding co-localizes with the architectural protein dCTCF and further demonstrate that 

dCTCF binding is required for co-localization at a subset of sites. These data support a 

role for CTCF as a conserved determinant of Smad localization from Drosophila to 

humans. However, we also demonstrate that dynamic binding of Smad proteins in 

response to the Drosophila bone morphogenic protein Decapentaplegic (DPP), a member 

of the TGF-β superfamily, occurs in the context of dCTCF-independent binding sites and 

that dCTCF binding itself remains unchanged. Together, these results suggest that CTCF 

may play a relatively minor role in directing the genomic response to DPP, but 

nevertheless appears to act as an important player in defining the occupancy landscape of 

Smad proteins.  
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RESULTS 

 

Genome-wide mapping of Drosophila Smad proteins  

TGF-β superfamily signaling in D. melanogaster is traditionally broken into two 

branches based on the ligand-receptor interaction and the class of receptor-regulated 

Smad proteins (R-Smads) that are subsequently phosphorylated [263]. In the TGF-

β/Activin branch, binding between the Activin-like ligand Dawdle and the type I serine-

threonine kinase receptor Baboon results in phosphorylation of the R-Smad dSmad2 

(Smad on X) [264]. BMP signaling, on the other hand, occurs through transmembrane 

receptors Thickveins, Saxophone, and Punt, and induces phosphorylation of the R-Smad 

Mothers against DPP (Mad) [265, 266]. The phosphorylated forms of dSmad2 and Mad 

are able to form heterotrimeric complexes with the co-Smad Medea, and upon which 

translocate into the nucleus to direct changes in transcription [267]. The Mad/Medea 

complex has been shown to target activation regulatory elements in response to DPP, as 

well as repressive regulatory elements to which the transcriptional repressor Schnurri is 

recruited [268]. Therefore, in order to effectively capture the chromatin landscape of 

TGF-β signaling pathways, we carried out ChIP-seq experiments against dSmad2, Mad, 

Medea, and Schnurri in the late-embryonic Drosophila hemocyte cell line Kc167 (Figure 

17).  

Initial genome-wide analysis of Smad binding reveals extensive overlap between R-

Smads and the co-Smad Medea (Mad/Medea – 85%; dSmad2/Medea – 81%; p<0.0001) 

as well as with the co-repressor Schnurri (Mad/Schnurri – 67%; dSmad2/Schnurri – 70%; 

p<0.0001) (Figure 17A). Nearly half of all binding sites for either Mad or dSmad2 also  
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Figure 17. Genome-wide mapping of BMP and TGF-β signaling proteins Mad, 

dSmad2, Medea, and Schnurri in Drosophila Kc167 cells. (a) Heatmap representation 

of ChIP-seq peak overlap between individual Smad proteins. Corresponding values 

represent percentage of total binding sites for factors along the horizontal axis that 

overlap peaks identified for factors along the vertical axis, ranging from 0 (blue) to 100 

(red). (b) Overlap of Schnurri-Mad-Medea modules (SMM) individually identified for 

receptor-regulated Smad proteins Mad or dSmad2. Overlap is statistically significant 
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(p<0.0001, permutation test). (c) Illustration of ChIP-seq experiments and Smad protein 

overlap at SMM regulatory elements present in previously characterized promoter-

proximal modules of the brinker gene locus.  

_______________________________________________________________________
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overlap with the distinct R-Smad (Mad/dSmad2 – 52%; dSmad2/Mad – 47%; p<0.0001), 

suggesting a potential interaction between TGF-β/Activin and BMP signaling pathways 

at the genomic level. Recent studies do suggest that TGF-β/Activin activation can cross-

talk with BMP signaling upstream of transcription. For example, the BMP R-Smad Mad 

can become phosphorylated by the TGF-β receptor Baboon in response to ligand 

stimulation and independent of BMP receptors [269], and mutation of the Activin R-

Smad dSmad2 leads to altered BMP pathway signaling [270]. This suggests a potentially 

strong degree of interaction between TGF-β and BMP signaling pathways both upstream 

and downstream of nuclear translocation. Interestingly, numerous Medea and Schnurri 

binding sites are present independently of either Mad or dSmad2, though a majority of 

Schnurri binding sites overlap with Medea (Figure 17A), suggesting additional regulatory 

factors may be involved in recruiting Medea and Schnurri to DNA.  

Identification of genomic loci co-bound by Medea, Schnurri, and either R-Smad reveals 

even greater overlap between the BMP and TGF-β signaling factors Mad and dSmad2 

(Figure 17B; 69% for Mad; 66% for dSmad2; p<0.0001), suggesting both R-Smads 

recruit Medea and Schnurri to similar target sequences. The 1,220 overlapping Schnurri, 

Mad, Medea modules (SMM) bound by both Mad and dSmad2 provide a high confidence 

list of signaling target regions commonly identified in four independent ChIP-seq 

experiments, that we consider for further analysis. Visual inspection of high confidence 

SMM modules confirms co-localization of these signaling proteins at well characterized 

target genes. For example, Brinker, a nuclear repressor that antagonizes DPP signaling by 

binding similar Mad/Medea target sequences, is transcriptionally repressed by Mad, 

Medea, and Schnurri in response to DPP signaling events. Accordingly, the brinker gene 
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was recently shown to include several promoter modules targeted by Mad, Medea, and 

Schnurri [271]. Although brinker in modestly expressed in Drosophila Kc167 cells, our 

ChIP-seq data provide evidence that these SMM modules are highly occupied in cell 

culture even prior to induction with DPP (Figure 17C), suggesting either a minimal level 

of signaling occurs in Kc167 cells or that Smad-mediated repression is regulated 

downstream of sequence binding.   

SMM modules overlap Drosophila CTCF and other architectural proteins   

De novo motif analysis on SMM modules using MEME-ChIP [168] identifies significant 

enrichment for two sequences that show significant similarity to putative Mad and Medea 

consensus sequences (Figure 18). Previous comparisons of specific Mad/Medea-binding 

elements suggest that Smads target GCCGNC as a consensus binding sequence [272, 

273], and, similarly, MEME-ChIP identifies significant enrichment for GCYGSC at 

SMM modules (Figure 18A). SMM modules are nearly equally enriched for a GC rich 

consensus sequence with strong similarity to putative Medea binding sites, together 

suggesting that our ChIP-seq profiles for dSmad2, Mad, Medea, and Schnurri provide an 

accurate means for identifying Smad-signaling response elements.  

Interestingly, motif analysis also identifies a consensus sequence previously identified as 

being enriched at Drosophila CTCF binding sites that overlap with additional 

architectural proteins, such as Boundary Element Associated Factor of 32 kDa (BEAF-

32), Centrosomal Protein 190 (CP190), Modifier of mdg4 (Mod(mdg4)), Chromator, and 

the cohesin and condensin complex kleisen subunits Rad21 and CAP-H2 respectively 

[46, 253]. In fact, we find significant motif enrichment for DNA binding architectural
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Figure 18. SMM module motif enrichment and overlap at architectural protein 

binding sites. (a) Putative Mad and Medea motifs identified de novo by MEME-ChIP 

and the fraction of SMM modules containing the identified consensus sequence. 

Sequences are aligned with database motifs for Mad (top) and Medea (bottom) predicted 

based on previous DNA-binding experiments. (b) Consensus sequence enrichment 

(log2(observed/expected frequency)) for Mad, Medea, and dCTCF/CP190 motifs 
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identified de novo by MEME-ChIP (*) along with previously characterized DNA-binding 

architectural protein consensus sequences. (c) Example genomics viewer illustration of 

SMM module overlap at architectural protein binding sites at the Ribosomal Protein L30 

(RpL30) gene promoter. (d) Percentage of SMM modules overlapping architectural 

protein binding sites for dCTCF, BEAF-32, CP190, Rad21, Cap-H2, Mod(mdg4), and 

Chromator. Comparison of observed overlap frequencies (blue) with randomized shuffle 

control peaks (yellow) illustrates the strong enrichment of SMM modules at APBSs.  

________________________________________________________________________



137 
 

protein consensus sequences targeted by dCTCF, BEAF-32, and CP190, whereas 

sequences targeted by the gypsy-binding architectural protein, Suppressor of Hairy-wing 

(Su(Hw)), are depleted in SMM modules (Figure 18B). This result suggests that genomic 

elements bound by R-Smads, Medea, and Schnurri often occur in close spatial proximity 

with APBSs, and that architectural proteins may play an important role in either creating 

an accessible chromatin landscape for SMM occupancy, or may themselves directly 

recruit Smads to DNA.    

Visualization of SMM modules overlapping APBSs illustrates that ChIP-seq read 

densities for BMP and TGF-β Smad proteins tightly intersect those of dCTCF and other 

architectural proteins (Figure 18C). Genome-wide, 62% of SMM modules co-localize 

with dCTCF (p<0.0001), and a majority of modules also co-localize with additional 

architectural proteins (Figure 18D). These data, together with motif enrichment profiles 

for architectural proteins in Smad binding sites, provides supporting evidence that 

architectural proteins may play an important role in Smad localization.  

dCTCF-dependent co-localization of Smad proteins at APBSs   

The strong overlap of BMP and TGF-β effectors with Drosophila CTCF suggest that 

previous reports of CTCF-dependent recruitment of Smad proteins in humans may be an 

important, highly conserved genome-wide phenomenon. In order to test whether Smad 

proteins also target Drosophila APBSs in a dCTCF-dependent manner, we repeated 

ChIP-seq experiments for Mad, dSmad2, and Medea in cell culture depleted for dCTCF 

by RNAi [46, 253]. In all cases, disruption of dCTCF levels significantly perturbs the 

levels of Smad ChIP-seq read density at a subset of sites (Figure 19A-C). For example, 
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Figure 19. RNAi depletion of Drosophila CTCF abrogates Smad localization to a 

subset of dCTCF binding sites. (a-c) MA plots depicting changes in ChIP-seq read 

density as a function of average peak read densities for Mad, Medea, and dSmad2 
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respectively. dCTCF RNAi and control ChIP-seq experiments were normalized using the 

MAnorm package for quantitative comparison of ChIP-seq data sets [274]. An M value 

(log2 ratio of ChIP-seq read density) threshold cutoff of 1 (dotted line) and a p value 

cutoff of 0.02 (red) were chosen for consideration of significantly changing peaks. (d-e) 

Genomic viewer comparison of dCTCF RNAi (red) and control ChIP-seq experiments 

(black) for Mad, Medea, and dSmad2 respectively. In all cases, several significant ChIP-

seq peaks overlapping dCTCF are lost in response to knockdown of dCTCF (blue arrow), 

whereas non-overlapping Smad binding sites remain comparatively unchanged.  

________________________________________________________________________
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Mad occupancy significantly decreases at more than 200 binding sites (Figure 19A), and 

these sites are significantly enriched for the dCTCF motif. Whereas fewer dSmad2 and 

Medea peaks are significantly downregulated using the same threshold (absolute M value 

cutoff of 1, p<0.02), all Medea and dSmad2 peaks identified as being lost after dCTCF 

RNAi indeed overlap dCTCF (p<0.0001), suggesting loss of Smad binding is a direct 

consequence of dCTCF depletion.  

Strikingly, Mad, Medea, and dSmad2 binding sites that are affected by dCTCF depletion 

are most often entirely lost after dCTCF RNAi (Figure 19D-E), suggesting recruitment of 

Smad proteins to these loci is entirely dependent on dCTCF. These results mirror the 

dependence of Smad localization to both the H19 imprinting control region and the 

Alzheimer β-amyloid precursor protein proximal promoter region on human CTCF. 

However, despite the significant drop in Smad occupancy at a subset of sites in 

Drosophila Kc167 cells, ChIP-seq read density for Mad, Medea, and dSmad2 is not 

otherwise depleted at all dCTCF sites (Supplemental Figure 1), suggesting SMM 

elements are differentially affected by, and perhaps differentially dependent on, dCTCF.  

dCTCF-dependent Smad binding occurs at low occupancy APBSs within topological 

domains 

Drosophila CTCF and other architectural proteins target thousands of regulatory 

elements that play unique roles in shaping chromosome organization and transcription. 

For example, long-range interactions mediated by architectural proteins can facilitate 

either active enhancer-promoter interactions or repressive polycomb response element 

interactions, whereas sites bound by numerous architectural proteins are involved in 
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establishing discrete topological domains and are capable of robust insulator function for 

which these proteins were originally characterized. We therefore asked whether Smad 

binding sites that are sensitive or insensitive to dCTCF RNAi occur within unique 

contexts. Here we compare Mad, Medea, and dSmad2 binding sites overlapping dCTCF 

that are lost in response to dCTCF depletion with overlapping SMM modules that do not 

change in response to RNAi.  

Motif analysis reveals significant enrichment for the dCTCF core consensus sequence at 

sites in which Mad, Medea, and/or dSmad2 are lost after dCTCF knockdown (Figure 

20A). In contrast, Smad binding sites in which dCTCF co-localization occurs 

independently of dCTCF are enriched for the BEAF-32 motif and consensus sequences 

known to be enriched at high occupancy APBSs. Drosophila CTCF-independent, 

overlapping Smad peaks are also enriched for the putative Mad and Medea motifs 

identified by MEME-ChIP, whereas sites sensitive to dCTCF knockdown are depleted for 

Mad and Medea consensus sequences. These differences in motif enrichment suggest 

potentially unique binding modes for Smad proteins at dCTCF-independent versus 

dCTCF-dependent peaks. Intuitively, Smad peaks containing direct target sequences are 

not sensitive to dCTCF depletion, whereas sites lacking direct binding motifs appear to 

be entirely dependent on dCTCF for recruitment to these loci.  

Enrichment of the BEAF-32 consensus sequence and dCTCF/CP190 motifs present at 

high occupancy APBSs also suggests that, in addition to dCTCF, other architectural 

proteins may provide some redundancy in recruiting Smad proteins to APBSs. 

Comparison of DNase I hypersensitivity at dCTCF-sensitive and dCTCF-insensitive 

Smad peaks by DNase-seq in Drosophila Kc167 cells provides additional evidence that 
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Figure 20. Differential motif enrichment, architectural protein occupancy, and 

chromosomal location of dCTCF-dependent versus independent Smad binding sites. 

(a) Motif enrichment (log2(observed/expected frequency)) for architectural protein 

consensus sequences and putative Mad/Medea motifs at dCTCF
RNAi

 lost (left) and 

dCTCF
RNAi

 stable Smad binding sites. Comparison includes only Smad peaks which 

overlap dCTCF. (b) DNase-seq read densities centered on dCTCF binding sites 

overlapping Mad, Medea, and dSmad2 that are stable (black) or lost in response to 

dCTCF RNAi (red). (c) APBS occupancy, determined as the number of overlapping 
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MACS-called peaks for architectural proteins, at Smad binding sites that are stable 

(black) or lost after dCTCF knockdown (red) (p = 0.061, wilcoxon rank-sum test). (d) 

Distance (kb) from topologically associating domain (TAD) boundaries, at which high 

occupancy APBSs are highly enriched [253]. dCTCF
RNAi

 lost Smad peaks are most 

abundant within domains, whereas dCTCF
RNAi

 stable peaks are enriched near TAD 

boundaries (median distance from TAD borders: 14.9 kb and 9.9 kb respectively, p = 

3.9e-7, wilcoxon rank-sum test).   

________________________________________________________________________
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dCTCF-independent binding occurs at high occupancy APBSs. For example, whereas 

Smad peaks that are lost after dCTCF knockdown exhibit sharp but comparatively 

weaker DNase I hypersensitivity, dCTCF-independent Smad binding sites are 

characterized by broad, robust DNase sensitivity commonly observed at high occupancy 

APBSs (Figure 20B). Accordingly, dCTCF-independent Smad peaks overlap on average 

more architectural proteins than dCTCF-dependent loci (Figure 20C). Though the 

difference in overlap does not reach statistical significance (p = 0.061, wilcoxon rank-

sum test), this comparison draws on binary peak identification by MACS and does not 

take into account the relative ChIP-seq tag enrichment.  

The observed differences in consensus sequence enrichment, DNase activity, and total 

architectural protein occupancy at differentially affected Smad binding sites suggest that 

dCTCF-dependent and dCTCF-independent Smad peaks are likely present in unique 

chromosomal contexts. Integration of ChIP-seq with genome-wide chromosomal 

interaction mapping has recently shown that interphase chromosomes are organized into 

discrete, self-interacting domains that are separated by high occupancy APBSs [253]. 

Accordingly, we find that Mad, Medea, and dSmad2 peaks that overlap dCTCF but are 

not significantly affected by dCTCF RNAi are enriched near the boundaries of 

topological domains (Figure 20D). In contrast, dCTCF-dependent Smad binding sites do 

not predominantly localize near TAD borders, consistent with the nature of low 

occupancy dCTCF binding sites residing within topological domains. Recent enhancer-

trap assays suggest that individual topological domains functionally limit the activity of 

enhancers to genes that reside within the same TAD [275]. We speculate that whereas 

high occupancy APBSs mediate long-range higher order chromosomal domain 
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organization, low occupancy dCTCF binding sites may facilitate short-range enhancer-

promoter interaction relevant to transcription. However, to what degree dCTCF binding 

plays a role in the TGF-β signaling response has not been previously addressed.  

dCTCF binding remains constant in response to DPP-induced signaling events  

In order to assay whether dCTCF binding plays a role in the actual TGF-β/Activin and 

BMP signaling pathways, we repeated ChIP-seq experiments for dCTCF as well as Mad, 

Medea, and Schnurri in response to the Drosophila bone morphogenic protein DPP. 

Treatment with 30 nM DPP for 6 hrs robustly activates phosphorylation of Mad in 

Drosophila Kc167 cells, whereas phospho-Mad is undetectable in untreated control cells 

(Figure 21A). Surprisingly, ligand-mediated activation of the BMP cascade does not 

dynamically alter the DNA-binding profile for dCTCF (Figure 21B), suggesting the 

architectural protein occupancy landscape remains relatively static. However, DPP does 

induce upregulation and downregulation of Mad, Medea, and Schnurri at several hundred 

sites (Figure 21C-E), suggesting Smad localization is dynamically altered in response to 

signal transduction.  

We next performed gene ontology (GO) analysis on genes that are in close spatial 

proximity to SMM modules and near sites that increase or decrease in response to DPP (< 

4kb from TSS). Whereas Mad, Medea, and Schnurri peaks that decrease are enriched 

near genes associated with imaginal disc development, consistent with SMM modules 

prior to induction with DPP, dynamically upregulated binding sites occur in close spatial 

proximity to genes associated with neurogenesis (Figure 21F), suggesting DPP may 

actively regulate neuronal cell fate decisions in this cell line. However, comparison of 
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Figure 21. Dynamic Smad localization in response to DPP activated phosphorylation 

of Mad. (a) Western blot analysis of phosphorylated Mad levels before and after 6h 

treatment with DPP (30 nM), using phospho-specific p-Mad antibody. Loading control 

staining of histone H3. (b) MA plot depicting changes in dCTCF ChIP-seq read density 

as a function of average peak read density. DPP treatment and control ChIP-seq 

experiments were normalized using the MAnorm package for quantitative comparison of 

ChIP-seq data sets [274]. An M value (log2 ratio of ChIP-seq read density) threshold 

cutoff of 1 (dotted line) and a p value cutoff of 0.02 (upregulated peaks – pink; 

downregulated peaks – blue) were chosen for consideration of significantly changing 

peaks. Only 40 peaks decrease and 7 peaks increase significantly in response to DPP. (c-

e) Analogous MA plots for Mad, Medea, and Schnurri ChIP-seq experiments before and 

after treatment with DPP. Number of significantly changing peaks: Mad 161 increasing, 

488 decreasing; Medea: 63 increasing, 9 decreasing; Schnurri: 90 increasing, 109 
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decreasing. (f) Gene ontology (GO) analysis for SMM modules and significantly 

changing peaks in response to DPP treatment. GO term enrichment was performed for 

closest genes (TSS) within 4 kb of Mad, Medea, and Schnurri binding sites before 

treatment (black), that decrease (blue), or increase (pink) significantly after treatment 

with DPP. Whereas decreasing Smad binding sites are enriched near genes associated 

with imaginal disc development and signaling, increasing binding sites occur near genes 

involved in neurogenesis.    

________________________________________________________________________
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upregulated Smad peaks with respect to dCTCF binding suggests that this signaling 

transcriptional response occurs in a non-dCTCF context. For example, upregulated Mad 

binding sites are depleted for dCTCF, and co-localization of Medea and Schnurri 

upregulated peaks with dCTCF is no greater than expected by random chance 

(Supplemental Figure 2). DPP-induced downregulation of Smad binding, on the other 

hand, does occur at dCTCF-binding sites, many of which coincide with low occupancy 

dCTCF APBSs, suggesting loss of Smad proteins occurs at architectural protein-bound 

regulatory elements within topological domains. The dynamic localization of Mad, 

Medea, and Schnurri from dCTCF sites to non-dCTCF sites suggests that DPP signaling 

may actively redirect Smad localization to unique chromatin contexts relevant to cell 

differentiation.  
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DISCUSSION 

TGF-β effector proteins have been shown to co-localize with mammalian CTCF in a 

CTCF-dependent manner at just two individual loci. We now extend this observation to 

Drosophila using a genome-wide approach, providing evidence that architectural protein 

CTCF and canonical Smad signaling proteins, both highly conserved from fly to humans, 

co-localize on a global scale. Smad co-binding at dCTCF sites is abrogated at low 

occupancy dCTCF target sequences for which Smad consensus sequences are depleted, 

whereas high occupancy dCTCF binding sites co-bound by additional architectural 

proteins remain unaffected. The dCTCF-independent recruitment of Smads to high 

occupancy APBSs suggests that additional architectural proteins may redundantly recruit 

Smads, or simply provide an accessible chromatin landscape to which Mad, Medea, and 

dSmad2 can associate. Nevertheless, dCTCF-dependent localization of Smad proteins to 

specific low occupancy elements is consistent with the CTCF-dependent nature of Smad 

binding at both the APP and H19 promoters in humans [261, 262].   

Surprisingly, DPP-activated phosphorylation of Mad does not lead to significant changes 

in dCTCF binding, whereas Mad, Medea, and Schnurri levels increase at regulatory 

elements away from dCTCF. These results suggest that TGF-β signaling in our cell line 

redirects Smad binding to genomic loci independent of architectural proteins, and that 

architectural proteins may facilitate binding of nuclear Smad proteins in the absence of 

signaling. In this regard, we indeed find Mad, dSmad2, Medea, and Schnurri bound to 

previously characterized response elements even in the absence of DPP ligand, in which 

levels of phosphorylated Mad are undetectable. The signal-independent clustering of 

these proteins suggests that the genomic TGF-β signaling response is not as simple as 
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regulating binary “off versus on” states, dependent on phosphorylated Mad. Conceivably, 

phosphorylation of Mad might instead regulate the resident time of DNA-binding, the 

recruitment of additional regulatory partners, or the ability to establish functional long-

range interactions.  

We speculate that dCTCF-dependent Smad localization to low occupancy APBSs within 

topological domains may represent regulatory elements involved in enhancer-promoter 

interactions, whereas dCTCF-independent high occupancy APBSs are involved in 

establishing higher-order chromosome organization. What role Smads might play in 

establishing or maintaining such long-range interactions relevant to chromosome 

architecture, or whether Smads and other transcription factors simply localize to high 

occupancy APBSs due to chromatin accessibility, remains difficult to address. However, 

we have recently shown that high occupancy APBSs are distinct from analogous 

transcription factor hotspots, suggesting some level of specificity, most likely governed 

by protein-protein interactions, decides which factors can associate and where. 

Alternatively, the enrichment of ChIP-seq signal at high occupancy APBSs may, to some 

degree, reflect indirect association via long-range interactions with regulatory elements 

directly bound by Smad proteins. This possibility raises a possible explanation for why 

Smad ChIP signal is independent of dCTCF binding at high occupancy APBSs.  

The complete loss of Smad ChIP signal at numerous dCTCF binding sites enriched for 

the core dCTCF consensus sequence, nevertheless provides compelling evidence that 

recruitment of Smad proteins is directly governed by Drosophila CTCF at a subset of 

binding sites. These results establish CTCF as an important determinant of Smad 

localization and, depending on the cell-type specific binding patterns of CTCF, suggest 
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that CTCF might also influence the tissue-specific localization of Smad proteins 

analogous to master regulatory transcription factors in multi-potent stem cells.  
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EXPERIMENTAL PROCEDURES 

Cell Culture and DPP Treatment 

Drosophila Kc167 cells were grown in HyClone SFX cell culture medium. For treatment 

with DPP, cells were split overnight to a density of 0.5 x 10
6
 cells/mL and treated with 30 

nM DPP the follow morning. DPP treatment and control lysates were extracted after 6hr 

incubations. RNAi knockdown of Drosophila CTCF in cell culture was conducted as per 

the Drosophila RNAi Screening Center (DRSC) protocol [197] with the exception that 

dsRNA was added every day for 3 days and the cells were then collected on the 4
th

 day. 

Chromatin isolation from dCTCF depleted cell culture were performed as part of 

previously published knockdown experiments and described protocols [46].  

Immunoprecipitation and Western Analysis 

Chromatin immunoprecipitation was performed as previously described [58]. Protein A 

Sepharose beads (GE Healthcare) were pre-washed in PBSMT and pre-incubated with 6 

µl of rabbit polyclonal anti-Mad [276], sheep polyclonal anti-dSmad2 (R&D systems 

cat#AF7948), rabbit polyclonal anti-Medea [277], or rabbit polyclonal anti-Schnurri 

[278] for 1 hr prior to pull-down of sheared DNA. To generate sequencing libraries, ChIP 

DNA was prepared for adaptor ligation by end repair (End-It DNA End Repair Kit, 

Epicenter Cat# ER0720) and addition of “A” base to 3′ ends (Klenow 3′-5′ exo–, NEB 

Cat# M0212S). Illumina adaptors (Illumina Cat# PE-102-1001) were titrated according to 

prepared DNA ChIP sample concentration and ligated with T4 ligase (NEB Cat# 

M0202S). Ligated ChIP samples were PCR-amplified using Illumina primers and 

Phusion DNA polymerase (NEB Cat# F-530L) and size selected for 200–300 bp by gel 
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extraction. ChIP libraries were sequenced at the HudsonAlpha Institute for 

Biotechnology, using an Illumina HiSeq 2000. 

For Western blotting, membranes were blocked in TBST (20 mM Tris, pH7.4, 150 mM 

NaCl, 0.05% Tween 20) with 5% nonfat milk powder and incubated overnight with 

phospho-specific Mad antibodies (Gift from Lan Xu [276]). Membranes were washed 

three times with TBST and probed with secondary antibodies-conjugated to HRP 

(1:5000, Jackson ImmunoResearch Laboratories) for 1 hr. After three more washes, the 

presence of different proteins was detected using SuperSignal West Pico/Dura 

Chemiluminescent substrate (Thermo Scientific).  

ChIP-seq and Reference Data 

In addition to novel Mad, Medea, and Schnurri ChIP experiments, architectural protein 

ChIP-seq data was obtained from previously published sources [46, 253]. Sequences 

were mapped to the dm3 genome with Bowtie 0.12.3 [189], using default settings. Peaks 

were then called with MACS 1.4.0alpha2 [190] using equal numbers of unique reads for 

IgG control and ChIP samples, using a p value cutoff of 1 × 10
−10

. For classification of 

overlapping binding sites, MACS-identified peaks were intersected using publicly 

available tools on Galaxy [191-193]. For visualization, mapped sequence reads were 

loaded on to the Integrated Genomics Viewer [239, 240]. Previously published ChIP-seq 

data for Drosophila architectural proteins were obtained from GEO accessions 

GSE30740 [77] and GSE36944 [46]. Raw DNase-seq in Kc167 cells was obtained from 

published resources [225];  
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Bioinformatics analyses 

DNA sequence motifs were identified by MEME-ChIP set to identify 12 motifs and 

otherwise using default settings [28]. Comparison of APBSs with respect to Pol II-

transcribed genes employed gene structure (TSSs) obtained using the UCSC genome 

browser [248, 249]. Significantly changing ChIP-seq peaks in response to dCTCF RNAi 

and DPP signaling were determined using the MAnorm package for quantitative 

comparison of ChIP-seq data sets [274]. An M value (log2 ratio of ChIP-seq read density) 

threshold cutoff of 1 and a p value cutoff of 0.02 were chosen for consideration of 

significantly changing peaks. Enrichment profiles for Mad, Medea, Schnurri, and 

dSmad2 protein co-occurrence and overlap with architectural proteins were defined as the 

observed overlapping frequencies over expected frequencies determined by shuffling 

datasets, while controlling for the number of peaks and start/stop location of peaks on 

each chromosome. P-values were determined as the chance of observing an equal or 

greater co-occurrence across 100,000 Monte Carlo Permutation tests. Unless otherwise 

noted, read intensity plots were generated by binning ChIP-seq reads into 100 bp bins and 

extracting read counts in bins surrounding described anchor points (eg. SMM modules or 

dCTCF peaks), and visualized using Java Treeview [195]. Gene Ontology analysis was 

performed by running functional annotation tools on DAVID [279] and biological 

process (level 5) GO terms were subsequently summarized using REVIGO [280].  
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CHAPTER 5:  

 

DYNAMIC RECRUITMENT OF REGULATORY FACTORS  

TO ARCHITECTURAL PROTEIN BINDING SITES  

DURING STEROID-HORMONE SIGNALING EVENTS 

 

 

Data discussed in this chapter were generated in a previously published research article:  
 

Wood AM, Van Bortle K, Ramos E, Takenaka N, Rohrbaugh M, Jones BC, Jones KC, 

Corces VG. Mol Cell. 2011. Regulation of chromatin organization and inducible gene 

expression by a Drosophila insulator. Oct 7;44(1):29-38 

 

My contributions include performing the ChIP-seq experiments and computational 

analysis of the data. 
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ABSTRACT 

Architectural proteins mediate long-range interactions that contribute to the three-

dimensional organization of interphase chromosomes. We have shown that recently 

identified topologically associating domains (TADs), which represent self-interacting 

regions of the chromosome, are partitioned by high occupancy architectural protein 

binding sites (APBSs). Both TADs and high occupancy APBSs appear to be largely 

tissue-invariant, suggesting modular chromatin domains are conserved throughout 

development. However, intra-TAD interactions, which may be facilitated by low 

occupancy APBSs within domains, often consist of enhancer-promoter and promoter-

promoter interactions that are likely to be dynamically regulated in response to cell 

signaling events and between cell types to produce cell-type specific transcription 

patterns. Here we assay the binding profiles for architectural proteins in response to 

steroid-hormone signaling events in Drosophila melanogaster and discover dynamic 

binding of DNA-binding proteins within topological domains. Ecdysone-induced 

architectural protein binding correlates with changes in chromosome organization, 

suggesting a role for architectural proteins in mediating the transcriptional response to 

signaling.   
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INTRODUCTION 

 

Spatiotemporal pulses of the steroid hormone 20-hydroxyecdysone (ecdysone, 20HE) 

occur during insect metamorphosis, creating tissue-specific physiological responses 

critical for development [254]. Ecdysone is bound by the nuclear ecdysone receptor, a 

ligand-activated transcription factor that in turn activates specific genes. In Drosophila 

Kc167 cells, ecdysone induces differentiation by activating and repressing transcription 

with temporal specificity [281]. Whereas only a couple dozen genes directly targeted by 

the ecdysone receptor are differentially expressed after three hours, several hundred 

genes are dynamically regulated after forty-eight hours, producing significant changes in 

cell morphology, cytoplasmic organization, and cellular identity. Ecdysone therefore 

provides an excellent model system for assaying the organization and stability of 

architectural protein binding in response to cellular differentiation and changes in 

transcription. 

Here we assay architectural protein binding profiles by ChIP-seq in response to ecdysone 

induced differentiation of Drosophila Kc167 plasmatocytes. We find that a small subset 

of regulatory elements targeted by DNA-binding architectural proteins dCTCF, BEAF-

32, and Su(Hw) are up- and down-regulated after 3hrs and 48hrs treatment. More 

drastically, BTB-containing protein CP190, which is essential for insulator activity in D. 

melanogaster, is dynamically targeted to several hundred loci specifically after 48hrs. 

Ecdysone induced CP190 recruitment correlates with changes in long-range interaction 

frequencies, suggesting dynamic recruitment of regulatory factors to architectural protein 

binding sites may functionally influence chromosome organization and transcription.  
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RESULTS 

Ecdysone treatment leads to changes in the genome-wide distribution of 

 architectural proteins  

To determine whether architectural protein localization is modulated concomitant to 

changes in ecdysone-induced transcription patterns, we performed ChIP-seq analysis for 

DNA-binding proteins dCTCF, BEAF-32, and Su(Hw), as well as for BTB-containing 

architectural protein CP190, which is recruited by each DNA-binding protein and 

required for insulator activity. Binding profiles were assayed at 3hrs and 48hrs post 

ecdysone treatment as well as in control treated cells. Differential binding among each 

architectural protein was determined by normalizing ChIP experiments by read count, 

filtering reads to remove random background noise, and calling significant changes in 

occupancy using CMARRT, a modified correlation and moving average algorithm [282],   

taking into account log2() ratios between samples within ChIP peaks containing a p value 

less than 1e-10.  

Comparison of architectural protein binding before and after ecdysone treatments 

suggests that a majority of APBSs remain intact despite the robust alteration in 

transcription induced by 20HE. This finding is consistent with our recent observation in 

which medium-high occupancy APBSs are conserved throughout Drosophila 

development and between cell types [253]. Nevertheless, many APBSs are significantly 

up- or down-regulated (Figure 22A). For example, compared to control treated cells, 

BEAF -32 binding decreases at 135 sites (2%) at 3hrs and at 65 sites (1%) after 48hrs, of 

which 58 binding sites are common between the two time points. Similarly, dCTCF  
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________________________________________________________________________ 

Figure 22. Ecdysone treatment leads to changes in the genome-wide distribution of 

architectural proteins. (a) Number of architectural protein binding sites (APBSs) 
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regulated for each protein at each time point after ecdysone treatment. (b) Percentage of 

CP190 upregulated sites (306, 48hrs from panel A) and percentage of all CP190 binding 

sites that overlap DNA binding architectural proteins dCTCF, BEAF-32, and Su(Hw). (c) 

Example genomics viewer of ChIP-seq tag density at 0hrs, 3hrs, and 48hrs for each 

architectural protein. Eip75B gene contains significantly upregulated CP190 binding site 

(red arrow), overlapping dCTCF.  

________________________________________________________________________ 
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binding is downregulated at 34 sites (0.6%) at 3hrs, and at 11sites (0.2%) at 48hrs after 

treatment with ecdysone. Su(Hw), on the other hand, shows reduced binding at 70 sites 

(1%) at 3hrs, then an increase in binding at 200 sites (2%) after 48hrs. Most dramatically, 

CP190 binding is upregulated at 306 binding sites specifically after 48hrs, suggesting 

20HE modulates the recruitment of CP190 to DNA-binding proteins in a context 

dependent manner.  

 

Further analysis of upregulated CP190 binding sites after 48hrs reveals that these sites 

show enriched colocalization for dCTCF, BEAF-32, dCTCF+BEAF-32, and 

dCTCF+BEAF-32+Su(Hw) (Figure 22B), suggesting a non-random pattern for CP190 

upregulation which may relate to the interaction and transcriptional status of the cell. To 

test whether CP190 dynamics influence interactions, we next focused our attention on a 

dCTCF APBS with induced CP190 colocalization specifically after 48hrs (Figure 22C, 

red arrow). This dynamic binding site is present within the ecdysone-induced protein 75B 

(Eip75B) gene, which increases dramatically in response to 20HE. Chromosome 

conformation capture (3C) analysis, using this region as an anchor, further reveals 

strengthened interactions with downstream HindIII fragments specifically after 48hrs 

[77]. These interactions are significantly weakened in response to CP190 depletion, 

suggesting ecdysone-regulated chromatin conformation surrounding Eip75B requires the 

architectural protein CP190.  
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DISCUSSION 

By mapping the binding profiles for architectural proteins in response to extracellular 

signaling events, we identify specific architectural protein binding sites (APBSs) that are 

dynamically bound, suggesting a role in regulating chromatin organization. Supporting 

evidence for this possibility comes from differential interaction frequencies measured by 

chromosome conformation capture at a dCTCF binding site where CP190 recruitment is 

induced by ecdysone [77]. However, in contrast to the hundreds of differential binding 

sites observed for BTB-containing protein CP190 after 48hr 20HE, sites bound by DNA-

binding proteins Su(Hw), BEAF-32, and dCTCF remain relatively stable, consistent with 

similar analyses of dCTCF binding during BMP signaling in response to DPP. These data 

suggests that DNA-binding architectural protein binding is not significantly influenced by 

signaling events, whereas recruitment of co-factors involved in long-range interactions 

and transcription may provide a mechanism for dynamically regulating both chromosome 

organization and transcription.  

We interpret the comparatively static binding of DNA-binding architectural proteins to 

mean that these factors instead create stably accessible chromatin environments that are 

regulated by the recruitment of additional factors, such as CP190. We speculate that 

although treatment of Kc167 cells with 20HE and DPP leads to relatively minor changes 

in dCTCF binding, a more robust differentiation induction or comparison of diverse cell 

types may likely shed light on the degree to which dCTCF binding is tissue-specific. 

Given the role of dCTCF and other DNA-binding architectural proteins in recruiting non- 

DNA-binding co-factors, it is likely that tissue-specific APBSs delineate the ability or 
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direction for which a given cell-type can respond to extracellular stimuli. In the case of 

ecdysone signaling, for example, one can imagine a scenario in which recruitment of 

CP190 and other regulatory factors facilitated by dCTCF is very different in two unique 

cell-types, dependent on where dCTCF is bound. The transcriptional induction would 

then be, to some degree, directed by the cell-type specific dCTCF-interactome.  
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EXPERIMENTAL PROCEDURES 

Cell culture and ecdysone/DPP treatments 

Kc167 cells were grown in CCM3 serum-free insect media (HyClone SH30065.01) at 25 

C. For ecdysone treatment, cells were plated at 0.5*10
-6

 cells/ml and grown overnight. 

Cells were treated with 20-HE (Sigma) at a final concentration of  0.5*10
-7 

M for 3 or 48 

hrs prior to cellular lysis. For control (WT) experiments, cells were treated with EtOH.  

Chromatin immunoprecipitation and sequencing  

Chromatin immunoprecipitation was performed as described [58]. To generate 

sequencing libraries, ChIP DNA was prepared for adaptor ligation by end repair (End-It 

DNA End Repair Kit, Epicenter Cat# ER0720) and addition of ‘‘A’’ base to 30 ends 

(Klenow 30-50 exo–, NEB Cat# M0212S). Illumina adaptors (Illumina Cat# PE-102-

1001) were titrated according to prepared DNA ChIP sample concentration and ligated 

with T4 ligase (NEB Cat# M0202S). Ligated ChIP samples were PCR-amplified using 

Illumina primers and Phusion DNA polymerase (NEB Cat# F-530L) and size selected for 

200–300 bp by gel extraction. ChIP libraries were sequenced at the HudsonAlpha 

Institute for Biotechnology, using an Illumina GAII sequencer. Sequences were mapped 

to the dm3 genome with Bowtie 0.12.3 [189] using default settings. Peaks were then 

called with MACS 1.4.0alpha2 [190] using equal numbers of unique reads for input and 

ChIP samples and a p value cutoff of 1e-10. To determine up- and downregulated 

insulator sites at each time point, ChIP-Seq data for each insulator protein were 

normalized by total read count between the different time points. The data were then 
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filtered by a second normalization for lane effect differences of the mean plus 1/2 

standard deviation of lane-specific read counts. The ChIP-time point-A/ChIP-time point-

B Log2() ratio was determined and assigned for every 100 bp. Significant changes in 

insulator occupancy were then called as up- or downregulated using CMARRT, a 

modified correlation and moving average algorithm [282], and a stringent p value cutoff 

of 1e-10.  
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CHAPTER 6:  

 

DYNAMIC CODON USAGE AND tRNA ABUNDANCE IN RESPONSE TO 

ECDYSONE INDUCED DIFFERENTIATION 

 

Work discussed in this chapter is currently in preparation:  
 

Van Bortle K, Nichols M, Ramos E, Corces VG. Dynamic codon usage and tRNA 

abundance in response to ecdysone induced differentiation. In preparation.  

 

My contributions include conceiving the project, performing the experiments, 

computational analysis of the data, interpretation of the results, and writing the 

manuscript. 
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ABSTRACT 

The insect steroid hormone 20-hydroxyecdysone (ecdysone, 20HE) controls Drosophila 

metamorphosis by transducing extracellular signals into tissue-specific expression 

patterns through the ligand-activated transcription factor ecdysone receptor (EcR). By 

profiling the transcriptional, small RNA, and proteomic response to ecdysone in Kc167 

cells, a late-stage embryonic cell line, we discover a shift in codon usage and codon 

usage bias associated with differentiation. In particular, messenger RNAs (mRNAs) and 

proteins upregulated by 20HE show a bias towards codons enriched in differentiation 

genes, and a depletion for codons enriched in proliferation genes. Cellular tRNA pools 

concomitantly shift in response to 20HE, albeit moderately, in favor of codons associated 

with differentiation. Interestingly, tRNA
SeC

, a single copy tRNA gene required for 

selenoprotein synthesis, is upregulated by ecdysone, suggesting 20HE may regulate the 

biosynthesis of the antioxidant selenoproteins. Finally, we show that tRNA abundance 

predicts preferential codon usage throughout the Kc167 proteome compared to cellular 

mRNA codon usage, and that significantly changing tRNA isoacceptors become enriched 

or depleted accordingly in proteins after treatment with ecdysone. These results support 

the translational efficiency hypothesis in which cellular tRNA levels influence the 

translational output of the cell, and further provide evidence of mRNA and tRNA 

dynamics that favor balanced codon usage and tRNA abundance.   
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INTRODUCTION 

Of the twenty amino acids encoded by the standard genetic code, eighteen are defined by 

more than one codon. Despite this redundancy, synonymous codons are often used 

unequally, creating a bias for preferential codons and against suboptimal codons. The 

resulting codon usage bias (CUB) for specific codons has been suggested to play a role in 

favoring translational accuracy and/or translational efficiency [283]. By comparing the 

frequency of codon usage with tRNA gene copy number as a proxy for tRNA abundance 

in a cell, studies have drawn support for the translational efficiency hypothesis [284]. For 

example, across many organisms, preferential codons often correlate with high 

abundance tRNA isoacceptors, whereas suboptimal codons correlate with low level 

tRNAs [285]. These findings suggest that highly expressed genes, which are often 

enriched for preferential codons, may be rapidly translated by pairing with highly 

abundant cognate tRNAs [283]. 

Despite circumstantial evidence supporting the translational efficiency hypothesis, recent 

studies profiling ribosome occupancy on mRNAs suggest that codon selection time, or 

the time a ribosome must wait for the correct tRNA isoacceptor, is actually similar for 

both high frequency and low frequency codons [286, 287]. As a consequence, a recent 

alternative hypothesis was proposed in which balancing tRNA abundance with codon 

usage creates an equal concentration for each tRNA isoacceptor [288]. The major 

assumption of this model requires that aminoacylated tRNAs be in short supply to 

translating ribosomes, yet to what degree this is true in different organisms and cell types 

is currently unknown. 
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Regardless of whether tRNAs influence translational efficiency through differential 

abundance or by creating an equal pool when balanced against codon frequency, tRNA 

levels are finely tuned with the codon usage across diverse organisms and all domains of 

life. This strongly suggests that tRNA abundance plays an important role in optimizing 

the translational output of cell. Taking the next step, it is conceivable that within an 

organism, different cell types may express a unique codon usage that would require 

dynamic regulation of the tRNA pool. The increasing demand for one codon, for 

example, would benefit by increasing the relative abundance of the cognate tRNA, and so 

forth.  

A recent survey of tRNA abundance and codon usage across numerous proliferative and 

differentiated cell types suggests that tRNA levels are indeed dynamically tuned towards 

the codon usage in a given cell [289]. RNA expression analysis shows that proliferative 

cancer cell lines and cells overexpressing the transcription factor Myc tend to have a 

unique codon bias compared to differentiated cells or those with induced senescence. 

Accordingly, tRNA abundances in differentiated cells were better matched for 

differentiated codon bias, and vice versa. However, to what degree tRNA expression is 

modulated in a single cell type in response to differentiation, and whether or not changes 

in tRNA abundance produce differences in translational output remain poorly addressed.  

The insect steroid hormone 20-hydroxyecdysone (ecdysone, 20HE) provides an 

advantageous model system for studying the effects of differentiation on codon usage and 

translation efficiency. Here we show that in Drosophila Kc167 cells, 20HE induces 

plastmatocyte-to-macrophage differentiation and changes in codon usage that mirror the 
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differentiation status of the cell. By further profiling the transcriptional, small RNA, and 

proteomic response to ecdysone we show that cellular tRNA pools concomitantly shift in 

response to 20HE in favor of codons associated with differentiation. tRNA abundance 

scales with preferential codon usage in proteins when compared to cellular mRNA codon 

usage, and significantly changing tRNA isoacceptors become enriched or depleted 

accordingly in proteins after treatment with ecdysone. These results support the 

translational efficiency hypothesis in which cellular tRNA levels influence the 

translational output of the cell, and further provide evidence of mRNA and tRNA 

dynamics that favor balanced codon usage and tRNA abundance.   
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RESULTS 

Ecdysone induces differentiation of Drosophila Kc167 plasmatocyte cells into 

macrophages 

In order to assay both codon usage and tRNA abundance, as well as the effect of 

ecdysone-induced differentiation, we profiled small RNAs by RNA-seq, mRNAs by 

microarray analysis, and protein abundance using label-free quantitative mass 

spectrometry (Figure 23A). Transcriptome analyses were performed in control and at 

both 3hrs and 48hrs after treatment with 20HE, whereas proteomic samples were 

compared between control and 48hr time points. Quantitative real-time PCR was used to 

validate the ecdysone response prior to performing transcriptomic and proteomic assays 

(Figure 23B). 

Though Drosophila Kc167 cells are often utilized for their robust morphological 

response to ecdysone, to our knowledge, no previous study has defined the cellular 

identity of these differentiated cells. Taking advantage of microarray analyses, the 

expression of plasmatocyte markers before and after treatment with 20HE suggests that 

Kc167 cells are a type of hemocyte as recently proposed [290]. Studies suggest that 

plasmatocytes may differentiate into several unique immune cell types, including 

lamellocytes, crystal cells, nephrocytes, and macrophages [291]. Comparison of expected 

expression markers for these cell types provides evidence that Kc167 cells differentiate 

into activated macrophages in response to ecdysone. For example, expression of 

Croquemort (crq), a macrophage receptor protein important for phagocytosis, and Singed 

(aka Fascin, sn), a highly expressed factor critical for macrophage motility and  
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________________________________________________________________________ 

Figure 23. Ecdysone induces differentiation of Drosophila Kc167 plasmatocyte cells 

into macrophages. (a) Experimental setup: transcriptomic and proteomic profiling 

before and after treatment with 20HE; two biological replicates per time point. (b) 

Quantitative real-time PCR validation of 20HE response in Kc167 after 3hrs, 48hrs 

20HE. (c) Key expression markers for potential cell-types that are derived from the 

plasmatocyte (hemocyte) lineage. Expression of Croquemort (crq) and singed (sn) 

suggest plasmatocyte-to-macrophage differentiation in response to ecdysone. 

________________________________________________________________________ 
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developmental migration, significantly increase after 48hrs 20HE (Figure 23C). 

Likewise, expression of Schnurri (shn), a transcriptional repressor recently shown to 

induce macrophage-like morphology in retinal hemocytes [292], also increases. Together, 

these data suggest that after 48hrs, ecdysone has induced Kc167 differentiation into 

macrophage cells.    

Transcriptome and quantitative proteomics after 48h ecdysone treatment 

Temporal transcriptional analyses in Kc167 cells has demonstrated an early and late 

response to 20HE, wherein only a few dozen genes are upregulated within the first couple 

hours and several hundred genes are differentially expressed 1-2 days after treatment with 

ecdysone [281]. Our microarray analysis of gene expression at 3hrs and 48hrs 

independently confirm these unique responses to 20HE. Specifically, 53 transcripts 

increase significantly after 3hrs, whereas 612 transcripts increase and 240 decrease more 

than 2 fold after 48hrs (Figure 24A-B). Quantitative proteomic analysis similarly 

identifies several hundred proteins that increase or decrease after 48hrs with an FDR 

cutoff of 5% (Figure 24C), with 276 proteins increasing and 129 proteins decreasing. 

Correlation analysis of the proteomic response with mRNA levels before and after 

ecdysone-induced differentiation shows a strong relationship between changes in protein 

levels and transcript abundance (Figure 24D, Spearman’s rank correlation coefficient = 

0.627, p<2.2e-16), suggesting our transcriptomic and proteomic profiles accurately 

reflect cellular dynamics in response to ecdysone signaling. Together, these results 

illustrate the robust molecular response to ecdysone in Drosophila Kc167 cells.    
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________________________________________________________________________ 

Figure 24. Gene expression and label-free quantitative mass spectrometry analysis 

after 48hrs ecdysone treatment. (a) Gene expression heatmap for genes significantly 

changing at 3hrs and/or 48hrs after ecdysone treatment. (b) Number of genes increasing 

or decreasing more than 2 fold after 3hrs and 48hrs 20HE. (c) Number of proteins 

significantly increasing or decreasing (FDR <5%) after 48hrs 20HE. (d) Correlation plot 

for protein (y-axis) and mRNA (x-axis) dynamics after 48hrs 20HE. Spearman’s rank 

correlation coefficient = 0.627, p<2.2e-16.  

________________________________________________________________________ 
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Codon usage after 48hrs 20HE mirrors preferential codon incorporation in 

differentiation genes 

In order to determine whether ecdysone induces Kc167 cells to change the frequency in 

which specific codons are used, we normalized codon usage in D. melanogaster by the 

expression level of a gene or protein. In other words, codons are counted by the number 

of times they are observed in the transcriptome or proteome, rather than the reference 

genome (Figure 25A-B). In this way, mRNA levels provide an accurate measure of the 

comparative frequency in which a codon is used, and protein levels provide a readout of 

the number of times a codon was translated.  

Comparison of codon usage within the transcriptome of cells treated or untreated with 

ecdysone reveals small but significant changes in codon frequency. For example, tyrosine 

codon UAU and lysine codon AAG are the most dynamic codons after 48hrs, with a 

2.2% increase and 2.5% decrease in mRNA codon usage respectively. Moreover, these 

codons are similarly enriched and depleted in genes grouped by ontology under 

differentiation. Correlation analysis of codon usage dynamics over 48hrs with codon 

usage in differentiation versus proliferation genes indeed shows a strong relationship 

(Figure 25C, Spearman’s rank correlation coefficient = 0.773, p<2.2e-16), suggesting 

changes in codon usage after 48hrs mirror the differentiation status of the cell.  

 Although changes in codon usage after 48hrs are similar to preferences in differentiation 

genes, many of the increasing or decreasing codons cluster by amino acid. Comparison of 

amino acid usage confirms that the ecdysone treated transcriptome prefers amino acids 

that are similarly enriched in differentiation proteins (Figure 25C, Spearman’s rank  
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Figure 25. Change in codon usage after 48hrs ecdysone treatment mirrors 

preferential codon incorporation in differentiation genes. (a) Illustration of codon 

usage calculation as a function of mRNA levels rather than genomic content. Similarly, 

normalization by protein levels provides a read out for the number of times a codon is 

translated (b) Analogous representation for codon usage bias calculation. (c) Correlation 

plots for codon usage (top), amino acid usage (middle), and codon usage bias (bottom) 

throughout the transcriptome before and after 48hrs treatment with ecdysone (x-axis), and 

in genes assigned under differentiation GO terms versus genes associated with 

proliferation (cell-cycle) GO terms (y-axis). R
2
 = Spearman’s rank correlation coefficient. 
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correlation coefficient = 0.729, p=3.9e-4). Nevertheless, analysis of codon usage bias, 

that is the relative increases or decreases in synonymous codon usage for a given amino 

acid, similarly shows strong correlation between ecdysone treatment and differentiation 

genes (Figure 25C, Spearman’s rank correlation coefficient = 0.653, p<2.2e-16). For 

example, arginine codons AGG and AGA are significant enriched, whereas codons CGU 

and CGC are significantly depleted, in both the ecdysone treated transcriptome and in 

differentiation genes. These findings together suggest that after 48hrs, ecdysone has 

dynamically modified the codon usage (and codon usage bias) in Kc167 cells in a manner 

that reflects the differentiation status of the cell.  

Small RNA profiling identifies changes in tRNA and miRNA abundance 

Small RNA-seq analysis before and after 48hr treatment with 20HE reveals significant 

changes in miRNAs previously shown to be induced by ecdysone, providing an internal 

control for our datasets [293]. Specifically, the Let-7 miRNA cluster, which encodes 

highly conserved developmental miRNAs critical for cell fate decisions, becomes 

significantly upregulated after 48hrs. Let-7 has been previously characterized for its 

delayed response to 20HE [294], and thus is not present during the early, 3hr 20HE 

response (Figure 26A).  On the other hand, miRNAs known to target the ecdysone 

receptor and ecdysone responsive genes, such as miR-14 and miR-34 [295], become 

downregulated after 48hrs.  

Our small RNA-seq assay also provides a sensitive measure of tRNA abundance. To  
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Figure 26. Validation of small RNA profiles and tRNA abundance. (a) Small RNA-

seq heatmap at the Let-7 miRNA cluster reveals high expression specifically in 48hrs 

ecdysone replicates. inset: heatmap of miRNA fold changes validates the late small 

RNA-seq response. In addition to upregulation of the Let-7 miRNAs, miR-14 and miR-

34, two miRNAs known to target the ecdysone receptor and ecdysone responsive genes, 

are downregulated after 48hrs. (b) Correlation plot for tRNA expression measurements 

from small RNA-seq (y-axis) with tRNA gene copy number (x-axis). (c) Correlation plot 

for tRNA expression (y-axis) with transcriptome codon usage (x-axis). (d) Correlation 

plot for tRNA gene copy number (y-axis) with transcriptome codon usage (x-axis). R
2
 = 

Spearman’s rank correlation coefficient. 
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validate our estimation of tRNA levels, we show strong correlation between tRNA levels 

measured by RNA-seq with tRNA gene copy number (Figure 26B) and with 

transcriptome codon usage (Figure 26C). Importantly, whereas tRNA gene copy numbers 

are often used as a proxy for cellular tRNA levels and have been shown to correlate well 

with codon usage [288], our RNA-seq defined estimation of tRNA abundance correlates 

significantly better with codon usage. These comparisons strongly suggest that tRNA 

abundance can be accurately defined by small RNA-seq in our model system. 

Analysis of tRNA abundance before and after 48hrs reveals moderate changes in the 

expression of specific tRNA isoacceptors (Figure 27A-B). For example, expression of the 

tRNA isoacceptor for glycine codon GGA (anticodon UCC) increases significantly after 

48hrs (cumulative fold change 1.75), whereas the tRNA isoacceptor for proline codon 

CCA (anticodon UGG) decreases (cumulative fold change 0.75) (Figure 27B). 

Interestingly, the single copy tRNA gene encoding tRNA
SeC

, which recodes UGA stop 

codons as selenocysteine insertion sites specifically in selenoprotein mRNAs, increases 

significantly after 48hrs. tRNA
SeC

 expression is often repressed in proliferative cancer 

cells [296], and a recent GRO-seq study also uncovered increased tRNA
SeC

 expression in 

response to estrogen signaling [297], suggesting tRNA
SeC

 expression relates to the 

differentiation status of the cell.  

tRNA abundance predicts preferential codon incorporation in polypeptides 

We next asked whether increasing or decreasing tRNA isoacceptors relate to changes 
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________________________________________________________________________ 

Figure 27. Ecdysone-induced tRNA dynamics. (a) MA plot depicting significantly 

changing tRNA gene expression levels. Log2 read density ratio (48hrs/control) as a 

function of the average log2 read density per tRNA gene. Colorbar represents statistical 

significance (-10*log10(pval)).  (b) Significantly changing tRNAs by codon (p value 

cutoff of 0.02). Fold change = cumulative fold change for tRNA abundance as a function 

of codon (i.e. from multiple tRNA gene copies).  
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in codon usage bias after 48hrs (Figure 25C), and whether these changes lead to 

differences in codons incorporated into proteins. Unfortunately, however, of the 

approximately 300 currently annotated Drosophila tRNA genes, nearly one-third of 

synonymous codons are entirely missing their tRNA gene(s), likely due to deficiencies in 

the current approach for annotating tRNAs in D. melanogaster. As a consequence, tRNA 

dynamics with respect to individual amino acids can only accurately be quantified for 

glutamine, glutamic acid, and lysine, each of which are encoded by two synonymous 

codons. Nevertheless, in all cases, the increasing and decreasing tRNA isoacceptors 

correspond to codons with higher or lower codon usage bias in differentiation genes and 

in frequency of translated codons (Figure 28A), suggesting tRNA dynamics after 48hrs 

are tuned for differentiation-associated codon usage bias.  

In addition to codon usage bias, significantly changing tRNA isoacceptor pools associate 

with increased or decreased codon frequency in proteins, depending on the direction of 

tRNA levels (Figure 28B). Significantly upregulated tRNAs, for example, associate with 

greater codon frequencies in the Drosophila proteome after 48hrs, whereas 

downregulated tRNAs are most often observed less frequently. These data suggest that 

tRNA abundance is an important player in defining the translational output of the cell. To 

further test this hypothesis, we compared codon usage in the Kc167 transcriptome with 

the number of translated codons in the proteome (Spearman’s rank correlation coefficient 

= 0.982, p<2.2e-16). Analysis of codons enriched or depleted in proteins reveals a strong 

relationship between tRNA abundance and the frequency of codon translation (Figure 

28C-E). Whereas the amino acids from low abundance tRNAs are observed less 

frequently in proteins, high abundance tRNAs are observed more frequently, suggesting  
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________________________________________________________________________ 

Figure 28. tRNA abundance predicts preferential codon incorporation in 

polypeptides. (a) Relative change in tRNA isoacceptor abundance for synonymous 

codons encoding glutamine (left), glutamic acid (middle), and lysine (right), and 

correlation with codon usage bias in differentiation-associated genes (top) and with 

changes in proteomic codon frequency (bottom). (b) Changes in proteomic codon 

frequency for codons corresponding to significantly upregulated (red) and downregulated 

(blue) tRNA isoacceptors. (c) proteomic codon frequency divided by transcriptomic 

codon usage (y-axis) as a function of the observed codon frequency in the proteome (x-

axis). (d) correlation of enriched and depleted proteomic codon frequencies with tRNA 

abundance (R
2
 = Spearman’s rank correlation coefficient). (e) Expression of tRNA 

isoacceptors for codons enriched or depleted in the Kc167 proteome are significantly 

higher or lower, respectively. (f-h) parallel analyses described for (c-d) in Kc167 cells 

after 48hr 20HE treatment. (i-k) identical analyses described for (c-d) in Drosophila S2 

cells. S2 small RNA-seq data was obtained from GEO accession GSE40016, S2 

proteomic data was obtained from the Drosophila peptide atlas.  
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highly abundant tRNAs provide an advantage for protein biosynthesis (Figure 28E). 

Parallel analyses after 48hrs similarly confirm this phenomenon (Figure 28F-H), and 

identical analysis of small RNA, transcriptome, and proteomic data from Drosophila S2 

cells independently support these observations (Figure 28I-K). Together, these data are 

consistent with the translational efficiency hypothesis, in which cellular tRNA levels 

influence the translational output of the cell, and further provide evidence of mRNA and 

tRNA dynamics that favor balanced codon usage and tRNA abundance.  

Upregulation of selenocysteine tRNA and an experimental system to determine 

whether increasing tRNA
SeC

 regulates selenoprotein synthesis 

Selenoproteins are common to all domains of life and play key roles in antioxidant 

pathways as glutathione peroxidases, thioredoxin reductases, and by regulating the 

synthesis of other antioxidant enzymes [298]. Meanwhile, ecdysone-induced 

differentiation of Drosophila Kc167 cells has been previously shown to protect cells 

against oxidative stress [299], and small RNA-seq analysis after 48hrs 20HE reveals 

significant upregulation of tRNA
SeC

 levels. Together, it is tempting to suggest that 

ecdysone may increase the antioxidant capacity of Kc167 cells by increasing 

selenoprotein biosynthesis. Importantly, gene expression for all Drosophila 

selenoproteins remains constant throughout the ecdysone response, and thus increases in 

protein synthesis would occur independently of transcription.  

To assay whether ecdysone indeed increases selenoprotein biosynthesis, we have 

designed an experimental system for monitoring selenoprotein levels in control cells and  
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________________________________________________________________________ 

Figure 29. An assay to determine whether upregulation of tRNA
SeC

 influences the 

synthesis of selenoproteins. (a) relative abundance of tRNA
SeC

 in control, 3hrs, and 

48hrs ecdysone-treated Kc167 cells. (b) experimental constructs wherein selenoprotein 

BthD is expressed with either N’ or C’ GFP tags. Control constructs are lacking the 3’ 

UTR, which contains the selenocysteine insertion sequence (SECIS) essential for UGA 

read-through. (c) Life cell imaging validation of transfection and expression of GFP 

constructs in Kc167 cells for both constructs containing and lacking the 3’ UTR. (d) 

experimental design: Kc167 cells are transfected with BthD constructs and subsequently 

split into three treatment conditions: control, 3hrs 20HE, and 48hrs 20HE.  
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in cells treated for 48hrs with 20HE (Figure 29). First, we insert the coding sequence for 

the selenoprotein BthD (aka SelH) into a constitutively expressed construct expressing 

either an N’ or C’ tag (currently GFP). Constructs were designed to contain the 3’ UTR, 

which contains the selenocysteine insertion sequence (SECIS) element essential for 

translation termination read-through [298]. Experimental control vectors, on the other 

hand, do not contain this critical sequence (Figure 29B). BthD was selected for this assay 

because of the early incorporation of selenocysteine, allowing one to discriminate 

between premature termination and UGA read-through products based on molecular 

weight (See UGA marker, Figure 29B). These constructs are transfected into Kc167 cells; 

transfection efficiency is subsequently monitored by live-cell imaging (Figure 29C). 

Finally, Kc167 cells are either treated with control (ethanol), ecdysone for 3hrs, or 

ecdysone for 48hrs prior to cell lysis and protein quantification by western blot (Figure 

29D). At the current stage of writing this thesis, it has become apparent that GFP 

antibodies produce a non-specific band at the same molecular weight as the putative 

BthD-GFP construct, and thus whether ecdysone-induced tRNA dynamics influence the 

biosynthesis of selenoproteins remains inconclusive. In order to further test this 

hypothesis, BthD-myc tag constructs will be used instead of GFP.  
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DISCUSSION 

By profiling both the transcriptomic and proteomic response to steroid-hormone signaling 

in Drosophila, our data provide a novel, integrated  measurement of the relationship 

between tRNA abundance, codon usage, and protein synthesis. Whereas recent studies 

have drawn parallels between codon usage and tRNA repertoires [289], our analysis 

suggests that tRNA abundance itself influences the translational output of a cell and that 

tRNA dynamics lead to changes in the frequency of codon translation. We show that 

ecdysone induces plasmatocyte-to-macrophage differentiation in Kc167 cells, and in so 

doing shifts codon usage (and codon usage bias) in favor of codons preferred by 

differentiation genes. tRNA pools are adjusted concomitantly, mirroring differentiation-

associated codon usage bias and changing the frequency of codon translation accordingly. 

As a population, tRNAs that are high in supply correlate with codons that are translated 

with greater frequency than the overall transcriptome codon usage. Conversely, tRNAs 

that are in low supply correlate with codons that are translated with lower frequency than 

the transcriptome codon usage.  

Our observed relationship between tRNA abundance and protein codon frequency 

supports the translation efficiency hypothesis, which argues that tRNA abundance 

influences the rate of translation. However, recent ribosome profiling measurements do 

not identify greater occupancy at suboptimal versus optimal synonymous codons, 

suggesting codon selection time is equal for tRNA isoacceptors with seemingly different 

relative abundances. We speculate that the observed differences in transcriptomic and 

proteomic codon frequencies are generated cumulatively by small differences in 
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translational efficiency that may not be captured by ribosome profiling measurements. 

We cannot, however, rule out the possibility that preferred codons with high abundance 

tRNAs have a lower rate of misfolding and subsequent degradation, causing differences 

in protein levels and codon frequencies. Similarly, our assay does not account for 

potential bias in mRNAs secondary structure that may promote or antagonize translation, 

or for differences in tRNA aminoacylation efficiency. Nevertheless, the fact that 

increasing the abundance of specific tRNA isoacceptors leads to increased frequency of 

the corresponding codon across the proteome, and vice versa, does lend credence to a 

model in which tRNA abundance drives translational efficiency.  

Though we cannot currently draw conclusions about the ecdysone response and 

selenoprotein synthesis, it is tempting to suggest that increased tRNA
SeC

 levels and 

antioxidant capacity after 48hrs are related to increasing levels of selenoproteins. This 

non-ectopic, biologically relevant system would provide direct evidence of whether 

tRNA abundance alone can drive differential protein synthesis. We describe an 

experimental system to test this hypothesis, taking advantage of the early incorporation of 

selenocyteine in the Drosophila selenoprotein BthD, a redox-sensing DNA binding 

protein involved in glutathione synthesis [300].         
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EXPERIMENTAL PROCEDURES 

Small RNA-seq 

Small RNA was purified from Kc cells with the mirVana isolation kit (Life 

Technologies). Small RNA library preparation and sequencing was performed by the 

Genomic Services Lab at HudsonAlpha. Small RNA-sequencing reads were trimmed 

using ngsShort and subsequently mapped to the Dm6 release of the Drosophila genome, 

allowing one mismatch. Multi-mapping reads are mapped once to the highest scoring 

region. Technical replicates (2) within each biological replicate were combined. tRNA 

read counts for each tRNA gene were then extracted using bedtools [301], and 

differential expression normalization and analysis performed by DEGseq [302]. 

Cumulative fold change for each codon was calculated by summing normalized read 

counts across each tRNA isoacceptor pool and taking the average fold change between 

conditions across all biological replicates.   

Microarray analysis 

RNA was purified from Kc cells with the RNeasy kit (QIAGEN), and cDNA synthesis 

was performed with the High Capacity cDNA Reverse Transcription kit (Applied 

Biosystems). cDNA was then digested with RNase A for 30 min at 37 C and cleaned by 

running through a PCR purification column (QIAGEN). Sample labeling, hybridization, 

and data extraction were performed by the FSU-Nimblegen Microarray facility using 

Nimblegen 12 3 135K arrays. Two biological replicates were performed for each sample.  
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Proteomics 

Whole cell lysates for each biological replicate, matched with small RNA-seq samples, 

were submitted for label-free quantitative mass spectrometry analysis by the Emory 

University Proteomics Core as recently described [303]. Briefly, log2 fold change cutoffs 

(48h/WT) were set at the 95% confidence interval for a Gaussian fit to the experimental 

data.  Filtering criteria requires that one or more peptides be sequenced across four 

samples, signal to noise ratio maximum measurements for each protein be greater than 

10, and coefficient of variation less than 50%. Using these filtering criteria, FDR for 

significantly changing proteins is estimated to be 5.2% 

Codon usage and codon usage bias calculations 

Codon usage was calculated by assigning the coding sequences for all transcripts and 

proteins detected in transcriptomic and proteomic analyses, and counting the occurrence 

of every nucleotide triplet for each gene, requiring that coding sequences end with a stop 

codon and are a multiple of three. Transcriptomic codon usage and codon frequencies in 

proteomic data were normalized by the abundance of mRNAs and proteins respectively. 

Specifically, codon counts for each coding sequence were multiplied by log2 microarray 

expression values or by spectral counts. Codon counts were subsequently pooled for all 

coding sequences within specific biological replicates and conditions, and percent codon 

usage calculated as the frequency of using any given codon with respect to all codons. 

Codon usage bias was similarly calculated, and represented as the frequency of using any 

given codon with respect to all synonymous codons for a specific amino acid.  
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Building a new model for insulator function and chromosome domain organization 

Several important questions concerning the organization and function of insulator 

elements remained unanswered when I began my research described in this dissertation. 

For one, a majority of sites bound by insulator proteins are not capable of classical 

insulator activities, such as enhancer-blocking, in transgenic reporter assays. In addition, 

a majority of insulator binding sites localize within chromosome domains, rather than at 

the boundaries of these domains for which they are proposed to function as barriers. 

Thus, what differentiates boundary from non-boundary insulators, and sites capable 

versus incapable of enhancer-blocking, remained unresolved. In this context, the very use 

of the word “insulator” to describe sites occupied by insulator-binding proteins became 

erroneous as most insulators show no real insulator activity. Thus a transition was made 

in our lab to instead refer to insulator proteins as architectural proteins, and sites bound 

by architectural proteins as architectural protein binding sites (APBSs) rather than 

insulators. This transition is most evident between chapters two and three. We thereafter 

refer to insulators only as elements shown to possess classical insulator activity.  

 

The use of the name architectural protein stems from building evidence supporting the 

role of these factors in facilitating long-range interactions, establishing chromatin loops 

that tend to separate genes based on transcriptional activities [78]. Building off of these 

results, I first set out to characterize the genome-wide binding profile for architectural 

proteins in Drosophila by ChIP-seq and determine the relationship between individual 

factors. Not surprisingly, ChIP-seq analysis revealed extensive overlap between 

architectural proteins, a result we first interpreted as an artifact of long-range interactions 
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and indirect association with DNA. However, when attempting to annotate which 

architectural protein directly occupied each site through consensus sequence analysis, it 

became evident that motifs for unique architectural proteins often clustered together at 

high occupancy APBSs, a phenomenon that first appeared to be enriched at the 

boundaries of repressive Polycomb H3K27me3 domains [46]. Surprisingly, depletion of 

architectural proteins by RNAi resulted in loss of H3K27me3 within domains, rather than 

significant spreading, suggesting APBSs may not function as chromatin barriers in their 

endogenous context, but rather mediate interactions important for transcription 

regulation.  

 

Concurrent with the finding that architectural proteins form high occupancy elements, the 

age of chromatin loops gave way to the Topologically Associating Domain (TAD). High-

throughput chromosome conformation capture studies (Hi-C) in fly, mouse, and humans 

consistently revealed that interactions along an individual chromosome are highly 

concentrated within regions of strong self-interaction [65-67, 198, 199], defined as 

TADs. Enhancer-trap analyses suggest that enhancers are restricted to regulating resident 

genes within the same TAD [275], and that depletion of the SMC-containing cohesin 

complex, an architectural protein critical for long-range interactions in mammals, allows 

enhancers to break out of these defined TADs [200, 202, 203], forming new aberrant 

interactions that cause misregulation of neighboring genes. Meanwhile, studies in 

mammals suggest that TADs are conserved between cell-types, suggesting they represent 

a modular, pre-defined, bottom-up pattern of chromatin organization. Though 

architectural proteins were shown to be enriched at the borders of TADs [65, 66, 198], 



197 
 

suggesting a role in directly or indirectly partitioning these self-interacting chromatin 

domains, a majority of APBSs reside within TADs and an explanation for what 

differentiated these sites remained elusive.  

 

Though the fruit fly provides an advantageous system for studying architectural proteins, 

building off of decades of insulator-related studies characterizing factors critical for 

classical insulator activity in transgenic reporter-assay, our analyses were still limited to 

just three DNA-binding proteins: Su(Hw), BEAF-32, and the Drosophila homolog of 

CTCF; and BTB-containing proteins CP190 and Mod(mdg4) [46]. Meanwhile, studies in 

yeast and humans had demonstrated that the Pol III transcription factor, TFIIIC, is 

capable of classical insulator activity, and that SMC-containing complexes cohesin and 

condensin were, in certain contexts, critical components [27, 49, 50, 304]. However, both 

the TFIIIC and condensin complexes remained poorly studied in D. melanogaster, 

leading us to focus our efforts on characterizing the b-box binding subunit of TFIIIC and 

both cohesin and condensin complexes by ChIP-seq.  

 

My genome-wide analysis for TFIIIC, cohesin, and condensin revealed strong overlap, 

both among each other, as well as with architectural proteins Su(Hw), BEAF-32, and 

dCTCF [253]. With the increasing knowledge of overlapping factors, an accurate map of 

relative occupancy by architectural proteins could be made, ranging from low, medium, 

to high – where most or all architectural proteins overlap. Comparison of APBSs 

occupancy with TAD border colocalization revealed a striking trend: TAD borders are 

defined by high occupancy APBSs, and whereas low occupancy APBSs reside within 
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TADs. Furthermore, calculation of TAD border strength with respect to APBS occupancy 

demonstrates that the strength of physical domain separation, or in other words the degree 

to which interactions between separate TADs are restricted, scales with the number of 

overlapping architectural proteins. These results suggest that domain-border associated 

APBSs are indeed distinct from non-border associated APBSs based on the occupancy of 

these factors. Comparison of APBS occupancy with the capacity of specific genomic 

elements to function as insulators, previously reported in transgenic assays, also reveals 

that high occupancy APBSs are capable of robust enhancer-blocking activity, whereas 

low occupancy APBSs are not [253], suggesting APBS occupancy, domain border 

localization, and insulator activity are intrinsically related.     

 

The occupancy of architectural proteins at high, medium, and low APBSs is highly 

reminiscent of analogous high occupancy transcription factor “hotspots”, recently shown 

to function as spatiotemporal specific enhancers [218] and similarly associated with the 

SMC-containing cohesin complex [219, 220]. However, comparison of DNase I 

hypersensitivity at HOT and high occupancy APBSs throughout Drosophila development 

revealed that whereas HOT sites progressively lose chromatin accessibility during 

development, APBSs are consistently stable, consistent with the tissue-invariant nature of 

TAD borders and suggesting APBS occupancy may play an important role. Finally, by 

taking advantage of hundreds of genome-wide mapping studies in humans and mouse, we 

were able to show that clustering of architectural proteins at strong TAD borders is a 

conserved feature of genome organization [253]. 
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Together, my graduate insulator studies have revealed a spectrum of insulator co-

localization that scales with domain boundary strength and regulatory capacity, 

establishing a novel framework for understanding the diverse roles of insulators in gene 

regulation (Figure 30). However, several questions remain with regards to the mechanism 

by which this spectrum of architectural protein occupancy contributes to the parallel 

spectrum of topological domain separation and insulator function. As the Hi-C data is 

merely a representation of interaction frequencies, we speculate that differences in TAD 

border strengths result from the stability and/or likelihood for an APBS to interact with 

another region. Whereas high occupancy APBSs are either more likely to interact with 

other genomic elements or to form more stable interactions, local interactions across 

these regulatory elements will occur with very low frequency. The very occupancy of 

APBSs may, to some degree, reflect interactions themselves, as the presence of one or 

more factors may be an indirect artifact of its presence at an interacting locus. Medium-

to-low occupancy APBSs, on the other hand, participate in fewer or more transient 

interactions, allowing greater interaction frequencies across these regions which, in the 

Hi-C data, will be represented as weak TAD borders that may or may not be called using 

an arbitrary threshold.    
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________________________________________________________________________ 

Figure 30. A novel, integrative model for architectural protein binding, insulator 

function, and topological domain organization. Top: Unresolved issues concerning 

insulator organization and function. (1) the majority of sites bound by architectural 

proteins are not capable of classical insulator activities, such as enhancer-blocking, in 

transgenic reporter assays. (2) despite enrichment at the borders of H3K27me3 domains, 

the majority of architectural protein binding sites localize within chromosome domains. 

What differentiates boundary from non-boundary insulators, and sites capable versus 

incapable of enhancer-blocking? Bottom: A new model integrating genome-wide 
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interaction and DNA-binding data explains the enigmatic role of architectural proteins in 

insulator function and chromosome organization. A spectrum of architectural protein 

occupancy scales with topologically associating domain (TAD) border localization and 

the strength of physical domain separation, as well as enhancer-blocking insulator 

activity. High occupancy architectural protein binding sites (APBSs) localize to strong 

TAD boundaries and possess robust enhancer-blocking activity. Low occupancy APBSs 

are enriched with TADs and appear reserved for local interactions and regulation of 

specific genes.   
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tRNAs: an important player in cellular identity and differentiation 

Our transcriptional, small RNA, and proteomic profiling experiments during the 

ecdysone response in Kc167 cells uncovers a shift in codon usage and codon usage bias 

associated with differentiation. Both messenger RNAs (mRNAs) and proteins 

upregulated by 20HE show a bias towards codons enriched in differentiation genes, and a 

depletion for codons enriched in proliferation genes. We provide evidence that cellular 

tRNA pools are dynamically modulated concomitantly to changes in codon usage, 

favoring codons associated with differentiation. Though we could not, to date, show that 

changes in tRNA
SeC

, a single copy tRNA gene required for selenoprotein synthesis and 

upregulated by ecdysone, lead to changes in selenoprotein levels, we do provide evidence 

of a role for tRNA levels in regulating protein synthesis. Specifically, tRNA abundance 

predicts preferential codon usage throughout the Kc167 proteome compared to cellular 

mRNA codon usage, and tRNA isoacceptors levels that significantly change after 

ecdysone treatment become enriched or depleted accordingly in proteins after 48hrs.  

Our observed relationship between tRNA abundance and codon frequency in proteins 

supports the translational efficiency hypothesis, which proposes that cellular tRNA levels 

influence the translational output of the cell [283]. However, our results also provide 

evidence of mRNA and tRNA dynamics that favor balanced codon usage and tRNA 

abundance, consistent with a recent model in which balancing codon usage optimizes 

translational efficiency [288].  We speculate that differences in tRNA isoacceptor 

availability lead to very small but cumulative changes in translational efficiency that may 

not be detected using current ribosome profiling assays [286, 287]  
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We build off of our results by proposing a model in which tRNAs are a key player in 

cellular identity and differentiation (Figure 31). Tuning tRNA concentrations to favor 

balanced codon usage, or in other words changing the cellular tRNA supply to 

accommodate demand in response to changes in a given cell’s transcriptome will 

optimize the translational efficiency of that cell, regardless of whether the translational 

efficiency hypothesis or, instead, the balance codon usage model is correct. Meanwhile, 

small adjustments in tRNA abundance are likely to have small but significant effects in 

the large-scale proteomic output of the cell. We find evidence for this, as small but 

significant changes in tRNA levels induced by ecdysone lead to changes in codon 

frequencies observed in the Kc167 proteome.   

Several important questions with regards to how tRNA dynamics are regulated remain 

unanswered. For example, although our small RNA-seq analysis captures steady state 

levels of tRNA isoacceptor molecules, we possess no direct evidence of the transcription 

level for any particular tRNA gene, and thus cannot say whether ecdysone is directly 

affecting the transcription of these genes. In this regard, it remains difficult to say 

whether changes in tRNA levels are transcriptionally driven and thus a cause of dynamic 

codon usage, or rather a response to changes induced by other mechanisms. To address 

tRNA transcription dynamics, global run-on assays combined with high-throughput 

sequencing could be used to measure the level of nascent transcripts at tRNA genes. 

However, tRNAs are heavily modified postranscriptionally in a manner that affects both 

the stability and maturity of the tRNA isoacceptor molecule [305], and thus knowledge of 

the transcription status at tRNA genes alone is not sufficient to quantify cellular tRNA 

levels. Thus future studies querying both the transcription, modification, and stability of 
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tRNAs will provide important insight into dynamic tRNA regulation under unique 

conditions.     
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Figure 31. A model for the role of tRNAs in cellular identity and differentiation. 

Ecdysone-induced differentiation of Drosophila Kc167 plasmatocytes into macrophages 

is accompanied by changes in transcriptomic codon usage, tRNA abundance, and 

observed codon frequencies across the proteome. Ecdysone-altered codon usage reflects 

the differentiation status of the cell. Highly abundant tRNA isoacceptor molecules 

correlate with codons that are observed with greater frequency in proteins than across the 

transcriptome, suggesting tRNA levels influence protein synthesis. Changes in tRNA 
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abundance after 48hrs 20HE lead to corresponding changes in proteomic codon 

frequency after treatment with ecdysone.      
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