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Abstract

Shared mechanisms of auditory and non-auditory vocal learning in the songbird
brain

By James N. McGregor

The brain uses sensory feedback to guide changes in motor output. This process,
known as sensorimotor learning, underlies the ability to learn complex skills neces-
sary for animal survival, such as speech. A variety of sensory sources (auditory and
non-auditory) of information are crucial for guiding vocal learning in both humans
and songbirds. Also, a specialized neural pathway that underlies vocalizations has
evolved in both species. However, the neural mechanisms that process non-auditory
sensory information to guide vocal learning are unknown. Here, we study whether
the specialized vocal neural circuit in songbirds processes exclusively auditory infor-
mation to guide adaptive changes in vocal motor output. We do so by assessing the
necessity of specific songbird brain regions within this vocal learning pathway for
auditory and non-auditory vocal learning. We found that songbirds are capable of
adapting elements of their song in response to non-auditory sensory signals. We also
found that a cortical-basal ganglia circuit and its dopaminergic input are required for
non-auditory vocal learning. Thus, the specialized neural circuitry for vocal learning
in songbirds does not process exclusively auditory feedback. Instead, it processes sen-
sory information from a variety of di↵erent sources to drive adaptive changes in vocal
motor output. Due to the numerous analogies between human and songbird vocal
neural pathways, we believe that this work improves our knowledge of how neural
circuits underlie sensorimotor learning across species.
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List of Figures

1.1 Electrophysiological recordings of VTA dopamine neurons. Top: a

monkey is not yet trained to associated a conditioned stimulus (CS)

with a reward (R). Example dopamine neuron firing rate increases im-

mediately following receiving an unexpected reward (positive predic-

tion error). Middle: After training, a monkey has learned to associate

the CS with reward. Example dopamine neuron firing rate now in-

creases following the CS but does not change in response to receiving

an expected reward (neutral prediction error). Bottom: After training,

a monkey associates a CS with an R, but this time the R is omitted.

The example dopamine neuron is phasically suppressed at the time

point when the reward was expected but not received (negative pre-

diction error). From Schultz, W. (1998). Predictive reward signal of

dopamine neurons. Journal of Neurophysiology, 80(1), 1-27. Reprinted

with permission from American Journal of Physiology. . . . . . . . . 14



1.2 Neural circuits for vocal learning across species. A. Songbird vocal

learning circuit. B. Human vocal learning circuit. Analogous brain

regions between species are in the same color. Orange regions are the

posterior vocal motor pathway. Red regions are the anterior vocal

pathway. Dashed arrows show connections between these two path-

ways. Red arrows show the specialized direct projections from motor

cortex to brainstem vocal motor neurons only present in vocal learn-

ers. Blue regions are auditory regions. Blue arrows are pathways for

auditory input to enter the specialized vocal learning pathway. A1, pri-

mary auditory cortex; A2, secondary auditory cortex; aDLM, anterior

dorsolateral medial nucleus of the thalamus; Ai, intermediate arcopal-

lium; Am, nucleus ambiguus; aSMA, anterior supplementary motor

area; aSt, anterior striatum speech area; aT, anterior thalamus speech

area; Av, avalanche; CMM, caudal medial mesopallium; CSt, caudal

striatum; DM, dorsal medial midbrain nucleus; HVC, a letter-based

name; L2, Field L2; dLMC, dorsal laryngeal motor cortex; vLMC,

ventral laryngeal motor cortex; preLMC, premotor laryngeal motor

cortex; OMC, oral motor cortex; MAN, magnocellular nucleus of the

nidopallium; MO, mesopallium oval nucleus; NCM, nidopallium, cau-

dal medial part; NIf, nidopallium interfacial nucleus; NLC, nidopal-

lium, lateral caudal; PAG, periaqueductal gray; RA, robust nucleus

of the arcopallium; XIIts, 12th vocal motor nucleus, tracheosyringeal

part. From Jarvis, E. D. (2019). Evolution of vocal learning and spo-

ken language. Science, 366(6461), 50-54. Reprinted with permission

from AAAS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22



1.3 A) Schematic of the Zebra finch song learning process. During the

sensorimotor phase (approximately 30-90 days post hatch), the juvenile

Zebra finch learns to copy the adult tutor song they are exposed to.

After 90 days post hatch, the Zebra finch produces a crystallized adult

song, which is remarkably stable over their adult lives. B) An example

of a song spectrogram of a rendition of a song produced by an adult

male Zebra finch tutor. C) An example of a song produced by a juvenile

Zebra finch, tutored by the adult bird in (A), early in the sensorimotor

learning process. D) Song produced by the same juvenile Zebra finch

in (C), late in the sensorimotor learning process (close to adulthood).

E) Song of a di↵erent zebra finch that was raised in acoustic isolation.

From Brainard, Michael S., and Allison J. Doupe. “What songbirds

teach us about learning.” Nature 417.6886 (2002): 351-358. Reprinted

with permission from Springer Nature. . . . . . . . . . . . . . . . . . 27

1.4 A) Song spectrograms from 3 example renditions of song produced by

an adult Bengalese finch. The song of this bird consisted of unique song

syllables, labelled “a, b, c, d, e, e”. The three example songs are shown

for which the fundamental frequency of syllable “a” ranged 2 standard

deviations of the baseline distribution of fundamental frequencies for

this particular syllable. B) Renditions of syllable “a” where the funda-

mental frequency was above a specified threshold triggered white noise

bursts (‘hit’) that were played through speakers in the bird’s cage.

From Tumer, E., Brainard, M. Performance variability enables adap-

tive plasticity of ‘crystallized’ adult birdsong. Nature 450, 1240–1244

(2007). https://doi.org/10.1038/nature06390. Reprinted with permis-

sion from Springer Nature. . . . . . . . . . . . . . . . . . . . . . . . . 32



1.5 A) Comparison of TH stain, which marks dopaminergic fibers, in Ben-

galese finch brains that received sham injections (left) and 6-OHDA

injections(right). 6-OHDA-injected brains shows a reduction in the

optical density of the TH stain B) Adult Bengalese finches underwent

3 days of white noise training in which pitch-contingent white noise

feedback was provided in real time during the production of certain

renditions of a targeted syllable. Black and red traces represent the

pitch (in semitones) of the targeted syllable before and after 6-OHDA

injections, respectively. Pitch changes in the adaptive direction (up-

wards in experiments when shifting the pitch up results in less frequent

white noise feedback, downwards in experiments where shifting the

pitch down results in less frequent white noise feedback) are plotted as

positive values. From Ho↵mann, L. A., Saravanan, V., Wood, A. N.,

He, L., and Sober, S. J. (2016). Dopaminergic contributions to vocal

learning. Journal of Neuroscience, 36(7), 2176-2189. Reprinted with

permission from Journal of Neuroscience. . . . . . . . . . . . . . . . . 51



1.6 A) Spectrogram of an example song rendition sung by an adult Zebra

finch (top) and the voltage trace of an individual VTA neuron (bot-

tom) aligned to song. On this rendition of song, no distorted auditory

feedback was provided. The blue lines show the point in song when

distorted auditory feedback sometimes occurs on other song renditions.

B) Song rendition sung by the same bird (top), and the voltage trace

of the example VTA neuron, during a rendition where distorted audi-

tory feedback was provided (red shading). C) A raster plot of VTA

neuron spiking activity during undistorted and distorted trials (top),

the corresponding rate histograms (middle), and the z-scored di↵er-

ence between undistorted and distorted rate histograms (bottom). All

plots are aligned to the onset of the target syllable. Horizontal bars

in histograms indicate significant deviations from baseline (P <0.05, z

test). From Gadagkar, V., Puzerey, P. A., Chen, R., Baird-Daniel, E.,

Farhang, A. R., and Goldberg, J. H. (2016). Dopamine neurons en-

code performance error in singing birds. Science, 354(6317), 1278-1282.

Reprinted with permission from AAAS. . . . . . . . . . . . . . . . . . 53



2.1 A. Songbird brain circuitry. Brain nuclei of the motor pathway – the

neural circuit for vocal production – are black. Brain nuclei of the An-

terior Forebrain Pathway (AFP) – the neural circuit for vocal learning

– are red. VTA (purple) provides dopaminergic input into Area X, the

basal ganglia nucleus of the AFP. B. The three primary hypotheses

tested in this paper. In the first set of experiments, we tested whether

non-auditory input plays a role in vocal output (Experiment 1). In

the second set of experiments, we assessed the necessity of LMAN for

non-auditory vocal learning (Experiment 2). In the third set of exper-

iments, we tested the necessity of dopaminergic projections to Area X

for non-auditory vocal learning (Experiment 3). . . . . . . . . . . . . 65



2.2 Non-auditory feedback drives vocal learning. A. Timeline of auditory

and non-auditory vocal learning experiments in the same bird. The

order of experiments varied between birds. B. (Top) Spectrograms

showing example renditions of birdsong on one day. Syllables are la-

beled by an experimenter (letters b through f) and a target syllable was

chosen (“d”). (Bottom) Pitch threshold was set based on the baseline

pitch distribution. Electric shocks were provided in real time during

renditions of the target syllable above a chosen pitch threshold (“hit”).

C. Birds underwent three days of electric shock training with a fixed

pitch threshold. Each dot represents the pitch of one rendition of the

target syllable (from same experiment shown in B). Every rendition

in the ‘hit’ range triggered an immediate electric shock. D. CDFplot

showing the probability a value of pitch from a distribution falls at

or below the value on the x-axis. The di↵erent pitch distributions are

from di↵erent portions of the same example experiment in B and C.

End of electric shock training was significantly greater than baseline

(2-sample KS test, p = 1.178e-12). End of washout distribution was

not significantly di↵erent from baseline (2-sample KS test, p = 0.606)

E. Adaptive pitch change (in semitones) of the target syllables during

electric shock training (n = 13 experiments). The mean change during

training was significantly greater than baseline (pboot >(1.000 - 10-4)

on training days 2 and 3, where pboot >.975 indicates the mean is sig-

nificantly greater than baseline). F. Learning magnitudes (adaptive

pitch change by end of training) during white noise training compared

to during electric shock training (n = 14 experiments). Each dot repre-

sents the learning magnitudes from an individual bird. No significant

di↵erence in learning magnitudes during electric shock training vs dur-

ing white noise training (paired t-test, p = 0.313). . . . . . . . . . . . 81



2.3 LMAN is required for non-auditory vocal learning. A. Electrolytic

lesions of LMAN were performed. Pre- and postlesion experimental

timeline in individual birds. B. Prelesion experiment. Electric shock

training consisted of three days of using a fixed pitch threshold (de-

termined from the baseline pitch distribution) then additional days of

staircase where the pitch threshold was changed (based on the pitch

distribution from that same morning) once per day. Each dot repre-

sents the pitch of a rendition of the target syllable. Any pitch that fell

in the ‘hit’ range resulted in an electric shock. C. CV of song sylla-

bles pre- vs postlesion and pre- vs postsham. LMAN lesions induced a

significant reduction in syllable CV (paired t-test, p = 0.0015). Sham

lesions did not induce a significant change in syllable CV (paired t-test,

p = 0.9106) D. Adaptive pitch change (in semitones) during electric

shock training (n = 5 LMAN lesioned birds). Prelesion learning mag-

nitude was significantly greater than baseline (pboot >(1.000 - 10-4) on

each of the final four days of training, where pboot >.975 indicates the

mean is significantly greater than baseline). Postlesion learning mag-

nitude did not significantly di↵er from baseline (0.297 <pboot <0.660

on each of the final four days of training, where 0.025 <pboot <0.975

indicates no significant di↵erence). Prelesion learning magnitude was

significantly greater than postlesion learning magnitude (pboot <10-4

on each of the final three days of training). E. Adaptive pitch change

(in semitones) during electric shock training (n = 6 sham operated

birds). Learning magnitudes were significantly greater than baseline

both pre- and postsham (pboot >(1.000 - 10-4) on each of the final four

days of training, where pboot >.975 indicates the mean is significantly

greater than baseline). Learning magnitudes pre- vs postsham did not

significantly di↵er (0.143 <pboot <0.582 on each of the final four days

of training). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85



2.4 Dopaminergic input to Area X is required for non-auditory vocal learn-

ing. A. 6-OHDA injections into Area X were performed. Pre- and

postlesion experimental timeline in individual birds. B. Example TH

stains from control (left) and 6-OHDA lesioned (right) brain sections.

The optical density (OD) ratio was calculated by comparing the TH

stain in Area X (black) to that of outside striatum. C. Compari-

son of OD ratios in 6-OHDA lesioned and unlesioned (Control) birds.

Roughly 50 % of lesioned sections had an OD ratio below the 95th

percentile in control tissue (vertical line). D. CV of song syllables did

not significantly di↵er pre- vs postlesion (paired t-test, p = .6192) E.

Adaptive pitch change (in semitones) during electric shock training (n

= 5 6-OHDA lesioned birds). Prelesion learning magnitude was sig-

nificantly greater than baseline (pboot >0.990 on each of the final four

days of training, where pboot >.975 indicates the mean is significantly

greater than baseline). Postlesion learning magnitude did not signifi-

cantly di↵er from baseline except for on the final day, when the mean

had changed in the anti-adaptive direction (pboot >0.067 on training

days 1-4, pboot <10-4 on training day 5). Prelesion learning magni-

tude was significantly greater than postlesion learning magnitude (pboot

<10-4 on each of the final three days of training). . . . . . . . . . . . 89



2.5 Rates of washout across di↵erent experimental conditions. A. Adap-

tive pitch change (measured relative to baseline) during washout from

the group of birds who received no invasive brain operations (n=13 ex-

periments). Adaptive pitch change did not significantly di↵er between

white noise and electric shock training experiments on any of the days

of washout (0.487 <pboot <0.541 on each day of washout, where 0.025

<pboot<0.975 indicates no significant di↵erence between means). B.

The same washout data from A, except each trace is the data from an

individual experiment. C. Adaptive pitch change (measured relative

to baseline) during washout from the sham lesioned data set (n=6 ex-

periments). Adaptive pitch change did not significantly di↵er between

white noise and electric shock training experiments on any of the days

of washout (0.370 <pboot <0.900) D. The same washout data from C,

except each trace is the data from an individual experiment. E. Adap-

tive pitch change (measured relative to baseline) during washout from

all prelesion experiments in birds who received invasive brain opera-

tions (presham, pre LMAN lesion, and pre 6-OHDA lesion), n = 16.

F. The same washout data from E, except each trace is the data from

an individual experiment. . . . . . . . . . . . . . . . . . . . . . . . . 95



2.6 A. Adaptive change in target syllable pitch (in semitones) during three

days of white noise training in unlesioned birds. Error bars represent

SEM (see Methods for calculation) for n = 8 birds. pboot >(1.000 - 10-4)

on each of the three days of training, where pboot>0.975 indicates the

mean is significantly greater than baseline. B. Learning magnitudes

(adaptive change in target syllable pitch in semitones) during five days

of white noise training in operated birds (Sham, LMAN lesioned, 6-

OHDA lesioned). Only postsham learning magnitude was significantly

greater than baseline (pboot >(1.000 - 10-4) on each of the final four

days of training, where pboot >.975 indicates the mean is significantly

greater than baseline). Post LMAN lesion learning magnitudes were

significantly less than postsham (pboot <10-4 on each of the final four

days of training). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

2.7 A. Syllable CV postlesion / syllable CV prelesion between conditions

(LMAN lesioned and sham lesioned birds). Each data point repre-

sents the CV postlesion / CV prelesion of one individual song sylla-

ble. LMAN lesions induced a significant reduction in syllable CV com-

pared to sham (2 sample KS test, p = 0.006) B. Lesion-induced change

in learning magnitude (measured at the end of three days of electric

shock training) between conditions (LMAN lesioned and sham). The

lesion-induced change in learning magnitude (post – pre) for LMAN

lesioned birds was significantly greater than sham (2 sample KS test:

p = 0.036) C. Lesion-induced change in learning magnitude (measured

at the end the extended staircase portion of electric shock training)

between conditions (LMAN lesioned and sham). The lesion-induced

change in learning magnitude (post – pre) for LMAN lesioned birds

was significantly greater than sham (2 sample KS test, p = 0.004) . . 97



2.8 LMAN lesion histological analysis. A. Example images of Nissl-stained

brain tissue. LMAN lesioned tissue on the left and sham tissue on the

right. Red boxes highlight the locations of Area X and LMAN. B.

CDF plot of optical density (OD) ratios (OD of LMAN / OD of non-

LMAN-pallium) in lesioned and sham operated birds. Each line shows

the OD ratios from each individual LMAN lesioned bird, and the black

line shows the OD ratios from the grouped sham data set. C. CDF

plot of OD ratios in lesioned and sham operated birds. Blue line shows

the OD ratios from the grouped LMAN lesion data set and the red line

shows the OD ratios from the grouped sham data set (2 sample KS

test, p <0.001). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

2.9 6-OHDA lesion histological analysis. A. CDF plot of optical density

(OD) ratios (OD of Area X / OD of non-X-striatum) in lesioned and

unlesioned (control) birds. Each line shows the OD ratios from each

individual 6-OHDA lesioned bird, and the black line shows the OD
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ence between the magnitude of learning prelesion and the magnitude

of learning postlesion (in both cases, the magnitude of learning is mea-

sured at the end of the three days of training with the fixed pitch

threshold), compared to the size of the Area X dopamine lesion in 6-

OHDA injected birds, measured by the ratio of the mean OD of the

lesioned bird to the mean OD of control birds. Each dot represents the

results from each individual bird. B. The di↵erence between the mag-

nitude of learning prelesion and the magnitude of learning postlesion

(in both cases, the magnitude of learning is measured at the end of not

only the three days of training with the fixed pitch threshold but also

the two days of staircase threshold), compared to the size of the Area

X dopamine lesion in 6-OHDA injected birds, measured by the ratio

of the mean OD of the lesioned bird to the mean OD of control birds.

Each dot represents the results from each individual bird. C. The

di↵erence between the magnitude of learning prelesion and the magni-

tude of learning postlesion (in both cases, the magnitude of learning is

measured at the end of the three days of training with the fixed pitch

threshold), compared to the size of the LMAN lesion in electrolytically

lesioned birds, measured by the ratio of the mean OD of the lesioned

bird to the mean OD of control birds. Each dot represents the results

from each individual bird. D. The di↵erence between the magnitude

of learning prelesion and the magnitude of learning postlesion (in both

cases, the magnitude of learning is measured at the end of not only

the three days of training with the fixed pitch threshold but also the

two days of staircase threshold), compared to the size of the LMAN

lesion in electrolytically lesioned birds, measured by the ratio of the

mean OD of the lesioned bird to the mean OD of control birds. Each

dot represents the results from each individual bird. . . . . . . . . . . 100
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3.1 Conclusions and future experiments. A. Our experiments demonstrated

that non-auditory input can drive vocal learning and that this non-

auditory form of vocal learning is dependent on AFP circuitry. B.

One potential hypothesis for how VTA dopamine neurons convey audi-

tory and non-auditory reinforcing signals. Under this hypothesis, sep-

arate populations of VTA dopamine neurons encode auditory and non-

auditory cues. C. Under this second hypothesis, the same populations

of VTA dopamine neurons encode both auditory and non-auditory

cues. D. Hypotheses for how dopaminergic input to the AFP may

encode a learning signal and how this may result in intra-individual

variability in the magnitude of song learning. Top figure shows a song

spectrogram. The syllable being targeted during separate shock and

white noise experiments is outlined. Middle figure shows an exam-

ple of hypothesized data that would result from doing recordings of

dopaminergic neural activity during ongoing song performance dur-

ing these learning experiments. Dopaminergic neural activity could be

measured by fiber photometry or electrophysiology of dopamine cell

bodies in VTA, or by measuring extracellular dopamine concentration

with optical sensors, such as dLight. In this hypothesized example,

this bird has larger upwards deflections in DA activity when escaping

white noise and larger downwards deflections when hit by white noise

as compared to shock. Bottom figure shows example data from the

hypothesized example described previously demonstrating the behav-

ioral results of the song learning experiments (both shock and white

noise). In this case, the bird learns to a greater magnitude during white
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envision an experimental result where neural activity is more sensitive

to shock and the bird’s behavioral experiments demonstrate greater

learning during shock experiments compared to white noise. . . . . . 107
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Chapter 1

Introduction

1.1 Sensorimotor Learning

The brain receives sensory feedback and uses this information to modify future behav-

iors. This process, known as sensorimotor learning, is the basis of how animals acquire

many complex skills (Krakauer et al., 2017; Doya, 2000; Krakauer and Mazzoni, 2011;

Shadmehr et al., 2010). For example, sensorimotor learning is how a basketball player

like Steph Curry learns to activate his muscles in a coordinated fashion to aim and

shoot a basketball towards the net. If he misses the shot, his brain can then use the

sensory feedback it receives to modify future motor commands to adjust his aim and

hopefully make the next shot. This sensorimotor learning process is also how human

babies acquire speech. Speech is a skilled behavior that requires complex, coordinated

activation of muscles that control the mouth, tongue, and larynx, and it is necessary

for adequate quality of life (Doupe and Kuhl, 1999; Marler, 1970; Goldstein et al.,

2003). Human babies initially produce babbling noises. Their brains receive sensory

information from the adults they hear, as well as the babbling sounds they produce,

and they gradually learn to change their motor commands until they can produce

words and sentences (Fitch, 2000). This endows humans with the remarkable ability
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to communicate incredibly complicated, nuanced ideas.

The neural mechanisms underlying sensorimotor learning have been the focus of

scientific research for decades (Kahl, 1878; Stratton, 1897; Von Helmholtz, 1925).

Specialized cortical-basal ganglia neural circuits that have evolved in humans and

songbirds have been implicated in implementing vocal learning (Hikosaka et al., 2002;

Graybiel, 1998; Doupe and Kuhl, 1999). Although information from multiple sensory

modalities informs behavior, the vast majority of studies on sensorimotor learning

have focused on one sensory modality at a time (i.e., the visual feedback Steph Curry

receives from shooting a basketball, or the auditory feedback a person receives during

speech). It is unknown whether the neural pathways for sensorimotor learning are

segregated, such that specialized neural circuits that drive specific behaviors process

only sensory information most relevant to that behavior, or if these pathways instead

integrate sensory information from a variety of sources. We will study these questions

by analyzing specialized neural circuits for vocal learning in songbirds. The primary

scientific question addressed in this dissertation is: Do vocal learning circuits, which

have evolved in humans and songbirds to underlie the production of primarily acoustic

behaviors, solely process auditory feedback to guide motor learning, or do they have

the ability to integrate sensory information from other sources?

In this introduction, I will first detail the behavioral studies on sensorimotor

learning (Section 1.1.1) and then describe literature on how the brain implements

sensorimotor learning (Section 1.1.2 and Section 1.1.3), all with a primary focus on

mammalian systems. I will then shift the focus to songbirds (Section 1.2), which are a

model system for studying the neural circuit underpinnings of sensorimotor learning

and are the focus of all of the research performed during my time in graduate school.

I will provide an overview on how songbirds use sensory feedback to modify behavior

(Section 1.2.1 and 1.2.2), then I will describe how songbird brain circuitry underlies

this sensorimotor learning process (Section 1.3).
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1.1.1 Sensorimotor learning in mammalian systems

Due to its importance in the acquisition of skilled behaviors, sensorimotor learning

has been the focus of neuroscience research for a long period of time. Over a century

ago, Hermann Von Helmholtz and others observed that people were capable of adapt-

ing their motor output (e.g. pointing to a target) to compensate for distortions of

their visual feedback produced by wearing prism goggles (Kahl, 1878; Stratton, 1897;

Von Helmholtz, 1925). In early studies, subjects were asked to point to a target. If

the prism goggles shifted a subject’s visual field to the right, subjects initially pointed

too far to the right immediately after putting on the goggles. They then gradually

adjusted to the goggles and could successfully point to the target, indicating that the

brain relies on sensory feedback to update future motor commands. Upon removal

of the goggles, subjects pointed too far in the opposite direction of the visual shift

(in this case, to the left). They then adapted to these errors and were able to once

again successfully point to the target. The observation that a subject’s motor output

immediately following the removal of a sensory perturbation is di↵erent from their

motor output pre-perturbation is known as the after-e↵ect (Von Helmholtz, 1925;

Gibson, 1933; Fernandez-Ruiz and Diaz, 1999). After-e↵ects suggest that the learned

motor adaptation induced by sensory perturbation remains stored in the brain and

biases motor output in the compensatory direction even after the removal of the

prism goggles (Redding et al., 2005; Fernandez-Ruiz and Diaz, 1999). Over time,

the study of motor adaptation to prism goggles has extended to more complex ac-

tions that require coordinated movement, such as aiming and throwing a ball at a

visual target (Martin et al., 1996). Other sets of experiments showed that subjects

compensated their arm reaching movements in response to perturbed visual feedback

provided through a computer monitor (Krakauer et al., 2000; Krakauer, 2009). This

work demonstrated that the brain can compensate for visual perturbations other that

simply prism goggle-induced shifts in visual fields. This compensatory motor adjust-
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ment in response to changes in sensory feedback is a form of sensorimotor learning

called sensorimotor adaptation. Together, these early studies showed that brains pro-

cess visual information about errors produced by a wide variety of complex behaviors

and alter motor output to adjust to those errors.

Sensorimotor adaptation also occurs in response to perturbations of sensory modal-

ities other than vision. For example, human subjects were asked to make arm move-

ments towards a target point while in darkness (to diminish visual feedback) (Lackner

and Dizio, 1994). The environment was then rotated in order to produce Coriolis

forces that deterred the subjects’ reaches in one direction. The subjects learned to

compensate for this inertial force against their arms to successfully reach towards the

target, even without visual feedback. This demonstrates that proprioceptive feed-

back from motor commands to the arm is su�cient to drive adaptive compensation

of movement in response to non-visual sensory perturbations.

Non-visual sensorimotor adaptation was probed in finer detail through the use of

end-point forces applied directly to the hand to perturb reaches. In these experiments,

force fields (experimentally-imposed mechanical forces upon the subjects arms) were

applied as the subjects were performing arm reaches to a target (Thoroughman and

Shadmehr, 2000; Shadmehr and Mussa-Ivaldi, 1994). Specifically, human subjects

were instructed to perform similar reaching movements by holding and moving a

robot manipulandum from a starting location to a particular end target by moving

their arm (Thoroughman and Shadmehr, 2000; Shadmehr and Mussa-Ivaldi, 1994). A

mechanical force field was applied to the manipulandum as the subjects were perform-

ing the reaches in order to impose errors on the outcomes of the reaches. Immediately

after the application of the force field, subjects arm movements were altered from the

typical trajectories they would follow when freely moving the manipulandum. Grad-

ually, the subjects learned to compensate for the force field and once again produce

similar movement trajectories to the trajectories their arms followed prior to applica-
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tion of the force field. Similar to other sensorimotor learning paradigms, this training

also results in a negative after-e↵ect when the force field is suddenly removed af-

ter subjects had learned to compensate for it. The negative after-e↵ect produced in

this particular experimental paradigm shows that this e↵ect has been consistently ob-

served across many di↵erent experiments (Diedrichsen et al., 2010; Thoroughman and

Shadmehr, 2000; Shadmehr and Mussa-Ivaldi, 1994). Further, these studies clearly

established that the brain must process information from multiple sensory modalities

to adaptively change motor output.

In order to study how feedback from multiple sensory modalities interact to guide

adaptations in motor output, another set of studies had subjects perform arm reach-

ing movements while in a virtual reality environment, where visual feedback was

experimentally altered (Sober and Sabes, 2003, 2005). Subjects therefore received

dissociated visual and proprioceptive feedback about their current arm position. Com-

putational modeling of the arm movements in response to the shifted visual feedback

revealed that the brain relies more heavily on one sensory modality than the other

at di↵erent points during the planning of the reaching movement, demonstrating

that the brain performs complex computations to adjust motor output in response to

sensory signals from multiple sensory modalities.

These studies of sensorimotor adaptation have been performed across multiple

species, even into non-mammalian systems, allowing researchers to assess principles

of sensorimotor learning that may be relevant across species. For example, rodents

were trained to grasp a joystick with its paws and manipulate the joystick to move it

onto a virtual target, similar to the previous studies where human subjects grasped

and pulled a robot manipulandum (Mathis et al., 2017). These mice learned to

compensate their reaching movements after a lateral force field was imposed on the

joystick. The mice also displayed negative after-e↵ects similar to those described

by Von Helmholtz decades earlier: when the force field was removed after the mice
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learned to compensate for it, the mice then displayed significantly altered movement

trajectories in the same direction as the force field. Also, even some non-mammalian

species, such as songbirds, are capable of adapting their motor output in response to

experimentally-imposed sensory errors (Sober and Brainard, 2009; Saravanan et al.,

2019). Adult songbirds adaptively changed their vocal output in response to per-

turbed auditory feedback, and also showed an after-e↵ect immediately after the au-

ditory perturbation was stopped. The similarities between sensorimotor adaptation

in humans, primates, rodents, and songbirds, suggest that sensorimotor adaptation

serves a very important role in shaping behavior across species.

In addition to perturbations that induce sensory error signals, explicit reinforcing

(rewarding or aversive) cues can also shape behavior. A reinforcement cue is an

external signal that explicitly indicates either a good or bad outcome from a behavior,

which then increases or decreases, respectively, the likelihood an animal will perform

that same behavior in the future (Schultz, 1998; Thorndike, 1970; Wolpert et al., 2011;

Schultz, 2017). This is subtly di↵erent than the sensory error signals used to induce

motor learning that were described previously (Sober and Brainard, 2009; Shadmehr

and Mussa-Ivaldi, 1994; Krakauer and Mazzoni, 2011; Von Helmholtz, 1925; Wolpert

et al., 2011), which inform the subject not only of the existence of an error, but also of

the direction of the error (i.e., an arm reach missed a target to the left, or an element

of song is a higher pitch than usual). Reinforcement cues, such as a juice reward or

an electric shock, only inform the subject of the positive or negative outcome of a

motor output. These cues can drive an animal to modify its behavior to maximize

rewarded outcomes and minimize aversive outcomes (Schultz, 1998; Thorndike, 1970).

This process can also shape motor learning, as reinforcement cues can drive approach

behaviors, increase the speed of a movement, drive an animal to spend time near

environmental structures associated with rewards, or shape the learning of complex

motor skills (Schultz, 1998; Bindra, 1968; Izawa and Shadmehr, 2011; Huang et al.,
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2011).

1.1.2 Neural circuits for sensorimotor learning in mammals

Increasing evidence has linked cortical-basal ganglia circuits in particular with sensori-

motor learning. Cortical-basal ganglia circuits are brain pathways found across species

that involve connections between cortical regions and subcortical regions within the

basal ganglia. These circuits have been implicated in a variety of aspects of learning

and behavior. Here, I will describe the neural underpinnings of sensorimotor learning

in more detail, with a particular focus on cortical-basal ganglia circuits.

Clinical studies of cortical-basal ganglia circuits and motor learning

Neurological disorders often provide insight into how specific brain regions and brain

circuits, when functioning improperly, produce deficits in motor learning. For exam-

ple, Huntington’s Disease (HD) results in widespread neurological damage, but there

are especially severe abnormalities in cortical-basal ganglia neural circuits (Vonsattel

et al., 1985; Dayalu and Albin, 2015). The symptoms most commonly associated

with HD surround motor performance: people with HD often have di�culty perform-

ing coordinated movements, they have di�culty walking and speaking, and they can

have hyperkinesia (Vonsattel et al., 1985; Dayalu and Albin, 2015). However, motor

learning is also impaired by HD. For example, people with HD have di�culty in per-

forming sensorimotor adjustments during arm reaching tasks (Smith and Shadmehr,

2005).

Parkinson’s disease (PD) also provides insights into how cortical-basal ganglia

neural circuits underlie motor control and sensorimotor learning. Again, PD is most

commonly associated with symptoms related to motor control, such as tremors, rigid-

ity, bradykinesia (slowness of movements), postural instability, and di�culty with co-

ordination (Crossman, 1987; Lotharius and Brundin, 2002; Barbeau, 1962; Graybiel,
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2000; Jankovic, 2008). However, PD causes deficits not only in motor control, but also

in motor learning. For example, people with PD demonstrate a significantly impaired

ability to adapt to visuomotor transformations (experimentally altered visual feed-

back) when making reaching movements (Paquet et al., 2008). The same individuals

showed improved sensorimotor adaptation abilities in these experiments after being

treated with L-DOPA. Also, people with PD display impaired abilities to successfully

adapt when a force field is applied while performing arm reaches (Mongeon et al.,

2013). People with PD also demonstrate impaired sensorimotor adaptation during

experiments in which prism goggles alter visual feedback (Stern et al., 1988). Of par-

ticular interest, another symptom of PD disease is impaired speech production (Ho

et al., 1998; Lieberman et al., 1992; Benke et al., 2000; Canter, 1963; Scott and Caird,

1983). This is such a robust symptom that speech signal processing algorithms are ca-

pable of predicting PD symptom severity and discriminate PD subjects from healthy

controls, which could potentially serve as a diagnostic tool (Tsanas et al., 2012). Peo-

ple with PD often have a number of speech impairments, including reduced vocal

amplitude and reduced respiratory control, that require speech therapy to improve

(Du↵y, 2013; Liotti and Ramig, 2003; Mollaei et al., 2013; Abur et al., 2018; Dia-

mond et al., 1987). In one set of experiments, people with PD produced vocalizations

while they received perturbed auditory feedback (the pitch of their vocalizations was

shifted) (Liu et al., 2012). People with PD displayed no vocal compensation, as well

as increased vocal variability, whereas people who did not have PD were able to adap-

tively shift the pitch of their vocalizations to compensate for the perceived auditory

errors. These researchers suggested that the speech symptoms caused by PD may be

due to impaired sensorimotor learning capabilities more generally, thereby suggesting

a link between sensorimotor learning and speech (which will be discussed in detail in

Section 1.1.3).

One of the defining characteristics of PD is the loss of dopaminergic cells within
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the Substantia Nigra pars compacta (SNc), which provides dopaminergic input to the

basal ganglia (Lotharius and Brundin, 2002; Barbeau, 1962, 1969; Bernheimer et al.,

1973; Albin et al., 1989; Jankovic, 2008). While no known medical intervention is

capable of fully stopping disease progression, the most successful treatments to date

at ameliorating the movement deficits caused by PD include the administration of

L-DOPA (L-3,4-dihydroxyphenylalanine) and deep brain stimulation (Barbeau, 1969;

Jankovic, 2008; Cotzias et al., 1969; Jenner, 2008; Jankovic and Stacy, 2007; Carlsson

and Carlsson, 1990). L-DOPA is a naturally occurring compound that is a precursor

to dopamine. Dopamine cannot cross the blood brain barrier and therefore cannot

be provided as a treatment for people su↵ering from disorders that result in a de-

pletion of dopamine neurons (Hardebo and Owman, 1980). However, L-DOPA can

cross the blood brain barrier, so when it is provided as medical treatment, it can

enter the brain, get converted into dopamine, and increase dopamine concentrations

in the brain (Cotzias et al., 1969; Jenner, 2008). The result of L-DOPA treatment is

often a significant initial improvement in the motor symptoms associated with PD,

yet these changes are not long-lasting (Barbeau, 1969; Jankovic, 2008; Cotzias et al.,

1969; Jenner, 2008; Carlsson and Carlsson, 1990). Deep brain stimulation (DBS) is

another one of the most e↵ective treatments for Parkinson’s disease. DBS entails

the surgical implantation of stimulating electrodes in specific brain regions, such as

thalamus, globus pallidus internal (GPi), subthalamic nucleus (STN) (all of which

are a part of thalamocortical-basal ganglia circuitry) (Deuschl et al., 2006; Bronstein

et al., 2011; Rodriguez-Oroz et al., 2005; Jankovic, 2008; Graybiel, 2000). Treatment

consists of persistent electrical stimulation through the implanted electrodes to alter

neural activity in these brain regions (Deuschl et al., 2006; Bronstein et al., 2011;

Rodriguez-Oroz et al., 2005). This treatment results in improvement in motor symp-

toms associated with PD (Deuschl et al., 2006; Bronstein et al., 2011; Rodriguez-Oroz

et al., 2005). Because damage to cortical-basal ganglia circuits produces movement
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symptoms in PD, and multiple therapeutic interventions that target cortical-basal

ganglia circuits help to ameliorate movement symptoms, cortical-basal ganglia neural

circuits have been linked to motor control and motor learning.

Studies of cortical-basal ganglia circuits and motor learning in animal mod-

els

A variety of experimental approaches in animal model systems have also revealed

neural circuit mechanisms for motor learning. Anatomical studies have shown that

the basal ganglia send a large amount of projections to the motor and prefrontal

areas of cortex (Graybiel, 2000). Also, a number of “loops” are formed: di↵erent

regions of cortex project to subcortical structures, like the basal ganglia and thalamus

(Hikosaka et al., 1999, 2002; Graybiel, 2000; Hoover and Strick, 1999; Parent and

Hazrati, 1995). These subcortical structures then project back to numerous di↵erent

regions of the cortex. Therefore, neuroscientists have speculated that the function of

these cortical-basal ganglia loops could be to support a variety of di↵erent elements of

behavior, such as motor planning, motor control, movement sequencing, and learning

(Graybiel, 2000; Doya, 2000). For example, some researchers have hypothesized that

sensory information in the cortex is integrated with reward value and/or match to

the internal sensorimotor template in the basal ganglia, then fed back to the cortex

to influence motor output, thereby driving motor learning (Hikosaka et al., 2002).

Lesions or blockade of activity within specific brain regions have demonstrated

the necessity of cortical-basal ganglia circuitry for motor learning. For example,

chemical blockade of the preSMA resulted in impaired abilities to learn new but-

ton press sequences (Nakamura et al., 1999). Also, chemical injection of 1-methyl-

4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) into the nigrostriatal neural pathways

caused significant dopamine depletion in the basal ganglia of monkeys (Matsumoto

et al., 1999). This manipulation of basal ganglia circuitry led to impaired ability to
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learn a sequential button-press task, as well as impaired ability to perform skillful arm

reaching maneuvers. Additionally, reversible blockade of the striatum causes deficits

in sequence learning (Miyachi et al., 1997). One study assessed the necessity of motor

cortex in motor learning by training rats to perform a learned, skilled behavior (lever

presses with a particular timing) (Kawai et al., 2015). Lesions of motor cortex did

not impair the ability of the rats to perform this skilled behavior if they had already

learned to perform the behavior successfully. Lesions of motor cortex performed prior

to learning the behavioral task did impair the ability to learn to perform the task

successfully.

Electrophysiological studies in behaving animals have revealed that the activity of

neurons within cortical-basal ganglia circuits correlates with aspects of motor learn-

ing. For example, neural recordings of neurons in the supplementary motor area (a

motor cortical region) during behavior have shown that the activity levels of these neu-

rons significantly increase when animals are performing a learned, skilled movement

(Rosenbaum et al., 1983; Willingham, 1998; Shima and Tanji, 2000). To investigate

this phenomenon further, monkey subjects were trained (through trial and error) to

perform a series of button presses in the correct order (Hikosaka et al., 1995). Neu-

rons in the pre-supplemental motor area (preSMA) were strongly activated when the

animals were learning new button press sequences, but not when the animals were per-

forming an already learned sequences of presses. Changes in neural activity patterns

occur in mammalian sensorimotor cortex during the learning of a skilled behavior

(Monfils and Teskey, 2004; Petersen et al., 1998). Also, chronic recordings from in-

dividual neurons within the striatum were performed in rats as they learned to move

through a maze enclosure (Jog et al., 1999). The activity of populations of striatal

neurons changed dramatically during the initial learning of this task, then remained

largely stable during weeks of subsequent performance of the already learned task.

Recordings of a subpopulation of striatal interneurons demonstrated that this class of
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neurons develop phasic, coordinated responses following motor learning, which may

influence the activity of projection neurons to guide behavior (Graybiel, 2000). Also,

recordings of both motor cortical and striatal neurons during motor skill learning

revealed that there was significant recruitment of task-responsive neurons over the

course of skill learning (Costa et al., 2004).

Motor learning is linked with cellular and molecular changes in the brain associated

with plasticity and learning. Analysis of synapses in M1 have shown that structural,

synaptic changes occur in M1 during motor learning (Klintsova and Greenough, 1999).

For instance, motor learning induces new dendritic spine formation as well as dendritic

spine growth in a variety of subpopulations of motor cortical neurons (Xu et al., 2009;

Yang et al., 2009). Also, the number of synapses per neuron increases in rat motor

cortex in response to motor skill learning (Kleim et al., 1996). Similar synaptic

modifications indicative of long-term potentiation (a well-studied neural plasticity

mechanism strongly associated with learning (Malenka and Nicoll, 1999; Whitlock

et al., 2006)) occur in primary motor cortex following motor learning (Kida and

Mitsushima, 2018; Avanzino et al., 2015; Rioult-Pedotti et al., 2000). Also, chemical

injections into motor cortex that reduce the rate of protein synthesis in neurons

produce deficits in motor skill learning, indicating that intact protein synthesis in

motor cortex is required for the acquisition of skilled movements (Luft et al., 2004)

These studies (along with numerous other studies not mentioned here) have used a

variety of experimental approaches across multiple species to show that cortical-basal

ganglia circuits are important for motor learning. The details of how these cortical-

basal ganglia loops underlie specific aspects of behavior, such as sequence learning,

motor control, sensorimotor adaptation, or learning in response to di↵erent training

paradigms is still the subject of active research.
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Dopaminergic neural circuits and motor learning

Dopaminergic neural pathways play a particularly important role in shaping animal

behavior. This has been most heavily studied in the context of operant conditioning

and reinforcement learning: when animals change their behavior in response to re-

warding or aversive feedback in order to maximize good outcomes and minimize bad

outcomes in the future. These processes are relatively well-understood cases of how

sensory experiences can shape behavior. To measure how neural activity patterns cor-

relate with aspects of reinforcement learning, electrophysiological recordings of VTA

dopamine neurons were performed to study neural activity patterns while a monkey

underwent an operant conditioning paradigm (Schultz, 1998; Schultz et al., 1992).

Monkeys were presented with a sensory cue (a tone), then an unexpected reward

(juice), all while VTA dopamine neurons were being recorded. The firing rates of

VTA dopamine neurons phasically increased immediately following this unexpected

juice reward (Fig. 1.1, top). After performing this operant training repeatedly, the

monkeys learned to expect juice reward following the predictive cue. At this time

point, the firing rates of VTA dopamine neurons phasically increased in response to

the sensory cue and did not change during the presentation of the (now expected)

juice reward (Fig. 1.1, middle). After training, when the monkeys had learned to as-

sociate the predictive sensory cue with reward, the researchers began to omit the juice

reward after presenting the monkey with the cue. The firing rates of VTA dopamine

neurons were phasically suppressed in response to this omission of expected reward

at the exact point in time when the animals learned to expect the reward (Fig. 1.1,

bottom).

Careful analysis and computational approaches suggested that these response pat-

terns of VTA dopamine neurons exhibited qualities consistent with the encoding of

reward prediction error (RPE). RPE is the di↵erence between the reward an animal

expects to receive and the reward it actually receives (Schultz et al., 1997; Schultz and
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Figure 1.1: Electrophysiological recordings of VTA dopamine neurons. Top: a monkey is not
yet trained to associated a conditioned stimulus (CS) with a reward (R). Example dopamine
neuron firing rate increases immediately following receiving an unexpected reward (positive
prediction error). Middle: After training, a monkey has learned to associate the CS with
reward. Example dopamine neuron firing rate now increases following the CS but does not
change in response to receiving an expected reward (neutral prediction error). Bottom:
After training, a monkey associates a CS with an R, but this time the R is omitted. The
example dopamine neuron is phasically suppressed at the time point when the reward was
expected but not received (negative prediction error). From Schultz, W. (1998). Predictive
reward signal of dopamine neurons. Journal of Neurophysiology, 80(1), 1-27. Reprinted
with permission from American Journal of Physiology.
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Dickinson, 2000; Schultz, 2017). An RPE-encoding signal should display increased

firing in response to unexpected reward, where the di↵erence between expected re-

ward and received reward is large. An RPE-encoding signal should also display no

change in firing in response to an expected reward, because the expected reward and

actual reward are equal, so the di↵erence would be zero. Finally, this signal should

display a decrease in firing in response to the omission of an expected reward, when

the actual reward is less than the expected reward. The actual response patterns

of VTA dopamine neurons were entirely consistent with these parameters (Schultz,

1998; Schultz et al., 1997).

Future studies that altered the probability and magnitude of rewards further sup-

ported the hypothesis that VTA dopamine neurons encode RPE. For example, re-

searchers hypothesized that an RPE-encoding signal should be modulated based on

the magnitude of the reward, since larger rewards would produce larger di↵erences

between actual and expected reward. Accordingly, the size of the phasic increase in

firing rates of VTA dopamine neurons correlates significantly with the magnitude of

the reward provided (the mL of juice given) (Fiorillo et al., 2003). Also, when the

probability of providing a reward was experimentally altered, the magnitude of the

VTA dopamine response scaled in relation the “surprisingness” of the reward (Tobler

et al., 2005). That is, when the animal was trained in a contingency with a lower prob-

ability of receiving reward (the animal had a low expectation of reward), the phasic

increase in firing of their VTA dopamine neurons was very large (presumably because

the di↵erence between received reward and expected reward was quite large). On the

other hand, when the probability of receiving reward was very high (the animal had

a higher expectation of reward), the phasic increase in VTA dopamine neuron firing

was smaller.

More recently, optogenetic approaches have allowed for the testing of the causal

role VTA dopamine firing plays in reward learning. Optogenetics involves viral and
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genetic techniques that cause neurons to produce special, light-sensitive ion channel

proteins (Boyden et al., 2005; Deisseroth, 2011; Yizhar et al., 2011). These ion chan-

nels are expressed in the cell membrane and, in response to light, they allow ions

to pass through, which produces an action potential. This gives experimenters the

ability to control the activity of genetically-defined subpopulations of neurons in be-

having animals (Zhang et al., 2007). Using optogenetics to control the neural activity

of VTA dopamine neurons revealed that experimentally stimulating VTA dopamine

neurons in an RPE-like pattern was su�cient to drive reward learning (Steinberg

et al., 2013; Kravitz et al., 2010; Tsai et al., 2009; Lammel et al., 2012).

While research on the role dopamine plays in learning has focused most heavily on

operant conditioning, as described above, dopamine does play an important role in

other forms of motor learning as well. For example, lesions of all of VTA completely

abolishes motor skill learning, which requires sensory feedback to guide adaptations

in motor output but does not involve operant conditioning (Molina-Luna et al., 2009).

More precise lesions of VTA dopamine neurons that send projections to primary motor

cortex (M1) in rats significantly impairs the acquisition of skilled forelimb reaching

movements but does not impact the performance of this motor skill once it if the lesion

is perform after the skill was learned (Hosp et al., 2011). Administration of L-DOPA

into rat M1 after these VTA lesions recovers motor learning abilities. Also, injections

of chemical antagonists of D1-receptors and injections antagonists of D2-receptors

each block motor skill learning, indicating that motor skill learning is dependent on

dopaminergic signaling through both of these systems. The tonic firing patterns of

dopaminergic projections to motor cortex have been hypothesized to be consistent

with the support of LTP-like learning mechanisms that support the acquisition of

motor skills (Hosp and Luft, 2013).
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Additional neural pathways for sensorimotor learning

Neural pathways outside of cortical-basal ganglia circuits also play an important role

in sensorimotor learning. For example, the role of somatosensory cortex in sensori-

motor adaptation was tested using optogenetic inhibition of somatosensory cortex in

mice as they were learning to adapt to a mechanical force field (Mathis et al., 2017).

Inhibiting neural activity in somatosensory cortex significantly impaired the ability

of the mice to adapt to the force field perturbation, suggesting that somatosensory

cortex plays a causal role in the expression of this sensorimotor learning process.

Somatosensory cortex receives feedback from the limbs via thalamocortical neural

pathways, implicating these brain structures in this form of sensorimotor learning

(Bostan and Strick, 2018; Caligiore et al., 2017). Also, people with atrophy or dam-

age to parts of the cerebellum are impaired in their ability to adapt their throws while

wearing prism goggles (Wolpert et al., 2011; Martin et al., 1996; Baizer et al., 1999;

Diedrichsen et al., 2005; Morton and Bastian, 2006; Tseng et al., 2007). Cerebellum

and the neural pathways between cerebellum and cortex have been implicated in sen-

sorimotor learning in other studies, as well (Machado et al., 2015; Albergaria et al.,

2018; Becker and Person, 2019; Tseng et al., 2007). The role the cerebellum plays in

driving sensorimotor learning is still an exciting area of active research across mul-

tiple species and learning paradigms (Nicholson et al., 2018; Machado et al., 2015;

Albergaria et al., 2018; Becker and Person, 2019). While the these neural circuits

are not the primary focus of this dissertation, these studies nonetheless demonstrate

the general principle that neural pathways between cortical and subcortical struc-

tures are crucial for processing sensory feedback to adjust motor commands (Martin

et al., 1996; Krakauer and Mazzoni, 2011; Shadmehr et al., 2010; Wolpert et al., 2011;

Becker and Person, 2019).
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1.1.3 Human speech: behavior and neural circuits

One of the most important skilled behaviors that humans produce is speech. Spe-

cialized neural circuits have evolved in humans (and in songbirds) that underlie vocal

learning (Doupe and Kuhl, 1999; Jarvis, 2019; Hickok and Poeppel, 2007). Here, I

will first describe behavioral elements of human vocal learning, then I will discuss the

brain circuitry that underlies this phenomenon.

The role of auditory feedback in human speech

Human babies produce babbling sounds, which are often syllables repeated or strung

together. Gradually, human babies develop these babbling sounds into vocal sounds

that resemble those of adults. After this process of speech acquisition, humans can

produce a repertoire of patterned, meaningful vocal sounds throughout the entire

duration of their adult lives.

A large body of literature has shown that auditory feedback (of one’s own vo-

calizations as well as the vocalizations of others) is crucially important for human

vocal learning (Doupe and Kuhl, 1999). For example, children acquire the same lan-

guage and dialects as those produced by their parents. Human babies who are born

deaf never acquire the ability to produce spoken language (Petitto, 1993). Deaf in-

fants produce babbling noises with abnormal structure and a limited range of sounds

compared to infants with intact hearing (Oller and Eilers, 1988; Stoel-Gammon and

Otomo, 1986). Children in the process of learning speech who become deaf su↵er from

severe impairments in speech production (Cowie and Douglas-Cowie, 2011). Even

children who become deaf later in childhood will produce impaired speech (Plant and

Hammarberg, 1983).

Auditory feedback is not only important for speech acquisition, but also for the

maintenance of proper speech function throughout adulthood. Humans who become

deaf in adulthood (after fully acquiring speech) display alterations in the structure
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of their speech (Cowie and Douglas-Cowie, 2011). However, these e↵ects are far

less severe than when deafness occurs early in life, and the later in life an adult

becomes deaf, the less the severity of the deterioration in speech production that

occurs. Also, studies performed in human adults where experimenters manipulated

the subjects’ auditory feedback showed that delayed auditory feedback of an adult’s

own vocalizations causes disruptions to ongoing vocalizations (vocal slowing, pauses,

repetitions) (Howell and Archer, 1984; Lee, 1950). Even more subtle manipulations

of auditory feedback, such as altering the feedback of individual syllables, result in

impaired speech production in adult humans (Houde and Jordan, 1998).

The role of non-auditory sensory feedback for human speech

Non-auditory feedback is also important for human vocal learning, yet it has re-

ceived far less research attention compared to auditory feedback. Social interaction

(which involves auditory and non-auditory sensory feedback) plays an important role

in speech acquisition. During social interaction between adults and babies, adults will

modify their typical speech patterns as well as their other behaviors, which appear to

help support the speech acquisition process of the baby (Locke and Snow, 1997; Kuhl,

2007). Studies were performed where the responsiveness of parents to their infants’

vocalizations was experimentally controlled (Goldstein et al., 2003). Specifically, one

group of parents would smile, touch, and interact with their infants like normal when

the infants vocalized. In another group, parents performed the same reactions, but

experimenters triggered the timing of these reactions so they did not align with infant

vocalization. The infants who received social experiences immediately contingent on

their vocalizations produced significantly more vocalizations, and their vocalizations

were more similar to adult speech. Importantly, the social interactions provided by

the parents in this study were non-auditory. In another study, some infants were

exposed to auditory feedback of a di↵erent language from adults only through a tele-
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vision, while other infants were able to interact acoustically and socially (in-person)

with native speakers of the new language (Kuhl et al., 2003). The infants who received

in person, social feedback produced more accurate, adult-like vocalizations.

Another classic case of non-auditory feedback influencing human vocalizations

is the McGurk e↵ect. Humans watch an audio-visual illusion, where their perceived

auditory experience from hearing another speaker is of one particular syllable but their

visual experience from watching a video of the speaker talking is of a di↵erent syllable

(McGurk and MacDonald, 1976). People will report perceiving incorrect syllables,

often a mixture of the two (auditory and visual). Although this dissertation will focus

more on the learning and production of speech and less on the perception of speech,

the McGurk e↵ect nonetheless demonstrates that human brains process information

from multiple sensory modalities and use this information for perception relevant for

speech.

Somatosensory feedback plays a key role in guiding human vocalizations as well.

The brain receives proprioceptive feedback from vocal muscles and mechanoreceptors

in the skin and vocal tissue. The fact that speech does not complete degrade in deaf

adults indicates that non-auditory feedback can be used to maintain vocal output

(Tremblay et al., 2003). Careful experimental studies of the role of somatosensory

feedback for vocal learning have been performed. For example, a robot was used

to create a somatosensory perturbation by producing a mechanical force against the

jaw of human subjects while they were speaking (Tremblay et al., 2003; Nasir and

Ostry, 2008). This perturbation is unique in that it interferes with somatosensory

feedback from vocalizations without a↵ecting speech or any other source of auditory

feedback. Subjects gradually learned to adapt to this perturbation and correct for the

mechanical force against their jaw. This shows that the brain processes somatosensory

feedback related to the positions of body parts that produce speech, and it adaptively

changes motor output, even without auditory feedback from vocalizations. People
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who were deaf (and therefore clearly received no auditory feedback) were also capable

of learning to adapt to this perturbation, suggesting that somatosensory feedback

alone is capable of driving sensorimotor adaptation. To determine how feedback from

multiple sensory modalities interact to shape behavior, experiments were performed

that placed somatosensory feedback and auditory feedback at odds with one another

(Lametti et al., 2012). Researchers performed the same robotic manipulation of the

jaw position during speech in human subjects. Simultaneously, these human subjects

were provided altered auditory feedback, because the frequency of particular elements

of speech were experimentally altered and played it back through headphones the

subjects were wearing. These experiments revealed that auditory feedback was not

dominant in guiding behavior. Instead, some subjects favored somatosensory feedback

and compensated further in the adaptive direction of the somatosensory perturbation

than in the adaptive direction of the auditory perturbation.

Neural circuits for human speech

Both human and songbird brains have evolved specialized neural pathways for the

learning and control of vocal output (Jarvis, 2019) (Fig. 1.2). Both species have

neural mechanisms for the fine control of the larynx (or syrinx in songbirds) as well

as vocal articulators or e↵ectors. Vocal e↵ectors are the parts of the body involved in

producing vocalization (mouth, jaw, tongue in humans, beak in songbirds) (Bouchard

et al., 2013; Riede and Goller, 2010).

In humans, early work led by Paul Broca and Karl Wernicke sought to determine

the brain regions necessary for speech. This work found that neurological damage to

specific parts of the brain led to specific speech impairments (Konopka and Roberts,

2016; Dronkers et al., 2007). Damage to a portion of the inferior frontal cortex

(now known as Broca’s area) led to deficits in the ability to produce speech (but no

deficits in speech perception) (Dronkers et al., 2007; Amunts et al., 1999). Damage
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Figure 1.2: Neural circuits for vocal learning across species. A. Songbird vocal learning
circuit. B. Human vocal learning circuit. Analogous brain regions between species are in
the same color. Orange regions are the posterior vocal motor pathway. Red regions are the
anterior vocal pathway. Dashed arrows show connections between these two pathways. Red
arrows show the specialized direct projections from motor cortex to brainstem vocal motor
neurons only present in vocal learners. Blue regions are auditory regions. Blue arrows are
pathways for auditory input to enter the specialized vocal learning pathway. A1, primary
auditory cortex; A2, secondary auditory cortex; aDLM, anterior dorsolateral medial nucleus
of the thalamus; Ai, intermediate arcopallium; Am, nucleus ambiguus; aSMA, anterior sup-
plementary motor area; aSt, anterior striatum speech area; aT, anterior thalamus speech
area; Av, avalanche; CMM, caudal medial mesopallium; CSt, caudal striatum; DM, dorsal
medial midbrain nucleus; HVC, a letter-based name; L2, Field L2; dLMC, dorsal laryngeal
motor cortex; vLMC, ventral laryngeal motor cortex; preLMC, premotor laryngeal motor
cortex; OMC, oral motor cortex; MAN, magnocellular nucleus of the nidopallium; MO,
mesopallium oval nucleus; NCM, nidopallium, caudal medial part; NIf, nidopallium inter-
facial nucleus; NLC, nidopallium, lateral caudal; PAG, periaqueductal gray; RA, robust
nucleus of the arcopallium; XIIts, 12th vocal motor nucleus, tracheosyringeal part. From
Jarvis, E. D. (2019). Evolution of vocal learning and spoken language. Science, 366(6461),
50-54. Reprinted with permission from AAAS.

to a portion of the superior temporal gyrus caused deficits in speech perception (but

not vocal motor production) (Blank et al., 2002). Since then, further studies have

advanced our understanding of the complex neural pathways for vocal learning in

humans.

Areas throughout human cortex, thalamus, and basal ganglia are thought to be

important for human speech learning. Regions of auditory cortex are important for

processing auditory feedback to guide speech learning and maintenance. There are

specific regions of human auditory cortex that, when measured with fMRI, respond
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distinctly to subjects hearing speech (Norman-Haignere et al., 2015). These auditory

cortical regions, as well as other cortical regions (including somatosensory cortex)

send projections to specialized, downstream speech circuits (Petkov and Jarvis, 2012;

Jarvis, 2004). For example, connections exist between auditory cortical regions im-

portant for speech, such as secondary auditory cortex (A2) and Wernicke’s area, and

motor cortical regions associated with speech, such as Broca’s area (Friederici et al.,

2017). These connections have been hypothesized to play a crucial role in vocal

production, speech perception, and vocal learning in humans.

Human motor cortex is also important for the motor control of vocal e↵ectors.

Motor cortical regions in humans, such as the dorsal and ventral laryngeal motor

cortices (dLMC and vLMC) and the oral-facial motor cortex (OMC), are important

for speech production (Jarvis, 2019). Also, premotor cortical regions, such as the

LMC and Broca’s area, are important for vocal learning (Jarvis, 2007, 2004; Dichter

et al., 2018). Neuroscientists have hypothesized that LMC in human brains projects

to brainstem vocal motor neurons, which then project to vocal musculature, allowing

for the fine motor control necessary to produce complex, coordinated movements

necessary for vocalization (Jarvis, 2019). This pathway is highly analogous to the

songbird motor pathway (which I explain in detail in section 1.3.1), where regions

of songbird pallium project to a brainstem nucleus that then projects to muscles

involved in song production (Jarvis, 2007; Mooney, 2009a).

The basal ganglia also play a crucial role in speech production in humans, which

is particularly relevant for comparative studies across species, as the songbird vocal

learning neural circuit is a cortical-basal ganglia loop. Neurological diseases that

a↵ect the basal ganglia in particular (HD and PD) consistently produce deficits in

speech production and motor control of vocal e↵ectors (Konopka and Roberts, 2016).

Interestingly, when a human mutant transgene associated with HD is expressed in

songbirds, these songbirds developed dramatic deficits in vocal production, including
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impaired vocal learning, stuttering, and degradation of patterned song structure (Liu

et al., 2015). Also, genetic studies have revealed that the FOXP2 transcription factor

gene is particularly important for human speech. Mutations of this gene produce im-

paired speech development and vocal abilities in humans, yet often leave other motor

functions unimpaired (Fisher and Schar↵, 2009). For example, FOXP2 mutations

produce impaired ability to control vocal e↵ectors in a coordinated fashion to pro-

duce proper vocalizations. FOXP2 is expressed throughout cortex, basal ganglia, and

thalamus, providing further evidence that these neural pathways are important for

human vocal learning (Fisher and Schar↵, 2009; Ferland et al., 2003; Lai et al., 2003).

FOXP2 is expressed at particularly high levels in human basal ganglia during early

stages of human development - when speech acquisition is underway (Teramitsu et al.,

2004). FOXP2 is also expressed in songbird brains, particularly in regions within the

cortical-basal ganglia song learning pathway, and the expression levels of FOXP2 in

songbirds that change their song seasonally correlates with the time of year associ-

ated with high levels of vocal plasticity (Haesler et al., 2004; Schar↵ and Nottebohm,

1991). Also, genetic knockdowns of FOXP2 in developing songbirds impairs vocal

learning abilities (Haesler et al., 2007).

Thus far, I have described the literature that shows that both auditory and non-

auditory feedback strongly shape vocal learning in humans, and that unique neural

circuits have evolved in human brains to underlie vocal learning. However, how

the brain processes auditory and non-auditory sensory feedback to drive vocal mo-

tor learning is not well understood and performing scientific studies on this topic is

highly challenging. First of all, the ability to perform invasive techniques in human

brains is highly restricted (Jarvis, 2007). For instance, neuroscientists are not able

to easily lesion brain regions and observe the resulting impact on speech production

or implant invasive recording devices to analyze neural activity in particular neural

circuits during vocal learning. Second, there is a limited number of animal model
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systems that neuroscientists can use to study the neural mechanisms of vocal learn-

ing (Doupe and Kuhl, 1999). Although many animal species are able to produce

vocalizations, very few species rely upon a sensorimotor learning process to acquire

this capability (where they use feedback from their own vocalizations and informa-

tion from the vocalizations of others in their species to guide learning). In the next

section, I will shift my focus onto one of the most successful animal models for study-

ing the neural mechanisms of vocal learning: the songbird (Doupe and Kuhl, 1999;

Jarvis, 2004; Brainard and Doupe, 2002). Though birdsong is clearly not as complex

as human language, there are clear analogies between the two species in the motor

control of vocal musculature, the production of patterned vocal structures, and use of

sensorimotor learning to acquire vocalizations (Marler, 1970; Grieser and Kuhl, 1989;

Doupe and Kuhl, 1999; Jarvis, 2004; Brainard and Doupe, 2002, 2013; Jarvis, 2019).

These similarities lead us to believe that studies of songbird vocal learning will be of

relevance for our understanding of human brains.

1.2 Songbirds as a model system for studying sen-

sorimotor learning

We address how the brain processes di↵erent sensory modalities to drive motor learn-

ing by using a unique model system ideally suited for this question, the Bengalese

finch (a type of songbird). Bengalese finches are well-suited for this purpose for two

primary reasons. First, songbirds rely on both auditory and non-auditory sensory

feedback to learn an ethological, skilled behavior (song) (Brainard and Doupe, 2002,

2000a; West and King, 1988; Mann et al., 1991; Konishi, 1965; Immelmann, 1969).

In many songbird species, including Bengalese finches, song is a learned, complex

behavior that juveniles acquire during their development (Fig. 1.3, A) (Brainard and

Doupe, 2002; Mooney, 2009a,b; Brainard and Doupe, 2000a). During this sensori-
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motor learning process, juvenile songbirds listen to the song produced by their adult

tutor (typically their father) (Fig. 1.3, B), and gradually learn to copy this tutor song

(Fig. 1.3, C). By the time a male zebra finch or Bengalese finch reaches adulthood, at

approximately 90-100 days post hatch (d.p.h.), they typically produce a well-copied

version of the tutor song that they learned, and they produce this crystallized song

stably throughout the course of their adult lives (Fig. 1.3, D). This crystallized, adult

finch song consists of individual syllables, which are 50-100 ms long, unique, acous-

tic elements of the song with stable spectral structure that are separated by silent

intervals, demonstrating the complexity of this behavior (Fig. 1.3, B-E) (Leonardo

and Konishi, 1999; Zann, 1996). Auditory feedback is required for this juvenile song

learning process (Fig. 1.3, E). Adult songbirds naturally produce many renditions,

or bouts, of their song each day, which allows for experimenters to study the rela-

tionship between rendition-to-rendition behavioral variability and learning (Brainard

and Doupe, 2002). Also, birdsong is a courtship behavior produced only by male

songbirds, so all experiments throughout this dissertation use male songbirds.

The second reason we use songbirds to address the central question of this disser-

tation is that songbirds are a uniquely e↵ective model system for studying how neu-

ral circuits process sensory feedback to drive motor learning (Brainard and Doupe,

2000a). Very few animal species outside of humans and songbirds undergo sensorimo-

tor learning to acquire complex vocalizations. Songbirds are a tractable model system

with well-characterized neural circuitry that underlies vocal learning, allowing for the

scientific investigation of the neural mechanisms underlying vocal motor learning.

Throughout this section, I will discuss in detail how songbirds use sensory feedback

to guide motor output. Similar to scientific research on humans, there is extensive

literature on how auditory feedback drives vocal learning in songbirds, which I will

describe in Section 1.2.1. However, non-auditory sensory feedback is also crucial for

guiding behavior across both humans and songbirds. Thus, I will describe the less ex-
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Figure 1.3: A) Schematic of the Zebra finch song learning process. During the sensorimotor
phase (approximately 30-90 days post hatch), the juvenile Zebra finch learns to copy the
adult tutor song they are exposed to. After 90 days post hatch, the Zebra finch produces a
crystallized adult song, which is remarkably stable over their adult lives. B) An example of
a song spectrogram of a rendition of a song produced by an adult male Zebra finch tutor.
C) An example of a song produced by a juvenile Zebra finch, tutored by the adult bird in
(A), early in the sensorimotor learning process. D) Song produced by the same juvenile
Zebra finch in (C), late in the sensorimotor learning process (close to adulthood). E) Song
of a di↵erent zebra finch that was raised in acoustic isolation. From Brainard, Michael S.,
and Allison J. Doupe. “What songbirds teach us about learning.” Nature 417.6886 (2002):
351-358. Reprinted with permission from Springer Nature.
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tensive, yet important, literature on how non-auditory sources of sensory information

shapes songbird vocal behavior in Section 1.2.2.

1.2.1 Auditory feedback plays a particularly important role

in shaping songbird vocal output

Auditory feedback is necessary for the juvenile song acquisition process

Early pioneering work in the songbird field demonstrated that auditory feedback is

necessary for song learning in juvenile birds. In these studies, the cochlea was sur-

gically removed in juvenile songbirds before the onset of song or subsong in order

to deafen these birds and assess the role auditory feedback plays in the typical song

development process (Konishi, 1964). The song that the deaf birds developed had

numerous alterations compared to control birds: the deaf birds produced songs that

tended to have fewer syllables, a wider range of frequencies, larger inter-syllable du-

rations, and more variation in inter-syllable durations, indicating that these birds did

not develop the typical temporal patterning of song seen in control birds. Also, the

frequency structure of the song syllables was abnormal and the rendition-to-rendition

consistency of the structure of the song syllables was impaired. In another similar

study, White-crowned Sparrows were deafened both before they started singing and

after they started singing but before they fully learned to copy their tutor songs

(Konishi, 1965). When these songbirds were deafened before starting singing, they

were completely unable to copy their tutor song. When the birds were deafened after

they started singing but before the full song learning process was completed, they

still learned to partially copy the tutor song, but the songs these birds produced as

adults lacked typical patterning and structure seen in songbirds who were not deaf-

ened. These early studies demonstrated the necessity of auditory experience for the

juvenile song acquisition process.
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Impaired auditory feedback produces deficits in maintenance of song pro-

duction in adult songbirds

Auditory feedback is not only crucial for juvenile song acquisition but also for song

maintenance in adult songbirds. Surgical removal of the cochlea was performed in

songbirds, however instead of deafening juvenile birds, adult songbirds were deaf-

ened after the song crystallization process had completed (Nordeen and Nordeen,

1992). This deafening led to gradual changes in song performance, whereas control

(undeafened) birds demonstrated highly stable song output over long time periods.

Specifically, the temporal patterns of the songs of deafened adult songbirds became

abnormal, the average intersyllable interval was significantly increased after deafening,

the occurrences of stuttering increased significantly, and the deafened birds stopped

singing a large number of the unique song syllables found within their song prior to

deafening. Both the harmonic structure of individual song syllables and the sequence

structure of the overall song were perturbed by deafening. In another study, auditory

feedback was perturbed during song performance in adult zebra finches (Leonardo

and Konishi, 1999). Rather than deafening the adult birds, the researchers instead

developed a computer program to monitor ongoing song performance in real-time

and delivered feedback signals (via a speaker) as the songbirds were performing song.

The feedback signals that were delivered were of naturally occurring sounds, but were

played back so as to interfere with the typical auditory experience of the adult birds,

which would be to hear the unperturbed auditory feedback of their own song produc-

tion. The songs of the songbirds who received perturbed auditory feedback gradually

deteriorated - the stability of the song sequence decreased significantly, the spectral

organization of song changed, individual song syllables were sometimes deleted or

distorted, and there was a significant increase in the occurrences of stuttering. Af-

ter the removal of the artificial, interfering auditory playback, all of the temporal

and spectral changes in song, including stuttering and syllable sequence instability,
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gradually reversed until the adult birds once again accurately produced their typi-

cal, crystallized song observed prior to experimentation. Similar experiments were

performed, but the auditory feedback interference was targeted to individual song

syllables rather than to the entire song. This produced gradual alterations in typical

harmonic syllable structure in perturbed birds compared to control birds. Overall,

this paper demonstrated that adult zebra finches retain the ability to modify song in

response to auditory feedback even after crystallization, and that this vocal plasticity

a↵ects both the temporal pattern of song and the spectral structure of individual

syllables. Thus, the remarkable stability of adult song performance over time is not

because the song motor program in the brain remains impervious to change after

crystallization, but rather because the songbird brain constantly monitors auditory

feedback and uses this feedback to maintain adequate vocal performance over the

course of the songbirds’ lives. Other work demonstrated similar findings in other

species of songbirds by showing that adult Bengalese finches also require normal au-

ditory feedback in order to maintain crystallized song structure throughout adulthood

(Okanoya and Yamaguchi, 1997; Woolley and Rubel, 1997).

Pitch-contingent auditory cues are su�cient to drive vocal learning in

adult songbirds

Adult songbirds are also capable of learning in response to pitch-contingent, auditory

feedback cues. (Tumer and Brainard, 2007; Ho↵mann et al., 2016; Warren et al., 2011;

Andalman and Fee, 2009; Ali et al., 2013). Ongoing song performance, specifically

the natural, trial-to-trial variations in the fundamental frequency of individual song

syllables, was monitored (Fig. 1.4, A) (Tumer and Brainard, 2007). Short, loud bursts

of white noise were provided through a speaker in real time only in response to a subset

of these pitch variations (Fig. 1.4, B). These white noise bursts are thought by some

to be a reinforcement cue: they are externally provided, presumably (mildly) aversive,
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and they do not clearly rely on sensory error signals. This pitch-contingent white noise

feedback produced rapid and adaptive changes in the pitch of the targeted syllable

that decreased the frequency of triggering the white noise feedback. These adaptive

changes in song output were precisely locked to the pitch of the targeted syllable,

and not to other features of song, showing that the adult songbirds were capable of

associating particular variations in their vocal output with auditory feedback signals

from the white noise bursts. These results demonstrated not only that auditory

feedback cues are su�cient to drive vocal learning in adult songbirds, but also that the

trial-to-trial variability in skilled motor behaviors can be used to support continuous

learning and maintenance of optimal behavioral performance.

Pitch-contingent white noise feedback, when provided extremely consistently at a

particular time point within the production of an individual song syllable, can drive

extremely precise, adaptive modifications of syllable structure (Charlesworth et al.,

2011). Specifically, songbirds most strongly modify a portion of the individual song

syllable being targeted by white noise at the exact time-point within the syllable

when the white noise bursts most often occur. These results show that the brain uses

auditory feedback to drive precise, millisecond-timescale modifications of behavior.

Also, these white noise feedback cues are su�cient to drive adaptive changes in

syllable sequence in adult songbirds (Warren et al., 2012). In this study, rather than

providing pitch-contingent white noise feedback, the researchers provided sequence-

contingent bursts of white noise by only targeting the occurrence of a particular

sequence of song syllables. Adult songbirds learned to modify their song sequence to

reduce the frequency of the white noise feedback, showing that auditory feedback cues

can change elements of song structure other than simply the fundamental frequency

of individual syllables.

Numerous studies have since replicated these findings and used this methodology

to investigate the neural basis of vocal learning in response to white noise feedback
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Figure 1.4: A) Song spectrograms from 3 example renditions of song produced by an adult
Bengalese finch. The song of this bird consisted of unique song syllables, labelled “a, b, c, d,
e, e”. The three example songs are shown for which the fundamental frequency of syllable
“a” ranged 2 standard deviations of the baseline distribution of fundamental frequencies for
this particular syllable. B) Renditions of syllable “a” where the fundamental frequency was
above a specified threshold triggered white noise bursts (‘hit’) that were played through
speakers in the bird’s cage. From Tumer, E., Brainard, M. Performance variability en-
ables adaptive plasticity of ‘crystallized’ adult birdsong. Nature 450, 1240–1244 (2007).
https://doi.org/10.1038/nature06390. Reprinted with permission from Springer Nature.
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(Ho↵mann et al., 2016; Warren et al., 2011; Andalman and Fee, 2009; Ali et al., 2013;

Gadagkar et al., 2016; Charlesworth et al., 2012), as will be described later in this

introduction.

Auditory error signals are su�cient to drive vocal learning in adult song-

birds

As I discussed in Section 1.1.1, subtle di↵erences exist between motor learning in

response to explicit, external, reinforcement cues and in response to sensory error

signals (deviations in sensory feedback from internal goals). After establishing that

adult vocal learning can be shaped by auditory reinforcing cues (white noise bursts)

(Tumer and Brainard, 2007), researchers then assessed whether adult songbirds, like

mammals, can undergo sensorimotor error correction by modifying motor output in a

compensatory manner in response to auditory errors signals di↵erent than white noise

bursts (Sober and Brainard, 2009; Saravanan et al., 2019). Custom-built, lightweight

headphones were created and surgically placed over the ears of individual, adult Ben-

galese finches. The songbird’s songs were then recorded, fed through sound-processing

hardware to general artificial shifts in pitch of the song syllables, then played back

through speakers in the headphones in real-time so the auditory feedback the song-

bird received during ongoing song performance was experimentally manipulated. The

songbirds significantly shifted the pitch of the experimentally targeted song syllables

in a compensatory manner (in the opposite direction of the imposed, experimentally-

produced pitch shifts) in order to correct for the experience of auditory errors. These

findings show that songbirds learn to alter their vocal motor output when auditory

errors (a mismatch between experienced auditory feedback from ongoing song pro-

duction and an internal, memorized song template) occur. Further, these studies

suggest that adult songbirds actively maintain the stability of their crystallized song

over the course of their lives by constantly engaging in this process of sensory error
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correction.

1.2.2 Non-auditory sensory information can shape songbird

behavior

Non-auditory sensory information guides vocal learning in juvenile song-

birds

Although much attention has been paid to the role of auditory feedback in guiding

vocal learning, non-auditory feedback also plays an important role in shaping vocal

development in both juvenile songbirds and human infants (King et al., 2005; Lipkind

et al., 2013). As described in Section 1.1.3, human infants initially produce babbling

noises and gradually learn speech from their parents through a process of vocal imi-

tation that relies on auditory, visual, and somatosensory sensory feedback (Kuhl and

Meltzo↵, 1996; Meltzo↵ and Moore, 1983; Tremblay et al., 2003). Similarly, juve-

nile songbirds initially produce babbling sounds and gradually learn to imitate the

song of their adult tutor through a sensorimotor learning process that depends on

information from multiple sensory modalities (Price, 1979; Doupe and Kuhl, 1999;

West and King, 1988). Here, I will discuss the experimental evidence showing that

non-auditory sensory feedback profoundly modulates songbird behavior.

Juvenile songbirds use visual, auditory, and somatosensory sensory information to

learn song from their tutors during the juvenile song acquisition process (West and

King, 1988; Mann et al., 1991). As I described earlier, juvenile birds use auditory

feedback to shape their vocalizations to match the song of their tutor (Fig. 1.3,

E) (Konishi, 1965; Immelmann, 1969; Doupe and Kuhl, 1999; Brainard and Doupe,

2002). In addition, juvenile songbirds use visual feedback to guide the song acquisition

process (West and King, 1988; Mann et al., 1991). For instance, female visual displays

a↵ect male song learning in juvenile cowbirds (West and King, 1988). In this study,
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male juvenile cowbirds were housed with non-singing female cowbirds. The females

produced a visual display (a wing stroke), that was elicited by specific vocalizations

by the male cowbirds. When the male birds observed these female visual displays,

they responded by moving towards the female, altering their posture, observing the

females’ wings, and modifying their vocal output. The female visual displays not only

caused the male birds to sing more frequently, but they also influenced the male birds

to produce the specific vocal patterns that elicited the wing strokes, suggesting that

visual feedback is su�cient to reinforce modifications to specific elements of song.

Further work demonstrated that non-auditory sensory feedback not only rein-

forces elements of song, but also enhances the song acquisition process in juvenile

songbirds. Juvenile zebra finches were provided non-vocal, visual signals from adult

females immediately contingent on the production of vocalizations early on in juve-

nile song development (Carouso-Peck and Goldstein, 2019). These visual signals were

provided by playing a video of an adult female bird performing a flu↵-up, which is a

behavior performed by adult female zebra finches (consisting of erecting their feathers

and performing high-frequency, side-to-side movements of the upper body) that is,

like the wing-strokes of cowbirds described previously, commonly performed in re-

sponse to attractive, “good” performances of song. Juvenile songbirds that received

this song-contingent visual information learned song significantly more accurately and

more quickly, produced songs upon reaching adulthood that more closely matched the

song of their tutor, and produced adult songs that were significantly lower in entropy,

than control birds, which received identical visual signals from females that were not

immediately contingent on the production of vocalizations, indicating that juvenile

songbirds are capable of linking social reinforcement with vocal output to help guide

and optimize the song learning process during development. Also, juvenile zebra

finches that are deprived of information from multiple sensory modalities and are

instead provided solely auditory feedback learn to copy tutor songs less accurately
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than juvenile songbirds who receive feedback from multiple modalities (Chen et al.,

2016). In this study, juvenile zebra finches were deprived of natural social interaction

with their tutor (which is, by nature, an experience that involves not only acous-

tic signals but also information from other sensory modalities (Bottjer and Johnson,

1997)). These juvenile songbirds were then allowed to socially interact with their

adult tutor. Deprived songbirds who experienced even as little as one day of nor-

mal, multimodal interaction with a tutor showed significantly increased amounts of

song learning (measured by the similarity of their song compared to the tutor song)

compared to juvenile zebra finches that are deprived of social interaction entirely and

not provided the one day of social interaction. Importantly, the group of juvenile

finches that were allowed to both visually and acoustically interact with their tutors

learned significantly more than the juvenile finches that were only allowed to acousti-

cally interact with their tutors. Interestingly, this study also showed that adult male

songbirds alter their song when singing to juveniles, a phenomenon hypothesized to

help facilitate the juvenile song acquisition process and further demonstrating the

importance of complex, multimodal, social interactions in shaping both juvenile and

adult behavior in order to facilitate juvenile song learning.

Sensory feedback from multiple modalities can shape adult songbird vocal

behavior

Feedback from auditory and non-auditory sources not only drives juvenile song learn-

ing, but also influences adult vocal output. Social interactions between adult song-

birds, which, again, involve multiple sensory modalities (Bottjer and Johnson, 1997),

influence adult vocal behavior. For example, male songbirds change their rate of

song production based on the quantity of and familiarity with nearby birds (Adar

et al., 2008; Bischof et al., 1981; Matheson et al., 2016). Male songbirds also consis-

tently alter particular aspects of their song structure when singing in social settings
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compared to singing alone. Directed song is when male songbirds sing aimed at a

female bird (Morris, 1954; Jarvis et al., 1998), it often occurs in conjunction with

the performance of a courtship dance (Hessler and Doupe, 1999). Directed song in-

volves significant changes in vocal behavior (Kao et al., 2005; Kao and Brainard,

2006; Ölveczky et al., 2005). On the other hand, undirected song occurs when a male

songbird sings while alone or not oriented towards another particular bird. (Morris,

1954; Dunn and Zann, 1996; Hessler and Doupe, 1999; Woolley and Doupe, 2008).

The variability in the fundamental frequency of individual song syllables in adult ze-

bra finches is significantly greater during undirected song than during directed song

(Kao et al., 2005; Kao and Brainard, 2006; Ölveczky et al., 2005). Also, the number

of introductory elements leading into song is increased during directed song, the num-

ber of repetitions of the stereotyped motif per bout is increased during directed song,

the stereotypy of syllable sequence is increased during directed song, and the tempo

of song is faster during during directed song compared to undirected song (Sossinka

and Böhner, 1980). Ultimately, female birds demonstrate responses to male songbird

directed singing both at the level of behavior and at the level of gene expression in

specific brain regions (Woolley and Doupe, 2008; Mooney, 2009b). These responses

are all in line with the interpretation that directed song is more attractive to the

female birds, suggesting that the changes in song output made by the male songbird

serve an important, ethological purpose.

In addition to making changes to vocal output in the presence of a female bird,

male songbirds will also modulate their song output when in the presence of other

male birds as compared to singing alone (Jesse and Riebel, 2012). Specifically, male

songbirds will increase the rate of song production when within audible and visible

distance of other male conspecifics as compared to when alone, demonstrating that

the sensory signals from being in social environments, even in non-courtship settings,

can significantly alter vocal output.



38

Similar to humans (as described in Section 1.1.3) (Tremblay et al., 2003), songbirds

rely on somatosensory feedback in particular for shaping vocal motor output. The

production of birdsong requires the coordinated, patterned activation of respiratory,

vocal organ, and vocal tract muscles - all of which provide mechanoreceptive feedback

to the brain (Suthers et al., 2002). In one study, respiratory pressure was perturbed

by briefly and unpredictably injecting air into the cranial thoracic air sac during on-

going song performance in both deafened and non-deafened adult northern cardinals

(Cardinalis cardinalis). These air injection perturbations resulted in a compensatory

reduction in the electrical activity of the abdominal expiratory muscles in both hear-

ing and deafened adult northern cardinals, showing that somatosensory feedback to

expiratory muscles is processed by the brain and elicits (in real time) compensatory

adjustments in vocal motor output. In fact, even when certain parameters of the

air injection resulted in increased duration of one of the song syllables, the following

inter-syllable interval decreased, presumably to compensate for the shortened syllable

and maintain a stable song tempo. The fact that compensatory motor adjustments

were made in both deafened and hearing birds strongly supports the interpretation

that these modulations to motor output were based entirely on non-auditory feed-

back. By monitoring somatosensory feedback from muscles important for vocalization

and using this feedback to compensate for unexpected perturbations, the brain could

potentially adapt to changes in posture, physical activity, or other external changes

that could potentially interfere with the adequate production of vocal output, or

even to help maintain stable song performance when auditory feedback is interfered

with or eliminated. Thus, the combination of auditory and non-auditory (somatosen-

sory) feedback may help promote the maintenance of stable song production in adult

songbirds.
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Non-auditory sensory information can shape adult songbird non-vocal be-

havior

Social interactions and non-auditory sensory feedback also play a key function in shap-

ing adult songbird behavior outside of vocalizations. In many species of songbirds,

song is a highly important courtship behavior that often involves the production of

complex acoustic outputs in conjunction with non-acoustic behaviors, such as danc-

ing, bobbing, and making patterned changes to body posture (Ota et al., 2015).

When male songbirds perform directed song (singing directed towards a female bird),

they often make alterations to their orientation, such as turning to face the female

bird, posture, and position (Zann, 1996; Williams, 2001). In one study, Blue-capped

Cordon-bleus (Uraeginthus cyanocephalus) were recorded with high-speed videogra-

phy to assess non-acoustic courtship behaviors in both male and female birds (Ota

et al., 2015). Both males and females displayed an array of courtship behaviors, in-

cluding bobbing and rapid step-dancing. Interestingly, both male and female cordon-

bleus increased the intensity of their dance behaviors when their potential mate was

nearby on the same perch as them, suggesting that in addition to the auditory signals

(song and the sound of tapping and dancing) and visual signals (the visual displays

involved in moving and dancing behaviors), tactile signals (the vibrations of the perch

as the potential mate performs its dance and tapping behavior) are also processed

and exerts a measurable e↵ect on behavior. Thus, information from multiple sensory

modalities is important for an ethological, complex courtship behavior that involves

communication and signaling between male and female birds.

Adult male birds also use a variety of sources of sensory information to perform

another important, ethological behavior: the selection between potential female mates

(Galoch and Bischof, 2006, 2007). Male and female zebra finches were trained to

choose between two images presented to them by hopping to di↵erent perches inside

their cage. The zebra finches much preferred images of conspecifics of the opposite sex
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compared with images of empty cages, indicating that visual information is su�cient

to drive songbird behavior. Next, similar experiments were performed, but in this

case, auditory playback of sounds of the conspecific bird were provided on some

trials in addition to the visual images. In the zebra finches making the selection,

the time spent in the testing compartment, frequency of courtship song, amount of

beak wiping, and the frequency of making calls were all significantly increased by

the presence of both audio and visual information being presented together compared

with unimodal feedback, demonstrating the significance of information from multiple

sensory modalities in shaping ethologically-relevant, social, non-vocal behavior.

1.3 Songbird neural circuitry for sensorimotor learn-

ing

Songbirds are a model system uniquely suited for studying the neural basis of sen-

sorimotor learning largely due to the fact that songbirds have well-characterized

thalamocortical-basal ganglia neural circuitry (the AFP) that is highly specialized

for driving vocal learning but not overall vocal performance (Brainard and Doupe,

2002; Mooney, 2009a). This has allowed for the investigation of the neural circuit

underpinnings of motor learning. Prior research has studied how songbird AFP pro-

cesses sensory feedback to drive changes in motor output, with a particular focus on

auditory-driven vocal learning. Here, I will describe the songbird neural pathways

that underlie vocal learning in Section 1.3.1. I will then explain how this specialized

neural circuitry underlies auditory-guided vocal learning in Section 1.3.2. Finally, I

will discuss the literature on the songbird neural pathways for processing non-auditory

sensory information in Section 1.3.3.
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1.3.1 Songbird neuroanatomy and the song system

Before discussing how songbird neural circuitry underlies vocal learning, I will first

provide a general overview of the structure of the songbird brain here. The surface

portion of songbird brain is referred to as “pallium”, which includes subdivisions:

hyperpallium, mesopallium, nidopallium, and arcopallium (Jarvis et al., 2005; Reiner

et al., 2004). The large-scale structure of songbird pallium has important di↵erences

from mammalian cortex (e.g., mammalian cortex is multilayered, songbird pallium is

not). However, many similarities in cell types, microcircuit structure, and function

exist between the two systems (Brainard and Doupe, 2013; Fee and Goldberg, 2011;

Mooney, 2009a). For example, like mammalian cortex, songbird pallium receives

sensory input from the thalamus, processes sensory information, and sends descending

projections to motor neurons of the brainstem and spinal cord for motor control and

motor learning (Zeier and Karten, 1971; Karten and Shimizu, 1989; Vates et al., 1996;

Wild, 1997a; Jarvis et al., 2005; Vicario, 1991; Wild, 1993; Nottebohm et al., 1976).

Also, the expression patterns of brain-derived neurotrophic factor (BDNF), glutamate

receptor mGluR2, and other glutamate receptors are similar throughout songbird

pallium and mammalian cortex (Wada et al., 2004; Li and Jarvis, 2001), further

strengthening the idea that songbird and mammalian brain systems are similar.

Of particular relevance for this dissertation, numerous similarities exist between

the neural pathways for speech in humans and the neural pathways for vocalizations

in songbirds. Songbird neural circuitry that supports vocal production and vocal

learning involves a number of brain nuclei (brain regions with particularly dense neu-

ronal cell populations in one defined area) throughout songbird pallium, basal ganglia,

and thalamus (Fee and Goldberg, 2011; Jarvis et al., 2005; Reiner et al., 2004). For

example, auditory pallial regions in songbirds, like auditory cortex in mammals, are

important for processing auditory feedback and relaying that information to other

brain regions (Mello et al., 1992). Electrophysiological recordings of neurons in Field
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L, an auditory pallial brain nucleus, show that these neurons respond to the white

noise bursts described in Section 1.2.1, suggesting Field L plays a role in process-

ing that particular source of auditory feedback to drive vocal learning (Keller and

Hahnloser, 2009).

HVC (used as a proper name) and the robust nucleus of the arcopallium (RA)

are other pallial brain regions that, while not the primary focus of this dissertation,

are nonetheless highly important for song production. HVC sends neural projections

to RA, which then send projections to a brainstem nucleus nucleus hypoglossus pars

tracheosyringealis (nXIIts), which then sends direct neural projections to vocal mus-

culature involved in producing song (Wild, 1993; Gahr, 2000; Wild, 1997b). This

pathway is known as the vocal motor pathway, and it is particularly important for

the control of vocal musculature and song performance. Lesions of either HVC or RA

in adult songbirds will severely impair or abolish the ability to perform song. Electro-

physiological recordings of HVC neurons have shown that individual HVC neurons

consistently fire at distinct points in song (Hahnloser et al., 2002; Long and Fee,

2008). This firing pattern has been described as a sparse code, where each individ-

ual HVC neuron encodes distinct time points within song, and that the population

of a large number of HVC neurons encodes the entire time-course of a song motif

(Hahnloser et al., 2002; Long and Fee, 2008; Picardo et al., 2016). Researchers have

hypothesized that the firing pattern of HVC neurons that project to downstream song

learning circuits could be useful for driving adaptive changes to particular elements

within song, such as the structure of individual syllables (Fee and Goldberg, 2011).

RA is thought to be analagous to mammalian primary motor cortex because of its

functional involvement in the vocal motor control of song and its anatomical pro-

jections to brainstem nucleus nXIIts, which then sends projections directly to vocal

muscles (Sober et al., 2008; Jarvis et al., 2005; Wild, 1997b). Also, individual neurons

within RA display firing patterns that correlate significantly with song parameters,
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such as syllable pitch, spectral entropy, and amplitude, suggesting they play a role in

governing song structure (Sober et al., 2008).

Songbirds also have a specialized neural pathway for vocal learning that exerts its

influence on vocal output through its connections to the vocal motor pathway (via

projections to RA) (Brainard and Doupe, 2002; Mooney, 2009a). This song learning

pathway, called the Anterior Forebrain Pathway (AFP), is a thalamocortical-basal

ganglia loop that underlies only song learning but not song production. The lateral

magnocellular nucleus of the anterior nidopallium (LMAN) is a pallial brain region

and is the output nucleus of the AFP: LMAN sends projections to RA that are

crucial for song learning (Charlesworth et al., 2012). Area X is a songbird basal

ganglia nucleus that is a part of the AFP and has numerous analogies to mammalian

basal ganglia. For example, both songbird Area X and mammalian basal ganglia

receive dense dopaminergic innervation from the ventral tegmental area (VTA) and

the substantia nigra pars compacta (SNc), two midbrain regions that contain neurons

that produce dopamine and send projections to multiple other brain regions (Gale and

Perkel, 2010b; Gadagkar et al., 2016; Ho↵mann et al., 2016; Gale and Perkel, 2005;

Person et al., 2008; Jarvis et al., 2005). Area X and mammalian basal ganglia also

both contain GABAergic medium spiny neurons (that express dopamine receptors and

send projections to other brain regions), contain interneurons, and form connections

between cortex and thalamus important for motor learning (Gale and Perkel, 2010a;

Sasaki et al., 2006; Person et al., 2008; Carrillo and Doupe, 2004; Gale and Perkel,

2005; Goldberg et al., 2010; Goldberg and Fee, 2010; Luo and Perkel, 1999b,a; Medina

and Reiner, 1995; Doya, 2000; Graybiel, 1998, 2000). Area X neurons and mammalian

basal ganglia neurons display similar electrophysiological properties as well (Bottjer,

1993; Bottjer and Alexander, 1995; Casto and Ball, 1994; Luo and Perkel, 1999a,b;

Perkel et al., 2002; Medina and Reiner, 1995). However, di↵erences do exist between

songbird Area X and mammalian basal ganglia. For instance, Area X projection
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neurons are sent directly to the dorsolateral nucleus of the anteriorthalamus (DLM),

which is the thalamic song system nuclei in songbirds (Jarvis et al., 2005), whereas

mammalian striatum sends projections to a separate brain structure, the pallidum,

which then projects to thalamus (Carrillo and Doupe, 2004; Farries and Perkel, 2002;

Medina and Reiner, 1995). Also, mammalian basal ganglia has distinct neuronal

populations that express only D1 receptors (a subclass of dopamine receptors) or only

D2 receptors, which constitute separate neural pathways through the basal ganglia,

whereas songbird Area X neurons typically express both D1 and D2 receptors (Gerfen

et al., 1990; Gale and Perkel, 2005, 2010b; Kubikova et al., 2010; Xiao et al., 2020;

Casto and Ball, 1994). Despite these di↵erences, the numerous similarities in gene

expression, cell type, neuroanatomy, and function, between songbird and mammalian

systems indicates that studies of songbird cortical-basal ganglia circuitry are likely

to help advance our understanding of how these neural circuits support behavior in

mammalian species as well (Brainard and Doupe, 2013; Mooney, 2009a; Jarvis et al.,

2005; Brainard and Doupe, 2002; Jarvis, 2019). The AFP and its role in vocal learning

are at the center of the work performed throughout this dissertation.

Specialized neural pathways for vocal learning are rare amongst animal species, yet

they are found in humans and songbirds (two of vocal learning species). How specific

elements within these circuits evolved across di↵erent species is the subject of much

speculation and active research (Jarvis, 2019). What is clear is that specialized vocal

pathways have evolved in both humans and songbirds, that these pathways are crucial

for supporting skilled behaviors like speech, and that it is extremely challenging to

study these pathways due to technical limitations involved in studying human brains.

There is no animal model that has evolved neural pathways for vocal learning and

have neural circuitry as well-understood and experimentally tractable as the songbird.
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1.3.2 Songbird neural circuitry for processing auditory feed-

back to drive vocal learning

The role of songbird AFP in juvenile song acquisition

Songbird AFP plays an important role in the juvenile song acquisition process. Early

work in this area focused on understanding the role that LMAN, the output nucleus of

the AFP, played in song learning in juvenile songbirds. At the time, LMAN was asso-

ciated with song learning due to its expression of hormones related to vocalizations in

males (Arnold et al., 1976; Arnold and Saltiel, 1979). To investigate the role LMAN

plays in song learning, bilateral electrolytic lesions of LMAN were made in juvenile

songbirds (Bottjer et al., 1984). These lesions resulted in significant impairments in

song learning capabilities: the songs produced by lesioned birds typically consisted of

a small number of highly abnormal notes, were produced at low amplitudes, lacked the

typical frequency modulations seen in control birds, and lacked typical bout duration

and phrasing throughout adulthood. Further, these LMAN lesions in juvenile birds

produced more dramatic impairments the earlier in the song acquisition process the

lesions were performed. On the other hand, songbirds who did not undergo LMAN

lesions until adulthood did not display any disruptions to the performance normal,

crystallized song. Together, these results indicated that LMAN plays a crucial role

in song learning, but not in song production.

The role that Area X, the basal ganglia nucleus of the AFP, plays in juvenile song

learning was tested (Sohrabji et al., 1990). At the time, Area X was understood to be

a prominent, very large, sexually dimorphic nucleus (Nottebohm and Arnold, 1976)

that had anatomical connections to other vocal control brain regions (Bottjer et al.,

1989; Nottebohm and Arnold, 1976; Nottebohm et al., 1982; Okuhata and Saito,

1987), and therefore was hypothesized to be important for vocal learning. To directly

test this hypothesis, bilateral, electrolytic lesions of Area X were performed in juvenile
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zebra finches undergoing the song acquisition process (Sohrabji et al., 1990). This

method of performing Area X lesions indiscriminately and highly e↵ectively killed cells

within Area X. These lesions significantly impaired song learning in juvenile zebra

finches, yet they did not produce a pronounced e↵ect on normal song production

when performed in adult zebra finches, demonstrating that, like LMAN, Area X is

required for juvenile song learning but not overall song production.

Later work demonstrated that pharmacological inactivation of LMAN in juvenile

zebra finches significantly and reversibly decreased the acoustic and sequence vari-

ability of juvenile song (Ölveczky et al., 2005). Also, electrophysiological recordings

of individual LMAN neurons performed in singing juvenile zebra finches displayed

high variability of spiking patterns across song renditions. These results established

a role for LMAN specifically in generating the behavioral variability necessary for the

reinforcement learning process, which is necessary to evaluate di↵erent motor outputs

and select for the most optimal behaviors over time. The role of LMAN in adult vocal

variability will be discussed later in this section.

The role of songbird AFP in processing white noise cues to drive adult

vocal plasticity

In addition to its role in the juvenile song acquisition process, the AFP also plays

a crucial role in adult songbird vocal learning (Brainard and Doupe, 2002, 2013).

As I will describe below, LMAN, the output nucleus of the AFP, is vital for both

processing auditory feedback to drive changes in vocal output and generating the

behavioral variability necessary for the implementation of vocal learning. Area X,

the basal ganglia nucleus of the AFP, also plays a necessary role in driving songbird

vocal plasticity.

LMAN is important for the vocal plasticity observed after deafening in adult song-

birds (Brainard and Doupe, 2000b, 2002). Typically, surgical, bilateral removal of the
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cochlea (which deafens the birds) in adult zebra finches causes a gradual degradation

in song quality and, in some cases, causes the songs being produced to barely resemble

the patterned, crystallized song structure typically produced by adult zebra finches

(Nordeen and Nordeen, 1992). However, if LMAN is electrolytically lesioned just

before the removal of the cochlea, the degradation of crystallized song is significantly

decreased, such that even after 100 days the song structure and sequence remain

largely intact (Brainard and Doupe, 2000b). These results suggest that disrupting

auditory feedback in adult songbirds (via deafening) leads to the generation of an

instructive signal that drives changes in song, and that process is dependent on the

AFP. This study was one of the earliest studies to provide direct evidence for LMAN

and the AFP playing a necessary role in evaluating auditory feedback to drive vocal

learning in adult songbirds.

LMAN is also crucial for the expression of white noise learning - the experimental

paradigm where white noise feedback cues are provided during ongoing song perfor-

mance in a pitch-contingent manner to di↵erentially reinforce the pitch of a targeted

syllable. As explained earlier, this experimental approach produces significant, adap-

tive shifts in the pitch of the target syllable, indicating that adult songbirds were

capable of processing auditory signals to drive vocal learning (Tumer and Brainard,

2007; Ho↵mann et al., 2016). Electrolytic as well as chemical lesions of LMAN in

adult zebra finches significantly impair the ability of these songbirds to express vo-

cal learning in response to white noise feedback (Ali et al., 2013). Similarly, bilateral

electrolytic lesions performed in Area X in adult zebra finches significantly impair the

ability of these birds to express white noise-driven vocal learning. Together, these

results indicate that the AFP is not only necessary for juvenile song acquisition, but

also for vocal learning in adult songbirds.

Pharmacological inactivation of LMAN neurons during white noise learning paradigms

has revealed more specific ways by which the AFP helps drive adult vocal learning
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(Warren et al., 2011; Andalman and Fee, 2009). In these experiments, microdial-

ysis probes were surgically inserted above LMAN in adult songbirds, then online,

pitch-contingent, white noise feedback was provided to target syllables. Through

the microdialysis probes, pharmacological agents, such as TTX or muscimol, were

di↵used into LMAN to inhibit neural activity in the region. When this pharmaco-

logical inactivation of LMAN was performed after one day of the pitch-contingent

white noise feedback, the pitch of the target syllable reverted back to the baseline

pitch prior to initiating white noise-driven learning, suggesting that neural activity

in LMAN plays a necessary role in biasing motor output towards adaptive outcomes

early in the learning process. Interestingly, when these same pharmacological inacti-

vations were performed after several days of white noise training, the magnitude by

which the pitch of the target syllable reverted back towards baseline was significantly

less compared to when the LMAN inactivations were performed after only one day of

white noise training. These results suggest that a portion of the learning that occurs

during prolonged exposure to the white noise training paradigm is consolidated in a

neural pathway outside of LMAN.

Another line of study that has revealed the mechanisms by which LMAN con-

tributes to the learning process has focused on understanding the role of LMAN in

generating variability in motor output that is necessary for implementing reinforce-

ment learning. For example, when bilateral, electrolytic lesions of LMAN in adult

Bengalese finches were performed, the variability of the fundamental frequency of

individual song syllables had significantly decreased postlesion compared to prelesion

(Hampton et al., 2009). In congruence with this finding, bilateral, electrical micros-

timulation of LMAN during ongoing song performance in adult zebra finches produces

rapid, systematic changes in syllable structure, whereas microstimulation of control

brain regions outside of LMAN do not produce the same changes to ongoing song

performance (Kao et al., 2005). The systematic changes in song structure observed in
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these experiments occurred with very low latency relative to the time of microstim-

ulation and were not related to overall song structure or syllable sequence. Instead,

song-triggered microstimulation of LMAN produced significant shifts in the pitch of

the targeted syllable, indicating that neural activity within LMAN causally drives

changes in ongoing motor commands, specifically by a↵ecting syllable pitch but not

overall song production. Further, electrophysiological recordings of individual LMAN

neurons were performed during two di↵erent experimental conditions: when a male

songbird sings along (undirected song) and when the male songbird sings to a female

(directed song). The trial-to-trial variability in the fundamental frequency of individ-

ual song syllables was significantly lower during directed song compared to undirected

song. Correspondingly, the trial-to-trial variability in neural activity patterns of in-

dividual LMAN neurons was significantly lower during directed song compared to

undirected song, and the magnitude of the changes in LMAN neural firing variability

and the changes in fundamental frequency variability were significantly correlated

with each other. Prior to LMAN lesions in adult male zebra finches, the trial-to-trial

variability in the fundamental frequency of song syllables was significantly greater

during directed song than during undirected song, and, after LMAN lesions, this

context-dependent di↵erence was eliminated, suggesting that LMAN is necessary for

producing naturally occurring changes in song variability. The white noise experi-

ments described earlier, where pitch-contingent white noise bursts were provided to a

subset of the naturally distribution of syllable pitches and significant changes in the

fundamental frequency of targeted syllable were observed, indicate the importance of

naturally occurring variability of the moment-to-moment structure of song syllables

in motor learning (Tumer and Brainard, 2007). LMAN produces variability in song

output, which can then be evaluated via auditory feedback, and then good outcomes

(i.e., escapes from white noise) can be reinforced and bad outcomes (i.e., white noise

bursts are triggered) can be learned to be avoided, thereby modulating future vocal
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output.

Area X, the basal ganglia nucleus of songbird AFP, also plays a crucial role in

songbird vocal learning. As described briefly above, bilateral electrolytic lesions of

Area X in adult zebra finches significantly impair white noise-driven learning (Ali

et al., 2013). Area X receives a very large anatomical projection from dopaminer-

gic neurons in VTA, which in turn receive projections from auditory brain regions

analogous to auditory cortex in mammals (Person et al., 2008). These auditory corti-

cal brain regions were hypothesized to encode the comparison between ongoing song

performance and the memorized tutor song template and then send this informa-

tion to VTA, which then could convert this information into an error signal useful

for reinforcement learning and implement plasticity in song circuits (Fee and Gold-

berg, 2011). In order to assess whether dopaminergic input to Area X plays a role

in song learning, bilaterally injections of 6-OHDA (a neurotoxin that selectively kills

catecholiminergic neurons) were made into Area X, and the e↵ect of these dopamine

lesions on song performance was measured (Fig. 1.5 A) (Ho↵mann et al., 2016).

They found that these reductions in dopaminergic input to Area X in adult Ben-

galese finches did not have an e↵ect on number of songs produced, song sequence,

overall song structure, or trial-to-trial variability in the fundamental frequency of

song syllables postlesion compared to prelesion. Prelesion, these birds were capable

of expressing significant amounts of vocal learning in response to pitch-contingent

white noise feedback. Postlesion, this white noise-driven vocal learning was signifi-

cantly impaired, indicating that intact dopaminergic input to Area X is required for

expressing white noise-driven vocal learning in adult songbirds (Fig. 1.5 B).

Electrophysiological recordings of individual VTA dopamine neurons that project

to Area X have revealed the patterns of neural activity that encode information rel-

evant for vocal learning (Gadagkar et al., 2016). In these experiments, adult male

zebra finches underwent white noise training to learn to associate a white noise burst
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Figure 1.5: A) Comparison of TH stain, which marks dopaminergic fibers, in Bengalese finch
brains that received sham injections (left) and 6-OHDA injections(right). 6-OHDA-injected
brains shows a reduction in the optical density of the TH stain B) Adult Bengalese finches
underwent 3 days of white noise training in which pitch-contingent white noise feedback
was provided in real time during the production of certain renditions of a targeted syllable.
Black and red traces represent the pitch (in semitones) of the targeted syllable before and
after 6-OHDA injections, respectively. Pitch changes in the adaptive direction (upwards
in experiments when shifting the pitch up results in less frequent white noise feedback,
downwards in experiments where shifting the pitch down results in less frequent white noise
feedback) are plotted as positive values. From Ho↵mann, L. A., Saravanan, V., Wood, A.
N., He, L., and Sober, S. J. (2016). Dopaminergic contributions to vocal learning. Journal
of Neuroscience, 36(7), 2176-2189. Reprinted with permission from Journal of Neuroscience.
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with positive and negative outcomes from song performance. Then, antidromically-

identified VTA-to-Area X projection neurons were recorded in vivo. When the birds

sang, white noise feedback was provided on random renditions of a targeted song

syllable (not in a pitch-contingent manner) and neural spiking patterns of the VTA

dopamine neurons were collected (Fig. 1.6 A, B). The firing rates of these VTA

dopamine neurons significantly increased on trials during which the white noise feed-

back was not provided, and the firing rates significantly decreased on trials during

which the white noise feedback was provided, suggesting that these neurons encoded

a performance error signal - the di↵erence between expected outcome of the ongo-

ing song performance and the sensory feedback from the actual outcome of the song

performance (Fig. 1.6 C). Further, when the probability of providing white noise

feedback was altered, it revealed that the phasic increase in the firing rates of VTA

dopamine neurons was significantly greater following more surprising renditions of

the higher probability target compared to the lower probability, less surprising target

syllable. These results revealed that songbird VTA dopamine neurons that project

to Area X encode a performance error signal thought to play a crucial role in im-

plementing learning (Fee and Goldberg, 2011), thereby providing further evidence

that dopaminergic input to Area X is important for vocal learning and suggesting a

potential computational mechanism for driving vocal learning.

The role of the AFP in sensory error correction in adult songbirds

The role of dopaminergic input to Area X in driving songbird sensory error correction

has also been assessed (Saravanan et al., 2019). Briefly, researchers applied minia-

ture headphones over adult Bengalese finches’ ears, as described earlier (Sober and

Brainard, 2009). Then, in real-time during ongoing song performance, they played

back recordings of the bird’s song with artificially imposed errors to manipulate the

auditory feedback the songbirds received. They observed gradual adaptations to vo-
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Figure 1.6: A) Spectrogram of an example song rendition sung by an adult Zebra finch
(top) and the voltage trace of an individual VTA neuron (bottom) aligned to song. On this
rendition of song, no distorted auditory feedback was provided. The blue lines show the
point in song when distorted auditory feedback sometimes occurs on other song renditions.
B) Song rendition sung by the same bird (top), and the voltage trace of the example VTA
neuron, during a rendition where distorted auditory feedback was provided (red shading).
C) A raster plot of VTA neuron spiking activity during undistorted and distorted trials
(top), the corresponding rate histograms (middle), and the z-scored di↵erence between
undistorted and distorted rate histograms (bottom). All plots are aligned to the onset
of the target syllable. Horizontal bars in histograms indicate significant deviations from
baseline (P <0.05, z test). From Gadagkar, V., Puzerey, P. A., Chen, R., Baird-Daniel, E.,
Farhang, A. R., and Goldberg, J. H. (2016). Dopamine neurons encode performance error
in singing birds. Science, 354(6317), 1278-1282. Reprinted with permission from AAAS.



54

cal output to correct for the imposed auditory errors. Next, 6OHDA injections were

performed bilaterally in Area X to lesion dopaminergic input to Area X (Ho↵mann

et al., 2016), then the songbirds underwent the headphones training paradigm again

to assess their ability to perform sensory error correction. The songbirds learned to

adaptively modify the fundamental frequency of their song syllables in response to

auditory errors significantly less following the lesions of dopaminergic input to Area

X compared to prelesion. This suggests that intact dopaminergic input to Area X is

not only required for expressing vocal learning in response to an external cue, like a

white noise burst, but it is also required for expressing vocal learning during what is

clearly a sensorimotor adaptation paradigm, where the songbirds learn to compen-

sate for di↵erences between auditory feedback of ongoing song performance and their

internal, memorized song template.

1.3.3 Songbird neural circuitry for processing non-auditory

sensory feedback

Even though non-auditory sensory feedback plays an important role in shaping both

human and songbird behavior (discussed in sections and 1.1.3 and 1.2.2, respectively),

the neural circuit mechanisms for processing non-auditory feedback to drive learning

are poorly understood compared to the neural mechanisms underlying auditory-driven

vocal learning. The AFP is one of the best-studied sensorimotor learning neural

pathways, yet the role the AFP plays in processing non-auditory sensory feedback to

guide vocal learning is unknown. Here, I will discuss the current understanding in

the field about how songbird brains process non-auditory feedback.

Anatomical studies have provided clues for how sensory information from var-

ious sources travels through the brain and might enter the song learning circuit.

These anatomical studies used anterograde and retrograde tracing techniques in zebra

finches to visualize the neural projections to and from specific brain regions (Paterson
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and Bottjer, 2017). They found that LMAN, which carries song-related information,

sends anatomical projections to the dorsal caudolateral nidopallium and the ventral

arcopallium, two brain regions that also receive inputs from other brain regions sur-

rounding the nidopallium that process information from multiple sensory modalities,

suggesting a potential neural circuit pathway for integrating song-related information

with multimodal sensory information to guide behavior. Also, the visual tectofugal

system, which carries information originating from the retina, sends dense projec-

tions that terminate in the nidopallium in zebra finches (the portion of the brain

that contains LMAN) (Krützfeldt and Wild, 2004; Wild and Gaede, 2016). Also,

projections from this tectofugal pathway are sent to nucleus uvaeformis (Uva) of the

posterior thalamus in zebra finches, which plays a role in the neural control of song

and sends projections to nuclei upstream of the AFP (Wild and Gaede, 2016). Areas

of zebra finch forebrain receive sensory information through a hypoglossal projection,

somatosensory information about the beak and tongue through a trigeminal projec-

tion, and auditory sensory information through the intermediate nucleus of the lateral

lemniscus (Wild and Farabaugh, 1996; Wild and Williams, 1999). Finally, perhaps

the most convincing anatomical evidence that songbird AFP may receive input from

multiple sensory modalities is that the anterior nidopallium in other bird species,

such as pigeon and chick, receives anatomical projections from auditory, visual, and

somatosensory brain regions analagous to cortex (Wild, 1994; Ahumada-Galleguillos

et al., 2015; Dubbeldam et al., 1997; Güntürkün and Kröner, 1999; Helduser et al.,

2013; Kröner and Güntürkün, 1999; Shimizu et al., 1995).

Recent work has interrogated how patterns of neural activity within specific song-

bird brain regions might encode information relevant for processing non-auditory

sensory information. For example, researchers performed electrophysiological record-

ings of individual neurons within dorsal intermediate arcopallium (AId), a region of

the songbird brain that has been linked to juvenile song learning, that is analogous to
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motor cortex in mammals, and that receives anatomical projections from other brain

regions that process auditory, visual, and somatosensory information (Yuan and Bot-

tjer, 2020). In order to study how individual neurons encode non-vocal songbird

behavioral information, these neural recordings were made in freely behaving juvenile

zebra finches and were analyzed not only during song production, but also during

non-acoustic, naturalistic behaviors, such as hopping, pecking, preening, flu↵-ups,

beak interactions, scratching, and stretching. The activity of individual AId neu-

rons was significantly modulated by singing, and some individual neurons displayed

heterogeneous response patterns during di↵erent non-vocal movements. Also, some

neurons were modulated not by specific movements, but rather by overall behavioral

states, such as active behavior or quiescence. These results demonstrate that neu-

ral responses in certain songbird brain regions not only encode vocal behaviors but

also encode non-vocal behavior, which provides clues as to how the brain processes

non-auditory information to guide learning.

Social interactions between an adult tutor and a juvenile songbird involve audi-

tory and non-auditory feedback, and they modulate songbird behavior and influence

learning (Chen et al., 2016). For example, when juvenile songbirds are allowed to

interact socially with a live tutor, the song learning process is enhanced. However,

how social interactions (and multimodal sensory information) between tutors and ju-

venile songbirds impacts neural activity and drives attention and learning remains

unclear. One study demonstrated that EGR-1 expression, which is a transcription

factor that has been used as a cellular marker for neural activity levels (O’Donovan

et al., 1999; Aston-Jones and Cohen, 2005), was significantly modulated in cate-

cholaminergic neurons within the locus coeruleus (LC) and ventral tegmental area

(VTA) of juvenile songbird brains when exposed to social interactions with a live,

singing tutor, compared to untutored juveniles (Chen et al., 2016). Importantly,

social interactions with a non-singing tutor did not significantly change the EGR-1
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expression in catecholaminergic neurons in the LC and VTA of juvenile songbirds,

indicating that multimodal sensory feedback is necessary for the observed changes in

neural activity within this neural circuit. The authors suggested that catecholamin-

ergic neurons within LC and VTA integrate multimodal sensory information related

to social interactions with tutors to help enhance the learning process.

Also, EGR-1 expression in several brain regions varies between adult Bengalese

finches who were exposed to di↵erent social contexts (Matheson et al., 2016). EGR-1

expression in interface nucleus of the nidopallium (NIf), HVC, the robust nucleus of

the arcopallium (RA), Area X, and LMAN was significantly greater in adult male

Bengalese finches performing either undirected or directed song compared to male

Bengalese finches who were not producing any song, indicating the song performance

elevates neural activity levels throughout these brain regions. EGR-1 expression

was higher in HVC, RA, Area X, and LMAN in adult male Bengalese finches who

were producing undirected song compared to finches that were producing female

directed song, showing that neural activity levels in these song control brain regions

is modulated by social context.

In order to study neural mechanisms underlying the influence of social interactions

on behavior, studies have analyzed the expression levels of another immediate-early

gene, ZENK, in various adult male zebra finch brain regions during female directed

and undirected song performance (Jarvis et al., 1998). ZENK is a transcription factor

that is activated by neural activity, modulates the expression of other genes, and is

activated in songbirds by the performance of song (Chaudhuri, 1997; Stripling et al.,

1997; Jarvis and Nottebohm, 1997). The expression levels of ZENK expression in

Area X, LMAN, and RA in male songbird brains were significantly higher during

undirected song than during female directed song performance, and there was a cor-

relation between the amount of undirected song produced and the level of Area X

ZENK expression (Jarvis et al., 1998). Importantly, ZENK expression levels in Area
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X, LMAN, and RA of deafened adult male zebra finches performing female directed

song were equivalent to the ZENK expression levels in those song nuclei in hearing-

intact zebra finches performing female directed song, indicating that non-auditory

feedback is responsible for modulating the expression of ZENK in the song nuclei of

adult zebra finches.

The noradrenergic system, which responds to complex, multimodal stimuli, is re-

quired for this social modulation of ZENK expression patterns in song nuclei in adult

male zebra finch brain (Castelino and Ball, 2005). Neurons within the locus coeruleus

(LC), which is a brain nuclei responsible for the production of noradrenaline (Bouret

and Sara, 2005), show an increase in activity levels in response to multimodal sensory

stimuli across a variety of species (Rasmussen et al., 1986; Rasmussen and Jacobs,

1986; Jacobs, 1986; Foote et al., 1980; Aston-Jones et al., 1991, 1994). Even func-

tional neuroimaging studies in humans have demonstrated that activity levels in the

noradrenergic system are modulated by multimodal stimuli (Coull et al., 1999). In

songbirds, the injection of N-(2-chloroethyl)-N-ethyl-2-bromobenzylamine hydrochlo-

ride (DSP-4), a noradrenergic neurotoxin known to e↵ectively deplete norepinephrine

in forebrain brain regions of male zebra finches (Barclay et al., 1996), results in a

significant increase in the level of ZENK expression in Area X of male zebra finches

performing female directed song compared to the level of ZENK expression when the

noradrenergic system is left intact (Castelino and Ball, 2005).

Similarly, EGR-1 expression (a proxy for neural activity) in VTA-SNc neurons

in adult songbirds is significantly greater during directed singing than during undi-

rected singing, linking the songbird dopaminergic system with the social modulation

of gene expression (Hara et al., 2007). Also, in vivo microdialysis in awake, behaving,

adult songbirds has demonstrated not only that singing in general is correlated with

significantly greater levels of dopamine in Area X compared to non-singing, but also

that dopamine levels in Area X are significantly higher during directed singing com-
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pared to undirected singing (Sasaki et al., 2006). In vivo blockade of the dopamine

transporter eliminates the social context-dependent di↵erence in dopamine levels in

Area X. Also, in vivo microdialysis in awake, behaving, adult songbirds has demon-

strated not only that singing in general is correlated with significantly greater levels of

dopamine in Area X compared to non-singing, but also that dopamine levels in Area

X are significantly higher during directed singing compared to undirected singing. In

vivo blockade of a dopamine reuptake transporter (DAT), which governs the kinetics

of dopamine levels (Gale and Perkel, 2005) eliminates the social context-dependent

di↵erence in dopamine levels in Area X.

The patterns of neural activity that may encode social information have also been

assessed (Hessler and Doupe, 1999). Neural spiking activity in both LMAN and

Area X in male songbirds is significantly greater during undirected singing compared

to during female directed singing. Also, rendition-to-rendition variability in spiking

activity of LMAN and Area X neurons is significantly greater across many renditions

of undirected song compared to many renditions of directed song. This e↵ect of

social context on LMAN and Area X neuron activity patterns was not dependent on

auditory feedback, as the same e↵ects were observed in songbirds before and after

deafening. These results show that social context does not only alter gene expression

levels, but also directly modulates neural spiking activity in song system brain nuclei.

1.4 Summary

In this introduction, I first described how sensorimotor learning underlies the acqui-

sition of skilled behaviors in mammals, and how mammalian neural circuits underlie

this process. In particular, I focused on human vocal learning, a form of sensorimotor

learning that is particularly important for our survival and quality of life. I then dis-

cussed songbirds, which are arguably the best animal model for studying vocal motor
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learning, and how they use auditory and non-auditory feedback to guide behavior.

Finally, I discussed the songbird neural mechanisms important for auditory and non-

auditory learning. It is clear that both auditory and non-auditory information are

crucial for guiding vocal learning in humans and in songbirds. However, we know very

little about how non-auditory feedback is processed by vocal circuits to drive vocal

learning. I will now address an open question in the field: Do the specialized vocal

learning circuits that have uniquely evolved in humans and songbirds solely process

auditory feedback, do they have the ability to process information from other sensory

modalities? I address this question using songbirds as a model system to study the

neural circuit underpinnings of vocal learning, with hopes that these findings may

help to inform our understanding of how neural circuits support vocal learning more

generally in other systems, like in humans.
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Chapter 2

Shared mechanisms of auditory

and non-auditory vocal learning in

the songbird brain

2.1 Abstract

Songbirds and humans have specialized neural circuitry that underlies vocal learning.

Auditory feedback is crucial for shaping vocal output, and numerous prior studies

have revealed neural mechanisms for auditory-guided vocal learning. Non-auditory

information also profoundly shapes vocal output, yet the neural circuit mechanisms

that underlie non-auditory vocal learning are unclear. Here, we assessed whether and

how non-auditory feedback guides vocal learning in songbirds. After establishing that

non-auditory feedback drives adaptive changes in vocal motor output, we assessed the

role of a specialized vocal learning neural circuit in this novel form of non-auditory

learning. We found that this specialized song learning circuit and its dopaminergic

inputs are necessary for non-auditory vocal learning, demonstrating that this neural

pathway is not specialized exclusively for processing auditory feedback to reshape
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vocal behavior. The ability of the songbird vocal learning pathway to process both

auditory and non-auditory information to guide changes to vocal output may be a

general principle for the neural systems that have evolved to support vocal learning

across species.

2.2 Introduction

A fundamental goal of neuroscience research is to understand how the brain uses

sensory feedback to drive adaptive changes to motor output. This process of sen-

sorimotor learning underlies the acquisition of skilled behaviors and is supported by

specific neural pathways (Graybiel, 1998; Hikosaka et al., 2002). One such skilled

behavior acquired through sensorimotor learning is human speech. Humans are one

of the few species that uses sensory feedback from their own vocalizations and sensory

feedback from the vocalizations of others to guide vocal motor learning (Doupe and

Kuhl, 1999; Brainard and Doupe, 2002). Both auditory and non-auditory sources of

sensory feedback are crucial for proper speech acquisition: deafened infants display

impaired speech learning (Cowie and Douglas-Cowie, 2011; Oller and Eilers, 1988;

Stoel-Gammon and Otomo, 1986), and hearing-intact infants who are provided with

non-auditory feedback from their parents contingent on the production of vocaliza-

tions show enhanced speech acquisition (Goldstein et al., 2003). Human adults use

non-auditory (somatosensory) feedback from vocal e↵ectors to maintain proper vocal

output throughout adulthood (Tremblay et al., 2003; Nasir and Ostry, 2008). Humans

have evolved specialized neural pathways that underlie vocal learning, but it is un-

known these whether these neural circuits process non-auditory sensory information

to guide vocal motor learning (Jarvis, 2019).

We address these questions by using a unique model system ideally suited for the

study of vocal learning, the Bengalese finch (a type of songbird). Like humans, song-
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birds use auditory and non-auditory feedback to learn and maintain an ethological,

skilled, vocal behavior (West and King, 1988; Mann et al., 1991; Chen et al., 2016).

For example, deafened juvenile songbirds fail to properly acquire song during devel-

opment, and the songs of deafened adult songbirds degrade over time, demonstrating

the importance of auditory feedback for song learning and maintenance (Konishi,

1964, 1965; Nordeen and Nordeen, 1992; Brainard and Doupe, 2000b). Also, juve-

nile songbirds use visual and somatosensory sensory information to learn song from

their adult tutors (Carouso-Peck and Goldstein, 2019; Bottjer and Johnson, 1997).

Juvenile songbirds that are deprived of visual feedback and only provided acoustic

feedback from their tutors learn to copy tutor songs less accurately than songbirds

who receive both auditory and visual feedback (Chen et al., 2016). Adult songbirds

also use non-auditory somatosensory feedback (from respiratory muscles associated

with vocalization) to compensate for perturbations during song performance (Suthers

et al., 2002).

Songbirds are one of the only animal models that, like humans, have evolved a

specialized vocal neural pathway, allowing for the precise interrogation of the neural

circuit mechanisms for vocal motor learning (Doupe and Kuhl, 1999; Jarvis, 2019).

However, prior research on this topic has almost exclusively focused on one particu-

lar form of sensory feedback (auditory). These studies have revealed that songbird

brains have a cortical-basal ganglia circuit, the Anterior Forebrain Pathway (AFP),

that underlies auditory-guided vocal learning but not vocal production (Fig. 2.1 A)

(Nordeen and Nordeen, 1993; Brainard and Doupe, 2013, 2000b; Mooney, 2009a).

For example, lesions of LMAN (the output nucleus of the AFP) impair the juvenile

song acquisition process (Bottjer et al., 1984) and prevent adult vocal plasticity in

response to auditory feedback cues (Ali et al., 2013). Also lesions of dopaminergic

input into the Area X (the basal ganglia nucleus of the AFP), also impair adult

songbird vocal learning in response to the pitch-contingent delivery of auditory cues
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(white noise bursts) (Ho↵mann et al., 2016). Although recent work has demonstrated

that songbird AFP receives anatomical projections from brain regions that process

non-auditory sensory information (Paterson and Bottjer, 2017), it remains unknown

whether auditory feedback is given a privileged role by this song learning neural cir-

cuit, or if non-auditory information is also processed by this circuit to drive vocal

learning.

First, we tested whether adult songbirds can adaptively modify specific elements

of their song structure in response to non-auditory feedback (Fig. 2.1 B, top). We

developed a novel training paradigm in adult Bengalese finches. Our approach uses

non-auditory cues (cutaneous electric shocks), which we deliver during ongoing song

performance, to di↵erentially reinforce specific elements of song (the pitch of an in-

dividual syllable). We used these non-auditory cues because they are fast enough

to reinforce (in real time) specific elements of ongoing song performance and they

allow for a very similar experimental approach as another well-established paradigm

that uses auditory cues to drive changes in syllable pitch in adult songbirds (Tumer

and Brainard, 2007; Andalman and Fee, 2009; Warren et al., 2011; Ho↵mann et al.,

2016). These prior studies that used auditory cues to drive adult songbird vocal

learning have revealed important insights into how the songbird AFP processes audi-

tory feedback to drive adaptive changes in vocal motor output (Warren et al., 2011;

Andalman and Fee, 2009; Charlesworth et al., 2012; Ho↵mann et al., 2016; Gadagkar

et al., 2016). By using a similar experimental approach but with a non-auditory cue

instead of an auditory one, we can e↵ectively compare whether and how the songbird

AFP processes these two di↵erent sources of sensory inputs.

We next tested the neural circuit mechanisms underlying non-auditory vocal learn-

ing (Fig. 2.1 B, middle). The AFP, the songbird vocal learning pathway, might be

highly specialized for processing solely auditory feedback to drive vocal learning, espe-

cially considering the auditory nature of song output and the high level of importance



65

Figure 2.1: A. Songbird brain circuitry. Brain nuclei of the motor pathway – the neural
circuit for vocal production – are black. Brain nuclei of the Anterior Forebrain Pathway
(AFP) – the neural circuit for vocal learning – are red. VTA (purple) provides dopaminergic
input into Area X, the basal ganglia nucleus of the AFP. B. The three primary hypotheses
tested in this paper. In the first set of experiments, we tested whether non-auditory input
plays a role in vocal output (Experiment 1). In the second set of experiments, we assessed
the necessity of LMAN for non-auditory vocal learning (Experiment 2). In the third set of
experiments, we tested the necessity of dopaminergic projections to Area X for non-auditory
vocal learning (Experiment 3).
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auditory feedback in particular for songbird behavior (Kuebrich and Sober, 2015).

Prior studies have proposed that auditory and non-auditory feedback are processed

by segregated neural pathways (Murdoch et al., 2018), and that the function of the

AFP is to compensate for auditory performance errors by comparing auditory feed-

back from ongoing song performance with an internal goal for how song should sound

(Fee and Goldberg, 2011). We tested the hypothesis that songbird AFP processes

non-auditory feedback for vocal learning, as opposed to being specialized for the sole

purpose of processing auditory feedback. We did so by determining the necessity of

LMAN (the output nucleus of the AFP) for non-auditory vocal learning.

Finally, we assessed the role of dopaminergic neural circuitry in non-auditory

vocal learning (Fig. 2.1 B, bottom). Recent work has established the contributions

of dopamine to auditory-guided vocal learning. For example, lesions of dopaminergic

input to Area X impair vocal learning in response to auditory cues in adult songbirds

(Ho↵mann et al., 2016). Moreover, dopamine neurons in songbird VTA respond to

auditory stimuli associated with song learning (Gadagkar et al., 2016). We therefore

assessed the role of dopaminergic neural circuitry for non-auditory vocal learning. We

tested the hypothesis that dopaminergic neural circuitry underlies the processing of

non-auditory feedback for vocal learning. We did so by performing selective lesions

of dopaminergic input to Area X in adult songbirds to determine the necessity of this

circuitry for non-auditory vocal learning.

2.3 Materials and Methods

All subjects were adult (>100 days old) male Bengalese finches (Lonchura striata

var. domestica). All procedures were approved by Emory University’s Institutional

Animal Care and Use Committee. All singing was undirected (in the absence of a

female bird) throughout all experiments.
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2.3.1 Delivery of non-auditory sensory feedback

To deliver non-auditory feedback signals to freely-behaving songbirds during ongoing

song performance, we first performed a surgery prior to any experimentation. Stain-

less steel wires were uninsulated at the tip (2-4 mm) and implanted subcutaneously

on the bird’s scalp. In 7 out of all 28 birds used across all experiments performed,

wires were implanted intramuscularly in the birds’ necks instead of on their scalps.

The wires were soldered onto a custom-made circuit board that, during surgery, was

placed on the bird’s skull using dental cement. The circuit was connected to an

electric stimulator (A-M Systems Isolated Pulse Stimulator), which produced pitch-

contingent electrical currents through the wires implanted on the bird. We set the

duration of these electric shocks to 50 ms, which was a long enough duration to over-

lap with a large portion of the targeted syllable, yet a short enough duration to avoid

interfering with following song syllables. We typically set the magnitude of electric

current used for producing the shocks to 100-350 µA, which is behaviorally salient

(the first few instances of electric shock interrupt song), yet subtle enough as to not

produce any body movements or signs of distress. Acute e↵ects of electrical shock on

song structure, such as pitch, amplitude, entropy, or syllable sequence, were assessed

to ensure these non-auditory cues produced no immediate, systematic, acoustic ef-

fects. This ensures that any observed gradual changes to song structure in response

to electric shock are due to non-auditory learning.

2.3.2 Vocal learning paradigm and song analysis

Experimental testing of vocal learning was performed by driving adaptive changes in

the fundamental frequency (pitch) of song syllables. To do so, we delivered pitch-

contingent, non-auditory feedback (cutaneous electric shock) to freely-behaving song-

birds in real time during song performance. We followed the same experimental pro-

tocols as experiments using white noise feedback to drive vocal learning (Tumer and
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Brainard, 2007; Ho↵mann et al., 2016), except we used cutaneous electric shocks in-

stead of white noise bursts. After surgically implanting the fine-wire electrodes, we

recorded song continuously for three days without providing any experimental feed-

back (electric shocks or white noise bursts). We refer to this period as “baseline”

(Fig. 2.2 A).

On the last (third) day of baseline, we measured the pitch of every rendition of

the target syllable sung between 10 a.m. and 12 p.m. We set a fixed pitch thresh-

old based on the distribution of these pitches, such that we would provide sensory

feedback only when the pitch of a rendition of the target syllable was above the 20th

percentile of the baseline distribution (“hit”), and all renditions outside of this range

did not trigger any feedback (“escape”). In this case, an adaptive vocal change would

therefore be to change the pitch of the target syllable down, thereby decreasing the

frequency of triggering electric shocks. In other experiments, we triggered feedback

on all renditions below the 80th percentile of the baseline pitch distribution. In this

case, an adaptive vocal change would be to change the pitch of the target syllable

up. For each experiment, we randomly selected which of these two contingencies we

employed so we could assess bidirectional adaptations in vocal motor output. In a

subset of experiments, we used the 90th percentile and 10th percentile pitch values

to set the pitch threshold. Importantly, we also randomly withheld triggering feed-

back on 10 % of syllable renditions, regardless of syllable pitch or the experimental

pitch-contingency. This allows us to compare syllable renditions that did or did not

result in electric shocks to assess any acute e↵ects of this form of feedback on syllable

structure.

At 10 a.m. on the fourth day of continuous song recording, we began providing

these pitch-contingent electric shocks in real time, targeted to specific song syllables

sung within a specified range of pitches. We refer to this time period as “electric

shock training” (Fig. 2.2 A). We used custom LabVIEW software to continuously



69

record song, monitor song for specific elements indicative of the performance of the

target syllable, perform online, rapid pitch calculation, and trigger feedback in real

time. The computers running this software were connected to an electric stimulator.

When the electric stimulator received input from the LabVIEW software, it would

then trigger a 50 ms burst of electric current through the implanted wire electrodes.

During electric shock training, we continuously recorded song and provided pitch-

contingent electric shocks at the set fixed pitch threshold for three days. During

these three days, every time the bird sang within the “hit” range, an electric shock

was immediately triggered.

After three days of electric shock training, we stopped providing electric shocks but

continued recording unperturbed song for six additional days. We refer to this period

as “washout” (Fig. 2.2 A). During washout, we consistently observed spontaneous

pitch restoration back to baseline across all experiments, which is in congruence with

results from numerous white noise learning experiments (Tumer and Brainard, 2007;

Warren et al., 2011; Andalman and Fee, 2009; Ho↵mann et al., 2016). This allows for

multiple experiments to be performed from similar baseline conditions in the same

individual songbird.

In 14 out of all 28 birds used throughout this study, we performed both white noise

training and electric shock training in the same individual birds (Fig. 2.2 A). After

the end of electric shock training and six days of washout (when the pitch of the target

syllable had restored to baseline levels), we performed the exact same experimental

protocol, but we used white noise feedback instead of electric shocks. We could

then compare learning in response to two di↵erent sources of sensory feedback in the

same individual subject. We also sometimes reversed the order of experimentation by

performing white noise experiments first and electric shock experiments second. The

order of experimentation was randomly decided for each songbird before beginning

any white noise or electric shock training.
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For all LMAN lesion (Fig. 2.3 A) and 6-OHDA lesion experiments(Fig. 2.4 A), we

performed an electric shock training experiment prelesion. After six days of washout,

we then performed surgery to lesion the neural circuit of interest. We then performed

another electric shock experiment in the same individual bird using the exact same

protocol we used prelesion. For all of these lesion electric shock experiments, we used

the aforementioned electric shock training paradigm, but with one slight alteration:

We extended the number of days of electric shock training and introduced a new

methodology for setting the pitch threshold on these extended days of training. We

still set a fixed pitch threshold based on analysis of the pitch distribution from the

final day of baseline and performed three days of electric shock training using this

fixed pitch threshold. We refer to this portion of the lesion experiments as “fixed”

because the pitch threshold for determining electric shock feedback remained the same

for all 3 days. Rather than stopping electric shock training at this point, we instead

continued providing pitch-contingent electric shocks for an additional 1-5 days. In

the morning (at 10 a.m.) on each of these extended days of electric shock training,

we changed the pitch threshold to the 20th or 80th percentile (consistent with the

initial contingency) of the pitch distribution of all renditions of the target syllable

sung between 8 A.M. to 9:30 A.M. on that same day. As the bird changed the pitch

of the target syllable in the adaptive direction, the new pitch thresholds continued

to be set further and further in the adaptive direction to drive greater amounts of

learning. We refer to these additional days as “staircase”. After 1-5 days of staircase

training, we stopped providing electric shocks and began the washout portion of the

experiment. We used this experimental approach for both prelesion and postlesion

experiments in our LMAN, 6-OHDA, and Sham data sets. Importantly, although the

number of days of staircase varied between individual birds, for each individual bird

we matched the same number of prelesion days of staircase and postlesion days of

staircase to ensure that ,in both experimental conditions, the bird had an equivalent
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amount of time and opportunity to learn.

Custom-written MATLAB software (The MathWorks) was used for song analysis.

On each day of every experiment, we quantified important song features, such as

the pitch, amplitude, and spectral entropy, of all renditions of the targeted syllable

produced between 10 A.M. and 12 P.M. We did so to account for potential circa-

dian e↵ects on song production. To ensure a level of consistency in number of target

syllable renditions measured on each day of an experiment, and to have a minimum

number of syllable renditions necessary to get an accurate measure of average syllable

pitch, we checked that at least 30 renditions of the target syllable were sung within

the 10 A.M. to 12 P.M. window. If there were less than 30 renditions of the target syl-

lable, we extended the time window for song analysis by 1 hour in both directions (9

A.M. to 1 P.M.) and then reassessed to see if there were at least 30 syllable renditions.

If not, we continued this process of extending the time window by 1 hour until 30

song renditions were in that day’s data set. Daily targeting sensitivity (hit rate) and

precision (1- false-positive rate) were measured in all experiments to ensure accurate

targeting of the specific target syllable (and not accidentally targeting di↵erent song

syllables). During the pitch-contingent feedback portion of the experiment, a subset

(10%) of randomly selected target syllables did not trigger feedback, regardless of

syllable pitch. These “catch trials” allowed for the quantification and comparison of

syllable features, such as pitch, amplitude, and entropy between trials when feedback

was provided and trials when feedback was not provided. Pitch changes were quan-

tified in units of semitones as follows: s = 12*log2(h/b), where s is the pitch change

(in semitones) of the syllable, h is the average pitch (in Hertz) of the syllable, and b

is the average baseline pitch (in Hertz) of the syllable.
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2.3.3 Analysis of Variability in Syllable Pitch

We compared pitch variability pre- and postlesion using methods described in prior

literature (Kao et al., 2005; Kao and Brainard, 2006; Hampton et al., 2009). We

analyzed all song renditions (within the 10 A.M. - 12 P.M. time window) performed

on the final day of baseline prelesion and on the final day of baseline postlesion.

We did so in our LMAN lesion experimental group as well as our 6-OHDA lesion

experimental group. To measure the variability in pitch of the song syllables, we

calculated the Coe�cient of Variation (C.V.) for the pitch of each syllable using the

following formula: C.V. = (Standard Deviation/Mean) * 100.

2.3.4 LMAN Lesions

Birds were anesthetized under ketamine and midazolam and were mounted in a stereo-

tax. The beak angle was set to 20° relative to the surface level of the surgery table.

For stereotactic targeting of specific brain regions (in this case, LMAN), anterior-

posterior (AP) and medial-lateral (ML) coordinates were found relative Y0, a visible

anatomical landmark located at the posterior boundary of the central venous sinus

in songbirds. Dorsal-ventral (DV) coordinates were measured relative to the surface

of the brain. Bilateral craniotomies were made at the approximate AP coordinates

4.9 mm to 5.7mm and ML coordinates 1.5 mm to 2.5 mm. A lesioning electrode was

then inserted 1.9 mm to 2.1 mm below the brain surface. These stereotactic coordi-

nates targeted locations within LMAN. We then passed 100 µA of current for 60-90

seconds at 5-6 locations in LMAN in both hemispheres in order to electrolytically

lesion the areas. This methodology was based on prior work involving LMAN lesions

and LMAN inactivations (Ali et al., 2013; Warren et al., 2011; Andalman and Fee,

2009; Charlesworth et al., 2012; Kao et al., 2005; Kao and Brainard, 2006; Hampton

et al., 2009). In sham operated birds, we instead performed small lesions in brain ar-

eas dorsal to LMAN. Again, this was consistent with methodology from prior studies
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(Ali et al., 2013; Kao et al., 2005; Kao and Brainard, 2006).

Birds recovered within two hours of surgery and began singing normally (at least

30 renditions of target syllable within 2 hours) typically 3 to 8 days after surgery.

Lesions were confirmed histologically using cresyl violet staining after completion

of behavioral experimentation. In tissue from sham operated birds, we identified

Area X and LMAN based on regions of denser staining as well as well-characterized

anatomical landmarks (Karten et al., 2013).

2.3.5 6-OHDA Lesions

Birds were anesthetized using ketamine and midazolam and were mounted in a stereo-

tax, where the beak angle was set to 20° relative to the surface level of the surgery

table. Isofluorine was used in later hours of the surgery to maintain an anesthetized

state. Bilateral craniotomies were made above Area X from the approximate AP

coordinates 4.5 mm to 6.5mm and ML coordinates 0.75 mm to 2.3 mm.

In each hemisphere, we inserted a glass pipette containing a a 6-OHDA solution

(see below) and made 12 pressure-injections in a 3 mm x 4 mm grid between AP

coordinates 5.1 mm and 6.3 mm, ML coordinates 0.9 mm and 2.2 mm and the DV

coordinate 3.18 mm. Additional bilateral 6-OHDA injections were made at the AP

coordinate 4.8 mm, ML coordinate +/- 0.8 mm, and DV coordinate 2.6 mm from the

brain surface to lesion the most medial portion of Area X. Each injection consisted of

13.8 nL of 6-OHDA solution, injected at a rate of 23 nL/s at each site. The pipette

was kept in place for 30 seconds after each injection and was then slowly removed.

Again, birds recovered within two hours of surgery and began singing normally

(at least 30 renditions of target syllable within 2 hours) typically 3 to 8 days after

surgery. 6-OHDA solution was prepared using 11.76 mg 6-OHDA-HBr and 2 mg

ascorbic acid in 1 mL of 0.9% normal saline solution. The solution was light-protected

after preparation to prevent oxidation.



74

2.3.6 Histology

Between 14 and 54 days after surgery, birds were injected with a lethal dose of ke-

tamine and midazolam and were perfused. Tissue was post-fixed in 4% paraformalde-

hyde at room temperature for 4-16 hours and then moved to a solution of 30% sucrose

for at least one day at 4°C for cryoprotection. Then, brain tissue was sliced in 40

µm sections. A chromogenic tyrosine hydroxylase (TH) stain was used to quantify

the depletion of catecholaminergic fiber innervations in tissue collected from 6-OHDA

lesioned birds, and Nissl and fluorescent NeuN staining was used to assess the density

of cell bodies in tissue from LMAN lesioned and sham operated birds. For one bird in

the 6-OHDA lesioned group, a Nissl stain was performed on alternate tissue sections

to ensure no cell death occurred as a result of the lesion.

For TH immunohistochemistry, tissue was incubated overnight in a primary anti-

TH antibody solution. The tissue was next incubated in biotinylated horse anti-

mouse secondary antibody solution for 1 hour. Then, the tissue was submerged in

a diaminobenzidine (DAB) solution (2 DAB tablets, Amresco E733 containing 5 mg

DAB per tablet, 20 mL Barnstead H2O, 3 µmL H2O2) for less than 5 minutes for

vizualization. The DAB solution was prepared 1h prior to use. Tissue was washed,

mounted and coverslipped using Permount mounting medium.

Birds were perfused between 14 and 54 days after surgery using 10% heparin

in 0.9% normal saline solution (0.9% NaCl and deionized water) followed by 4%

paraformaldehyde. Tissue was post-fixed in 4% paraformaldehyde at room temper-

ature for 4-16 hours and then moved to a solution of 30% sucrose for at least one

day at 4 degrees C for cryoprotection. The tissue was sliced in 40 µm sections using

a freezing sliding microtome and a chromogenic TH stain was performed. For one

bird a Nissl stain was performed on alternate tissue sections to ensure no cell death

occurred as a result of the lesion.
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2.3.7 Tyrosine Hydroxylase Stain

Between each incubation tissue was washed with 0.1 M phosphate bu↵er (PBS) (23

g dibasic sodium phosphate, 5.25 g monobasic sodium phosphate, and 1 L deionized

H2O) 3 times for 10 min each. Tissue was first washed and then incubated in 0.3%

H2O2 for 30 min and then 1% NaBH4 for 20 min, followed by overnight incubation in

a primary anti-tyrosine hydroxylase antibody solution. The tissue was next incubated

in biotinylated horse anti-mouse secondary antibody solution for 1 h, then incubated

in avidin-biotin-complex (ABC) solution for 1 h that had been prepared 30 min

prior to use. The tissue was then submerged in a diaminobenzidine (DAB) solution

for less than 5 minutes. Tissue was then washed, mounted and coverslipped using

Permount mounting medium. These TH stains mark neurons expressing TH, which

are catecholaminergic.

2.3.8 Nissl Stain

Tissue was washed in 0.1 M PBS three times for 10 minutes and was then mounted.

The slides were incubated in citrisolv twice for 5 min each, then delipidized in the

following ethanol concentrations for two minutes each: 100%, 100%, 95%, 95%, and

70%. The tissue was briefly (less than 15 s) rinsed in deionized water, then was

incubated in cresyl violet (665 µmL glacial acetic acid, 1 g cresyl violet acetate, and

200 mL deionized water) for 30 min. The tissue was rinsed in deionized water, then

briefly (less than 15 seconds) submerged in the following ethanol concentrations for

2 min each: 70%, 95%, 95%, 100%, and 100%. The tissue was then incubated in

citrisolv twice for 5 min. The tissue was coverslipped using Permount mounting

medium. These nissl stains mark neuronal cell bodies.
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2.3.9 NeuN Antibody Stain

Between each incubation tissue was washed with 0.1 M PBS 3 times for 10 min each.

Tissue was incubated in primary antibody solution (4 mL EMD Millipore guinea pig

anti-NeuN Alexa Fluor 488 antibody, 6 mL Triton X-100, 20 mL normal donkey serum

(NDS) and 1.95 mL 0.1 M PBS) overnight. The tissue was then washed and incubated

in a secondary antibody solution (10 mL Jackson Labs donkey anti-guinea pig (DAG),

6 mL Triton X-100, and 1.975 mL 0.1 PBS) overnight. Tissue was then washed,

mounted and coverslipped with Flurogel mounting medium. Slides were sealed with

lacquer. Images were taken under a widefield microscope (BioTek Lionheart FX,

Sony ICX285 CCD camera, Gen5 acquisition software, 1.25x magnification, 16-bit

grayscale).

2.3.10 Lesion Analysis

Analysis of lesions was based on previously published methodology (Ho↵mann et al.,

2016; Saravanan et al., 2019). Images of stained tissue sections were obtained using

a slide scanner and were converted into 8-bit grayscale images in ImageJ. In our

group of control (unlesioned) birds, where no lesions or invasive brain operations

were performed, Area X stains darker than surrounding striatum in TH-DAB-stained

tissue due to a higher density of catecholaminergic inputs in Area X (Ho↵mann et al.,

2016). The baseline level of stain darkness can vary from bird to bird. Therefore,

rather than directly comparing the stain density of lesioned and unlesioned tissue, the

ratio of the stain density of Area X to that of the surrounding striatum (OD ratio)

was calculated to determine whether the concentration of catecholaminergic fibers

was decreased. Prior work demonstrated that the vast majority of catecholaminergic

input to Area X is dopaminergic (Ho↵mann et al., 2016).

For each section of tissue containing Area X, a customized ImageJ macro was used

to select regions of interest (ROIs) within Area X and within a portion of striatum
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outside Area X by manually outlining Area X and selecting a circular 0.5 mm-diameter

region of striatum anterior to Area X. Pixel count and optical density (OD) of each

ROI were measured, and the density of TH-positive fibers was calculated using the

ratio of the OD of Area X to the OD of non-X-striatum.

The cumulative distribution of OD ratios for control birds was used to construct

a 95% confidence interval and determine the threshold for lesioned tissue. 6-OHDA-

lesioned tissue in which the OD ratio fell below the 5th percentile of control tissue

had a significantly reduced TH-positive fiber density.

2.3.11 Statistical Testing

All error bars presented in the main text represent SEM. When assessing whether a

significant amount of vocal learning occurred in one experiment, we used one-sample

t-tests to compare the mean pitch on the final day of training vs zero. To assess

whether a significant di↵erence in amount of learning occurred within an individual

bird pre- vs postlesion, we used paired t-tests. To assess for significance between

distributions of target syllable pitches on various days of the experiment (Baseline,

shock, washout), we used a 2-sample KS test.

Each experimental group had at least five birds, and for each bird, the target

syllable was typically repeated well over 30 times a day. Therefore, the structure of

our data is hierarchical, so error accumulates at di↵erent levels (birds and syllable

iterations). Simply grouping all the data together ignores the non-independence be-

tween samples and underestimates the error. To address this issue, we employed the

hierarchical bootstrap method to measure SEM and calculate p-values for adaptive

pitch change data sets (Saravanan et al., 2020; Efron and Tibshirani, 1994). For each

experimental day we calculated normalized pitch values (in semitones) for each day of

a learning experiment (normalized to the mean pitch on the final baseline day during

that particular experiment). We then generated a population of 10000 bootstrapped
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means. To generate each individual subsample, we resampled across each level of

hierarchy in our data (first resampled among the birds, then for each selected bird,

we resampled among syllable iterations). The standard deviation of this population

of bootstrapped means provides an accurate estimate of the uncertainty of the orig-

inal data (Saravanan et al., 2019). Thus, the SEM values (which are used for error

bars) we report when employing the hierarchical bootstrap method are equal to this

standard deviation.

To calculate p-values and determine significance for comparing my data to zero

using the hierarchical bootstrap method, we calculated pboot: the proportion of boost-

rapped means greater than zero compared to the total number of bootstrapped means.

Using an acceptable type-1 error rate of .05, any value of this pboot ratio greater than

.975 indicates the mean was significantly greater than zero and any value less than

.025 indicates the mean was significantly less than zero. pboot values between .025

and .975 indicate no significant di↵erence between the data set and zero. Because we

measure adaptive pitch changes in semitones, which are a normalized measure of pitch

change where baseline is set to zero, this method of calculating pboot was employed in

all instances where it was necessary to assess whether there was a significant change

in pitch at the end of training compared to baseline (zero).

We also sometimes sought to determine significance for the comparison of two

means rather than what was previously described (where we assess significance be-

tween one mean compared to baseline (zero). We used a similar hierarchical bootstrap

statistical methodology and calculated pboot. The key di↵erence is that, rather than

measuring the proportion of resampled means greater than or less than zero, we in-

stead calculate a joint probability distribution for the means of the two resampled

data sets. We measured the percentage of this joint probability distribution that was

above one side of the unity line. This percentage is the pboot values we report in these

instances. If the proportion of this joint probability distribution that falls above the
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unity line is greater than .975, it indicated a significantly greater mean of data set 1

over data set 2. If the percentage of the joint probability distribution that was above

the unity line was less than .025, it indicated a significantly lower mean of data set

1 compared to data set 2. pboot values between .025 and .975 indicate no significant

di↵erence between the two data sets. This method was employed in all instances

where it was necessary to assess whether the learning magnitudes (adaptive pitch

changes by the end of training) were significantly di↵erent pre- vs postlesion (or pre-

vs postsham) or across experimental conditions (e.g., postsham vs postlesion or post

LMAN lesion vs post 6-OHDA lesion).

In both forms of pboot calculation, the lowest statistical limit for pboot is pboot <10-4,

due to resampling 104 times to create bootstrapped means. The highest possible limit

for pboot is pboot >(1.000 - 10-4), for the same reason.

2.4 Results

2.4.1 Non-auditory feedback is su�cient to drive adult vocal

learning

We tested whether non-auditory feedback drives vocal learning by providing pitch-

contingent electric shocks through a set of wire electrodes on the scalps of adult

songbirds. Before initiating electric shock training, we continuously recorded song

without providing any feedback for three days (baseline) (Fig. 2.2 A). Every day,

songbirds naturally produce many renditions of song, which consists of repeated pat-

terns of unique vocal gestures, called syllables (Fig. 2.2 B, top). For one “target”

syllable in each experimental subject, we quantified rendition-to-rendition variability

in the fundamental frequency of each occurrence of this syllable on the final baseline

day (Fig. 2.2 B, top). To di↵erentially reinforce the pitch of a target syllable, we de-

termined a range of pitches within this baseline distribution (either all pitches above
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the 20th percentile or all pitches below the 80th percentile), and then triggered the

delivery of cutaneous electric shocks in real time when the pitch of the target sylla-

ble fell within this range (Fig. 2.2 B, bottom). We performed this pitch-contingent

electric shock training continuously for three days.

For example, in one experiment (shown in Fig. 2.2 A-D), electric shocks were

triggered every rendition of the target syllable that had a pitch above 2.13 kHz (the

20th percentile of the baseline distribution) for three days. In this example experi-

ment, the songbird gradually changed the pitch of the targeted syllable downwards

(the adaptive direction), such that electric shocks were triggered less frequently (Fig.

2.2 C). In other experiments where the adaptive direction of pitch change is upwards,

we triggered electric shock whenever the target syllable pitch was below the 80th per-

centile of this distribution. In the example experiment, at the start of the first day of

electric shock training, 80% of syllable renditions resulted in electric shock and 20%

of syllable renditions resulted in escapes. On the third (final) day of electric shock

training, escapes occurred on over 60% of target syllable renditions and the entire

distribution of pitches had changed significantly in the adaptive direction, indicating

that a significant amount of vocal learning occurred in this example experiment (Fig.

2.2 D; 2-sample KS test to assess the di↵erence between baseline and end of electric

shock training, p = 1.1776e-12). We then stopped triggering electric shock feedback

and continued to record unperturbed song for six additional days (washout). After six

days of washout, there was no significant di↵erence between the distribution of target

syllable pitches at the end of washout compared to baseline (Fig. 2.2 D; 2-sample KS

test, p = 0.606). For analysis of washout across all experiments, see Supplemental

Fig. 2.5 in Section 2.6.

In order to assess whether non-auditory feedback is su�cient to drive vocal learn-

ing across multiple songbirds, we first measured the adaptive pitch change (in semi-

tones) for each individual experiment. Semitones are a normalized measurement of a
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Figure 2.2: Non-auditory feedback drives vocal learning. A. Timeline of auditory and non-
auditory vocal learning experiments in the same bird. The order of experiments varied
between birds. B. (Top) Spectrograms showing example renditions of birdsong on one day.
Syllables are labeled by an experimenter (letters b through f) and a target syllable was
chosen (“d”). (Bottom) Pitch threshold was set based on the baseline pitch distribution.
Electric shocks were provided in real time during renditions of the target syllable above a
chosen pitch threshold (“hit”). C. Birds underwent three days of electric shock training
with a fixed pitch threshold. Each dot represents the pitch of one rendition of the target
syllable (from same experiment shown in B). Every rendition in the ‘hit’ range triggered
an immediate electric shock. D. CDFplot showing the probability a value of pitch from
a distribution falls at or below the value on the x-axis. The di↵erent pitch distributions
are from di↵erent portions of the same example experiment in B and C. End of electric
shock training was significantly greater than baseline (2-sample KS test, p = 1.178e-12).
End of washout distribution was not significantly di↵erent from baseline (2-sample KS test,
p = 0.606) E. Adaptive pitch change (in semitones) of the target syllables during electric
shock training (n = 13 experiments). The mean change during training was significantly
greater than baseline (pboot >(1.000 - 10-4) on training days 2 and 3, where pboot >.975
indicates the mean is significantly greater than baseline). F. Learning magnitudes (adaptive
pitch change by end of training) during white noise training compared to during electric
shock training (n = 14 experiments). Each dot represents the learning magnitudes from
an individual bird. No significant di↵erence in learning magnitudes during electric shock
training vs during white noise training (paired t-test, p = 0.313).
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change in pitch in the adaptive direction (i.e., the direction that results in less frequent

triggering of electric shocks). We next we employed a hierarchical bootstrap approach

to measure SEM and assess significance (see Methods) (Saravanan et al., 2019, 2020;

Crowley, 1992; Efron and Tibshirani, 1994). We do so because this method more

accurately quantifies the error in hierarchical data (e.g., many renditions of a target

syllable collected across multiple birds). Briefly, to determine significance, we cal-

culated the the proportion of bootstrapped means (pboot) that were >0.975. This

indicates that the mean pitch of this data set is significantly greater than baseline

(zero). If pboot <0.025, then the mean pitch of this data set is significantly less than

baseline (zero). We performed this statistical test on our hierarchical data collected

across 13 electric shock experiments, 12 birds, and at least 30 renditions of the target

syllable per day. We found that the mean pitch (in semitones) of the target syllables

showed a significant, adaptive change from baseline on days two and three of electric

shock training (Fig. 2.2 E; pboot >(1.000 - 10-4), limit due to resampling 104 times, on

electric shock training days 2 and 3. Here, pboot >.975 indicates a mean significantly

greater than baseline). This demonstrates that non-auditory feedback is su�cient to

driving vocal learning in adult songbirds.

To compare vocal learning in response to di↵erent sources of sensory feedback

(auditory and non-auditory), we performed multiple learning experiments - one elec-

tric shock and one white noise - in 8 out of the 12 individual birds from this data

set (Fig. 2.2 A). We randomized the order of white noise training and electric shock

training for the birds who underwent both training paradigms. We also included 6

sham operated birds from a later set of experiments in this particular analysis. We

did so because the sham operated birds had intact song systems and underwent both

electric shock and white noise training.

Consistent with prior studies (Tumer and Brainard, 2007; Ho↵mann et al., 2016;

Ali et al., 2013), by the end of white noise training, the adaptive pitch change (in
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semitones) across all white noise experiments performed in unoperated birds (birds

who had wire electrodes surgically implanted but received no invasive brain proce-

dures like sham lesions) was significantly greater than baseline (zero) (Supplemental

Fig. 2.6 A; pboot >(1.000 - 10-4) on all three white noise training days, where pboot

>.975 indicates the mean is significantly greater than baseline). In the separate ex-

perimental group of birds that underwent sham lesions, we also observed significant

adaptive pitch changes in response to white noise bursts, as expected (Supplemental

Fig. 2.6 B, pboot >(1.000 - 10-4) on all three white noise training days). Interestingly,

we observed individual variability in learning magnitudes (adaptive pitch change at

the end of training) during electric shock and white noise experiments (Fig. 2.2 F).

However, we found no systematic di↵erences between learning magnitude during elec-

tric shock training and the learning magnitude during white noise training (Fig. 2.2

F; paired t-test, p = 0.313). The result that learning magnitude during white noise

training is roughly comparable to learning magnitude during electric shock training

suggests that similar neural circuitry may underlie these two forms of vocal learning.

2.4.2 LMAN is required for non-auditory vocal learning

We next investigated the neural circuitry that processes non-auditory feedback to

drive vocal learning. To assess whether the AFP is required for non-auditory vocal

learning, we measured the e↵ect of lesions of LMAN, the output nucleus of the AFP,

on learning magnitude in response to non-auditory feedback. We performed electric

shock training experiments in the same individual birds before and after bilateral,

electrolytic LMAN lesions or sham lesions (Fig. 2.3 A, n = 5 birds). To perform elec-

tric shock training in this group of experiments, we used the same protocol described

previously, except we extended the period of electric shock training by 1-5 days. Dur-

ing this extended training period (called “staircase”), we set a new pitch threshold

each morning to drive even greater amounts of learning (see Methods). We observed
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that this methodology drove significant amounts of learning in adult songbirds with

intact song systems prelesion (Fig. 2.3 B).

Behavioral measures indicated that LMAN was e↵ectively lesioned in the birds in

our LMAN lesion data set. LMAN lesions in adult songbirds produce a significant

decrease in the trial-to-trial variability in song syllable pitch (Kao et al., 2005; Kao

and Brainard, 2006; Hampton et al., 2009). To assess lesion-induced changes in

the variability of syllable pitch between conditions (LMAN lesion and sham), we

calculated the CV of syllable pitch pre- and postlesion (see Methods). We found that

LMAN lesions induced a significant decrease in syllable CV (Fig. 2.3 C; paired t-test,

p = 0.002). Sham lesions did not induce a significant change in syllable CV (Fig. 2.3

C; paired t-test, p = 0.911). The lesioned-induced change in syllable CV (post/pre)

was significantly greater for LMAN lesioned birds than for sham (Supplemental Fig.

2.7 A; 2 sample KS test, p = 0.006). We also performed postlesion white noise training

across conditions (LMAN lesion and sham) (Supplemental Fig. 2.6 B). After LMAN

lesions, songbirds did not significantly change the pitch of the target syllable from

baseline (zero) (pboot >0.223 on all of the final four days of training). Postsham,

songbirds did significantly change the pitch of the target syllable in the adaptive

direction (pboot <10<-4 on each of the final four days of training). This indicates that

our LMAN lesions induced significant deficits in auditory vocal learning, consistent

with previous work that demonstrated that electrolytic LMAN lesions inhibit auditory

vocal learning (Ali et al., 2013).

Histological analysis (see Methods) further confirmed the lack of LMAN in stained

brain tissue from birds in our LMAN lesion data set. Our histology methodology fol-

lowed previous literature involving LMAN lesions (Kao et al., 2005; Ali et al., 2013;

Ho↵mann et al., 2016). Briefly, we performed Nissl stains to stain for neuronal cell

bodies in brain slices after experiments were complete (Supplemental Fig. 2.8, A). We

then calculated the optical density ratio of the region containing LMAN compared
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Figure 2.3: LMAN is required for non-auditory vocal learning. A. Electrolytic lesions of
LMAN were performed. Pre- and postlesion experimental timeline in individual birds. B.
Prelesion experiment. Electric shock training consisted of three days of using a fixed pitch
threshold (determined from the baseline pitch distribution) then additional days of staircase
where the pitch threshold was changed (based on the pitch distribution from that same
morning) once per day. Each dot represents the pitch of a rendition of the target syllable.
Any pitch that fell in the ‘hit’ range resulted in an electric shock. C. CV of song syllables pre-
vs postlesion and pre- vs postsham. LMAN lesions induced a significant reduction in syllable
CV (paired t-test, p = 0.0015). Sham lesions did not induce a significant change in syllable
CV (paired t-test, p = 0.9106) D. Adaptive pitch change (in semitones) during electric
shock training (n = 5 LMAN lesioned birds). Prelesion learning magnitude was significantly
greater than baseline (pboot >(1.000 - 10-4) on each of the final four days of training, where
pboot >.975 indicates the mean is significantly greater than baseline). Postlesion learning
magnitude did not significantly di↵er from baseline (0.297 <pboot <0.660 on each of the
final four days of training, where 0.025 <pboot <0.975 indicates no significant di↵erence).
Prelesion learning magnitude was significantly greater than postlesion learning magnitude
(pboot <10-4 on each of the final three days of training). E. Adaptive pitch change (in
semitones) during electric shock training (n = 6 sham operated birds). Learning magnitudes
were significantly greater than baseline both pre- and postsham (pboot >(1.000 - 10-4) on
each of the final four days of training, where pboot >.975 indicates the mean is significantly
greater than baseline). Learning magnitudes pre- vs postsham did not significantly di↵er
(0.143 <pboot <0.582 on each of the final four days of training).
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to background (a pallial region outside of LMAN) (Supplemental Fig. 2.8, B). The

distribution of OD ratios from LMAN lesioned tissue was significantly less than the

OD ratios from sham lesioned tissue (Supplemental Fig. 2.8 C; 2 sample KS test, p

<0.001). This suggests that the density of neuronal cell bodies within LMAN was

reduced following electrolytic lesions compared to following sham. Exactly like a prior

study, we also qualitatively assessed each slice of brain tissue to measure the percent-

age of intact LMAN remaining in the tissue (Ali et al., 2013). We found that all of our

LMAN lesioned birds had 80-100% of LMAN lesioned in both hemispheres. Together,

these behavioral and histological results suggest that our lesion technique e↵ectively

damages LMAN neurons, and our sham technique e↵ectively spares neurons in the

region.

LMAN lesions significantly impaired non-auditory vocal learning. Prelesion, song-

birds adaptively changed the pitch of the target syllable away from baseline in re-

sponse to non-auditory feedback (pboot >(1.000 - 10-4) on all of the final four days

of training, where pboot >0.975 indicates the data are significantly greater than base-

line)(Fig. 2.3 D). Postlesion, this non-auditory vocal learning was abolished in those

same birds (0.297 <pboot <0.660 on all of the final four days of training, where 0.025

<pboot <0.975 indicates no significant di↵erence, n = 5 birds) (Fig. 2.3 D). Learn-

ing magnitude prelesion was significantly greater compared to learning magnitude

postlesion (pboot <10-4 on each of the final three days of training). Both pre- and

postsham, songbirds displayed significant amounts of learning during electric shock

training (Fig. 2.3 E, pboot >(1.000 - 10-4) on all of the final four days of training

for both presham and postsham datasets, where pboot >0.975 indicates the data are

significantly greater than baseline, n = 6 birds). Also, the learning magnitudes dur-

ing electric shock training did not significantly di↵er pre- vs postsham (0.143 <pboot

<0.582 on the final four days of training).

We also directly compared the lesion-induced change in learning magnitudes be-
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tween conditions (LMAN lesion vs sham) (see Supplemental figures, Section 2.6).

First, we calculated learning magnitude at the end of the fixed threshold training

period across conditions. The lesion-induced change in learning magnitude (post –

pre) for LMAN lesioned birds was significantly greater than sham (Supplemental Fig.

2.7 B; 2 sample KS test, p = 0.0361). Next, we calculated learning magnitude at the

end of the extended “staircase” portion of electric shock training across conditions.

The lesion-induced change in learning magnitude (post – pre) for LMAN lesioned

birds calculated at this time point was also significantly greater than sham (Sup-

plemental Fig. 2.7 C; 2 sample KS test, p = 0.0038). These results indicate that

LMAN is required for non-auditory vocal learning in adult songbirds, suggesting that

non-auditory sensory feedback is processed by the AFP.

2.4.3 Dopaminergic input to Area X is required for non-

auditory vocal learning

We next assessed dopaminergic contributions to non-auditory vocal learning. Learn-

ing magnitude during electric shock training was assessed before and after bilaterally

lesioning dopaminergic projections in Area X, the basal ganglia nucleus of the AFP,

in individual songbirds (Fig. 2.4 A, n = 5 birds). Selective lesions of dopaminer-

gic projections in Area X were performed via bilateral 6-OHDA injections in Area

X (see Methods)(Fig. 2.4 B, C). This approach has previously been shown to se-

lectively lesion dopaminergic inputs to Area X without damaging non-dopaminergic

cells (Ho↵mann et al., 2016; Saravanan et al., 2019).

In order to confirm the e↵ectiveness of our 6-OHDA injections at lesioning dopamin-

ergic input to Area X, we quantified the extent of the reduction of catecholaminergic

fiber innervation within Area X after completing the behavioral experimentation in

each bird (Ho↵mann et al., 2016; Saravanan et al., 2019). To visualize dopaminergic

innervation, we labeled tissue with a common biomarker for catecholaminergic cells
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(Fig. 2.4 B). To determine whether the concentration of dopaminergic fibers in Area

X had decreased, we measured the optical density ratio (OD): the ratio of the stain

density of Area X to the stain density of the surrounding striatum. The OD of Area

X in 6-OHDA lesioned brain tissue was, on average, 44.7% lower than the OD of Area

X in brain tissue from control birds. The distribution of all OD ratios from all of our

6-OHDA lesioned tissue was significantly lower than that of our control (unlesioned)

birds (Fig. 2.4 C; 2 sample KS test, p = 5.75e-9). Also, OD ratios from individual

6-OHDA lesioned brains decreased compared to control (Supplemental Fig. 2.9, A).

These results are similar to previous reports that used 6-OHDA injections to lesion

dopaminergic input to Area X (Ho↵mann et al., 2016; Saravanan et al., 2019), and

they indicate that our 6-OHDA injections successfully lesioned dopaminergic input

to Area X.

Depletion of dopaminergic input to Area X significantly impaired non-auditory

vocal learning. Prelesion, songbirds adaptively changed the pitch of the target sylla-

ble during electric shock training (pboot >0.990 on all of the final four days of training,

where p >0.975 indicates the data are significantly greater than baseline) (Fig. 2.4

E). Postlesion, these same songbirds were not able to adaptively change the pitch of

the target syllable during electric shock training (0.067 <pboot <0.019 on days 1-4 of

training and pboot <10-4 on the final day of training, where pboot <0.025 indicates the

mean of the dataset is significantly less than baseline, n = 5 birds). Learning mag-

nitude prelesion was significantly greater compared to learning magnitude postlesion

(pboot <10-4 on each of the final three days of training). These results suggest that

dopaminergic input to Area X is required for non-auditory vocal learning.

We again measured the variability of syllable pitch pre- and postlesion by calcu-

lating syllable CV. The pitch variability of the targeted syllable was not significantly

a↵ected by dopaminergic lesions in Area X (Fig. 2.4 D; paired t-test, p = 0.6192).

This finding is consistent with prior work using similar 6-OHDA injections to lesion
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Figure 2.4: Dopaminergic input to Area X is required for non-auditory vocal learning. A.
6-OHDA injections into Area X were performed. Pre- and postlesion experimental timeline
in individual birds. B. Example TH stains from control (left) and 6-OHDA lesioned (right)
brain sections. The optical density (OD) ratio was calculated by comparing the TH stain
in Area X (black) to that of outside striatum. C. Comparison of OD ratios in 6-OHDA
lesioned and unlesioned (Control) birds. Roughly 50 % of lesioned sections had an OD ratio
below the 95th percentile in control tissue (vertical line). D. CV of song syllables did not
significantly di↵er pre- vs postlesion (paired t-test, p = .6192) E. Adaptive pitch change (in
semitones) during electric shock training (n = 5 6-OHDA lesioned birds). Prelesion learning
magnitude was significantly greater than baseline (pboot >0.990 on each of the final four
days of training, where pboot >.975 indicates the mean is significantly greater than baseline).
Postlesion learning magnitude did not significantly di↵er from baseline except for on the final
day, when the mean had changed in the anti-adaptive direction (pboot >0.067 on training
days 1-4, pboot <10-4 on training day 5). Prelesion learning magnitude was significantly
greater than postlesion learning magnitude (pboot <10-4 on each of the final three days of
training).
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dopaminergic to Area X (Ho↵mann et al., 2016). Prior work has strongly linked

dopamine in songbird AFP with the generation of variability in syllable pitch in

adult songbirds (Leblois et al., 2010; Murugan et al., 2013; Simonyan et al., 2012;

Sasaki et al., 2006). It is likely that our dopamine lesion methodology, which spares

about 50% of the dopaminergic input to Area X (Ho↵mann et al., 2016), is su�cient

to impair vocal learning but insu�cient to impair dopamine-mediated generation of

syllable variability. The result that our dopamine lesions impair vocal learning but

not vocal variability suggests that learning deficits observed following lesions of AFP

circuits are not simply due to decreased pitch variability.

Lesion size was quantified by determining the proportion of 6-OHDA lesioned

tissue that had an OD ratio of Area X to non-X striatum that was less than the

fifth percentile of OD ratios in control tissue. There was not a significant correlation

between lesion size and the lesion-induced change in learning magnitude (post-pre)

(Supplemental Fig. 2.10, R2 = 0.019, p = 0.137).

2.5 Discussion

Our results demonstrate that non-auditory feedback drives vocal learning in adult

songbirds, and that the AFP and its dopaminergic inputs are required for non-

auditory vocal learning. We first demonstrated that adult songbirds learn to adap-

tively change the pitch of their song syllables in response to cutaneous electric shocks

(Fig. 2.2). We next demonstrated that LMAN, the output nucleus of the AFP, is

necessary for the expression of this non-auditory vocal learning (Fig. 2.3). Finally,

we showed that dopaminergic input to Area X, the basal ganglia nucleus of the AFP,

is necessary for non-auditory vocal learning (Fig. 2.4). These results show that song-

bird AFP is not specialized just for processing auditory feedback for vocal learning, as

has previously been hypothesized (Murdoch et al., 2018). Instead, our results demon-
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strate that the AFP processes auditory feedback as well as non-auditory feedback to

drive vocal learning. The fact that our electric shock stimulus is di↵erent than the

direct proprioceptive feedback from vocal muscles or vocal e↵ectors, yet the AFP still

underlies vocal learning in response to electric shocks, suggests that the AFP can

integrate sensory information from a wide variety of sources of sensory feedback, even

those not directly produced by vocalizations.

The result that the AFP processes sensory feedback from electric shocks on the

scalp suggests that neural pathways exist for cutaneous somatosensory information to

enter the song system. The neuroanatomical pathways for auditory feedback to enter

the AFP are well-characterized. For example, recent work has demonstrated that

songbird ventral pallidum (VP) receives input from auditory cortical areas, encodes

auditory feedback information, and projects to VTA (Chen et al., 2019). This rep-

resents a likely pathway by which sensory information from white noise bursts could

influence neural activity in VTA, which could then drive changes in the AFP that

promote song learning. Comparatively less is known about pathways in the song-

bird brain that might carry sensory information from the electric shocks. Our results

showing that dopaminergic input to Area X (which originates in VTA) is necessary

for non-auditory vocal learning suggests that pathways for non-auditory information

ultimately project to VTA, where this information can be encoded and transmitted

to the AFP to drive learning. For further discussion regarding how cutaneous infor-

mation from electric shocks may enter parts of the song system other than VTA, see

Section 3.1.

Non-auditory feedback plays a profound role in shaping songbird vocal learn-

ing in ethological contexts. For example, juvenile songbirds rely on auditory and

non-auditory feedback when acquiring songs (Chen et al., 2016; Carouso-Peck and

Goldstein, 2019; West and King, 1988). Juvenile songbirds that receive both audi-

tory and visual feedback from live tutors display enhanced song learning than juvenile
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songbirds who only receive auditory feedback from their tutors (Chen et al., 2016).

Further, visual displays from adult songbirds positively reinforce the production of

specific song structures in juvenile songbirds (West and King, 1988). Our results

show that the AFP processes non-auditory feedback to drive vocal learning. This

suggests that although electric shocks are not a natural source of sensory feedback

during singing, the AFP could play a role in processing other sources of external,

non-auditory sensory information (such as the non-auditory signals from social inter-

actions) to guide vocal learning. For further discussion on the role of non-auditory

feedback in shaping songbird behaviors beyond juvenile song acquisition, see Section

3.2.

It has been hypothesized that the function of the songbird AFP is to encode au-

ditory performance error: the evaluation of the match between the auditory feedback

the songbirds receive and their internal goal for what their song should sound like

(based on their stored memory of the tutor song template) (Fee and Goldberg, 2011;

Sober and Brainard, 2009; Gadagkar et al., 2016; Saravanan et al., 2019). Some have

speculated that the white noise bursts are interpreted by the bird as an auditory

performance error: an adult songbird expects to hear the auditory feedback from a

well-performed song syllable, but instead hears a loud burst of white noise, which

it interprets as a very poorly-performed song syllable (Gadagkar et al., 2016; Chen

et al., 2019). Some evidence supports this hypothesis. For example, pitch-contingent

white noise bursts provided during song performance drive adaptive vocal changes

(Tumer and Brainard, 2007; Ho↵mann et al., 2016), but when white noise bursts

are provided in nonvocal contexts, such as when a songbird stands on a particular

perch (not during song performance), they can positively reinforce place preference

(Murdoch et al., 2018). This suggests that white noise is not a generally aversive re-

inforcement cue. Other studies have suggested that white noise bursts are an aversive

reinforcement cue, since white noise bursts are loud and jarring, they sound very dif-
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ferent than birdsong, and songbirds will adaptively change their vocalizations to avoid

triggering white noise bursts as frequently (Tumer and Brainard, 2007; Charlesworth

et al., 2012; Warren et al., 2011; Ho↵mann et al., 2016). Although our results do

not conclusively prove whether or not white noise bursts drive learning because birds

believe they are producing a performance error or because birds find white noise aver-

sive, the cutaneous electric shocks we employed to drive vocal learning are clearly an

explicit, external reinforcement cue. That the AFP underlies electric shock-driven

learning suggests that the AFP does not solely encode auditory performance error.

Instead, the AFP may encode more general information about whether vocal perfor-

mance resulted in a “good” or “bad” outcome, and it may use this information to

drive changes to future motor output.

The numerous analogies between the specialized vocal learning neural circuits that

have evolved in songbirds and in humans suggest that our findings may be of rele-

vance for understanding the neural underlying of human speech (Doupe and Kuhl,

1999; Brainard and Doupe, 2002, 2013; Jarvis, 2019). Human speech depends on

both auditory and non-auditory sensory information to guide learning, yet very little

is known about the neural mechanisms for non-auditory vocal learning (Goldstein

et al., 2003; Locke and Snow, 1997; Kuhl, 2007). Our findings show that special-

ized vocal learning circuitry in songbirds processes non-auditory information to drive

vocal learning. We suggest that the analogous vocal circuitry in humans may also

underlie non-auditory vocal learning. This neural circuitry in humans may underlie

the processing of multimodal sensory signals during social interactions that modulate

speech learning (Goldstein et al., 2003; Locke and Snow, 1997; Kuhl, 2007), or the

non-auditory, somatosensory feedback from vocal e↵ectors during speech production

(Tremblay et al., 2003).
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2.6 Supplemental Figures
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Supplementary Figure 2.5: Rates of washout across di↵erent experimental conditions. A.
Adaptive pitch change (measured relative to baseline) during washout from the group of
birds who received no invasive brain operations (n=13 experiments). Adaptive pitch change
did not significantly di↵er between white noise and electric shock training experiments on
any of the days of washout (0.487 <pboot <0.541 on each day of washout, where 0.025
<pboot<0.975 indicates no significant di↵erence between means). B. The same washout
data from A, except each trace is the data from an individual experiment. C. Adaptive
pitch change (measured relative to baseline) during washout from the sham lesioned data
set (n=6 experiments). Adaptive pitch change did not significantly di↵er between white
noise and electric shock training experiments on any of the days of washout (0.370 <pboot
<0.900) D. The same washout data from C, except each trace is the data from an individual
experiment. E. Adaptive pitch change (measured relative to baseline) during washout from
all prelesion experiments in birds who received invasive brain operations (presham, pre
LMAN lesion, and pre 6-OHDA lesion), n = 16. F. The same washout data from E, except
each trace is the data from an individual experiment.
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Supplementary Figure 2.6: A. Adaptive change in target syllable pitch (in semitones) during
three days of white noise training in unlesioned birds. Error bars represent SEM (see
Methods for calculation) for n = 8 birds. pboot >(1.000 - 10-4) on each of the three days
of training, where pboot>0.975 indicates the mean is significantly greater than baseline. B.
Learning magnitudes (adaptive change in target syllable pitch in semitones) during five days
of white noise training in operated birds (Sham, LMAN lesioned, 6-OHDA lesioned). Only
postsham learning magnitude was significantly greater than baseline (pboot >(1.000 - 10-4)
on each of the final four days of training, where pboot >.975 indicates the mean is significantly
greater than baseline). Post LMAN lesion learning magnitudes were significantly less than
postsham (pboot <10-4 on each of the final four days of training).
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Supplementary Figure 2.7: A. Syllable CV postlesion / syllable CV prelesion between con-
ditions (LMAN lesioned and sham lesioned birds). Each data point represents the CV
postlesion / CV prelesion of one individual song syllable. LMAN lesions induced a sig-
nificant reduction in syllable CV compared to sham (2 sample KS test, p = 0.006) B.
Lesion-induced change in learning magnitude (measured at the end of three days of electric
shock training) between conditions (LMAN lesioned and sham). The lesion-induced change
in learning magnitude (post – pre) for LMAN lesioned birds was significantly greater than
sham (2 sample KS test: p = 0.036) C. Lesion-induced change in learning magnitude (mea-
sured at the end the extended staircase portion of electric shock training) between conditions
(LMAN lesioned and sham). The lesion-induced change in learning magnitude (post – pre)
for LMAN lesioned birds was significantly greater than sham (2 sample KS test, p = 0.004)
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Supplementary Figure 2.8: LMAN lesion histological analysis. A. Example images of Nissl-
stained brain tissue. LMAN lesioned tissue on the left and sham tissue on the right. Red
boxes highlight the locations of Area X and LMAN. B. CDF plot of optical density (OD)
ratios (OD of LMAN / OD of non-LMAN-pallium) in lesioned and sham operated birds.
Each line shows the OD ratios from each individual LMAN lesioned bird, and the black line
shows the OD ratios from the grouped sham data set. C. CDF plot of OD ratios in lesioned
and sham operated birds. Blue line shows the OD ratios from the grouped LMAN lesion
data set and the red line shows the OD ratios from the grouped sham data set (2 sample
KS test, p <0.001).
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Supplementary Figure 2.9: 6-OHDA lesion histological analysis. A. CDF plot of optical
density (OD) ratios (OD of Area X / OD of non-X-striatum) in lesioned and unlesioned
(control) birds. Each line shows the OD ratios from each individual 6-OHDA lesioned bird,
and the black line shows the OD ratios from the grouped control data set. B. CDF plot of
OD ratios in lesioned and control birds. Purple line shows the OD ratios from the grouped
6-OHDA lesioned dataset, and the black line shows the OD ratios from the grouped control
dataset (2 sample KS test, p <0.001).
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Supplementary Figure 2.10: Comparison of lesion magnitude and learning deficit. A. The
di↵erence between the magnitude of learning prelesion and the magnitude of learning postle-
sion (in both cases, the magnitude of learning is measured at the end of the three days of
training with the fixed pitch threshold), compared to the size of the Area X dopamine lesion
in 6-OHDA injected birds, measured by the ratio of the mean OD of the lesioned bird to
the mean OD of control birds. Each dot represents the results from each individual bird. B.
The di↵erence between the magnitude of learning prelesion and the magnitude of learning
postlesion (in both cases, the magnitude of learning is measured at the end of not only
the three days of training with the fixed pitch threshold but also the two days of staircase
threshold), compared to the size of the Area X dopamine lesion in 6-OHDA injected birds,
measured by the ratio of the mean OD of the lesioned bird to the mean OD of control birds.
Each dot represents the results from each individual bird. C. The di↵erence between the
magnitude of learning prelesion and the magnitude of learning postlesion (in both cases, the
magnitude of learning is measured at the end of the three days of training with the fixed
pitch threshold), compared to the size of the LMAN lesion in electrolytically lesioned birds,
measured by the ratio of the mean OD of the lesioned bird to the mean OD of control birds.
Each dot represents the results from each individual bird. D. The di↵erence between the
magnitude of learning prelesion and the magnitude of learning postlesion (in both cases,
the magnitude of learning is measured at the end of not only the three days of training with
the fixed pitch threshold but also the two days of staircase threshold), compared to the size
of the LMAN lesion in electrolytically lesioned birds, measured by the ratio of the mean
OD of the lesioned bird to the mean OD of control birds. Each dot represents the results
from each individual bird.
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Chapter 3

Extended Discussion and Future

Directions

The central scientific question at the heart of this dissertation is: Do specialized neural

circuits that have evolved to support vocal learning only process auditory feedback,

or do they process information from a variety of sensory sources? In Chapter 2,

I described a series of experiments aimed at addressing these questions. First, we

found that non-auditory feedback (cutaneous electric shocks) can drive changes in

vocal output in adult songbirds (Fig. 2.2). Next, we found that intact LMAN is

necessary for the expression of this non-auditory form of vocal learning (Fig. 2.3).

Finally, we found that dopaminergic input to Area X is required for this non-auditory

vocal learning (Fig. 2.4). These results suggest that specialized songbird neural

circuitry for vocal learning does not solely process auditory feedback directly relevant

for their vocal behavior. Instead, this neural circuit can process information from

non-auditory sources of sensory feedback to drive vocal learning the adaptation of

vocal motor output (Fig. 3.1 A). Here, I will expand upon the discussion of the

implications of these results that I reviewed in Section 2.5, and I will propose future

experiments to further test the role of dopaminergic neural dynamics for vocal motor
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learning. In my expanded discussion, I will describe the anatomical pathways by

which non-auditory information may enter vocal learning circuits (Section 3.1) and

how songbird neural circuits could process non-auditory information for ethological

behaviors (Section 3.2). Finally, I will propose experiments that primarily focus on

testing how dopaminergic neural dynamics may underlie non-auditory vocal learning

(Section 3.3).

3.1 Pathways for auditory and non-auditory infor-

mation to reach the AFP

The result that songbird AFP processes both auditory and non-auditory sensory feed-

back to drive song learning indicates that neuroanatomical pathways exist for both

auditory and non-auditory feedback to enter the vocal learning circuit. In Section 2.5,

I described the neural pathways for auditory feedback to enter VTA. Although we

demonstrated that this neural circuit is critical for vocal learning (see Section 2.4.3),

there are other important neural pathways by which auditory information could enter

the song system to influence learning. Songbirds have cochlea that receive auditory

information and pass this information along through deep brain structures, through

auditory thalamus (Ov), to auditory pallial brain regions. These pallial brain regions,

such as Field L and AIV, are analogous to mammalian auditory cortical areas (Nagel

and Doupe, 2006; Mello and Clayton, 1994; Mello et al., 1992; Keller and Hahnloser,

2009; Bauer et al., 2008; Fortune and Margoliash, 1992). For example, gene expression

patterns are altered in Field L in response to playbacks of song (Mello et al., 1992;

Mello and Clayton, 1994) and electrophysiological recordings of individual Field L

neurons reveal that they phasically burst in response to the songbird hearing a white

noise burst (Keller and Hahnloser, 2009). Field L (and other auditory pallial brain

regions) project to HVC, which then projects to Area X, the basal ganglia portion
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of the AFP (Jarvis et al., 2005; Fee and Goldberg, 2011). This constitutes a likely

neural pathway for auditory signals to enter the AFP, where neurons can then encode

this auditory information that can drive vocal learning (Gadagkar et al., 2016; Fee

and Goldberg, 2011).

How sensory information from a non-auditory, cutaneous electric shock enters

the song system is less clear. In Section 2.5, I explained how the results described

throughout Chapter 2 suggest that this sensory information travels through neural

pathways that ultimately connect to VTA, which then can modulate the AFP to drive

adaptive vocal changes. However, other pathways may allow for cutaneous electric

shocks to enter the song system and influence vocal learning. For example, one study

paired a foot shock stimulus with the general performance of song in adult songbirds

(Jarvis et al., 1995). Following the association between song and foot shock, IEG

expression was assessed in di↵erent songbird brain regions. There was a significant

increase in IEG expression (a proxy for changes in neural activity) in the caudomedial

auditory telencephalon (NCM), which projects to HVC, which then projects to Area

X. Due to the similarities between cutaneous skin shock and foot shock, our results

suggest that this particular neural pathway might carry sensory information related

to aversive electric shocks into the song sytem, where this information can then drive

learning. In addition, in some bird species the somatosensory system for processing

cutaneous tactile information has been mapped out (Wild, 1995; Delius and Ben-

netto, 1972; Erulkar, 1955; Wild, 1997a; Medina and Reiner, 2000). This pathway

involves a somatosensory recipient portion of the dorsal thalamus (DIVA), which then

projects through the lateral forebrain to the telencephalon, as well as a primary so-

matosensory area that exists within a pallial brain structure formerly known as the

Wulst (Wild, 1997a; Medina and Reiner, 2000). This pathway sends projections to

Uva, a thalamic songbird brain region that receives anatomical projections from brain

regions that process multiple sensory modalities, that contains neurons that respond
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to both visual and somatosensory stimuli, and that sends projections to HVC (Wild,

1994), which then projects to Area X. Our electric shock cues are likely encoded by

the somatosensory system through cutaneous sensory receptors. Thus, our results

implicate the aforementioned neural pathway for carrying somatosensory information

into the song system in non-auditory vocal learning.

Another neural circuit that our results suggest may be involved in vocal learn-

ing includes the songbird brain nucleus called the nucleus taeniae of the amygdala,

which is analogous to mammalian amygdala (Jarvis et al., 2005; Ikebuchi et al., 2013).

Songbird amygdala receives auditory information regarding vocalizations (Fujii et al.,

2016, 2015; Ikebuchi et al., 2013). Songbird amygdala is also involved the recognition

and processing of social information, which includes visual and auditory feedback

(Klatt and Goodson, 2013; Mayer et al., 2019). In mammals, the amygdala plays a

very well-studied role in fear conditioning, which entails the modification of behaviors

in response to aversive stimuli (such as electric shocks) (Phillips and LeDoux, 1992;

LeDoux et al., 1990; Rogan et al., 1997). We do not believe we are inducing fear

conditioning during the experiments described throughout Chapter 2 of this disser-

tation, because we carefully calibrated the magnitude of electric shock in order to

avoid producing o↵-target behavioral e↵ects, such as willingness to sing. However,

given the similarities between mammalian foot shock and the aversive electric shock

stimulus used in our experiments, songbird amygdala may also play an important role

in this particular form of non-auditory vocal learning.

3.2 How non-auditory information may guide etho-

logical behaviors

Social interactions involve auditory as well as non-auditory sensory experiences and

can strongly shape vocal learning in both humans and songbirds. In Section 2.5, I
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described how non-auditory signals during social interaction can guide vocal learning

in humans and songbirds. Further, I explained how the results described throughout

Chapter 2 suggest that specialized songbird neural circuitry for vocal learning may

process the non-auditory signals involved in social modulation of vocal learning during

development. Here, I suggest that this neural circuitry may also process the non-

auditory signals involved in other ethologically-relevant behaviors other than juvenile

song acquisition.

Social interactions and, by extension, feedback from multiple sensory modalities

(Bottjer and Johnson, 1997), are highly important in shaping vocal output in adult

songbirds. Male songbirds change numerous aspects of their song, such as the vari-

ability of pitch of song syllables and the stereotypy of syllable sequence, when in the

presence of a female bird (Adar et al., 2008; Bischof et al., 1981; Matheson et al.,

2016). These song changes are di↵erent than the juvenile song learning process, yet

they still rely on auditory and non-auditory sensory information to drive alterations in

song production during the performance of an ethological behavior (courtship song).

Prior studies have associated changes in neural activity in the AFP with the social

modulation of song (Kao et al., 2005; Kao and Brainard, 2006). Our results suggest

that the AFP might specifically be involved in processing the non-auditory signals

during female-directed song to drive changes in vocal motor output.

Song is a courtship behavior crucial for the mating process, and prior research has

shown that songbird courtship depends on multimodal sensory interactions (Huang

and Hessler, 2008; Ota et al., 2018, 2015). For instance, songbird courtship not

only entails the acoustic performance of song, but also is accompanied by visual

displays, such as dancing, hopping, and postural realignment. Little is known about

whether and how songbird brains encode the multimodal sensory feedback involved

in courtship behavior to guide changes to future motor output. Our results that the

AFP is involved in processing non-auditory sensory information to drive adaptive
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changes to song (an important part of courtship behavior) suggest the AFP might

play a role in processing information related to non-vocal elements of courtship.

3.3 Future directions

Our results indicating that songbird dopaminergic neural circuitry is necessary for

processing both auditory and non-auditory feedback to drive vocal learning raises

the important question of how the dynamics of dopaminergic neural activity encode

information relevant for this sensorimotor process. Here, I will outline specific future

experiments that could address this broader question. I propose to record electrophys-

iological signals from individual dopamine neurons (Section 3.3.1), to record dynamics

of dopamine release in downstream brain regions (Section 3.3.2), and to assess the cor-

relation between dopaminergic neural dynamics and individual variability in learning

magnitude (Section 3.3.3). Finally, I will speculate on potential future experiments

outside of the realm of studying dopaminergic neural dynamics (Section 3.3.4).

3.3.1 VTA neuron encoding of auditory and non-auditory

feedback

Our results indicating that songbird dopaminergic neural circuitry is necessary for pro-

cessing both auditory and non-auditory sensory cues raises the question of whether

and how individual dopamine neurons encode these di↵erent forms of sensory infor-

mation. There is a rich literature on how individual dopaminergic neurons encode

reinforcement signals and promote learning. As explained in detail in Section 1.1.2,

the firing rate of dopamine neurons in the ventral tegmental area (VTA) of mammals

phasically increases or decreases when an animal receives a better-than-expected or

worse-than-expected outcome, respectively (Schultz, 1998; Schultz and Dickinson,

2000; Schultz, 2017; Schultz et al., 1997). In songbirds, midbrain dopamine neu-



107

Figure 3.1: Conclusions and future experiments. A. Our experiments demonstrated that
non-auditory input can drive vocal learning and that this non-auditory form of vocal learn-
ing is dependent on AFP circuitry. B. One potential hypothesis for how VTA dopamine
neurons convey auditory and non-auditory reinforcing signals. Under this hypothesis, sep-
arate populations of VTA dopamine neurons encode auditory and non-auditory cues. C.
Under this second hypothesis, the same populations of VTA dopamine neurons encode both
auditory and non-auditory cues. D. Hypotheses for how dopaminergic input to the AFP
may encode a learning signal and how this may result in intra-individual variability in the
magnitude of song learning. Top figure shows a song spectrogram. The syllable being tar-
geted during separate shock and white noise experiments is outlined. Middle figure shows
an example of hypothesized data that would result from doing recordings of dopaminer-
gic neural activity during ongoing song performance during these learning experiments.
Dopaminergic neural activity could be measured by fiber photometry or electrophysiology
of dopamine cell bodies in VTA, or by measuring extracellular dopamine concentration with
optical sensors, such as dLight. In this hypothesized example, this bird has larger upwards
deflections in DA activity when escaping white noise and larger downwards deflections when
hit by white noise as compared to shock. Bottom figure shows example data from the hy-
pothesized example described previously demonstrating the behavioral results of the song
learning experiments (both shock and white noise). In this case, the bird learns to a greater
magnitude during white noise experiments as compared to shock experiments. One could
also envision an experimental result where neural activity is more sensitive to shock and
the bird’s behavioral experiments demonstrate greater learning during shock experiments
compared to white noise.
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rons respond in a similar fashion – they are phasically suppressed when a songbird

hears distorted auditory feedback (a worse-than-expected result) and are phasically

activated when the songbird does not hear expected distorted auditory feedback (a

better-than-expected result) (Gadagkar et al., 2016; Chen et al., 2019). However, the

neurons recorded in this paper were only studied in the context of auditory feedback,

and they only represent a fraction of the total number of neurons found in songbird

VTA. This leaves open the question of whether the same neurons that encode auditory

performance error also encode non-auditory information crucial for vocal learning, or

if entirely separate subpopulations of VTA dopamine neurons encode auditory and

non-auditory sensory feedback signals.

I propose that future experiments should investigate this open question by per-

forming electrophysiological recordings of individual songbird VTA dopamine neurons

while engaging in a white noise (auditory) feedback paradigm. Then, in the same in-

dividual songbirds, one could also perform the electric shock feedback paradigm while

continuing to record from the same individual VTA dopamine neurons. I hypothesize

two likely outcomes may arise from these experiments. One outcome would be that

some individual dopamine neurons respond (their activity is phasically suppressed or

activated during hits or escapes, respectively) during only the white noise training

paradigm, and other dopamine neurons respond during only the electric shock training

paradigm. This result would suggest that separate subpopulations of VTA dopamine

neurons encode separate forms of sensory feedback (Fig. 3.1 B). An alternative result

would be that the same individual dopamine neurons respond to both the white noise

and electric shock training paradigms, which would suggest that the same subpopula-

tions of VTA dopamine neurons encode di↵erent sources of sensory feedback (Fig. 3.1

C). Recent work has shown that mammalian dopamine neurons within the SNc and

VTA receive anatomical projections from a wide variety of other brain regions, includ-

ing motor, somatosensory, medial prefrontal, cingulate, and orbitofrontal cortices, as
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well as lateral hypothalamus, preoptic areas, the diagonal band of Broca, and amyg-

dala (Watabe-Uchida et al., 2012). This suggests that VTA dopamine neurons are

well positioned anatomically to integrate information from di↵erent sensory sources.

Also, recordings of neural activity of individual VTA dopamine neurons were made

during the performance of behavioral tasks that involved reward, decision making,

movement, and navigation (Engelhard et al., 2019). These recordings revealed that

some individual dopamine neurons encode multiple task parameters in addition to en-

coding reward, and others preferentially encode specific non-reward task parameters,

suggesting that VTA dopamine neurons display specialized responses to non-reward

task parameters. Therefore, both hypotheses of mechanisms of VTA encoding of au-

ditory and non-auditory feedback to drive songbird vocal learning seem plausible and

warrant further investigation.

3.3.2 Dopamine release in Area X as a mechanism for electric

shock and white noise learning

In addition to electrophysiological recordings of individual VTA dopamine neurons

during electric shock and white noise training, one could measure dopaminergic input

to Area X during these learning paradigms to assess how dynamics of dopamine

release in Area X correlate with vocal learning. Prior work has demonstrated that

Area X overall is required for vocal learning in response to white noise feedback (Ali

et al., 2013). More targeted experiments demonstrated that dopaminergic input to

Area X is required for vocal learning in response to white noise feedback (Ho↵mann

et al., 2016). Our results demonstrate that dopaminergic input to Area X also plays a

necessary role in vocal learning in response to non-auditory, electric shock feedback.

Therefore, measuring how patterns of dopaminergic release into Area X change during

vocal learning could point to a potential neural mechanism underlying the expression

of learning during these experiments. To record dopaminergic input to Area X during
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vocal learning experiments, one could perform fiber photometry. Fiber photometry is

another relatively new recording technique, which entails the expression of GCaMP in

neurons in specific brain regions (as explained earlier) (Gunaydin et al., 2014). Fiber

optic cables are then implanted in the brain and can record the fluorescent signal of

GCaMP, but instead of recording fluorescent signal in the cell body, one can place

the fiber optic cable in downstream brain regions and record fluorescence from the

axon terminals of projection neurons in this region. This allows for the recording of

genetically and topographically defined subsets of neurons. One could perform this

technique to record the neural activity of dopaminergic axon terminals in Area X

during behavioral experiments. I hypothesize that the activity of dopaminergic axon

terminals in Area X would show similar patterns of activity as previously described

– phasic activation on trials when white noise or electric shock feedback is withheld

and phasic suppression on trials when white noise or electric shock is provided.

The dynamics of VTA dopamine neuron firing and dopamine release in basal gan-

glia may separately encode di↵erent aspects of behavior relevant for motor learning.

Exciting recent work has tested this hypothesis by performing challenging recording

techniques in behaving animals to assess how the dynamics of dopamine neural activ-

ity and dopamine release in downstream regions correlate with the learning and per-

formance of a complex behavior (Mohebi et al., 2019). Specifically, these researchers

simultaneously recorded both electrophysiological signals from dopamine neuron cell

bodies in VTA and dopamine concentrations in downstream brain regions during

a behavioral training task known as an operant bandit task (Mohebi et al., 2019).

This behavioral paradigm involves motivation to engage in the task, decision-making,

and reward (Hamid et al., 2016). The measurement of dopamine concentrations in

brain regions downstream of VTA during behavior was performed using cutting-edge,

genetically-encoded optical sensors (dLight1) that release increased fluorescent signal

when dopamine receptor proteins are bound by dopamine molecules (Patriarchi et al.,
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2018). This allows for high-speed, high-resolution recording of dopamine dynamics

in neural networks in behaving animals. This study revealed that dopamine neuron

firing, when measured via electrophysiology of cell bodies in VTA, displayed activ-

ity patterns consistent with the encoding of reward prediction error (Mohebi et al.,

2019). Surprisingly, downstream dopamine release, measured either through voltam-

metry or with the high-speed dopamine indicators (dLight1), encoded value-related

information, like reward expectation, and not reward prediction error. These results

show that the dynamics of dopamine cell spiking and dopamine release from axon

terminals di↵er, and that they encode di↵erent aspects of behavior that can guide

motor learning. Further, these results suggest that dopamine release in brain regions

downstream of VTA may be sculpted by local neural circuits to serve di↵erent behav-

ioral functions. Therefore, future studies in songbirds should record dopamine cell

body spiking in VTA (Gadagkar et al., 2016) as well as dopamine release in Area X

(Patriarchi et al., 2018) to see how dopamine cell spiking and dopamine release cor-

relate with di↵erent aspects of vocal learning. I hypothesize that dopamine release

in songbird brain regions downstream from VTA may encode information relevant

for song learning other than performance error, which is encoded by VTA cell fir-

ing (Gadagkar et al., 2016). Further, I hypothesize that di↵erent brain regions will

shape the dynamics of dopamine release to encode di↵erent aspects of song learning.

For example, dopamine release in HVC (a songbird brain region important for con-

trolling the timing of song) may encode information more related to timing, such as

syllable duration, inter-syllable gap duration, or song sequences (Long and Fee, 2008;

Hahnloser et al., 2002).

3.3.3 Neural correlates of individual variability in learning

Individual variability in learning has been observed across species, but it is unclear

how specific patterns of neural activity within thalamocortical-basal ganglia circuits
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contribute to individual variability in motor output. In our studies, we observed

both inter-individual variability in the expression of vocal learning (di↵erences in

the magnitude of learning between birds undergoing the same learning paradigm)

and intra-individual variability in learning (di↵erences in the magnitude of learning

within the same bird undergoing di↵erent learning paradigms) (Fig. 2.2 F, see Sec-

tion 2.4.1). By performing the behavioral learning paradigms described here (electric

shock-driven learning and white noise-driven learning) while recording neural activity

in the brain regions necessary for the expression of learning during these experiments,

one could assess the patterns of neural activity that correlate with individual variabil-

ity in learning. In these proposed experiments, one could record dopaminergic neural

activity in a variety of ways: fiber photometry to measure bulk activity of dopaminer-

gic neuron axons in Area X, electrophysiological recordings of Area X-projecting VTA

dopamine neurons, or dLight recordings of dopamine concentration in Area X (Fig.

3.1 D). Dopaminergic neurons that project to Area X convey performance error sig-

nals – they are phasically suppressed by auditory reinforcing cues and are phasically

activated during the performance of a song syllable when a predicted auditory rein-

forcement cue does not occur (Gadagkar et al., 2016). I hypothesize similar signals

would be observed when similar experiments are performed using auditory feedback

and non-auditory feedback. I hypothesize that an individual bird’s dopaminergic

neural circuits may be more sensitively tuned to responding to auditory cues (white

noise) than to non-auditory cues (electric shock), and, in this hypothetical experi-

ment, I would see a greater magnitude of phasic suppression of dopaminergic activity

in response to white noise than in response to electric shock and a greater magni-

tude of phasic activation in response to escapes from white noise than in response to

escapes from electric shock (Fig. 3.1 D, middle). I further hypothesize that in this

case, where dopamine neurons respond stronger to white noise than they do to shock,

I might observe a greater magnitude of learning in response to white noise than in
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response to electric shock (Fig. 3.1 D, middle). In the subset of birds that learn

more in response to electric shock than they do in response to white noise (Fig. 3.1

D, bottom), I might observe that dopaminergic activity responds more strongly to

electric shock than to white noise. A significant correlation between the magnitude of

dopaminergic activity and the magnitude of learning would suggest a potential neural

mechanism underlying intra-individual variability in learning.

3.3.4 Studying other neural systems involved in sensorimo-

tor learning

So far, I have proposed a detail series of experiments to dissect how di↵erent aspects of

dopaminergic neural signaling underlie vocal motor learning. However, dopaminergic

neural dynamics are only one of many possible aspects of this dissertation that warrant

further investigation in the future. Therefore, I will briefly describe two examples of

additional lines of future research that could assess how vocal learning neural systems

shape behavior.

Our studies have revealed that dopaminergic input to songbird basal ganglia is

important for auditory and non-auditory vocal learning, yet it remains unclear how

other neurochemical pathways may also guide these processes. The cholinergic sys-

tem, for example, is a key component of basal ganglia signaling (Graybiel, 1998)

plays an important role in motor learning in mammals (Conner et al., 2003, 2005,

2010). The songbird cholinergic system shapes songbird vocal behavior. For in-

stance, experimental activation of this system in behaving adult songbirds produced

an number of changes to song production, including an increase in syllable pitch,

amplitude, duration, and stereotypy (Ja↵e and Brainard, 2020). However, the role

the songbird cholinergic system plays in vocal learning is not fully understood. Area

X contains cholinergic interneurons, which may sculpt the neural activity of Area X

projection neurons during behavior and thereby shape the neural signaling involved
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in vocal learning (Woolley and Kao, 2015; Farries and Perkel, 2002; Goldberg et al.,

2010; Goldberg and Fee, 2010). Future studies should assess the contributions of

the cholinergic system for vocal learning by first selectively manipulating cholinergic

interneurons in Area X during auditory and non-auditory vocal learning paradigms.

One could inject chemical antagonists of cholinergic signaling within Area X during

auditory and non-auditory vocal learning experiments to assess the necessity of the

cholinergic in underlying these two forms of vocal learning. I hypothesize that block-

ing cholinergic signaling will impair both auditory and non-auditory vocal learning. If

this manipulation only impaired one form of vocal learning (auditory or non-auditory),

it would suggest that di↵erent neurochemical pathways process di↵erent streams of

sensory information to guide learning. One could also inject chemical agonists to see

if enhancing cholinergic signaling in Area X also enhances the learning process. I hy-

pothesize that injection of cholinergic agonists in Area X will drive larger magnitudes

of adaptive pitch changes in songbirds undergoing auditory and non-auditory guided

vocal learning experiments. Finally, future experiments should perform electrophys-

iological recordings of cholinergic interneurons within Area X during auditory and

non-auditory vocal learning (Goldberg et al., 2010; Goldberg and Fee, 2010) to assess

how patterns of neural activity in this system encode aspects of behavior relevant for

motor learning.

Another important area of future research could study the neural circuit mech-

anisms for non-vocal, multimodal, ethological behaviors. Courtship is a songbird

behavior that involves information from a variety of sensory sources. The production

of courtship behaviors involves producing acoustic behaviors (birdsong) as well as

non-acoustic behaviors (dances, head bobs, taps) (Zann, 1996; Williams, 2001). Also,

feedback from female birds as males perform courtship behaviors involves multiply

sensory modalities (Galoch and Bischof, 2006, 2007; Ota et al., 2015). The neural

mechanisms underlying this ethological, multimodal behavior are unclear. Future
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experiments should therefore elucidate the neural circuit underpinnings of courtship

behavior. For example, one could first lesion brain regions hypothesized to underlie

the acoustic elements of courtship behavior, like Area X (Leblois et al., 2010; Muru-

gan et al., 2013; Simonyan et al., 2012; Sasaki et al., 2006), and observe any potential

changes in non-acoustic aspects of courtship behavior, such as dancing, head bobbing,

or posture. I hypothesize that brain areas previously thought to underlie auditory

information relevant for courtship will also be required for non-auditory elements

of the behavior. Further, one could perform electrophysiological recordings in these

brain regions during courtship to assess how patterns of neural activity correlate with

dancing, tapping, and other non-vocal courtship behaviors.

More broadly, future experiments performed in humans could help assess the rele-

vance of the work described in this dissertation across species. Our results, described

in Chapter 2, demonstrate that non-auditory sources of information are su�cient

to drive vocal learning and that a vocal neural pathway is important for processing

this non-auditory feedback to guide vocal learning in songbirds. We suggest, due to

the similarities between songbird song learning and human speech acquisition, that

non-auditory information may be important for the human speech learning process.

Further, due to the numerous analogies between songbird and human vocal brain

circuits, we suggest that human vocal pathways may process non-auditory sources

of information to guide speech acquisition. This may play an important role in en-

coding social interactions involved in speech learning. Future experiments could test,

through fMRI or other brain recording methods, whether the human vocal pathway

is important for processing social interactions involved in speech learning.
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Helduser, S., S. Cheng, and O. Güntürkün (2013). Identification of two forebrain

structures that mediate execution of memorized sequences in the pigeon. Journal

of neurophysiology 109 (4), 958–968.

Hessler, N. A. and A. J. Doupe (1999). Social context modulates singing-related

neural activity in the songbird forebrain. Nature neuroscience 2 (3), 209–211.

Hickok, G. and D. Poeppel (2007). The cortical organization of speech processing.

Nature reviews neuroscience 8 (5), 393–402.

Hikosaka, O., H. Nakahara, M. K. Rand, K. Sakai, X. Lu, K. Nakamura, S. Miyachi,

and K. Doya (1999). Parallel neural networks for learning sequential procedures.

Trends in neurosciences 22 (10), 464–471.

Hikosaka, O., K. Nakamura, K. Sakai, and H. Nakahara (2002). Central mechanisms

of motor skill learning. Current opinion in neurobiology 12 (2), 217–222.

Hikosaka, O., M. K. Rand, S. Miyachi, and K. Miyashita (1995). Learning of se-

quential movements in the monkey: process of learning and retention of memory.

Journal of neurophysiology 74 (4), 1652–1661.

Ho, A. K., R. Iansek, C. Marigliani, J. L. Bradshaw, and S. Gates (1998). Speech

impairment in a large sample of patients with parkinson’s disease. Behavioural

neurology 11 (3), 131–137.

Ho↵mann, L. A., V. Saravanan, A. N. Wood, L. He, and S. J. Sober (2016). Dopamin-

ergic contributions to vocal learning. Journal of Neuroscience 36 (7), 2176–2189.



130

Hoover, J. E. and P. L. Strick (1999). The organization of cerebellar and basal ganglia

outputs to primary motor cortex as revealed by retrograde transneuronal transport

of herpes simplex virus type 1. Journal of Neuroscience 19 (4), 1446–1463.

Hosp, J. A. and A. R. Luft (2013). Dopaminergic meso-cortical projections to m1:

role in motor learning and motor cortex plasticity. Frontiers in neurology 4, 145.

Hosp, J. A., A. Pekanovic, M. S. Rioult-Pedotti, and A. R. Luft (2011). Dopaminergic

projections from midbrain to primary motor cortex mediate motor skill learning.

Journal of Neuroscience 31 (7), 2481–2487.

Houde, J. F. and M. I. Jordan (1998). Sensorimotor adaptation in speech production.

Science 279 (5354), 1213–1216.

Howell, P. and A. Archer (1984). Susceptibility to the e↵ects of delayed auditory

feedback. Perception & Psychophysics 36 (3), 296–302.

Huang, V. S., A. Haith, P. Mazzoni, and J. W. Krakauer (2011). Rethinking motor

learning and savings in adaptation paradigms: model-free memory for successful

actions combines with internal models. Neuron 70 (4), 787–801.

Huang, Y.-C. and N. A. Hessler (2008). Social modulation during songbird courtship

potentiates midbrain dopaminergic neurons. PloS one 3 (10), e3281.

Ikebuchi, M., S. Nanbu, K. Okanoya, R. Suzuki, and H.-J. Bischof (2013). Very

early development of nucleus taeniae of the amygdala. Brain, Behavior and Evo-

lution 81 (1), 12–26.

Immelmann, K. (1969). Song development in the zebra finch and other estrildid

finches. Bird vocalizations , 61–77.

Izawa, J. and R. Shadmehr (2011). Learning from sensory and reward prediction

errors during motor adaptation. PLoS Comput Biol 7 (3), e1002012.



131

Jacobs, B. L. (1986). Single unit activity of locus coeruleus neurons in behaving

animals. Progress in neurobiology 27 (2), 183–194.

Ja↵e, P. I. and M. S. Brainard (2020). Acetylcholine acts on songbird premotor

circuitry to invigorate vocal output. Elife 9, e53288.

Jankovic, J. (2008). Parkinson’s disease: clinical features and diagnosis. Journal of

neurology, neurosurgery & psychiatry 79 (4), 368–376.

Jankovic, J. and M. Stacy (2007). Medical management of levodopa-associated motor

complications in patients with parkinson’s disease. CNS drugs 21 (8), 677–692.

Jarvis, E. D. (2004). Learned birdsong and the neurobiology of human language.

Annals of the New York Academy of Sciences 1016, 749.

Jarvis, E. D. (2007). Neural systems for vocal learning in birds and humans: a

synopsis. Journal of Ornithology 148 (1), 35–44.

Jarvis, E. D. (2019). Evolution of vocal learning and spoken language. Sci-

ence 366 (6461), 50–54.
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Krützfeldt, N. O. and J. M. Wild (2004). Definition and connections of the entopal-

lium in the zebra finch (taeniopygia guttata). Journal of Comparative Neurol-

ogy 468 (3), 452–465.

Kubikova, L., K. Wada, and E. D. Jarvis (2010). Dopamine receptors in a songbird

brain. Journal of Comparative Neurology 518 (6), 741–769.

Kuebrich, B. and S. Sober (2015). Variations on a theme: Songbirds, variability, and

sensorimotor error correction. Neuroscience 296, 48–54.



135

Kuhl, P. K. (2007). Is speech learning ‘gated’by the social brain? Developmental

science 10 (1), 110–120.

Kuhl, P. K. and A. N. Meltzo↵ (1996). Infant vocalizations in response to speech:

Vocal imitation and developmental change. The journal of the Acoustical Society

of America 100 (4), 2425–2438.

Kuhl, P. K., F.-M. Tsao, and H.-M. Liu (2003). Foreign-language experience in

infancy: E↵ects of short-term exposure and social interaction on phonetic learning.

Proceedings of the National Academy of Sciences 100 (15), 9096–9101.

Lackner, J. R. and P. Dizio (1994). Rapid adaptation to coriolis force perturbations

of arm trajectory. Journal of neurophysiology 72 (1), 299–313.

Lai, C. S., D. Gerrelli, A. P. Monaco, S. E. Fisher, and A. J. Copp (2003). Foxp2

expression during brain development coincides with adult sites of pathology in a

severe speech and language disorder. Brain 126 (11), 2455–2462.

Lametti, D. R., S. M. Nasir, and D. J. Ostry (2012). Sensory preference in speech

production revealed by simultaneous alteration of auditory and somatosensory feed-

back. Journal of Neuroscience 32 (27), 9351–9358.

Lammel, S., B. K. Lim, C. Ran, K. W. Huang, M. J. Betley, K. M. Tye, K. Deisseroth,

and R. C. Malenka (2012). Input-specific control of reward and aversion in the

ventral tegmental area. Nature 491 (7423), 212–217.

Leblois, A., B. J. Wendel, and D. J. Perkel (2010). Striatal dopamine modulates

basal ganglia output and regulates social context-dependent behavioral variability

through d1 receptors. Journal of Neuroscience 30 (16), 5730–5743.

LeDoux, J. E., P. Cicchetti, A. Xagoraris, and L. M. Romanski (1990). The lateral



136

amygdaloid nucleus: sensory interface of the amygdala in fear conditioning. Journal

of neuroscience 10 (4), 1062–1069.

Lee, B. S. (1950). E↵ects of delayed speech feedback. The Journal of the Acoustical

Society of America 22 (6), 824–826.

Leonardo, A. and M. Konishi (1999). Decrystallization of adult birdsong by pertur-

bation of auditory feedback. Nature 399 (6735), 466–470.

Li, X. and E. Jarvis (2001). Sensory-and motor-driven bdnf expression in a vocal

communication system. Soc Neurosci Meet 31 (538.8).

Lieberman, P., E. Kako, J. Friedman, G. Tajchman, L. S. Feldman, and E. B. Jiminez

(1992). Speech production, syntax comprehension, and cognitive deficits in parkin-

son’s disease. Brain and language 43 (2), 169–189.

Liotti, M. and L. Ramig (2003). Improvement of voicing in patients with parkinson’s

disease by speech therapy. Neurology 61 (9), 1316–1317.

Lipkind, D., G. F. Marcus, D. K. Bemis, K. Sasahara, N. Jacoby, M. Takahasi,

K. Suzuki, O. Feher, P. Ravbar, K. Okanoya, et al. (2013). Stepwise acquisition of

vocal combinatorial capacity in songbirds and human infants. Nature 498 (7452),

104–108.

Liu, H., E. Q. Wang, L. V. Metman, and C. R. Larson (2012). Vocal responses to

perturbations in voice auditory feedback in individuals with parkinson’s disease.

PloS one 7 (3), e33629.

Liu, W.-c., J. Kohn, S. K. Szwed, E. Pariser, S. Sepe, B. Haripal, N. Oshimori,

M. Marsala, A. Miyanohara, and R. Lee (2015). Human mutant huntingtin disrupts

vocal learning in transgenic songbirds. Nature neuroscience 18 (11), 1617.



137

Locke, J. L. and C. Snow (1997). Social influences on vocal learning in human and

nonhuman primates.

Long, M. A. and M. S. Fee (2008). Using temperature to analyse temporal dynamics

in the songbird motor pathway. Nature 456 (7219), 189–194.

Lotharius, J. and P. Brundin (2002). Pathogenesis of parkinson’s disease: dopamine,

vesicles and alpha-synuclein. Nature reviews neuroscience 3 (12), 932–942.

Luft, A. R., M. M. Buitrago, T. Ringer, J. Dichgans, and J. B. Schulz (2004). Motor

skill learning depends on protein synthesis in motor cortex after training. Journal

of Neuroscience 24 (29), 6515–6520.

Luo, M. and D. J. Perkel (1999a). A gabaergic, strongly inhibitory projection to a

thalamic nucleus in the zebra finch song system. Journal of Neuroscience 19 (15),

6700–6711.

Luo, M. and D. J. Perkel (1999b). Long-range gabaergic projection in a circuit

essential for vocal learning. Journal of Comparative Neurology 403 (1), 68–84.

Machado, A. S., D. M. Darmohray, J. Fayad, H. G. Marques, and M. R. Carey (2015).

A quantitative framework for whole-body coordination reveals specific deficits in

freely walking ataxic mice. Elife 4, e07892.

Malenka, R. C. and R. A. Nicoll (1999). Long-term potentiation–a decade of progress?

Science 285 (5435), 1870–1874.

Mann, N., P. Slater, L. Eales, and C. Richards (1991). The influence of visual

stimuli on song tutor choice in the zebra finch, taeniopygia guttata. Animal Be-

haviour 42 (2), 285–293.

Marler, P. (1970). Birdsong and speech development: Could there be parallels?



138

there may be basic rules governing vocal learning to which many species conform,

including man. American scientist 58 (6), 669–673.

Martin, T., J. Keating, H. Goodkin, A. Bastian, and W. Thach (1996). Throwing

while looking through prisms: I. focal olivocerebellar lesions impair adaptation.

Brain 119 (4), 1183–1198.

Matheson, L. E., H. Sun, and J. T. Sakata (2016). Forebrain circuits underlying

the social modulation of vocal communication signals. Developmental neurobiol-

ogy 76 (1), 47–63.

Mathis, M. W., A. Mathis, and N. Uchida (2017). Somatosensory cortex plays an

essential role in forelimb motor adaptation in mice. Neuron 93 (6), 1493–1503.

Matsumoto, N., T. Hanakawa, S. Maki, A. M. Graybiel, and M. Kimura (1999).

Nigrostriatal dopamine system in learning to perform sequential motor tasks in a

predictive manner. Journal of neurophysiology 82 (2), 978–998.

Mayer, U., O. Rosa-Salva, J. L. Loveland, and G. Vallortigara (2019). Selective

response of the nucleus taeniae of the amygdala to a naturalistic social stimulus in

visually naive domestic chicks. Scientific reports 9 (1), 1–10.

McGurk, H. and J. MacDonald (1976). Hearing lips and seeing voices. Na-

ture 264 (5588), 746–748.

Medina, L. and A. Reiner (1995). Neurotransmitter organization and connectivity

of the basal ganglia in vertebrates: implications for the evolution of basal ganglia

(part 1 of 2). Brain, behavior and evolution 46 (4-5), 235–246.

Medina, L. and A. Reiner (2000). Do birds possess homologues of mammalian primary

visual, somatosensory and motor cortices? Trends in neurosciences 23 (1), 1–12.



139

Mello, C. V. and D. F. Clayton (1994). Song-induced zenk gene expression in auditory

pathways of songbird brain and its relation to the song control system. Journal of

Neuroscience 14 (11), 6652–6666.

Mello, C. V., D. S. Vicario, and D. F. Clayton (1992). Song presentation induces

gene expression in the songbird forebrain. Proceedings of the National Academy of

Sciences 89 (15), 6818–6822.

Meltzo↵, A. N. and M. K. Moore (1983). Newborn infants imitate adult facial ges-

tures. Child development , 702–709.

Miyachi, S., O. Hikosaka, K. Miyashita, Z. Kárádi, and M. K. Rand (1997). Di↵er-
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