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Abstract 

Single molecule study has been performed on the fluorescence emitted from organic dyes 

adsorbed on nanocrystalline films. The basic configuration of the study was rhodamine B 

(RB) and PDI derivative (PDI-P1) [N-octyl-1,7(3’,5’ di-tert-butylphenoxy)perylene-

3,4:4,10-bis(di-carboximide)-benzoic acid]  dyes adsorbed on the surfaces of various 

nanocrystalline substrates at extremely low surface number density ~ 0.06 molecule/µm2: 

nanocrystalline Antimony doped Tin Oxide (ATO, Sb:SnO2), glass, and nanocrystalline 

ZrO2 film. The nanocrystalline ATO substrate accepted an electron from the excited state 

of the single RB or PDI-P1 dye. Electron transfer (ET) to the glass and the 

nanocrystalline ZrO2 is not allowed energetically. Properly sampled single RB molecules 

on ATO had fluorescence lifetime distribution with average 0.7 ns. Typical average of 

single molecule fluorescence lifetime (SMFL) distribution of RB on glass or on ZrO2 

ranged from 3.0 to 3.4 ns. The significant reduction of lifetime by more than 2 ns is 

ascribed to the electron transfer from RB to ATO. Similarly, the average of SMFL 

distribution of PDI-P1 on ATO was 1.2 ns, while those on glass and on ZrO2 were 2.9 ns 

and 3.7 ns respectively. The lower limit of our SMFL detection was about 100 ps. 

Therefore, many molecules that had electron transfer channel in less than tens of 

picosecond time scale were not detectable due to their low quantum yields. The SMFLs 

of detected molecules in nanoporous film were controlled by not only the ET process but 

also nearby optical and dielectric environment. Local field correction and effective 

medium approximation theories were applied to the interpretation of the measured SMFL 

distributions. The glass was an ET-inactive substrate but it interacted with adsorbed dye 

in a peculiar way. There was a power loss through the air-glass surface depending on the 



  

orientation of emission dipole of a single molecule, which resulted in the finite lifetime 

distributions of RB and PDI-P1 dispersed on glass. The most probable dipole orientation 

of the dyes on glass was estimated to be about 65˚ from surface normal. The unique 

intensity fluctuations of RB on glass has been observed. We have accumulated new 

evidences and proposed a tentative conclusion that RB on glass forms multiple long lived 

dark states dynamically. We have occasionally seen interesting correlations between 

intensity trajectory and fluorescence lifetime trajectory mostly for PDI-P1 single 

molecules adsorbed on the substrates. The correlations were ascribed to the conformation 

fluctuation pivoted on the rigid surfaces.  
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Chapter 1. Overview of Single Molecule Study of Fluorescence from 

Organic Dyes at Interfaces 

 

Lineage of Single Molecule Detection 

Single molecule detection (SMD) is a unique method of probing the spectroscopic nature 

of a chromophore with ultimately high spatial resolution1-15. It is regarded as the only 

technique that can eliminate ensemble averaging completely16. In the early stage of the 

SMD, people implemented the SMD as a method complementary to other line narrowing 

techniques, e.g. hole burning17 and photon echo18,19, to understand the fundamental 

dynamics of an amorphous solid in cryogenic temperature. Both the hole burning and 

photon echo could eliminate the inhomogeneous broadening of probe chromophores and 

measured homogeneous broadening resulting from the intrinsic dynamics of the 

interaction between chromophore and glassy environment. However, both techniques still 

measured the ensemble averages, which could be overcome by SMD. The first detection 

of single molecule was achieved by Moerner and Kador in 1989. They took the 

absorption spectrum of single pentacene molecule embedded in p-terphenyl single 

crystal6. In 1990, Orrit and Bernard took a fluorescence excitation spectrum of the same 

system20. Betzig and Chichester first addressed the single molecules individually in room 

temperature by near-field scanning optical microscopy (NSOM) in 199321. Their 

milestone work contributed to the shaping into modern SMD despite the perturbation of 

fluorescence by NSOM tip22. In 1994, Nie et al. first made the far-field observation of 

single molecules flowing through a diffraction limited excitation volume using confocal 

microscope23. The current SMD setups are not so different from their framework. The 
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wide-field SMD microscopy has evolved extensively in many ultra-sensitive and high-

resolution experiments: fluorescence correlation spectroscopy10,24-26, fluorescence 

resonance energy transfer27-32, surface enhanced raman spectroscopy33-35, etc. In 1997, Lu 

and Xie published an important study on the interfacial electron transfer by the SMD of 

fluorescence emitted from the electron donating Cresyl Violet molecules adsorbed on an 

electron accepting indium tin oxide film1. In the conventional ways, the interfacial ET 

dynamics has been observed as a multi-component dynamics due to the strong surface 

heterogeneity36-38. Including the interfacial ET, not much is known and observed about 

the nature of single molecules adsorbed on a rigid surface. The goal of our study in this 

thesis is to elucidate the single molecule phenomena in several selected optical 

environments. 

 

Theoretical Background 

Conventional theories about molecular radiation will be presented in Chapter 2. The 

concepts of fluorescence lifetime, radiative, non-radiative lifetime, and quantum yield are 

useful in understanding the observations made in this study. Special attention is paid to 

the radiative decay lifetime. The non-radiative decay rates of the dyes used in this study, 

rhodamine B and PDI-P1, were much slower than the radiative decay rates in our 

experimental conditions; the quantum yield of them were assumed to be close to 1 

without extra de-activation channels of electronic excited state39-42. As a result, the 

measured fluorescence decay rate was the sum of the rates of the radiatve decay and the 

extra decay channels such as electron transfer; or the measured fluorescence was just the 

radiative decay in the inert environment. The radiative decay rate of any dye is known to 
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change depending on the optical and dielectric properties of surrounding medium39,43-46. 

Several theoretical models have been applied to the estimation of the radiative lifetime: 

local field correction43-45, effective medium approximation47,48, and dipole orientation 

effect at interface46,49. Those theories correct the radiative lifetime in vacuum for the 

refractive index (local field correction), filling factor of nanoparticles (effective medium 

approximation), and geometry (dipole orientation effect at interface) of surrounding 

medium of a single dye molecule. The radiative decay rate of the dye in vacuum can be 

calculated using the absorption and emission spectra of its solution50, or can be 

experimentally obtained by measuring quantum yield and fluorescence lifetime. It is 

necessary to apply the theoretical models to the single molecule study, because the single 

molecule fluorescence lifetime is sensitive to the microscopic heterogeneity of its 

environment.  

 

Methodology of Single Molecule Detection 

Careful cleaning, maintaining, and impurity-checking of substrate are required in SMD51. 

Burning, ozone-puring52 or wet-cleaning methods51 have been used depending on the 

substrates. Dye solution and its container have to be as clean as possible. Experimental 

setup for SMD was composed of laser, microscope, and detection parts. Home-built and 

commercial Femtosecond Ti:sapphire oscillators were used to implement the virtual 

delta-function excitation pulse. Two-photon2,53 or one-photon53 excitation were adapted 

depending on the signal sizes of the single molecules, background, and impurity. Because 

the detection of single molecule on a quenching substrate is usually limited by the 

number of photons recorded, a reliable fluorescence imaging and an automatic position-
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optimization of laser focus54 were implemented in our SMD system. In Chapter 3, several 

topics will be examined to understand and to confirm the high and reliable performance 

of time-correlated single photon counting technique of our SMD. Statistical consideration 

will be given to the verification of observing the single molecule, because the 

experimental verification is practically hard for daily experiments. As a result, surface 

number density of about 100 bright spots on 40 µm × 40 µm is considered to be a 

maximum number density allowed for qualified observation of individual molecules in 

this study. Due to the shortage of data amount of the SMD, the calculated single molecule 

fluorescence lifetime (SMFL) should be different from its true value. To quantify such a 

statistical fluctuation of SMFL, we prepared a series of never-bleaching virtual SMFL 

source, and built two plots: SMFL fluctuation vs. the magnitude of lifetime and SMFL vs. 

number of photons constituting a decay curve. We will show how those plots are referred 

to in verifying that a measured comparatively narrow SMFL distribution of RB on glass 

is not just a statistical broadening but a real one reflecting heterogeneity of dipole 

orientation of RB.  

 

SMD of RB on ATO 

Electron transfer from S1 state of rhodamine B to nanocrystalline ATO is energetically 

allowed37,55-57. The electron transfer competes with fluorescence reducing the lifetime of 

the fluorescence decay. The fluorescence decay contributed from many RB molecules 

adsorbed on ATO, so-called bulk decay, showed clear deviation from the single 

exponential decay dynamics. The non-exponential decay could be resolved into many 

individual single exponential decays originated from the single molecule junctions with 
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ATO surface1. The rate of each single molecule fluorescence decay depended primarily 

on its interfacial ET rate because the quenching effect of ET overwhelmed all the other 

factors that modified the fluorescence lifetime. The SMD of them has shown that the 

single exponential dynamics of fluorescence decay was going on at almost all the 

individual junctions; it means that the individual interfacial ET components followed the 

first order kinetics1,58,59. 

 The single molecule electron transfer rates are considered to be widely distributed 

from several picoseconds confirmed by transient IR absorption experiment. Given the 

fluorescence lifetime of nanoseconds without ET, our SMD could not see the single RB 

molecules injecting electron in picosecond timescale due to low quantum yield ~ 0.001. 

The observed RBs on ATO had slow ET rates around ~1 ns, which means that the 

observed SMFL distribution was a part of total distribution. As was mentioned in the 

previous paragraph, SMFL distribution could also be influenced by heterogeneous optical 

environment through the modification of radiative lifetime. To filter out all the non-ET 

effect and to see only the effect of ET on fluorescence lifetime of RB on ATO, we 

performed SMD of RB on nanocrystalline ZrO2 film. The ZrO2 was expected to work as 

a blank sample for ATO in terms of ET, because (1) the ET from RB excited state to 

ZrO2 conduction band is not energetically allowed37,56,60 and (2) its micsroscopic 

morphology and refractive index were similar to the ATO61. Surprisingly, we found that 

the SMFL distribution of RB on ET-inactive ZrO2 was much wider than instrument- and 

statistical fluctuation-limited lifetime dispersion. It was interpreted resultantly that the 

measured SMFL of the dye on ET-active nanoporous surface is the convolution of 

heterogeneous ET dynamics and the lifetime dispersion originated from the local field 
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correction as a function of heterogeneous effective refractive index. However, a definite 

comparison with theoretical model was not achieved due to the notion of possible 

contributions from (1) slow back electron transfer from the electron-filled conduction 

band or trap states to the unpaired HOMO during the excited state62 or (2) energy transfer 

to the surface plasmon of ATO nanoparticles63,64. 

 

SMD of RB on Glass 

The RB was deposited on glass surface and the SMD has been performed. Glass was an 

ET-inactive substrate. Being different from other nanoporous films, the glass surface is a 

comparatively flat and lossless dielectric surface. The satisfaction of the boundary 

condition between electromagnetic fields on both side of the air-glass interface allowed 

power loss through the evanescent field emitted from RB46,49,65. As a result, the radiative 

lifetime of single RB on glass changed depending on the emission dipole orientation, 

distance to the surface, and refractive indices near the interface. The RB is considered to 

have quantum yield 1 on glass surface and so the measured fluorescence lifetime was 

equal to its radiative lifetime. We measured the lifetime distribution of RB on glass 

surface and compared successfully with the predicted lifetime distribution with the help 

of local field correction. 

 

SMD of PDI-P1 on ATO and glass 

Similar results were obtained in the tests of PDI-P1 to those of RB. The quantum yield of 

the dye was measured and has been known to be 1, because its non-radiative decay 

channel would hardly be generated in normal condition. Therefore, the fluorescence 
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lifetime of PDI-P1 is considered to be the same as the radiative lifetime without extra 

quenching channels like ET. The modification of radiative lifetime of PDI-P1 is 

explained in the same way as the case of RB because the dependence of radiative lifetime 

on environment is assumed to be a purely optical process. The SMFL distribution of PDI-

P1 on ATO was a part of its total distribution because the molecules injecting electron in 

picosecond time scale was hard to be detected due to its low quantum yield. The shape of 

the measured distribution may depend on the intensity threshold of sampling in SMD: the 

lower the quantum yields of detected single molecules are, the shorter the SMFL 

distribution shifts to.  The SMD experiments with various sampling thresholds of PDI-P1 

molecules on ATO showed clear shift of lifetime distribution. The nanoporous ZrO2 was 

used as an ET-inactive matrix and the lifetime distribution of PDI-P1 was interpreted 

with the local field correction and effective medium approximation. PDI-P1 on glass 

showed single molecule lifetime distribution that could be explained with the dipole 

orientation effect but non-negligible number of molecules of long lifetime were also 

detected.  We compared bulk and SMD data more systematically. From the comparison, 

we confirmed the correspondence between the bulk measurement and SMD and the 

resolving power of SMD. The PDI was discerned from RB by the frequent observations 

of time-dependent SMFL fluctuations of single PDI-P1 on ATO and glass. The 

fluctuations were ascribed to the time-dependent conformational change of the adsorbed 

PDI-P1. 
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Chapter 2. Theory of Fluorescence Lifetime in Single Molecule 

Detection 

 

I. Introduction 

Fluorescence was first brought into scientific realm in 1852 by Sir George Stokes1. Since 

then, people have understood molecular photophysical and photochemical processes 

probed by the fluorescence that has high sensitivity and universality. Historically, single 

molecule detection had begun from detecting fluorescence of single molecule probably 

due to the overwhelmingly higher sensitivity of the fluorescence than other spectroscopic 

tools. The objective of SMD is to resolve the ensemble-averaged spatial heterogeneity of 

the characteristics of fluorescence. This point requires the new knowledge of the relation 

between the fluorescence of a probe molecule and the optical and geometrical property of 

environment.  

In the beginning, an elementary introduction to the various aspects of 

fluorescence is presented: definitions of the processes involved in the electronic 

transitions and their relations in the presence of electron transfer. Next, the local field 

correction and dipole orientation effect on the fluorescence decay rate are briefly 

introduced for their applications in later discussion sections about the unexpectedly broad 

distributions of measured SMFLs in several experimental situations. In the last section, a 

brief explanation of fitting method in this study is presented. 

 

II. Elements of Fluorescence 

Kinetics 
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The fluorescence is a part of energy release from a molecule after its electronic transition 

from ground state to excited state. The other de-excitation pathways and the fluorescence 

compete among themselves with their rates depending on the intrinsic property of the 

molecules and their environment1,2. Figure 2.1 is a well-known Perrin-Jablonski diagram 

showing the possible processes1. The electronic excitation, E, can be made by any kind of 

perturbation having energy corresponding to the energy gap between ground and excited 

states. In this work, the electronic excitation is induced only by the absorption of light. 

The efficiency of electronic transition is determined by the magnitude of transition dipole 

moment and Frank-Condon overlap. Upon excitation to the vibronic manifold of the first 

electronic excited state (S1), the molecule quickly relaxes to the lowest vibrational level 

of the first excited state (S1,ν=0; ν, vibrational quantum number) through vibration 

relaxation (VR), in the air or solution medium by the collision with bath molecules. 

Illuminated with shorter wavelength than that for excitation to S1, the molecules can be 

excited to Sn (n>1) states and again quickly relax to the S1,ν=0 via internal conversion (IC) 

and VR non-radiatively. Therefore, the excitation wavelength dependence of the 

subsequent photo-physical processes after relaxation to S1,ν=0 is negligible because they 

are much slower than the IC and the VR on excitation. 

The molecule in S1,ν=0 state relaxes to their ground state either radiatively or non-

radiatively. The fluorescence decay rate is the rate of population decay of the S1,ν=0 state. 

Therefore, the fluorescence decay rate constant kf is the sum of radiative (kr) and non-

radiative (knr) decay rate constants: 

 

 
nrrf kkk += (2.1) 
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Figure 2.1. Perrin-Jablonski diagram1. Most of photophysical pathways to the ground 

state after an electronic excitation E are shown schematically. S0, S1, S2, T1, and T2 are 

singlet ground state, singlet first and second excited state, triplet first and second excited 

state, respectively. Typical time scales of individual pathways are tabulated behind the 

diagram.  
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ISC: Intersystem crossing                      10-10 ~ 10-8 s 
VR: Vibrational relaxation                    10-12 ~ 10-10 s 
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The non-radiative decay rate from S1,ν=0 is a sum of the internal conversion (kIC) into high 

vibronic levels of S0 and intersystem crossing (kISC) into low-energy-lying triplet state. 

Then, Equation (2.1) becomes: 

 

                                                                           

Equation 2.2 is quite general for the chromophore interacting with surrounding medium 

thermally and statically without proton3 or electron transfer. However, the electron 

transfer from the electronic excited state to electron acceptor provides an additional non-

radiative de-excitation channel of S1,ν=0 when the chromophore is in close proximity to 

the electron acceptor as follows:  

 

                                                                    

 

 

where the 
fEk  and 

fk represent the fluorescence decay rate constants with and without 

electron transfer, respectively. The basic idea of fluorescence technique in electron 

transfer study is to find the ETk  by measuring 
fEk  with the separately acquired 

knowledge of fluorescence decay rate of non-interacting system 
fk . Often, the lifetime τ 

(=1/k) of corresponding process is mentioned more than its rate constant k. The relation 

equivalent to Equation 2.3 in terms of lifetime is: 

 

                                          

ISCICrf kkkk ++= (2.2) 
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where fEτ  is the measured fluorescence lifetime, fτ  is the fluorescence lifetime of non-

interacting system that may be measured from blank sample for the ET process, and ETτ  

is the characteristic time of ET. 

 

Quantum Yield 

Quantum yield is one of the most important photophysical data of a chromophore. It is 

not only the characteristic of a photon emitter but also a good indication showing the 

properties of environment and chromophore-environment interaction. The quantum yield 

( FΦ ) is defined as the ratio of the number of emitted photons to the number of absorbed 

photons. It can be expressed in a variety of forms using photophysical parameters as 

shown in Equation 2.5a and 2.5b1: 

 

                                                                

                              

 

 

where n is the refractive index of medium, S is the sensitivity constant of instrument, 

)(0 EI λ  is the excitation intensity at wavelength Eλ , )( EA λ  is the absorbance, and 

),( FEFI λλ  is the emission intensity measured at Fλ  when the excitation wavelength 

is Eλ . The n2 term is from the “
2

1

n
 correction” for the refraction of light due to the 

difference of refractive index of sample medium and detector medium4,5. The quantum 
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yield data is usually used in the quantitative estimation of non-radiative decay rate 

constant as a function of optical environment. ET rate constant is included in the non-

radiative decay rate constant for simplicity. In this study, it is especially informative in 

equating the fluorescence lifetime to the radiative lifetime because the yield of non-

radiative decay is frequently negligible in the dye system studied.  

The quantum yield can be estimated by the comparison with the reference sample 

of known quantum yield6,7 or by the direct measurement of absolute quantum yield8,9. 

The first method is more popular for the sake of convenience and readiness. The detailed 

method of quantum yield measurement is different from one to the next. The following 

simple comparison method can be used, if the detection system is well corrected for the 

wavelength dependence of sensitivity, is free of polarization effect, and the concentration 

of the solution is low enough (<0.1 OD) not to have inner filter effect1. The quantum 

yield expression in Equation 2.5b includes S and )(0 EI λ  values, which are inaccurate 

and not readily measurable, disappear by dividing the same equation of reference of 

known quantum yield, and we get a relation that has terms that are available from UV-

Vis and fluorescence emission test.  

 

                 

 

Here nR is the refractive index of the reference medium, )( ERA λ  is the absorbance of 

reference, )( , FEFRI λλ  is the emission intensity of reference measured at Fλ  when the 

excitation wavelength is Eλ , and FRΦ  is the known quantum yield of reference.  

FR

FFEFR
)(A

R

FFEF
)(A

F

d),(I)(n

d),(I)(n

E

ER

Φ
−

−
=Φ ∫

∫
∞

−

∞
−

0

2

0

2

101

101

λλλ

λλλ
λ

λ

(2.7) 



 19 

 As an alternative way, we can find the quantum yield by measuring fluorescence 

lifetime and calculating the radiative lifetime using Equation 2.5a and the Strickler-Berg 

equation in Equation 2.710,11. The inverse of radiative decay lifetime is: 

 

                    

 

where ,  ( )ν~F  is the emission spectrum in arbitrary unit as a function of wave number. 

( )νε ~  is the molar absorption coefficient spectrum as a function of wave number. n is the 

refractive index of solvent used when measuring emission and absorption spectrum. This 

method was used in the past and the expression in Equation 2.7 does not include the 

modern treatment of the interaction between chromophore and medium. However, it has 

been reported that the quantum yield measured by this method is in good agreement with 

the reference comparison method in our and previous works7,12.  

 

III. Radiative Lifetime Dependence on Optical Environment 

The fluorescence decay rate constant 
fEk  in Equation 2.3 changes when the 

chromophore or its surrounding medium changes. Each term in the right side of Equation 

2.3 depends on both chromophore and medium. In other words, no term in Equation 2.3 

depends only on either chromophore or medium. Therefore, when the fluorescence 

lifetime measurement is performed in different conditions, it is often not clear what kind 

of process is involved with what extent unless one of the possible processes dominates 

the de-excitation of the excited state. To correctly interpret the change of fluorescence 

lifetime, it is necessary to understand and to determine quantitatively all the possible 
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sources of lifetime change. The non-radiative decay rate knr is often much slower than 

radiative decay rate in the organic dyes that are used in the single molecule experiments. 

In that case, the non-radiative decay rate can be safely approximated to zero, and the 

radiative lifetime becomes an important parameter to know and to be compared with the 

electron transfer rate. There are a couple of theoretical models that are applicable to the 

estimation of radiative lifetime under the influence of optical properties of surrounding 

medium, which are introduced in Section III.A and III.B. 

 

III.A. Local Field Effect 

The notion that the spontaneous emission (radiative decay) rate is dependent on the 

refractive index or dielectric constant of surrounding medium has formed for decades13-20. 

Early knowledge of the relation is that the radiative lifetime of an embedded two level 

system decreases by a factor of refractive index of surrounding medium from its value in 

vacuum15,19,21. 

                                                                                                

 

 

where τrad(n) is the radiative lifetime of emission in a medium with refractive index n and 

τvac is the radiative lifetime in vacuum. The simple relation results from the theoretical 

model of homogeneous dielectric constant over space with the application of quantized 

macroscopic Maxwell equations. In 1946, Purcell predicted the necessity of local field 

correction for the local interaction between the radiating two level system and nearby 

n
)n( vac

rad

τ
τ = (2.8) 
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medium dipoles14. Since then, three models - empty-cavity22, virtual-cavity16,17,23, and 

fully microscopic model18,19 - have been studied theoretically and experimentally: 

 

            

 

          

 

                                          

 

 

The n2 terms in brackets are equivalent to the dielectric constant of non-absorbing 

material. Both the empty-cavity and virtual-cavity model describe macroscopically the 

radiative lifetime dependence of an oscillator inside a cavity on the local field from the 

medium of refractive index n outside the cavity. The cavity is filled with empty space in 

the empty-cavity model and its dipoles at the same refractive index as its surrounding 

medium in the virtual cavity model. The dipoles inside the virtual cavity are assumed not 

to contribute to the local field. The virtual cavity model has been favored but 

experimental results indicated that the empty-cavity model should be employed24. Most 

recently, Crenshaw et al.18 developed a fully microscopic quantum-electrodynamical, 

many-body derivation of Langevin-Bloch operator equations of motion for a radiating 

two-level system embedded in a dielectric medium which is also treated as a polarizable 

collection of two-level systems. The two kinds of two-level systems interact to each other 

via quantized electromagnetic field. In the single molecule detection limit, the authors 
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derived the local field enhancement factor shown in Equation 2.11. In general, the 

enhancement effect without local field interaction in Equation 2.7 is due to the higher 

density of states for photons in higher refractive index medium, which is reminiscent of 

radiation density dependence on n3 in blackbody radiation10. That is to say, the relation 

between radiative lifetime and medium refractive index arises from the density of optical 

modes and radiation-induced polarization of neighboring medium atoms.  

In the past, the experimental studies concerning those theories15,17,25,26 involved 

non-trivial boundary conditions like the capping material of embedded emitter, and 

therefore, they might have not measured the true relation between radiative emission rate 

and medium refractive index18. In 2004, Wuister et al. designed a more reasonable 

experimental model than previous ones and demonstrated that the local field correction 

term in 2.11 was consistent with experimental data19. The previous experimental systems 

had been a small radiating atom within much larger low-dielectric capping 

material15,17,25,26, through which the medium oscillators influenced on the embedded atom 

and the atom did not on medium. As a result, empty-cavity and virtual-cavity model had 

explained the experimental results well. However, because the true medium refractive 

index dependence of the radiative lifetime is the result of interaction between the 

radiating dipole and nearby dipoles, Wuister et al19 used organically capped CdSe and 

CdTe quantum dots of which diameters were much bigger than the thickness of organic 

capping material. Such an experimental model resembled the radiating system in 

polarizable medium interacting via local electric field and had refractive index 

dependence in accordance with Equation 2.11.  
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The optical structures of the samples studied in this thesis have not been as simple 

as the model studied in those theoretical studies. Therefore, it may be hard to think any 

one of the presented theories is a cure-all for interpreting experimental results, and it 

should even be doubted that the local field correction worked in the dye-adsorbed ATO 

nanoparticle system. However, many previous studies have shown that the effective 

medium approximation of dielectric property worked in the studies of radiative lifetime 

fluctuation in a glassy medium27,28, optical properties of  nanocrystal aggregates17,29 and, 

specifically, nanocrystalline ATO film30,31; the effective medium approximation (EMA) 

stems from the notion of local field correction32. Therefore, the previous experimental 

and theoretical studies hint that those theories are pertinent to the understanding the 

optical phenomena of fluorescing dyes adsorbed on the nanocrystalline material. The 

most important ability of the theoretical models of the local field correction is that they, 

jointly with the EMA, are apt to explaining the spatial heterogeneity of fluorescence 

lifetime that is uniquely observed in single molecule detection. In this work, the 

convolution of local field correction and effective medium approximation will explain the 

observed magnitudes and distributions of single molecule lifetimes in several applicable 

situations. 

 

III.B. Orientation of Dipole on a Dielectric Flat Surface 

The dependence of the radiative decay lifetime on the microscopic interaction between a 

chromophore and surrounding medium was introduced in the previous section. Another 

effect has been known to change the radiative lifetime of a molecule that is close to an 

object of finite geometry33-35. The near field effect is determined by the geometrical 
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variables and macroscopic optical parameters. The coupling of evanescent wave to its 

substrate or interference between traveling waves inhibits or enhances the power 

emission of the chromophore.  To be more rigorous, coupled dipole method should be 

adopted to account for the interaction with the dielectric response of substrate in case of 

an adsorbed molecule36,37. In the coupled dipole method, the substrate is modeled to be a 

three dimensional lattice consisted of many polarizable units. The molecule experiences 

additional field from the units induced by itself. In this section, a summary of classical 

theoretical works published by Lukosz et al.33,34 and Arnoldus et al.35 are presented for its 

application to the experimental results in later discussion. Quantum electrodynamical 

formalism can also describe the phenomenon but it is known that there is little difference 

in their results36.  

 

Reciprocal Relation between Radiative lifetime and Emission Power 

The radiative decay rate constant is the sum of the Einstein A coefficients, the transition 

probabilities of spontaneous emission from the lowest vibrational level of S1 state down 

to the manifold of vibrational levels of S0 state38: 

 

                          

 

where A1,0→0,ν is the Einstein A coefficients from the lowest vibrational level of S1 state 

down to a vibrational level ν of S0 state. In fact, the Strickler-Berg equation in Equation 

2.7 can be derived from Equation 2.1338. Power L emitted by N number of molecules in 

state S1,0 is: 
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where, ων is the frequency of transition from S1,0 to S0,ν. Then, the power emitted by a 

single molecule is: 

 

                

Let us assume that we could substitute average transition frequency ωa of detection 

frequency window for the ων: 

 

 

Then, the following important relation can be drawn from Equation 2.13 and 2.16: 

 

              

The theoretical work had been done based on two-level system without the assumption in 

Equation 2.16 and started with a relation, Lωτ h=
34. The assumption is valid if the 

Einstein A(ω) coefficient is symmetric around the average transition frequency ωa. It 

should be good because the A(ω) is proportional to the florescence intensity and the 

measured fluorescence spectrum of RB was roughly symmetric around the center of 

detection window. Now we bring the single molecule close to the interface as shown in 

Figure 2.2. The single molecule is represented with and treated as a classical dipole (d0) 

corresponding to the electronic transition dipole moment33. The azimuthal angle is set to 

zero because of the symmetry of the rotation about the z axis. Both sides of Equation 2.17 

is scaled by their values when z0 → ∞, τ∞ and L∞: 
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By the scaling, the right-hand side term becomes a function of z0, relative refractive index 

n = n2/n1, and dipole orientation angle θ shown in Figure 2.2. The analytical form of it 

will be shown in the next section. 

 

Dipole Orientation Dependence 

The power radiated by an electric dipole is given by the following expression33: 

 

 

where, d0 is an amplitude vector of dipole oscillation making angle θ in Figure 2.2. Im{} 

denotes the imaginary part of {}. E(z0) is the electric field radiated from dipole at 

position z0. The imaginary part of the amplitude vector of E(z0) is decomposed to z and  

 

 

 

 

 

 

Figure 2.2. Schematic diagram of a dipole (d0) in front of a planar interface between 

medium 1 and 2 with refractive indices n1 and n2 respectively. The distance of the dipole 

from the interface is z0 of which magnitude is less than the wavelength of emitted light 

for the lifetime modification effect to work35. θ is the angle between the dipole and z axis.  
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x-y plane; the projection on x-y plane is symmetric on the plane and we fix it to x axis. 

The Im{E(z0)} can be represented as ( ) ( ) xzFzzF ˆ sinˆ cos 00 θθ ′+ . The analytical 

expression of F(z0) and F′(z0) can be found in Ref. 33. Then, we obtain an expression of 

the power L expanded to the contributions of the dipoles perpendicular and parallel to the 

interface: 

 

 

 

 

The ( )0021 zFdω  and the ( )0021 zFd ′ω  in the first and second terms of the right side of 

2.20b is the power radiated by the vertical and horizontal dipoles, respectively. In other 

words, the emission power of the dipole of arbitrary orientation θ is the sum of its powers 

when it were vertical and horizontal to the interface weighted by cos2θ and sin2θ, 

respectively33: 

    

 

 

where the suffixes ⊥ and || denote that the dipole were vertical and horizontal to the 

interface. Again, we scaled with L∞ that is isotropic. Analytical expressions of the powers 

of the vertical and horizontal dipoles in the right side of Equation 2.21 are presented in 

Ref. 34. Given those expressions for the two directions of the dipole, the radiative 

lifetime is determined only by the angle with the z axis. 
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Power Loss through the Evanescent Field 

Lastly, the origin of the power change near the interface of lossless dielectric media is 

explained in this section33-35. In Equation 2.21, the relative lifetime ∞ττ r was derived to 

a function of θ with n1, n2, and z0 as its experimental parameters. In the experimental 

setup where n2 is greater than n1, the relative lifetime function is less than 1 whatever the 

orientation of dipole θ is. The reason can be explained as follows: the radiation field from 

the dipole consists of superposition of plane waves in all direction and imaginary 

evanescent field. When the dipole is away from the interface far enough (z0 >> λ1), there 

is no power transport through the evanescent field while the traveling plane waves 

transport energy from the source (dipole) into space spherically. Therefore, the radiative 

lifetime of the dipole far away from the interface is related only to the power emission 

through the traveling waves. When the dipole is brought to the interface close enough (z0 

< λ1), power emission through the traveling waves does not change but additional power 

emission through the evanescent wave is turned on. As a result, the relative power 

emission increases and relative radiative lifetime decreases according to Equation 2.18, 

when the dipole gets close to the interface. 

 Let us look at a detailed schematic diagram of the configuration and ray optics in 

the real experiment in Figure 2.3. All the notation and symbols in this paragraph pertain 

to Figure 2.3. The radiation field of the single dipole consists of two different waves: 

traveling waves in all directions and evanescent waves that decay exponentially in both 

negative and positive z directions and travel along the xy plane. The two kinds of waves 

have different z-components of wave vector k1 in medium 135: 

  ( ) zx ekk  z-zsgn 01 β+= (2.22) 
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where, kx is the wave vector of k1 projected on x axis. sgn(z-z0) is a sign function defined 

to be 1 ( z > z0), 0 (z = z0), or –1 (z < z0). ez is a unit vector of z axis. We can see that the 

wave number along the z direction of the evanescent field is imaginary. Because n2 > n1, 

all the traveling waves propagating downwards between the two planes z = z0 and z = 0 

(ray II for 0 < θi < 90°) are reflected (ray IIr) and transmit (ray IIt) partially at the 

interface. The reflected ray IIr interferes with the ray I constructively or destructively. 

The sum of the powers of all the emission interference patterns in the upper half-space 

(I+II r for z > z0) and transmitted light (IIt) are the same as the total emission power of the 

dipole when z0 >> λ1 because all the traveling waves from the dipole are integrated at 

both distances. According to the Snell’s law sinθi = n2sinθt, the θt is limited from 0 to sin-

1(1/n2) for 0 < θi < 90°.  The angle sin-1(1/n2) is defined as critical angle θc. If the medium 

1 and 2 are air and glass respectively, θc is about 41°. In other words, all the traveling 

waves propagating downwards in medium 1 (ray II) transmit the interface with the angle 

of refraction limited to the θc. How about the traveling waves (Ie and Ie’) of which 

direction makes angle with the z axis higher than the θc? They also transport energy from 

the dipole. Because the energy transported by the rays within the critical angle θc is the 

same as the total energy emitted by the dipole at z0>> λ1, the energy transported by the 

rays outside the θc contributes to extra power radiation and results in the decrease of 

radiative lifetime (Equation 2.18). The wave number of the horizontal component of the 

ray outside the θc (Ie or Ie’) is: 
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Figure 2.3. Schematic illustration of experimental configuration of a single dipole d0 near 

glass-air interface. The position of dipole is (0, 0, z0). The dipole makes the angle θ with 

z axis. The refractive indices of air (n1) and glass (n1) are 1.0 and 1.52 respectively. The 

specifications of rays: I, traveling wave radiated to the upper half-space; II, traveling 

wave radiated to the bottom half-space; IIr and IIt, reflected and refracted traveling waves 

of II; θi and θt, incidence and refraction (or transmission) angles; θc, critical angle; θNA, 

half of angular aperture; Ie, traveling wave of which transmission angle is greater than the 

critical angle and source is evanescent field in medium 1; Ie, traveling wave of which 

transmission angle is greater than the θNA and source is evanescent field in medium 1; IIt
’, 

another refracted traveling wave. The object in the bottom of the figure is an objective 

lens used in experiment having numerical aperture 1.4 and multiplication factor 100.  
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where, the definition of critical angle and n1=1 are used. To satisfy the boundary 

condition, the wave number of horizontal component in medium 2 has to be the same as 

kx: 

 

 

Comparing Equation (2.25) and (2.23), we can find that the source of the rays 

propagating with angle θt higher than θc in the medium 2 is the evanescent field in the 

medium 1. A brief conclusion is that the radiative lifetime is reduced through the 

evanescent field by approaching the dipole to the interface between two dielectric lossless 

media of different refractive indices. As shown in Figure 2.3, the traveling waves in 

medium 2, which is converted from evanescent field in medium 1, makes wide angle with 

z axis ( >41°) at a glance. Depending on the numerical aperture of objective lens, we may 

lose significant portion of rays outside the angular aperture marked by dotted lines it may 

be hard to detect such an adsorbed single molecule due to (1) the low photon flux which 

is the intrinsic property of single molecule compared to bulk detection, and (2) the fact 

that, because z0 << λ1, the highest portion of power is transported through the evanescent 

field with limited angular aperture of the objective lens. In fact, 68.7% and 56.5% of the 

total power from the vertical dipole and horizontal dipole, respectively, are transported 

through the evanescent field. The half of angular aperture, θNA, is: 
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where, 1.4 is the numerical aperture of the objective lens used in experiment, and 1.52 is 

the refractive index of glass. If the radiation power per unit solid angle in medium 2 is 

homogeneous, the lost photon flux is about 30%, which may not a critical cause of low 

sensitivity that disables SMD in certain experiment. 

 

IV. Criterion of Goodness of Fit 

Least square fit method has been used for the calculation of fluorescence lifetime 

extensively in this work. It is a popular data analysis method but there are a couple of 

points to comment on the justification of applying the method because of the special 

characteristics of single molecule detection. 

The reduced chi square χ2
r was chosen as a criterion of goodness of fit to an 

assumed model39-43: 

 

                         

 

where N is the number of data points, n is the number of fitting parameters, I i
e and I i

m are 

the experimental and model function intensities at the ith time bin, and si is the standard 

deviation at the ith time bin43. It is a chi square normalized by the degree of freedom, N-

n-1. The minimization of the χ2
r by systematically changing the parameters (amplitudes 

and lifetimes of model decay) included in the I i
m results in the best fit of the assumed 

model to the experimental data. The minimization procedure is implemented by nonlinear 

least square fit based on Marquardt algorithm44. It is not possible to find the standard 

deviation si experimentally because the SM test cannot be repeated because of 
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irreversible bleaching. However, the theoretical standard deviation is e
iI , and we could 

use Ii
e instead of experimental si

2. Another problems specific in SMFL test is that the 

decay data is low in size down to zero in many points, highly noisy, and can be negative 

when background subtraction is done; thus, the I i
e can not substitute for si

2. To 

circumvent the problem, the I i
m is used instead because it is smooth, always positive, and 

as valid as I i
e in simulating si

2 after the completion of fitting.  

Minimizing χ2
r is equivalent to maximizing likelihood or log likelihood function 

of a probability model of which error has gaussian distribution centered at the Ii
m: 

 

                         

 

 

 

 

where L is the likelihood function and A and A’ are constants. The L means the 

likelihood or the probability of observing the experimental data, given with fitting 

parameters of assumed model. Actually, the error of time-correlated single photon 

counting (light detection method to be introduced in Chapter 3) observes the poisson 

distribution, while the gaussian error is an approximation of poisson error of large data 

size. Fitting data using the likelihood function of poisson error is conventionally called 

Maximum Likelihood Estimation (MLE)42,45-49. The decay lifetime calculated by least 

square is reported to be ~5% lower than that by MLE below ~20,000 total counts42. The 

highest level of total counts from a single molecule on ATO film is about 20,000. 
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However, the systematic ~5% underestimation of lifetime is not considered to be 

significant compared to the accuracy decreased by the low amount of photon counts, the 

background subtraction, and the instrument response. 

 

V. Conclusion 

We have reviewed several theoretical ingredients for this work. The conventional 

concepts and definitions about fluorescence study were introduced. The dependence of 

the radiative decay lifetime on local field correction convoluted with effective medium 

approximation was reviewed. The detailed description of the dipole orientation effect on 

the radiative decay lifetime was presented. The two theoretical tools will be applied to the 

analysis of the SMFL results of the two different forms of sample: nanoporous film and 

flat glass surface respectively. Least square fitting method to be used throughout this 

study was discussed in terms of the characteristics of single molecule detection. 
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Chapter 3. Microscopy and Sample Preparation for Single Molecule 

Detection 

 

I. Sample Preparation 

For the sample preparation of SMD, great care has to be taken because of the extremely 

low surface number density of dye molecules, overwhelming number of impurities from 

the experimental tools and solvent if not treated carefully, and the bleaching of dye 

molecules if the substrate is an efficient electron acceptor. In the following sections, the 

methods of sample preparation are described observing the high level of requirements for 

the proper single molecule detection. 

 

I.A. Cleaning 

Both the dye solution and all the glassware must be as clean as possible to minimize the 

number of impurities. Normal cleaning methods commonly used in bulk measurement 

make the sample dominated by the impurity molecules. The typical procedure of cleaning 

a glass bottle that stores dye solution is: 

 

1. A glass bottle with metal-coated cap is prepared. The caps are stored separately. 

2. Dissolve about 30g of oxidant reagent that decomposes organic material (Aldrich 

NOCHROMIX) in 1L of pure sulfuric acid. 

3. Immerse the glass bottles in the sulfuric acid at least for 4 hours. 

4. Rinse the glass bottles with de-ionized water.  

5. Store the rinsed glass in an ozone-chamber at least 6 hours. (optional) 
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6. Burn the glass bottle with a propane torch or Bunsen burner for a couple of 

minutes. 

 

In addition, all the tools such as a glass pipet and tweezers that were in contact with the 

dye solution during the sample preparation were also burned before use. The cleaning 

method may differ depending on the rigor of experiment in terms of impurity 

contribution.  Ha suggested a different wet-cleaning method1. 

 The most important surface to be cleaned was the top surface of the cover slip and 

nanoporous film where sample molecules resided. The cover slip was first washed with 

solvent like MeOH and next was burned by the torch. The cover slip shuttled through the 

flame from torch about 20 times. The nanoporous film was not clean enough to use for 

single molecule detection even right after baking at 400°C. Burning method was not used 

because of uncertain heat treatment effect at higher than 1000°C. Instead, the film was 

treated with flowing ozone gas at least 24 hours, which turned out to be sufficiently 

effective for all the used nanoporous films ATO, ZrO2, etc. The ozone treatment is a well 

known cleaning method of semiconductor2-4. Ozone is a powerful oxidizing reagent. It is 

believed that ozone was especially effective in eliminating fluorescing impurity because 

ozone broke the C=C bond5,6 that should be abundant in the impurity forming π-

conjugation: 

 

 

 

     Ozonolysis 
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The side effect of ozone cleaning of ATO is to fill the oxygen vacant sites at surface 

layer; the oxygen vacant sites donate free electrons7. The influence of ozone purging on 

ATO has not been studied much although extensive studies on thin indium-tin oxide 

(ITO) film have been done. The ITO is also a transparent n-type conducting material 

where Sn4+ and oxygen vacancy are free electron donors. Those studies confirmed that 

ozone fills oxygen vacant sites at ITO surface with oxygen atoms raising work function 

and current density4,8-11. Density of states in conduction band of electron accepting ATO 

nanocrystalline film12,13, electronic coupling between adsorbed molecule and ATO 

surface metal ion13, energy difference between conduction band edge and redox potential 

of adsorbate excited state13,14 are considered as the main factors that determine the 

forward electron transfer rate at (doped) semiconductor surface. Filling oxygen vacancy 

doesn’t seem to change above factors significantly. The phenomena other than 

decomposition of organic contaminant and increase of oxygen composition on ATO 

surface are not known.  

 

I.B. Nanoporous Film Preparation 

Colloidal ATO was synthesized according to a published procedure15. Briefly, 30 g (~85 

mmol.) of SnCl4·5H2O (98%, from Aldrich) was dissolved in 500 ml of H2O (Millipore, 

18.3 MΩ/cm), to which a solution of SbCl3 (98%, from Aldrich) dissolved in 20 ml of 

HCl (37 wt.%) was added dropwise in an ice bath under rapid stirring. The doping level 

is controlled by the amount of SbCl3 solution added.  Sb to Sn molar ratio of 0.1:1 is 

referred to as 10% ATO. The resulting clear colorless solution was stirred for 30 minutes 

before aqueous ammonia (25%) was added to adjust the pH to 3.5-4.0, which led to the 
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precipitation of nanoparticles. The solution was allowed to settle over night in the dark, 

during which, the color of the white precipitate changed to yellow or dark blue depending 

on the antimony doping level. The precipitate was washed at least three times with water 

and then dissolved in 300 ml of water. The solution was adjusted to pH value of 9.5-10, 

stirred for more than 8 hours, and dialyzed against 10 L of aqueous ammonia at pH 10 to 

produce clear ATO solution.  

The ATO colloidal solution was refluxed for 4 hours. A 120 ml of this colloid was 

poured into an autoclave and heated at 150 oC for 1 hour and at 270 oC for 16 hours. The 

colloid was then concentrated to 60 ml. Then 5 ml of the solution and 2 drops of TritonX-

100 (from Aldrich) was mixed and stirred for 1 day. The resulting solution was cast onto 

a cover slip, dried in air, and then baked at 400 oC for 1 hour in an oven to produce 

nanoporous crystalline thin films.  

SnO2 nanocrystalline thin films were prepared by a previously published method16 

which is similar to ATO film preparation procedure.  

ZrO2 nanoparticles were obtained from Degussa Corporation, and the thin films 

were prepared according to the published procedure17. ZrO2 powder (2g) was ground in a 

mortar with distilled water (4 mL), acetylacetone (10 µl) and 5 drops of Triton X-100 to 

break up the aggregate into a dispersed paste. After being dried in air, the film was baked 

at 400°C for 1 h in air. 

 The morphologies of the glass cover slip and nanocrystalline films mentioned 

above are shown in Figure 3.1 and 3.2. The brighter points are higher than the darker 

points in the direction of surface normal. In Figure 3.1, an AFM image of cleaned cover 

slip surface shows that the surface was comparatively flat, but has lots of bumps18. Their  



 43 

 

 

 

 

                                

 

 

 

 

 

Figure 3.1. AFM image of glass cover slip surface. (a) 500nm × 500nm area; many ~20 

nm-wide and ~70nm-long bumps are observed. (b) Height profile along the black line on 

(a). The bumps are about 1 nm-high.  

 

sizes were about 20 nm-wide, 70nm-long, and 1nm-high18. The ATO and ZrO2 

nanoporous films were shown in Figure 3.2. The sizes of ATO nanoparticles were about 

20nm in diameter (Figure 3.2a), and those of ZrO2 were about 30 ~50nm in diameter 

(Figure 3.2b). In both films, the nanoparticles were sintered during the 400 oC baking 

process to make ohmic contacts with surrounding nanoparticles that allowed the flow of 

charge carriers. There is as much empty space as that occupied by the irregular structure 

of nanoparticles. When the nanoporous film was wet with a dye solution, the dye 

molecules could penetrate the nanoparticle film through the empty space. Therefore, most 

of the dye molecules adsorbed on the nanoparticle surface had common nanoscopic 

(a) 

(b) 

1.59 nm 
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irregular environment, and such a point was important idea of understanding some of 

optical properties of adsorbate-substrate system. 

 

 

 

 

 

 

 

                    (a)                                                               (b) 

Figure 3.2. AFM images of nanoporous films. (a) Nanocrystalline ATO film: size of the 

nanoparticles are about 20~30 nm in diameter. (b) Nanocrystalline ZrO2 film: size of the 

nanoparticles are about 30~50 nm in diameter. Brighter round regions are nanoparticles 

and dark points are empty spaces. 

 

I.C. Sensitizing the Nanoporous Film with Organic Dye in Single Molecule Level 

There are two ways of sensitizing nanoporous film with dye molecules: dropping and 

soaking. The dropping scheme was chosen when it was necessary to make samples of the 

same surface number densities. The number density test was frequently performed to 

check how well a substrate quenched the adsorbed dyes compared with a reference 

substrate that usually was not active in quenching. However, dropping scheme might tend 

to make aggregates or heterogeneous distribution of dye molecules. Figure 3.3 is a 

schematic diagram of the formation of unwanted product by the dropping scheme. The  



 45 

 

 

 

 

 

 

Figure 3.3. Schematic diagram of micro-view of surface being sensitized by dropping 

scheme. Global inhomogeneous distribution and aggregate formation due to high local 

concentration of dye are supposed to occur.   

 

solvated dye molecules would tend to remain in solvent until the last moment of 

evaporation unless the van der Waals or electrostatic force between dye and substrate was 

so high that the adsorption of the dye is done before solvent evaporates. Actually, the 

formation of aggregates or inhomogeneous distribution has not been clearly observed in 

the sample prepared by dropping scheme. However, the dropping scheme was not 

preferred unless there was any reason to choose it. The soaking scheme is considered to 

be a proper way of making the single molecule junction. 

A schematic diagram of sensitization procedure of soaking method is shown in 

Figure 3.4. After the ozone purging, only nanoporouos film side of substrate was soaked 

in dye solution. After the soaking, the sample was washed with the same solvent as the 

one in the sensitizing solution to get rid of physisorbed molecules. The number density of 

the dye molecules on a substrate was controlled by either the concentration of dye 

solution or soaking time. Because the adsorption of the molecules on the substrate  

Solvent droplet 

Inhomogeneous 
distribution 

Aggregate 
formation 
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Figure 3.4. Schematic diagram of sensitization procedure by soaking scheme. Dye 

molecules reacted with ATO substrate at random position to make homogeneous 

distribution of adsorbed single molecules. The bottom side of the ATO substrate did not 

contact with dye solution to prevent contamination in the second step. The product of the 

second step was washed with the same solvent as the one in dye solution to wash out 

physisorbed dyes in the third step. The second and third steps were done in dark 

environment to prevent bleaching of dyes on ATO surface before the laser illumination. 

ATO 

O3, 24 hrs 

Dye solution 

ATO 

Washing with Solvent 
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occurred randomly, the spatial distribution of dye molecules was homogeneous and no 

anomalous formation of aggregates was assumed.  

 

II. Single Molecule Microscopy 

The single molecule detection is based on the time-correlated single photon counting 

(TCSPC). In this section, the basic principle and the experimental devices of the TCSPC 

are described. Not only the SMD, bulk measurement is also shown to be available using 

the TCSPC. Home-built femtosecond laser as a light source for the SMD was built in this 

work and pulse generation mechanism of it is briefly described. 

 

II.A. Time-Correlated Single Photon Counting  

TCSPC as a Method of Single Molecule Fluorescence Lifetime Measurement 

The fluorescence lifetime can be measured either in time domain or frequency domain. In 

the frequency domain technique, the phase and modulation of fluorescence is measured 

with respect to the sinusoidally modulated CW excitation light19,20. The frequency 

domain technique is an expensive technique; and it is seldom applied to SMFL 

measurement because it does not work with weak light. The time domain technique 

records a decay profile of fluorescence intensity as time after excitation. There are many 

ways to implement the technique depending on their detection methods: Streak camera21, 

boxcar integrator22, up-conversion23,24, and time-correlated single photon counting24-26. 

Above all, only the TCSPC is applicable to our single molecule detection although other 

techniques can have faster timing limit than the TCSPC. The reason is that the total 

number and emission rate of photons from organic single emitter are low and limited. 
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The other techniques require high intensity fluorescence or time-gating, so that many 

molecules have to be excited at the same time with low detection sensitivity. In contrast, 

the TCSPC records information of all the detected photons and fully utilizes the TCSPC 

data resulting in the highest detection sensitivity.  

One interesting point is that the weaker the fluorescence is, the more accurately 

the TCSPC technique performs, if it were not for background photons. The TCSPC is 

based on poisson statistics of photon detection, which requires that the time differences 

between adjacent detected photons have to be much longer than their excitation pulse 

period. Single molecule emitter satisfies naturally this requirement because the single 

molecule does not emit multi photons during one excitation period, and weak 

fluorescence intensity from single molecule is not difficulty but helps increase accuracy.  

Multi-photon emission from single emitter is possible but negligible using femtosecond 

pulsed excitation27.  

 

Principles of TCSPC 

Figure 3.5 illustrates how the TCSPC works in the fluorescence decay curve 

measurement28. In Figure 3.5a, the time when a photon is detected by a detector is 

correlated with two reference times, the excitation time and the start time of experiment. 

The time referred to the former is called delay time and the latter is called chronological 

time. The delay time means how long a sample has been in its excited state after the 

excitation. Electronic transition occurs in sub-femtosecond time scale, so that it is 

considered to be instantaneous compared to the nanosecond time scale fluorescence 

decay. After collecting the delay time data of the detected photons, we can build a 
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Figure 3.5. Principle of decay curve generation. (a)Timing of photon detection relative to 

two reference times, excitaiton time and chronological time. ∆i : Delay time of ith 

detected photon; ti : Chronological time of ith detected photon. (b)Histogram of delay 

time that is equivalent to decay profile. 
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histogram of which abscissa is the delay time, and then the curve connecting the 

occurrence values is identical with the real-time trace of the S1 population decay of the 

sample. The identity is based the ergodic hypothesis29,30, which states that an ensemble-

averaged observable is the same as a time-averaged one. According to the hypothesis, the 

intensity decay of the ensemble sample after just one excitation is the same as the delay 

time histogram of a single molecule accumulated for a long time. The sample for the 

time-averaged observation does not have to be the single emitter only if no more than one 

photon is detected during any excitation pulse cycle, because the single emitters are the 

replica of the same property and the photons from different emitters are indistinguishable. 

The TCSPC of a bulk mixture still makes the same result as the real-time decay trace of 

the bulk mixture because the TCSPC can be considered as the tracing of an imaginary 

single emitter that changes steadily and randomly among the components of the mixture.  

 Figure 3.6 shows a schematic diagram of the basic components of the TCSPC 

experimental setup. A Mode-locked laser outputs the pulsed excitation light. 

Fluorescence from the sample is collected by an objective lens and is detected by a 

detector, single photon counter. The detector outputs an electrical pulse to signal the 

arrival of a photon to a photon counting board (Becker & Hickl GmbH, SPC-600) 

installed in PC. The excitation reference time is supplied by a fast photodiode detecting 

the pulsed laser light inside the laser. The time difference between the excitation 

reference time and the time registered by the signal from detector is the delay time in 

Figure 3.5. The time difference measurement stats by the signal from the single photon 

counter and stops by the signal from the fast photodiode as labeled in Figure 3.6, which is 

called “Reversed Start-stop” mode. It is conceptually natural to have the excitation time 
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Figure 3.6. Schematic diagram of the basic components of reversed start-stop mode 

TCSPC system. CFD (Constant Fraction Discriminator), TAC (Time-to-Amplitude 

Converter), and ADC (Analog-Digital Converter) are integrated in a TCSPC PC board.  
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signal as the “start” and photon detection time signal as “stop”. However, such a method 

is unrealizable because it makes the photon counting system so busy in starting delay 

time measurement at typically tens of MHz frequency of mode-locking -- 82MHz in this 

work. Use of low frequency excitation results in a long observation time and missing a 

possible fast intensity change. In the reversed mode, the delay time measurement occurs 

at the same frequency of photon detection of which frequency is usually less than 1MHz 

with practically unrestricted excitation rate.  

Those start and stop signals pass through the Constant Fraction Discriminator 

(CFD) to get rid of timing jitter26 and are fed to Time-to-Amplitude Converter (TAC). 

TAC converts the time difference between the start and stop signals into voltage which is 

linear to the time difference. The voltage of TAC is read by Analog-Digital Converter 

(ADC) and written in the memory banks. The ADC resolution is 12bit so that there can 

be 4096 (=212) channels in the TAC window. 

 

Pile-up Error 

When the TCSPC technique is used to measure the decay profile of a bulk sample, it is 

probable that more than one photon will arrive at a detector during one period of 

excitation pulse. In this case, only the first photon is timed and registered. The rest of 

photons are neither detected nor recorded due to the dead times of detector and TCSPC 

board. The missing of subsequent photons during an excitation distorts its fluorescence 

decay profile, so called “pile-up error”24. The pile-up error exists only in the bulk 

fluorescence measurement not in the SMD because a single molecule can emit at most 

one photon unless its excitation and radiative de-excitation cycle occurs twice during an 
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Figure 3.7. Pile-up error and its probability as a function of photon arrival rate. (a) 

Schematic diagram of pile-up error between adjacent excitation pulses: The second and 

third arrived photons are missed. (b) The probability of missing photons by pile-up error 

with various photon arrival rates. 
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excitation pulse duration27. Figure 3.7a illustrates what is going on in pile-up error. Three 

photons arrive at the detector between two subsequent excitations, but second and third 

photons are neither detected nor recorded.  

 The probability of pile-up error has to be sufficiently low not to distort the decay 

profile based on a criterion. Let’s first see the number of photons not detected for the 

error. The photon counting event is governed by poisson statistics24,31 at such a low 

intensity level that enables single photon counting. The probability of the arrival of n 

number of photons on detector, P(n), is: 

 

where, λ is an average arrival rate, and t is an integration time, the laser excitation period. 

The probability of arrival of more than two photons, P(n ≥ 2), is: 

 

                

During one excitation period 12.2ns, at photon arrival rate of 1MHz: 

 

 

For one second, the pile-up error happens 6068 (= 0.000074 × 82 MHz) times, and 

988,269 (=P(1) × 82 MHz) number of photons arrived alone, and 994,337 (= 988,269 + 

6068) number of photons are registered into the photon counting board. The probability 

of photons not registered out of the total photons arriving at detector is 0.57% 

(3.1) 
!

)(
)(

n

et
nP

tn λλ −

=

)1()0(1)2( PPnP −−=≥ (3.2) 

(3.3) 000074.0)2( =≥nP



 55 

[=100×(1,000,000 - 994,337)/1,000,000]. Figure 3.7b shows the probability of missing 

photons by pile-up error with various photon arrival rates.  

 Still, it is not clear what the “sufficiently” low pile-up error is. In each channel of 

the delay time, actually recorded photon count suffering the pile-up error is less than the 

value of perfect experiment done without pile-up error. The relation of the correct and 

actual count is24,32: 

 

        

 

where Ni
c is the correct count in ith channel, Ni is the actual count in ith channel, and Ne 

is the number of excitation pulses. Assuming that the ADC resolution is so high that the 

delay time histogram is equivalent to the continuous decay curve, Equation 3.4 can be 

transformed to an equation with continuous variables:  

 

                            

 

 

where Nc(t) is the correct count at time t, N(t) is the actual count at time t. The correct 

count Nc(t) decays as time with a correct decay rate k: 
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where the term 

ekN

A
 is the ratio of total number of photons arrived at the detector to the 

total number of excitation pulses and is represented by FA. Differentiating Equation 3.7 

with respect to t: 

 

                             

 

Substituting the derivative of Equation 3.6 into Equation 3.9:  

 

 

Rearranging Equation 3.10 and using Equation 3.7: 
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Figure 3.8. Magnitude of distortion function D(t) after excitation. 

 

The second term inside the bracket in Equation 3.12 is represented by D(t) in Equation 

3.13. The D(t) is named  ‘distortion function’ because it distorts the curvature of decay 

curve at time t due to the pile-up error. Four D(t)s parameterized by the FA with k = 3.3× 

108 s-1 are plotted in Figure 3.8. It is interesting that the decay slope distortion is higher in 

early delay time than later delay time although the pile-up error is more likely in the later 

delay time. A plot of missed photon along the delay time is shown in Figure 3.9. The 

correct [Nc(t), dotted line] and actual [N(t), solid line] decay curves are drawn in Figure 

3.9 with FA = 0.03 and k = 3.3× 108 s-1. The number of photons missed peaks around 2ns 

despite the D(t) decreases from time zero in Figure 3.8. The analytical expression of the 

number of missed photons, Nc(t) – N(t) is given to be: 
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Or simply using Equation 3.7 and 3.8: 

 

 

The functions in the braces and the brackets in Equation 3.15 and 3.16 increase from zero 

to one monotonically as the delay time t. It may be concluded that the missed photon 

curve is a multiplication of the decay signal intensity and a function that may mean the 

probability of not being recorded at delay time t, just as the 2nd and 3rd photons in Figure 

3.7a. 

What is important is in Figure 3.8. It may be assumed that the error of a fitted  

 

 

 

 

 

 

 

 

 

Figure 3.9. Actual and correct decay curves in terms of the pile-up error. N(t) (solid line) 

and Nc(t) (dashed line) are actual and correct decay curves with delay time t, respectively. 

The Y axis of their difference (alternating dashed and dotted line) is in the right side. The 

distortion from single exponential decay by pile-up error is biggest near the 2 ns delay 

time. 
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decay lifetime is roughly about the average D(t), so that the error may be just a few % 

from its correct decay lifetime for all the FA parameters selected in Figure 3.8. The 

photon arrival rate corresponding to the highest value 0.06 is about 5MHz. The 5MHz is 

redundantly high counting rate in most of experiments and suffers the dead time of 

photon counting board, 200ns. Typical bulk experiments are done at 0.01~0.1MHz of 

photon counting rate corresponding to FA = 0.0001~0.001. The D(t) curve of FA = 0.001 

is lower than 0.1% through the delay time in Figure 3.8. The effective number of lifetime 

value is usually placed in the tenth number place when the unit of lifetime is nanosecond, 

which means a few percent of error always exists from other sources like background, 

instrument response function and statistical noise. The 0.1% distortion from pile-up error 

can be regarded to be negligible compared to other sources of error. In conclusion, the 

pile-up error is quantitatively proved not to be significant in TCSPC experiment in the 

condition of this work. 

 

II.B. Experimental Setup for Single Molecule Lifetime Measurement by TCSPC 

Light Source 

Fluorescence lifetime measurement in time domain requires the pulsed excitation and 

records the decay of intensity as a function of time after the excitation. The shape of 

decay curve is determined by the population dynamics. However, the measured 

fluorescence decay data is not exactly the same as the intrinsic or true decay. The true 

decay is distorted by the finite excitation pulse duration and δ-function response of 

apparatus. In fact, the measured decay is the convolution integral of the excitation pulse 
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shape E(t), the instrument response function IRF(t), and the decay dynamics model 

M(t)24: 

 

           

If any of the convoluted term is δ-function, the I(t) is simply the convolution of the rest of 

the terms not including the δ-function. In this work, 50 ~ 100 femtosecond FWHM pulse 

was used to excite the dye molecules of which lifetime ranged from tens of picoseconds 

to a few nanoseconds. Therefore, the excitation laser pulse could be regarded as the δ-

function and the I(t) is simplified to be )()( tMtIRF ⊗ .  

 To generate the femtosecond pulse, two mode-locked Ti:Sapphire oscillators have 

been used. One was a home-built oscillator (parts from Washington State University) and 

the other was a commercial oscillator (Tsunami 3941-M1BB, Spectra-Physics). Both of 

them had the standard configurations. The basic specifications of the two lasers are 

tabulated in Table 3.1. They were generally similar but different to each other in 

tunability and mode-locking method. Wavelength tuning was available in the Tsunami 

oscillator because it was composed of broad band (700~1000nm) optical parts and gain 

profile of Ti:Sapphire crystal. Wavelength selection was achieved by adjusting slit 

position located between two group velocity dispersion (GVD) compensation prisms. 

Pulse width could also be tuned by changing the width of the slit. The methods of mode-

locking of the two oscillators were popular ones for the modern ultrashort pulse source. A 

couple of next paragraphs describe the mode-locking mechanism in general and of 

particular devices. 

A schematic diagram of the home-built oscillator is shown in Figure 3.10. Laser  

)()()()( tMtIRFtEtI ⊗⊗= (3.17) 
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 Home Built Tsunami 

Gain Medium Ti:Sapphire Ti:Sapphire 

Repetition Period 
(rate) 11.4ns (88MHz) 12.4ns (80.8MHz) 

Pulse Width ~50fs <100fs 

Pump Laser Nd:YVO4 Nd:YVO4 

Pump Power 4W 5W 

Mode-locking Self-mode-locking AOM initiated self-mode-
locking 

Wavelength 
Tunability NA 700 – 1000 nm 

 

Table 3.1. Basic specifications of home-built and commercial oscillator. 

 

cavity is the optical path between the end mirror (E) and output coupler (O). Different 

longitudinal modes inside the cavity are superposed and interfere with themselves. When 

no control is imposed on the phases of modes, they are random so that the constructive 

and destructive interferences are temporally and spatially random. Such an incoherent 

superposition makes structureless noisy temporal intensity profile at a detector, which is 

called CW laser. If the initial phases of the cavity modes are kept equal coherently in 

some way or other, the sharply peaked constructive interference travels with period 2L/c, 

where L is cavity length and c is the speed of light: 
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where Ei(t) is the electric field of ith mode of total n number of modes in gain bandwidth, 

Ei is the amplitude of the field, ωi is the frequency of ith mode with ωi - ωi-1 = c/2L, and ϕ 

is the initial phase. Keeping the initial phases equal results in short width pulse in time 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10. Schematic diagram of optical alignment of home-built oscillator. M, 

aluminum mirror; W, halfwave plate; F, focusing lens; CM1 and CM2, curved mirrors; C, 

Ti:sapphiare crystal; P1 and P2, prisms; E, end mirror; P, fast photodiode; O, output 

mirror. 
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domain and Fourier-transform-limited spectrum in frequency domain, which is called 

Mode-locking and the pulse is the coherent superposition of the allowed cavity modes. 

Because the period is 2L/c, there is only one intensity spike inside the cavity. Whenever 

the spike bounces back at the output coupler, 10% of its intensity transmits through and it 

is our excitation pulse. 

 Then, how can the mode-locking be implemented in real world? There are lots of 

ways of describing the mode-locking mechanism depending on its practical technique, 

but they are essentially the same: application of periodic loss (or gain) modulation to the 

intra-cavity radiation whose period is matched to the cavity round trip time33. It can be 

further explained in frequency and time domain. In frequency domain, when a 

longitudinal mode of ωi is amplitude-modulated with a modulation signal, sidebands 

form with frequency ωi ± Ω: Ω is the angular frequency of the modulation. In fact, the 

sidebands originate from the beating of the cavity mode and modulation that is in phase 

with the longitudinal mode. As the Ω/2π approaches the inter-mode frequency separation 

c/2L, the frequency of the sidebands coincides with the frequency of adjacent modes ωi±1; 

and they come to be able to resonate inside the cavity coherently with the original 

longitudinal mode. Such energy shifts are done further to the next modes with ωi±2, and 

so on. As a result, all the possible modes exchanges energy with their phases locked. In 

the time domain, the mode-locking operation is more straightforward. Let’s imagine that 

there is an optical shutter inside the laser cavity, which operates at the cavity trip 

frequency. Then, the net gain is modulated at the frequency and only a coherence spike 

that passes the shutter is selectively amplified. The cavity energy gets concentrated on the 
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developing coherent peak through the loss of energy of other modes of different initial 

phase.  

The home-built oscillator was mode-locked by Kerr-lens mode-locking (KLM) 

method33-35. It is a kind of passive and self mode-locking mechanism, which simulates a 

saturable absorber. Kerr-lens effect has its origin in the third-order nonlinearity. The 

refractive index experienced by the light propagating through the Kerr-medium is linearly 

dependent on the intensity of the light with response time of about 4fs. The wavefront of 

gaussian beam inside laser cavity does not have homogeneous intensity but decreases 

radially from the central maximum along the gaussian profile, and so does the refractive 

index. As a result, the peripheral rays passing through the low refractive index region 

bend toward the center according to Fermat’s principle36. This is exactly the same 

operation as a lens, and the Kerr-medium is called Kerr-lens. The higher the intensity is, 

the tighter the focusing is. Therefore, the optimum cavity for high intensity light is 

different from low intensity light. Then, the high intensity light is amplified selectively 

while loss of low intensity light occurs, if the cavity is adjusted for the high intensity light. 

Figure 3.11 shows a schematic diagram of Kerr-lensing. Weak intensity beam diverges 

while the high intensity beam is collimated after reflection on the curved mirror. The 

cavity energy gets concentrated on the highest spike during many cavity trips; and 

eventually the spike becomes an intense and short-duration Fourier-transform-limited 

coherence superposition of cavity modes of which phases are all locked. This is one way 

of attaining the differential gain/loss and there is another way named gain-guiding as 

follows. The waist of pump beam in the Kerr-medium is designed to be smaller than 

cavity mode. Therefore, the more focused higher intensity light has better overlap with  
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Figure 3.11. Kerr-lensing effect. The thin solid line is the pump beam. The thick solid 

line is the high intensity beam. The dashed line is the low intensity beam. The Kerr-lens 

effect preserves the high intensity beam more effectively. 

 

the pump beam; and the differential gain/loss is made. The two mechanisms of KLM are 

going on simultaneously. Unfortunately, the home-built KLM laser does not have strong 

enough intensity fluctuation for the sufficient Kerr-lensing to form in continuous regime; 

thus it does not self-start. There are many ways to initiate the KLM laser: acousto-optical 

modulator37, saturable absorber38, moving a mirror in external cavity39, simply tapping a 

mirror33,35, translating a GVD compensation prism33,35, and so forth. The common feature 

of the methods is to make sufficiently short and high intensity pulses that can initiate 

KLM. In this work, the prism P2 in Figure 3.10 was translated. It temporarily turns off 

lasing and makes the high-energy pulse instantaneously when the prism moves back to its 

lasing position. 
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The KLM starts and the temporal spike is amplified. However, the laser cavity is 

still optimized for continuous regime. When the intense light passes though the gain 

medium experiencing the differential gain, the Kerr-lensing shifts the position of the 

focus of the amplified intense light. To compensate for the focus shifts, the two curved 

mirrors (CM1 and CM2) are slightly recessed by about 0.1 mm. By doing so, the loosely 

focused weak light diverges after reflection on the curved mirrors, which helps 

developing and maintaining the mode-locking regime. A slit could be put in front of the 

end mirror E as a “hard aperture”33 to block the diffuse low intensity light.  

The gain medium of the commercial oscillator Tsunami is also Ti:sapphire crystal. 

The KLM of the oscillator is initiated by regenerative acousto-optical modulator (AOM) 

that prepares ps pulses inside the cavity. The ps pulse has sufficient energy for effective 

differential gain, and then fs pulse forms by KLM. The AOM is the most common active 

mode-locking method. The AOM module is placed in front of end mirror. Time-

dependent refractive index grating perpendicular to the beam forms inside the quartz of 

which one side is attached with RF frequency (half the cavity trip frequency) driven 

piezoelectric transducer. Diffraction and loss of initially long pulse is sinusoidally 

modulated by the RF signal. Amplitude is shaped sharp in time very effectively after 

many trips in the cavity. However, the pulse shaping is slow and stops eventually as the 

pulse width gets much shorter than modulation period. Typically ps pulse is formed by 

the AOM. Any drift in the cavity length will impair the stability and shape of pulsing. 

This can be overcome by the regenerative mode-locking technique. RF driver gets 

feedback from a photodiode that detects the output pulse train. By doing so, AOM 
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operates at the same RF frequency as that of the pulse trip within laser cavity whatever 

the cavity trip frequency is.  

 

Two-Photon and Confocal Microscope 

Microscope system for single molecule detection is implemented in a standard way40-43. 

A simplified schematic diagram of the whole microscopic system is shown in Figure 3.12. 

The laser in Figure 3.12 is the tunable commercial oscillator. Its specification and 

principle of operation explained in the previous section. The wavelength of the output 

from the home-built oscillator was fixed to 800nm and the power is 200mW. The 

wavelength of output from commercial Tsunami oscillator was tunable ranging from 

700nm to 1000nm. The power of Tsunami oscillator is 400mW(at 700nm), 1W(at 

800nm), and 150mW(at 995nm). The near IR outputs from both oscillators were sent 

though a frequency doubling BBO crystal when the excitation mode was one-photon 

excitation. For two-photon excitation, the BBO crystal was taken out and the near IR was 

used directly. The excitation beam was sent to an inverted microscope (IX70, Olympus 

Optical Co.); and it was reflected by a beam splitter that reflected excitation beam and 

passed fluorescence from sample with ~90% transmission. The excitation beam reflected 

from the beam splitter was focused down to ~300nm 1/e2 diameter and attenuated to a 

typical excitation intensity of ~ 0.3 MW/cm2 at the sample through an objective lens 

(100X, 1.4 NA, oil immersion, Olympus Optical Co.) in case of two-photon excitation. In 

the case of one-photon excitation the focus size and excitation intensity were ~450nm in 

diameter and 13 ~ 63 W/cm2, respectively. Sample position was controlled by a XYZ- 

nanopositioning stage (Mad City Labs Inc. ~10 nm resolution). The epi-fluorescence 
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Figure 3.12. Simplified schematic diagram of the whole microscopic system 
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from the focus was sent through the beam splitter mentioned above and an excitation 

beam-blocking filter next to it. Because the IX70 microscope is infinity-corrected, the 

collected fluorescence emerging from the back-aperture of objective lens was collimated. 

The collimated light was focused on the image plane outside the microscope by a tube 

lens (TL). A band pass filter specific to a fluorescent dye was placed before the image 

plane to increase signal to background ratio. An avalanche photodiode (APD, EG&G 

model SPCM-14) was placed at the image plane. The dead time of the APD was 50 ns, 

and photon detection efficiency was 50~70% depending on the wavelength of the 

fluorescence. Each time of single photon detection, a TTL pulses from APD was sent to 

the TCSPC PC card (SPC-600, Becker & Hickl GmbH, 60 ps time resolution, 125 ns 

dead time) operating in the photon-stamping mode, in which both the chronological time 

and delay time of each detected photon were recorded. The chronological time data were 

used to make intensity trajectory with 60 ns time-resolution; and fluorescence decay 

curve was constructed from the delay time histogram. The instrument response function 

for the fluorescence decay was obtained by measuring glass scattering at 800 nm, which 

shows a full-width-at-half maximum of about 400ps. To record the fluorescence spectra, 

a spectrograph (Acton Research Corp. SpectraPro-300i) with a CCD camera (Roper 

Scientific, VersArray 515B) is used in place of or simultaneously with the APD.  
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III. Single Molecule Detection Method 

III.A. General Procedure 

Imaging 

The next step after the sample preparation is to take the fluorescence images. The 

purposes of imaging are: 

 

1. Impurity and background test 

2. Fluorescence intensity level 

3. Sharpness of intensity 

4. Number and distribution of bright spots. 

   

In many single molecule tests, fluorescence or scattering from impurity interfered 

spatially with the fluorescence from sample molecules. Such interference could be clearly 

observed by taking an image of a blank sample that was prepared in exactly the same 

manner and condition as a single molecule sample except for the existence of dye 

molecules. The comparative number and intensity of bright spots of the sample and blank 

were used as the barometer of the interference. The sharpness and intensity of the bright 

spots were referred to when we wanted to check if the focus of laser was on the sample 

plane. The number and distribution of bright spots were very important information in 

characterizing single molecule sample. The number density of spots enabled us to 

estimate the probability of observing multiple molecules (not single molecule) in a pixel 

and on a whole area scanned. The details of the statistical estimation of multiple molecule 

detection error will be explained in the Section III.B. The fluorescence imaging was 
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implemented by controlling the motion of the XYZ nanopositioning stage and the photon 

counting board simultaneously. As was mentioned before, the photon counting data 

included not only the chronological data but also the delay time. Therefore, the various 

ways of analysis were feasible from the single molecule fluorescence imaging 

experiment: intensity map, fluorescence lifetime of whole area, and fluorescence lifetime 

image. The structure of TCSPC data of a tested area is shown in Figure 3.13. One image  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.13. The structure of TCSPC data of a tested area. 
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was composed of pixels on a 2D area. The laser focus stayed on each pixel for a finite 

time acquiring both chronological and delay time data, or only chronological time data. 

As manifested in Figure 3.13, the chronological time always increases and delay time is 

not time-ordered. A block of photon counting data is registered to a pixel. The image is a 

set of the block of the pixel data. The intensity map is simply the map of the total number 

of counted photons on a pixel, n in Figure 3.13. The fluorescence decay curve of the 

whole area is meaningful because it includes the spatial heterogeneity of fluorescence 

lifetime. It can be built from the collection of delay time data of all the blocks. The 

individual pixel data can be a complete photon counting data from which an intensity 

trajectory and decay curve and be made. The decay lifetimes of individual blocks can 

constitute a map called the lifetime image. The imaging may be the end of an experiment 

in bulk fluorescence test. For single molecule detection, it was necessary to collect data 

with the laser focus fixed on individual light sources. In this work, it has been performed 

by a subsequent “search and optimization” method described in the next section. 

 

Searching and Optimization 

A single dye molecule lives for a finite duration under the illumination with its total 

number of photons being limited44. Such limited amount and low flux of photons really 

influences and determines the quality and reliability of data analysis. Moreover, 

compared to the dye molecule in an inert environment, the total number and flux of the 

emitted photons reduces in a system where electron transfer from the excited state of dye 

molecule to an acceptor is going on; and irreversible bleach is much faster than the 

intrinsic molecule on the ET-active nanocrystalline film. As a result, significant portions 
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of single molecules on the electron accepting nanocrystalline film stop emitting light in 

one second – a practical minimum duration of emission for the reliable SMFL calculation 

- and/or have intensity comparable to the background signal. Locating single molecules 

by taking image before the detection of individual molecules did not work because the 

irreversible bleach had gone in many molecules during the imaging step itself. Manual 

positioning of the laser focus at a single molecule also did not work because it was very 

laborious and an illuminated molecule bleached during the positioning; and sampling was 

likely to have bias. To maximize the measurement time and proper sampling of quickly 

bleaching and weakly emitting single molecules, a fully automatic search and position 

optimization method has been implemented.  

 Figure 3.14 shows a schematic diagram of the search-optimization-record 

procedure. LabView based PC program controlled the procedure giving instruction to 

XYZ nano-positioning state and reading signal from APD. In the search mode, the laser 

focus moved (actually sample moved with the laser focus stationary) on a sample area in 

X and Y direction just the same way as the standard imaging. On the photon counts being 

over “Start threshold”, scanning stopped and the program proceeded to the optimization 

mode. The goal of the optimization was to put a molecule at the center of the laser focus 

where the power of the excitation light was highest. It adjusted the position of the laser 

focus with a finer step distance than the search mode while monitoring the fluorescence 

intensity. The algorithm of the optimization procedure was similar to Ha’s45. In the 

beginning, the laser focus moved by a step size (60nm) in the positive direction along X 

axis, and next it moved in the positive direction along Y axis by the same step size. The 

step size was chosen to be 60nm because the optimization has been known to be fastest 
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Figure 3.14. Search-Optimization-Record procedure. The direction of arrow line indicate 

the direction of data or instruction flow. 

 

when the step size is ~0.15×focus waist45. The direction of the second motion along X 
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intensity increased during the first motion, the direction of second motion was positive 

direction and vice versa. The direction of second Y motion was determined in the same 

way. This procedure repeated. The focus moved along the X and Y axis alternatively by 

the fixed step size.  The direction of ith motion in X axis was determined by the direction 
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and intensity changes during the i-1th motion in X axis; and so was in Y axis. If the 

intensity had got higher than a “Stop threshold”, the optimization procedure stopped right 

away and the control program moved to “Record mode”. If the intensity had not been 

over the stop threshold through the preset maximum number of optimization steps, the 

control program moved to the record mode after the maximum number of steps; and the 

laser focus was put at the position where the intensity was highest during the optimization. 

In the record mode, photon counting and data recording were done with the laser focus 

fixed at the optimized position.  

Figure 3.15 shows the optimization procedure of real experimental data. The 

parameters for the test were: 

  

 Start threshold: 30 counts/30ms 

 Step size: 60nm 

 Stop threshold: 200 counts/30ms 

 Maximum # of steps: 24 

 

The laser focus has scanned sample from right side in the search mode before the 

optimization. The search procedure stopped and the optimization began when the 

intensity at the position marked by      was 34 counts/30ms because the start threshold 

was 30 counts/30ms. The photon count has never been over 100 counts/30ms up to the 

maximum # of steps, 24 steps: therefore the laser focus was set back to the 21th step 

position where the highest count was recorded and the optimization ended. In the 

beginning of optimization, convergence to the molecule was slow; and then it became  
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Figure 3.15. The optimization procedure of real experimental data. (a) A walk of laser 

focus to the top of a single molecule marked by      . (b) Intensity trajectory along the path 

of laser focus in (a). The initial and final positions are marked by       and       respectively.        

 

(a) 

0

20

40

60

80

100

0 5 10 15 20

Step in XY

C
o

u
n

ts
 / 

30
m

s

(b)

0 720 360 

720 

360 

X (nm) 

Y (nm) 

Moving in 
Search mode 



 77 

 

 

 

 

 

 

 

 

       

 

 

 

 

 

 

 

Figure 3.16. Other examples of the optimization procedure that terminated before the 

preset maximum number of steps 24 marked by vertical dashed line. (a)The aimed 

molecule bleached during the optimization at about 20th step. The subsequent record 

procedure would detect only background signal. SMFL was calculated using the TCSPC 

data acquired during the optimization. (b)Fluorescence intensity went over the stop 

threshold (100 counts/30ms) and record procedure started right away. The position of 

laser focus is optimized to the position marked by       in both cases.  

0

20

40

60

80

100

0 5 10 15 20 25 30 35 40

Step in XY

C
o

u
n

ts
 / 

30
m

s

0

20

40

60

80

100

120

0 5 10 15 20 25 30 35

Step in XY

C
o

u
n

ts
 / 

30
m

s

(a) 

(b) 



 78 

fast from 220nm away from the molecule. 220nm corresponds to the 1/e radius of the 

laser focus. Two other examples of optimization are shown in Figure 3.16. An aimed 

molecule bleached during the optimization as shown in Figure 3.16a. The intensity of 

another molecule in Figure 3.16b increased over the stop threshold (hear, 100 

counts/30ms) at 6th step and the optimization procedure stopped. The position of laser 

focus was optimized to the position marked by       in both cases.  

  The optimization procedure enabled the use of low start threshold slightly over 

the background level. Without the optimization, the search procedure had to use the high 

stop threshold for high enough signal/background ratio for SMFL calculation, and 

consequently, the molecules having low quantum yield would not have been sampled. 

The TCSPC data during the optimization were stored, because the optimization time was 

typically 0.7s and significant number of molecules could bleach in 1s where electron 

transfer was going on. The duration of data loss was only a couple of millisecond 

corresponding to the transition time from the search to optimization mode. 

 

III.B. Proper Number Density for the SMD 

Questions always arise in the single molecule observation about identity and single 

molecularity. In other words, we need to confirm that each bright spot is really from a 

single molecule of interest. There is no one perfect method to answer the questions 

because the amount of data is very limited and observation time is short. Otherwise, we 

can talk about only probability of identity and single molecularity. The identity of sample 

molecule was ensured relatively easily by performing blank test, taking single molecule 

emission spectrum, and the purity of reagent. Being a single molecule or not could be 
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tested by integrating the information of the response to the rotation of linear polarization 

of excitation light, intensity and shape of fluorescence intensity trajectory. However, the 

single molecularity of a molecule was tested usually until the molecule was bleached and 

we measured new unknown molecules believing the probability of being single molecule 

found from the repeated experiences. If the dye molecules do not form aggregates 

noticeably, we could estimate roughly how many bright spots per area should be 

observed in single molecule detection.   

The distribution of SMFL in a condition has been built by measuring usually 

about 100 molecules in about 40µm × 40µm. Then, we could prepare 11937 cells of 

which areas are the same as the effective excitation area of our laser focus in the 40µm × 

40µm area. Let’s suppose that we are depositing 100 molecules on a substrate of the 

40µm × 40µm area. Depositing 100 dye molecules is equivalent to picking i (1≤ i ≤ 100) 

number of cells and putting the 100 molecules into them because more than one 

molecules can occupy one cell. The number of ways to pick the i number of cells is 

11937Ci. Next, putting the 100 molecules into the i cells is equivalent to dividing the 100 

molecules into i number of parts. The number of doing that is 99Ci-1. The total possible 

number of ways to put 100 molecules into the 11937 cells, T, is: 

                                           

 

Then, the probability of each cell has only one molecule, P1, is: 
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The probability of only one cell has two molecules and all the other cells have only one 

molecule, P2, is: 

 

      

The probability of each of two cells have two molecules or one cell has three molecules, 

and all the other cells has only one molecule, P3, is: 

 

    

P1+P2+P3=0.951. Therefore, we can say that 96 of 100 molecules on the 40µm × 40µm 

area are illuminated alone with 95% probability. 

Above simple statistics has an impractical assumption of square-shaped laser 

focus. For the analysis to be more realistic and versatile, poisson statistics can be applied. 

The poisson statistics is valid because the depositing process of such a low concentrated 

dye solution meets the assumption of poisson process31,46. However, the influence of 

overlap between subsequent illuminated areas on the result is not taken into account. The 

probability of having n number of molecules within a laser focus is: 

 

                       

The average number of molecules on the laser focus, µ, is 0.012 when 100 molecules are 

deposited on the 40µm × 40µm area. The probability of detecting single or no molecule 

at an arbitrary position of laser P is the sum of P(0) and P(1). 
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As shown above, the probability of detecting multi-molecules when you put laser focus at 

arbitrary position is negligible. However, there are typically tens of thousands of 

statistically equivalent one-pixel detections as the laser scans through the sample of the 

40µm × 40µm area. The probability of observing multi-molecules at a pixel equal to or 

less than m times over the whole scanned area, P≤m, is a binomial distribution: 

 

           

Where, tp is the total number of pixels in the 40µm × 40µm area. i is the occurrence of 

multi-molecule detection. Figure 3.17a ~ 3.17f show the P≤m values with increasing 

number of pixels. Typical total number of pixels in the 40µm × 40µm area is from 10,000 

to 40,000. Different graphs are different in the number of molecules on 40µm × 40µm 

area, changing from 100 to 200 molecules by the step of 20 molecules. In each graph, 

various lines are drawn corresponding to the m values. In Figure 3.17a, the probability of 

observing only zero or single molecules out of total 11,937 pixels, 
119370 =≤ tp

P , is 0.408 

that is similar to the value in Equation 3.20. Obviously, the P≤m decreases as the number 

of scanned spots or pixels increases. We can see that the probability of detecting only 

zero or single molecules over the whole area, P≤ 0, is about 20% even at the practically 

lower limit of number density, 0.0625 molecule/µm2 (100 molecule/40×40µm2), in 

Figure 3.17a. At higher number density, the P≤ 0 levels drop to negligible value quickly. 

That is, we cannot expect pure single molecule observation in the typical condition and 
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               (b) 

Figure 3.17. P≤m vs. total number of pixels. The numbers of molecules deposited are 100 

and 120 in (a) and (b), respectively.  
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     (d) 

Figure 3.17. (continued). P≤m vs. total number of pixels. The numbers of molecules 

deposited are 140 and 160 in (c) and (d), respectively. 
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     (f) 

Figure 3.17. (continued). P≤m vs. total number of pixels. The numbers of molecules 

deposited are 180 and 200 in (e) and (f), respectively. 
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have to allow the multi-molecule detection at a reasonable sampling rate or number 

density of dye molecules. 

Then, what is the satisfactory number of detecting multiple molecules at a pixel? 

It may depend on the purpose of single molecule test. In this study, let’s define the 

satisfactory experiment as detecting multiple molecules equal to or less than 5% times of 

the total number of deposited molecules. That is, it is regarded as a good single molecule 

test to detect equal to or more than two molecules at a pixel once, twice, three, four, or 

five times on a 40µm × 40µm area deposited with 100 molecules. A test that detects 

multi-molecules at a time less than three times is better than the “good” test, but the 

“better” test is less likely than the “good” test (P≤2 < P≤5). The better a test is, the harder 

to achieve it and we are satisfied with the “good” test. Our goal is to find in what 

condition we can do the good test. There is no way to prepare a condition that makes the 

good test for sure. Here, we define another probability of achieving the “good” test. It is 

an element with m (= 5% of the total number of molecules) of the set {P≤m} and labeled 

P5%. The P5% curves in Figure 3.17a through 3.17f are the uppermost lines. As above, 

what is the satisfactory probability of having the P5% over the whole area? It may depend 

on the purpose of the test and can be arbitrarily chosen. In this study, P5% higher than 

90% is defined to be satisfactory and the test is the proper single molecule detection. In 

Figure 3.17a, P5% (=P≤5) is higher than 90% regardless of tp. Therefore, all the tests done 

at the number density 100 molecule/40×40µm2 are valid. The number density, 120 

molecule/40×40µm2, shows the tail of P5% less than 90% at high resolution imaging 

(tp>36,000). The 
%90%5 =P

tp  keeps decreasing down to 24,000 pixels at the number 

density 200 molecule/40×40µm2. Figure 3.18 shows the plots of P≤m (0 ≤ m ≤ 10) versus 
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total number of deposited molecules. Figure 3.18a and 3.18b are of the low-resolution 

(tp=12,000) and high-resolution (tp=40,000) detection, respectively. Obviously, the P≤ms 

decrease as the number of deposited molecules increases. The perfect single molecule 

detection (solid line) could be expected with 40% probability in the low resolution 

detection of 100 deposited molecules in Figure 3.18a; but it looks not likely in the high 

resolution scanning in Figure 3.18b. You can do the “satisfactory” single molecule test 

(P5% higher than 90%) regardless of the number density from 100 to 200 molecules on 

40µm × 40µm area in the low-resolution detection in Figure 3.18a. On the contrary, the 

“satisfactory high resolution detection is allowed only for the sample with 100 molecules 

on 40µm × 40µm area in Figure 3.18b. The thick gray line in Figure 3.18b connecting the 

top ends of P≤m lines is the P5% line. It is over 90% only at the points of near 100 

molecules. 

In conclusion, it is important to convince oneself that the measurement is done on 

single molecules. The direct experimental verification of single molecularity for routine 

tests is usually impractical for the small amount of data from single molecule. Instead, the 

statistical estimation gives quantitative reliability of observing single molecules based on 

the number density and resolution of detection. In the analysis, it is concluded that 

detecting total ~30,000 pixels with 100~140 molecules deposited on 40µm × 40µm area 

is a practically acceptable condition. 

 

III.C. Statistical Fluctuation of Virtual SMFL Source        

The single molecule lifetime measurement is usually subject to the shortage of data – 

photon counts. The limited amount of data in SMFL measurement entails statistical error 
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Figure 3.18. P≤m vs. total number of deposited molecules with  (a) tp=12,000 and (b) 

tp=40,000. 
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in calculating lifetimes. The uncertainty of the calculated lifetime is not negligible and 

need to be clarified quantitatively. For example, you may want to know the credibility of 

the shape and width of a SMFL distribution built from many molecules, especially if the 

distribution could be compared with one that is predicted by theoretical models. To 

quantify such a distortion or broadening of SMFL distribution by the statistical error, a 

virtual SMFL experiment had been performed. It was analogous to an experiment that 

measured SMFL distribution of imaginary molecules that had a completely identical 

lifetime; thus, the measured SMFL distribution was a pure lifetime broadening resulting 

from the instrument response plus the statistical fluctuation. The reason for the virtual 

SMFL test was that (1) preparing real collection of single molecules of an exactly 

identical lifetime was difficult because they are not free from spatial inhomogeneity, and 

(2) detecting a single molecule for a long time is practically not allowed for photo-bleach 

and SMFL may change dynamically. The fluorescence source of the virtual SMFL test 

must have a constant fluorescence lifetime and must be stable enough to be detected 

repeatedly or for a long time for the statistical analysis of the lifetime fluctuation. As the 

virtual SMFL source, bulk dye solutions were used. The bulk solutions have a constant 

fluorescence lifetime and can be detected for a long time without change. The virtual SM 

data are prepared by slicing the full TCSPC data of the virtual SM fluorescence into the 

chunks of data, of which photon counts correspond to the total counts of the full 

trajectory of a molecule till its irreversible photo-bleaching.  

Five bulk solutions were chosen for the virtual SMFL test. Their concentrations 

and fluorescence lifetimes are listed in Table 2. The fluorescence lifetimes of the five 

solutions covered the range in which most of the single molecule lifetimes that have been 
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observed in this work were distributed. For each solution, nine identical samples were 

prepared and their TCSPC tests were performed as depicted in Figure 3.19. The 

excitation laser was focused in the dye solution about 10µm above the cover glass. The 

10µm was deep enough to avoid the influence of the glass surface on the fluorescence 

lifetime. Each cell in the fluorescence lifetime column in Table 2 contained an average 

and standard deviation of the nine lifetime values of full trajectories of the nine samples. 

The full TCSPC data of each sample had huge amount (0.5 million) of counts and they 

were divided into tens or hundreds of virtual SM TCSPC data.  

The dye molecules in a solution were identical and in homogeneous environment 

in terms of fluorescence lifetime. If the lifetimes of individual molecules in the laser 

focus ever changed (e.g. due to spectral diffusion), the standard deviation of the lifetime 

fluctuation of the bulk sample was focuslaser  in the  molecules ofnumber  times smaller 

than single molecule lifetime change according to the central limit theorem47. In applying 

the central limit theorem, the fluorescence lifetime of bulk solution was assumed to be 

the average of SMFLs in the focus. The effective excitation volume of the laser focus was 

about 1 fL and the concentrations of the solutions in Table 2 ranged from 2.0 to 5.0 µM; 

therefore about 1,200~3,000 molecules were considered to exist in the focus. Therefore, 

the lifetime fluctuations of the bulk solutions had at least 351200=  times smaller than 

the lifetime fluctuation of single molecule in solution, if ever existed. As a result, the bulk 

solution could be used as a constant and stable lifetime source.  

Figure 3.20 shows an example of the lifetime fluctuation of the virtual constant 

lifetime source, 2.0 µM RB solution in 2-Propanol listed in Table 2. The solid line is the 
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∗ Average and stand. dev. of nine fluorescence lifetimes of full trajectories 

Table 3.2. Five bulk solutions used in the virtual SMFL test. The solutions were selected 

to cover the range of fluorescence lifetime in which most of the SMFL observed in this 

work were distributed. The averages and standard deviations are calculated from nine full 

TCSPC data of the nine samples. 

 

 

 

 

 

 

 

Figure 3.19. Experimental configuration of virtual SMFL test around an excitation laser 

focus. 30µL of dye solution was dropped on a cover glass. Laser focus is located about 

10µm deep into the dye solution to be devoid of the effect of surface on lifetime. 
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RB in mixture of DI 
water and glycerol 

(5:1 v/v) 
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intensity trajectory and the dotted line is the lifetime fluctuation. The two trajectories are 

10 second parts of full TCSPC data of one of nine RB in 2-Propanol samples. For the 

lifetime fluctuation, the TCSPC data was divided into 77 sections of 0.57s unit time 

duration. 77 fluorescence decay curves were prepared from the 77 TCSPC data sections 

(5673 photons on average). The standard deviation of the lifetimes of 77 sections was 

0.08 ns with average 3.2 ns – same as the lifetime of full TCSPC in Table 2. In other 

words, the statistical lifetime fluctuation of the virtual SMFL source was 0.08 ns in terms 

of standard deviation. The histogram of the lifetimes of the 77 divisions is shown in 

Figure 3.21. We can use this data to find the probability of true SMFL when a measured 

SMFL is 3.2 ns and the number of photon counts used in making SM decay curve is 5673. 

 

 

 

 

 

 

 

Figure 3.20. An example of the fluctuation of virtual constant lifetime source. Solid line 

is the intensity trajectory of the bulk solution, 2.00 µM RB solution in 2-Propanol listed 

in Table 2. Dotted line is a lifetime curve of chunks of TCSPC data devided by 0.57s unit 

time. 
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Here, the probability for the true lifetime being in [3.12, 3.28] range is 68% assuming 

that the distribution in Figure 3.21 is gaussian. 

The dependence of the standard deviation of the lifetime fluctuation on the 

integrated photon counts of decay curve could be obtained by drawing the lifetime 

trajectory by various unit times out of the same TCSPC data as presented above. In 

addition, it was found that the lifetime fluctuation was dependent on the magnitude of 

lifetime, too. The five solutions with different lifetimes were tested to include the 

dependence on the magnitude of lifetime. Figure 3.22 is the graph of the standard 

deviation vs. integrated photon counts of the virtual SMFL source. The value on Y axis is 

the average standard deviation of nine samples. The error bar means the range of data 

within 95% confidence. The standard deviations of all five solutions decrease 

monotonically as the number of integrated photon counts. The virtual SMFL sources  

 

 

 

 

 

 

 

 

Figure 3.21. Distribution of virtual SMFLs prepared from 77 sections of full TCSPC data 

devided by 0.57 s unit time. Average and standard deviation are 3.2 ns and 0.08 ns 

respectively. 
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Figure 3.22. Standard deviation depending on the integrated photon counts of virtual 

SMFL sources. Five different solutions have different curves but decreasing 

monotonically as the number of integrated photon counts. 

 

along the line have different size of the number of integrated photons but have the same 

average lifetime. Different lines obviously have different lifetimes. The longer the 

lifetime is, the higher the fluctuation is in all integrated counts. The heights of the error 

bars manifest that the curves are well separated. The standard deviation of the lifetime 

fluctuation vs. average lifetime is plotted in Figure 3.23. It shows that the fluctuation 

increases with the magnitude of lifetime monotonically and curved a little bit. To apply 

the result of the experimental estimation of the lifetime and photon counts dependence of 

lifetime fluctuation to any kind of SMFL data, the values in Figure 3.22 and 3.23 have 

not to depend on chemical species. For the purpose, 3.5 µM R6G solution in DI water 
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was tested and compared with the result of R101 in DI water of 4.2ns lifetime in Figure 

3.24. The R6G in waster also had 4.2 ns fluorescence lifetime. The curve of R101 is 

borrowed from Figure 3.22. Though the curve of R6G was made from only one sample, it 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.23. Plots of lifetime fluctuation vs. average lifetime for various integrated counts. 

The different lines correspond to the different integrated counts marked in the legend. 

The higher the fluorescence lifetime is the higher the statistical fluctuation of calculated 

lifetime value is. The statistical fluctuation increases monotonically as the increase of 

lifetime.  
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fit reasonably well to the curve of R101. Figure 3.22 and 3.23 are the gist of the analysis 

and will be used in justifying the reliability of SMFL distribution. They are mostly 

determined by pure statistics of photon counting but may needs to be set up for new 

different photon counting devices, such as the detector, the photon-counting board, etc. 

 

 

 

 

 

 

 

 

 

Figure 3.24. Comparison of the lifetime fluctuation vs. counts of virtual SMFL source 

curves of two solutions of two different solutes having similar lifetimes. Therefore, the 

relations in Figure 3.22 and 3.23 could be used in any kinds of test done in our SMD 

tools. 

 

IV. Conclusion 
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was implemented by applying the time-correlated single photon counting technique. We 

have developed the most sensitive single molecule detection method. The search-

optimization-record procedure has enabled us to sample the single molecules having very 

weak quantum yield due to quenching by electron transfer. Instead of testing the single 

molecularity experimentally, we have prepared the single molecule samples of known 

probability of error by referring to the statistical analysis of observing single molecule, 

provided with the surface number density of molecules. The quantitative relations of the 

statistical fluctuation of lifetime vs. photon counts and vs. lifetime have been established 

by the control experiment of the virtual lifetime source - the solutions of adequately high 

concentration. Those relations are necessary in estimating the probability of the true 

lifetime of a single molecule, because the single molecule lifetime calculation usually 

suffers from the shortage of the data amount and the true lifetime value could be quite 

different from its calculated value. 
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 Chapter 4. Single Molecule Detection of Rhodamine B on 

Nanocrystalline Thin film 

 

I. Introduction 

Electron transfer across the molecule-nanoparticle junction has drawn attention from 

many researchers for its fundamental interest1-4 and its role as a key process involved in 

many applications of nanoparticles, such as molecular electronics2,5,6, photovoltaics2,7,8. 

Previous studies of ET in an ensemble of junctions often showed non-single exponential 

electron transfer kinetics9-14, implying the heterogeneous distributions of electron transfer 

processes. Dynamic heterogeneity has also been implicated in the studies of interfacial 

ET through the self-assembly monolayers of alkanethiol on bulk Au electrodes15. A 

detailed understanding of the heterogeneities can be best achieved by probing each 

junction individually, an approach that is also of significant technical interest. Much 

insight on the molecule-nanoparticle junction has been obtained by measuring single 

molecule conductance using scanning probe techniques16-18. In addition to the molecule-

nanoparticle (or bulk electrode) junction, these approaches require an additional contact 

between a molecule and the measuring probe tip. The stability and reproducibility of the 

latter contact can often be difficult to control17. On the other hand, photoinduced electron 

transfer rate across a single molecule-nanoparticle junction can be measured without the 

establishment of additional contact1,2,19-22. For this reason, single molecule fluorescence 

spectroscopy23 may provide a valuable approach to study the molecular/nanoparticle 

junction. There have been three reports of the single molecule interfacial electron transfer 

in recent years24-26. While cresyl violet on Sn:In2O3 (ITO) exhibited a static 
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heterogeneous distribution of lifetimes24,26, it was found to undergo intermittent ET 

activity on TiO2
26. The reason for the dramatically different behavior remains unclear and 

requires further examinations. In this work, we report a single molecule fluorescence 

study of rhodamine-B (RB) on antimony doped tin oxide (ATO, Sb:SnO2) nanoparticles 

by two-photon excitation. Unlike the previous single molecule interfacial ET studies, 

which utilize single photon excitation, the two-photon excitation and non-contact 

approach reported here can potentially be used to address a single molecule-nanoparticle 

junction embedded in three-dimensional arrays.  

 Our prime interest is the fluorescence lifetime of a single RB molecule adsorbed 

on nanocrystalline ATO thin film. The indication of the ET process from S1 state into the 

conduction band is the reduction of fluorescence decay lifetime because the ET and the 

fluorescence emission compete and sum to a constant energy release from the excited 

state of RB. Figure 4.1 is a schematic diagram of the redox potential energies of valance 

and conduction bands of ATO, ZrO2, and ground and excited states of rhodamine B 

referenced to the NHE standard27-32.  The excited state of RB is about 1.3 eV higher (0.5 

eV lower) than the conduction band edge of ATO (ZrO2). Trap states and bottom levels 

of the conduction band of ATO nanocrystal are filled with excess electrons by n-type 

doping, which shifts up Fermi level (Ef) by ~0.09eV above the conduction band edge33. 

An electron is transferred from the discrete level in the electronic excited state of RB to 

the high-density states in the conduction band of ATO in picosecond and femtosecond 

time scale. The dynamics of the interfacial electron transfer from molecular adsorbate to 

the nanocrystalline semiconducotr is well described in previous works2,34. It has been 

known that the ultrafast ET in dye-sensitized (doped or undoped) semiconductor 
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nanoparticle is driven by the continuous high-density acceptor levels in the conduction 

band of acceptor nanoparticles. Guo et al. has recently published a study on the ultrafast 

electron transfer and recombination of dye-adsorbed ATO nanoparticle33. Their adsorbate 

was Re(dpbpy)(CO)3Cl (dpbpy = 4,4’-(CH2PO(OH)2)2-2,2’-bypyridine) but 

nanocrystalline ATO was prepared by the same method. In their work, the doping did not 

change the characteristic time scale and the yield of electron injection. The rate of  

 

 

 

 

 

 

 

 

 

Figure 4.1. Schematic diagram of redox potential energies of valance and conduction 

bands of ATO, ZrO2, and ground and excited states of rhodamine B referenced to the 

NHE standard27-32.  Ef is the Fermi energy level of ATO of 10% doping level33. Excited 

state of RB is about 1.3 eV higher (0.5 eV lower) than the conduction band edge of ATO 

(ZrO2). An electron is transferred from the discrete level in the electronic excited state of 

RB to the high-density states in the conduction band of ATO. The constant population of 

electrons in the trap states and bottom of conduction band secures back electron transfer. 

Electron transfer to the conduction band of ZrO2 is not allowed energetically. 
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recombination of the injected electron and oxidized adsorbate was determined by the 

concentration of electrons in ATO particle, which was modeled with pseudo-first order 

kinetics. The recombination obeyed the electron transfer kinetics, not the electron 

transport by trapping/detrapping. Similar phenomena have been observed by Guo in our 

RB/ATO system. In our single molecule tests, those points were more critical. The 

number density of the adsorbed RB molecules in single molecule test was many orders 

lower than in the bulk test. During the illumination of RB/undoped SnO2, only one 

electron cycled around its related orbitals in the simplest picture. Once the ‘single’ 

injected electron escaped the site of adsorbed RB, the concentration of electron available 

for the back electron transfer became negligible around the oxidized RB because no other 

RB injects electron. In addition, the ohmic contacts betweens SnO2 particles makes the 

bleach almost irreversible. As a result, no single molecule has been detected reliably for 

the RB/SnO2 due to the highly effective and almost irreversible fluorescence bleach. On 

the contrary, the electrons populated in the trap state and conduction band of ATO were 

the constant sources of recombination regardless of the escape of the single injected 

electron. In short, the n-doping has enabled our single molecule detection of RB/ATO.   

The RB dye studied in this chapter is a well-known laser dye and its spectroscopic 

property has been studied extensively. Its high photostability35, low triplet yield 0.00636, 

highest level of two-photon absorption cross-section (~150 GM37), high molar absorption 

coefficient (max. ~100,000 Lmol-1cm-1), and high quantum yield (~1 in a non-polar or 

rigid medium)38-43 has made the RB suitable for our two-photon SMD. The absorption 

and emission spectra are shown in Figure 4.2. Due to the parity selection rule44,45, the 

absorption spectrum in two-photon excitation (TPE) is quite different from that in one-  
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Figure 4.2. One-photon absorption (solid) and emission (dotted) spectra of RB in water. 

Absorption spectrum of two-photon excitation is quite different from the solid line. 

 

photon excitation (OPE). There is negligible absorbance at 400 nm in OPE while 800 nm 

- used in this work for the TPE - is near the two-photon absorption peak. The ATO is 

considered to be one of the most appropriate material for solar cell and electrode in 

molecular electronics because the ATO is chemically and thermally stable and 

mechanically hard compared to widely used ITO27,28 in addition to its conductivity and 

transparency. 

In single molecule level, the electron transfer is observed most effectively when 

the ET rate from the electronic excited state is similar to that of radiataion. If a single 

molecule’s ET rate is much faster than the fluorescence devoid of ET, quantum yield 

becomes too low to measure its actual fluorescence lifetime. The ET rate of RB/ATO 

falls in the ultrafast ET regime like other dye-semiconductor nanocrystal junctions. As a 

result, the ET rate component conjugated with measured SMFL ranged from intermediate 

ET rate to unrealistically slow ET rate. Therefore, we doubted that the origin of the 

distribution of the measured slow SMFLs was conjugated only to the ET; we rather 
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considered it to be governed by other mechanism than the interfacial ET. In this study, 

we suggest that the unexpectedly long lifetimes measured in RB on nanoporous ATO be 

explained by a completely different language: a combination of local field correction and 

effective medium approximation. Those theories have been applied very recently to the 

study of lifetime fluctuation of single dye in glassy medium46. The local field correction 

has been an important theory in understanding the relation between spontaneous emission 

rate and optical refractive index or dielectric property of medium. Given the three 

theoretical models introduced in Section III.A of Chapter 2, empty-cavity47,48, virtual-

cavity48,49, and fully microscopic50,51 models, we interpret the measured slow SMFL 

distribution as a consequence of spatially heterogeneous refractive index of ATO film.  

In Section II, starting from the results of bulk tests of RB/ATO and RB/ZrO2, the 

comparative observations of RB/ATO and RB/ZrO2 in single molecule level will be 

presented. In Section III, the results presented in Section II will be discussed to search for 

the origin of SMFL distributions applying the theoretical tools introduced in Chapter 2.    

 

II. Results 

II.A. Bulk Fluorescence Lifetime Measurement of RB on ATO 

The TCSPC data of a fluorescence image are composed of the TCSPC data of individual 

pixels including not only fluorescence intensity but also delay times of individual photons 

detected. The data structure is shown schematically in Figure 3.13 in Chapter 3. By 

summing up the delay time data of all the pixels, we can make a fluorescence decay 

curve of the scanned area. The decay curve is equivalent to a snapshot of decay curve that 

could be taken by wide-field illumination using a detector having large enough active 
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area that can cover the illuminated region. We define the bulk fluorescence lifetime as the 

lifetime of fluorescence decay curve built out of the sum of delay time data of all the 

pixels of a scanned area. Here, the results of the bulk tests of RB on ATO are presented. 

Those tests raised the main motivation of the SM experiments that will be presented from 

Section II.B.  

Sensitization of the ATO film was done following the standard sensitization 

method explained in Section I.C of Chapter 3. The ozone-cleaned ATO film was soaked 

in 10µM RB in DI water solution for 80s and was washed with the DI water. A stage-

scanned 10×10 µm2-wide two-photon-excited fluorescence image is shown in Figure 4.3. 

X and Y axis define the scanned area, and Z axis represents the fluorescence intensity. 

The 3D fluorescence image was made by recording the fluorescence TCSPC data while 

the sample stage moved with the laser beam fixed. Excitation wavelength and power 

were 800nm and 40kW/cm2 respectively. The average number of RB molecules at one 

pixel is estimated to be about 50 by comparing the excitation power and fluorescence 

intensity of this test with those of typical single molecule detection experiments. Average 

distance to the closest molecule was roughly 100 nm, which was far enough to prevent 

intermolecular interactions (e.g. electron transfer, energy transfer, re-absorption, exiton 

formation52-54). The 10×10 µm2 area was wide enough for bulk test with respect to the 

number of molecules on it and reproducibility. Figure 4.4a and 4.4b are the decay curves 

of the total fluorescence photons detected in the experiment shown in Figure 4.3, fitted 

with different decay models. In Figure 4.4a, a single exponential model convoluted with 

an instrument response function was fitted to the measured decay curve, whereas a 

double exponential model was used in Figure 4.4b. The instrument response function is  
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Figure 4.3. Stage-scanned two-photon fluorescence image of RB molecules adsorbed on 

a nanoporous ATO film. Total scanned area is 10×10 µm2 (30 pixels by 30 pixels). 

Excitation wavelength and power were 800nm and 40kW/cm2 respectively. The X and Y 

axis define the scanned area, and Z axis represents the fluorescence intensity in unit of 

cps (counts per second). There are approximately 50 molecules at a pixel on average; 

thus, fluorescence from the individual molecules is not resolved, and such a test is called 

“bulk test”.  

 

marked by the dotted line. 

The best fit of lifetime parameter is 1.0 ns with reduced chi square χ2
r being 11.9 

in Figure 4.4a. We can easily conclude that the single exponential model was not fitted to 

the decay data by looking at the significant deviations marked by two dotted circles. The 

value of reduced chi square, 11.9, was way bigger than the practical range of good fitting 

(1 ~ 1.5) implying that the decay dynamics was not single exponential. In Figure 4.4b, 

the double exponential model decay curve does not show significant deviation from its  
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Figure 4.4. Decay curves of the fluorescence detected in the experiment shown in Figure 

4.3. (a) Fit to single exponential (SE) decay model: τ and χ2
r are 1.0 ns and 11.9 

respectively. (b) Fit to double exponential (DE) model: τ (slow component) and τ (fast 

component) are 0.7 (74%) and 2.4 ns (26%) respectively.χ2
r is 1.1. 
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Figure 4.5. Decay curves same as those in Figure 4.4 except for being re-drawn in log Y 

scale. The log Y scale magnifies the deviation in fitting in the low intensity region. (a) 

Single exponential model does not fit to data after 3ns. (b) Double exponential model 

does not show any significant the deviation down to the baseline. 

 

decay data. The best fit lifetimes were 0.7 ns (74%) and 2.0 ns (26%) with χ2
r being 1.1, 

which means that the fitting with the two components was satisfactory regardless of its 

true dynamics. The multi-exponential characteristic is attributed to multi-component 
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Discussion section in detail. The two graphs in Figure 4.4 are re-drawn in Figure 4.5 in 

log scale of Y axis. The log Y scale magnifies the deviation in fitting in the low intensity 

region. The model decay curve (gray solid) in Figure 4.5a deviates from straight linear 

line after 5ns delay time due to the baseline of IRF, while single exponential decay not 

convoluted with IRF is linear in the log Y-linear X scale. We can see clearly that the 

measured decay data deviate from single exponential model in Figure 4.5a. Fitting to the 

double exponential in Figure 4.5b does not show the deviation down to baseline as 

confirmed by the reduced chi square value, 1.1. 

 

II.B. Single Molecule Detection 

II.B.1. Single Molecule Imaging 

Bulk fluorescence images were shown in Figure 4.3. At every single spot, similar level of 

fluorescence intensity was recorded because multiple molecules sat within a laser focus; 

we call it bulk test. To detect fluorescence from a single molecule, we need to see a 

bright spot surrounded by a dark region with the photon counting rate of baseline level. 

After confirming that most of the bright spots are surrounded by the dark region, we 

count the number of bright spots and judge whether the sample is valid single molecule 

sample or not according to the method introduced in Section III.B of Chapter 3.  

5×10-11 M RB in MeOH was prepared and dropped on an ATO nanocrystalline 

film. After drying, a fluorescence image was taken. Figure 4.6 is an example of 3D 

fluorescence intensity graph of RB/ATO nanoparticle junctions drawn by the same 

method as shown in Figure 4.3. It shows well-separated single molecules. The FWHM of 

the peaks are about 400nm. It means that the fluorescence was emitted from a point  
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Figure 4.6. Raster scanned two-photon fluorescence image of single RB molecules 

dispersed on ATO film. 5 × 5 µm2 area (40 pixels by 40 pixels). Acquisition time was 12s. 

Excitation wavelength and power were 800nm and 0.12 MW/cm2 respectively. 

 

source because the displacement (400nm) along the diameter of the bright spots 

corresponds to the diameter of the laser focus. Around the bright spots, relatively dark 

regions indicate the absence of RB molecules by comparing with the photon count level 

of a blank sample. One-dimensional plot of intensity along the scanned positions of the 

test in Figure 4.6 is shown in Figure 4.7a, and Figure 4.7b is a schematic diagram of 

numerical sequence of illumination in terms of the pixel position. The laser focus moved 

in zigzags. The indices of X axis in Figure 4.7a correspond to the position number in 

Figure 4.7b. There are more peaks in Figure 4.7a than in Figure 4.6 because a single 

molecule was illuminated multiple times due to the smaller pixel size than the diameter of 

laser focus. In Figure 4.7a, background level was about 160 cps and single molecule 

signals are identified when they were over about 300 cps. 
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Figure 4.7. (a) Intensity trajectory along the scanned positions of the test shown in Figure 

4.6. (b) Schematic diagram of numerical sequence of illumination in terms of the pixel 

position. The laser focus moves in zigzags. 

 

II.B.2. Single Molecule Intensity Trajectory 

After confirming the proper surface number density (100 ~ 150 molecules on 

40µm×40µm) and the fluorescence intensity level, fluorescence photons from the 

individual single molecules were collected by the search-optimization-record method 

explained in Section III.A of Chapter 3 until it bleached irreversibly. The chronological 
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time data of TCSPC were converted to the fluorescence intensity trajectory. Typical 

fluorescence intensity trajectories of RB single molecules on ATO and glass are shown in 

Figure 4.8a and 4.8b, respectively. The intensity trajectory of RB highly fluctuated on 

glass surface from millisecond to second time scale while it was constant on ATO surface 

within the noise level. The highly fluctuating intensity of rhodamine dyes in inert 

polymer matrixes55,56 and silicate57 has been observed by others, too. In fact, 90% of 

molecules on ATO film had the static intensity trajectory and 90% of molecules on glass 

had the fluctuating intensity trajectory in this work. On ATO, there were still noticeable 

counts from the sample due to scattering from the ATO film after irreversible bleach. 

 

 

 

 

 

 

 

Figure 4.8.  Trajectories of fluorescence intensity as a function of time for RB on (a) 

ATO thin nanoporous film and (b) glass cover slip. The inset in graph (a) shows an 

expanded view with shorter binning time. 
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II.B.3. Experimental Evidences of Single Molecule Detection 

Polarization Dependence 

The sudden photobleach observed in all the intensity trajectories is indicative of 

fluorescence from a single emitter. This notion is further confirmed by their polarization 

dependence of single molecule. The probability of transition per unit time of transition 

i→f is given by Fermi Golden rule58: 

 
                                                                                                                                

 

where µ and E0 are the dipole moment of the single emitter and perturbing electric field 

amplitude, and ωfi is the frequency corresponding to the energy gap of the two states (i 

and f), and ω is the frequency of the perturbing electric field. The orientation of µ is 

assumed to be constant during the polarization dependence test, and a single molecule 

was identified by changing the polarization direction of linearly polarized excitation laser 

beam59-62. However, it has been reported that the direction of absorption dipole moment 

of rhodamine dyes bound to DNA on a glass surface tethered with aminopropylsilane 

could change63. The if 0Eµ ⋅  in Equation 4.1 is simplified to be 0Eµ ⋅if  because the 

0E  is just a constant vector. The quantum mechanical transition dipole moment ifµ is 

treated as a classical oscillator µ  here. Only the inner product 0Eµ ⋅  changes during the 

polarization dependence test. A geometric relation of the dipole, electric field, and laser 

propagation directions are shown in Figure 4.9. Detailed analysis of polarization response 

test is in Appendix A. When the single molecule is positioned well enough to be within  

( ) ( ){ }ωωδωωδπω ++−⋅= fifiif if
2

02
Eµ

2h
(4.1) 
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Figure 4.9. Configuration of single absorption dipole moment and plane polarization 

direction of excitation beam. The direction of laser propagation is along z axis and the 

surface of substrate is on x-y plane. θ and φ are the polar and azimuthal angles of a dipole 

moment. Θ is the rotation angle of the plane of polarization. x, y, and z are arbitrary lab 

coordinates. 

 

about 100 nm radially from the center of the laser focus (see Appendix A), the explicit 

expression of 
2

0Eµ ⋅  is: 

 

                  

where the θ and φ are fixed, and Θ changes. For the two-photon excitation, absorption 

efficiency is determined by two-photon tensor:   

   

 

As a result, fluorescence recorded with varying Θ makes a cosine square and quartic 

curves in one-photon and two-photon excitation, respectively. If the laser focus is not 

positioned well for the single molecule to be outside the circle of about 100 nm radius 
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concentric with the laser focus, the total electric field amplitude can be the sum of all 

three components. As a result, the fluorescence response to the rotating total electric field 

will show a complicated curve obviously. Figure 4.10 shows an example of the 

polarization dependence test. Linearly polarized input beam passed through a half 

waveplate, and the plane of polarization rotated by turning the half waveplate. Detected 

fluorescence intensity changed making the distinct curve and was fit to the cosine quartic 

function. The test manifests that the emitter was a single dipole, and that the dipole is 

considered to have positioned within the circle inside which the polarization state in lab 

frame is the same as the input beam. Such a cosine quartic responses have been observed 

in about 90% of bright spots after the preparation of the RB on glass sample for single 

molecule detection. 

The surface of glass cover slip is not flat but has lots of bumps of ~ 1 nm height 

as shown in Figure 3.1. Therefore, a significant number of molecules should have the  

 

 

 

 

 

 

 

Figure 4.10. Polarization dependence of a RB molecule deposited on a glass substrate. By 

rotating the plane of polarization of linearly polarized input laser beam, cosine quartic 

response was detected. 
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vertical dipole component ( )rµ z . At the very center of the focus, however, Ez is 

negligible60, and the absorption through the vertical component of dipole moment does 

not occur when the sample is positioned close to the center of the focus. As a result, the 

minimum of the curve in Figure 4.10 was on the background intensity level.  

In case that there are multiple number of molecule at a focus, the response to the 

rotating linear polarization is not of vector sum of the dipoles but the sum of responses of 

individual dipoles: the response of the vector sum is not distinguishable from a single 

molecule. Therefore, the observed response curve would not be able to decrease down to 

the background level and will be the sum of cosine quartic curves with phase differences 

corresponding to the differences between the azimuthal angles. Therefore, the response 

like that shown in Figure 4.10 proves that the fluorescence emitter at the focus was highly 

likely a single molecule. However, if all the molecules align in parallel, or the dipole 

moments of all the other molecules except for one molecule direct in parallel to the optic 

axis of microscope (z axis), the same curve will be observed even though there are 

multiple number of molecules at the focus.   

Such a cosine square and quartic response is possible only when the absorption 

dipole moment is linear in one-photon and the 2nd rank two-photon absorption tensor has 

only one dominant diagonal component in the two-photon excitation64-66. The RB is 

known to have the diagonal two-photon absorption tensor with one dominant element in 

molecular frame like most of dye molecules67.  

 

Single Molecule Emission Spectrum 
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In addition to the blank tests, which showed that the photon signal over the background 

level originated only from sample solutions containing the RB, we directly confirmed the 

identity of the emitters by recording their emission spectra. As shown in Figure 4.11, the 

emission spectrum of a single RB molecule on a glass cover slip (thick solid line) was 

similar to the ensemble-averaged spectrum of RB molecules (thin solid line). 

From the practical point of view, the experimental verification of SMD discussed 

so far could not be done routinely because of the difficulty and time for single molecule 

verification test itself. In addition, when the dyes were on a substrate that was an efficient 

quencher of excited state, such verification was even more difficult. Instead, the careful 

blank test and the statistical estimation of the probability of single molecule observation 

discussed in Chapter 3 was a practically preferred way to confirm the SMD.  

 

 

 

 

 

 

Figure 4.11. Comparison of fluorescence spectra of a single RB molecule (thick solid 

line) and an ensemble (thin solid line) of RB molecules on a glass cover slip.   

 

II.C. Single Molecule Lifetime Measurement 

The bulk fluorescence lifetime measurements, such as those in Section II.A, have shown 
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exponential decay when the sample molecules were distributed on a substrate surface. 

The deviation should be the result of summing up the single exponential decays of 

individual molecules sitting on their different environments surrounding the individual 

molecules in short-range. The single exponential decay has been observed for individual 

molecules whatever the bulk decay dynamics is, in most cases. The multi-exponential 

fluorescence decay may be unlikely energetically in electronic excitation of single dye 

molecule. Once a molecule is shelved to its S1 state, all the other channels to ground state 

contribute to the increase of decay rate not changing the decay dynamics – single 

exponential. In occasional cases, however, unexpected multi-exponential decay of a 

molecule has been observed on a glass surface. The temporal heterogeneity is treated in 

Chapter 6 separately. In order to decompose and understand the spatial heterogeneity that 

was responsible for the deviation from the single exponential decay in bulk tests, the 

single molecule lifetimes of RB molecules deposited on ATO nanocrystalline film, ZrO2 

nanocrytalline film, and glass were investigated. They could be termed as a nanoporous 

electron acceptor (ATO), a non-interacting nanoporous substrate (ZrO2), and a non-

interacting flat surface (glass). In this Section, the result of SMD of RB on ATO and 

ZrO2 are presented. The SMD of RB on glass will be treated in Chapter 5.  

 

II.C.1. SMFL of RB on ATO  

The typical fluorescence intensity trajectories of single RB on ATO are shown in figure 

4.12. Contrary to the intensity trajectory of RB on glass shown in Figure 4.8b, 106 

molecules out of 114 molecules had the static trajectories similar to that in Figure 4.12a. 

The other 8 molecules had partial fluctuations similar to that in Figure 4.12b. The 
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dominant static trajectories and the absence of high fluctuation suggest that those RB 

molecules were in contact with only ATO film not on the glass surface beneath the ATO 

film. Figure 4.13 shows the fluorescence decay profiles in log scale (4.13a) and linear 

scale (4.13b) corresponding to the trajectories in Figure 4.12a. The solid lines in Figure 

4.13 are the sum of background signal and the convolutions of single exponential decay 

function with instrument response function represented by dotted line: 

 

 

 

where the background(t) was the scattering from ATO measured in the same condition as 

the sample molecules, and the IRF(t) was prepared by measuring the scattered light from 

a bare cover glass without laser blocking filter68. The A, B, and τ are the parameters of 

fitting of the calculated I(t) to the experimental data. The decay curve was fitted to the 

 

 

 

 

 

 

 

Figure 4.12. Two representative intensity trajectory of single RB molecule on nanoporous 

ATO film. (a) 106 out of 114 molecules had constant intensity level. (b) 8 out of 114 

molecules had partial fluctuation. 
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Figure 4.13. Single exponential decay model fitted to the measured single molecule 

fluorescence decay curves. The hollow dots are measured data. The thick solid line is the 

calculated signal fitted to the measured data. The thin solid line is the background 

scattering from ATO film. The dotted line is the instrument response function (FWHM, 

400 ps). The calculated signal includes the background scattering with adjustable 

coefficient. The IRF (wavelength, centered at 560 nm) arrives at detector later than 

background (~800 nm) due to the dispersion of light. 
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single exponential satisfactorily with lifetime 2.6 ns and reduced chi-square 1.3. Similar 

single exponential decays were observed for most of single molecules on ATO. 

The distribution of 114 SMFLs is shown in Figure 4.14. Also shown for 

comparison is a typical SMFL distribution of RB on glass surface, which will be shown 

in Figure 5.6a with detailed discussion. It is clear from the comparison that the average 

lifetime (2.4 ns) of SMFL of RB on ATO was shorter than on glass (3.4 ns) that was an 

ET-inactive substrate. The standard deviation of RB on ATO film was 0.64 ns that was 

bigger than on glass (0.35 ns). 

Herein, the optimization step of the search-optimization-record method was not 

implemented (Section III.A of Chapter 3) but only search-record procedure was used. 

The search-record method required much higher threshold for stopping search (about half 

of highest count known from the imaging procedure) than search-optimization-record 

method (slightly higher than background level). Using the low threshold in the search- 

record method would have resulted in a low signal to background ratio because the 

search-record method did not optimize molecule’s position to the center of laser focus. 

The threshold of stopping the search procedure was 1,200 cps in the measurement of 

SMFL distribution of RB on ATO shown in Figure 4.14. In Figure 4.7a, 1,200 cps was 

about the half of maximum count. Many weakly emitting molecules were not detected by 

the high threshold. According to Equations 2.3 and 2.5a, electron transfer reduces the 

quantum yield of adsorbate. Proportionality of quantum yield to fluorescence lifetime 

should exist if a lifetime distribution originated from the electron transfer rate distribution. 

To check the proportionality, the RB single molecules on ATO, of which fluorescence 

lifetimes constituted the SMFL distribution marked by darker bars in Figure 4.14, were 
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Figure 4.14. Distribution of 114 SMFLs of RB on ATO represented by dark bars ranging 

from 0.8 ns to 3.6 ns. Also shown for comparison is the distribution of SMFLs of RB on 

glass, at which no interfacial electron transfer is expected. 

 

classified into five lifetime ranges. Average photon emission power of molecules in each 

range was calculated and plotted in Figure 4.15. Shorter lifetime range (e.g. 0.5 ~ 1.0ns) 

does not seem to have low quantum yield compared to longer lifetime range. If a 

quenching process like the electron transfer was effective, the fluorescence lifetime and 

the quantum yield had to decrease together. The reason for the absence of relation 

between lifetime and emission power is that the threshold of the search-stopping 

procedure was so high that it detected only high quantum yield molecules that might not 

inject electrons into ATO film. Moreover, the laser focus, which had a gaussian intensity 

profile across its cross-section, stopped moving on the moment of the fluorescence 

intensity just being over the threshold; thus, the center of the laser focus was not right 

above a single molecule but at a random distance from the single molecule, so that the 

magnitude of recorded emission power was controlled not by the property of the 

Fluo. Lifetime (ns)

0 1 2 3 4 5

O
cc

ur
re

nc
e

0

10

20

30

40

50

RB on ATO
RB on Glass



 125 

adsorbates but, trivially, by the distance between the single molecule and the center of 

focus. Therefore, it was necessary to lower the threshold to detect the low quantum yield 

molecules that were missed when using the high threshold. And, the optimization 

procedure ought to be adapted not only to increase the S/B ratio but also to see the 

dependence of lifetime on the emission power. 

Another set of SM test of RB on ATO was performed with a lowered threshold. 

Ozone purged ATO film on a cover slip was soaked in 7×10-9M RB in MeOH solution 

for 1 minute (sensitization scheme) and was washed with the same MeOH solvent. 

Fluorescence images of arbitrary areas of the sample were taken before the Search-

Optimization-Record (SOR) procedures. As was explained, the purpose of the  

 

 

 

 

 

 

 

 

Figure 4.15. Average photon emission power of molecules in various lifetime ranges of 

the SMFL test of RB on ATO with TH = 1,200 cps. There is no lifetime dependence of 

emission power. Only single molecules having high fluorescence quantum yield and very 

low injection yield were detected due to the use of high threshold and lack of 

optimization procedure. 
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fluorescence imaging was just to check the status of the sample. The imaging and SOR 

procedures were performed in two different areas due to the bleaching during the imaging 

test: the bleaching will obviously change the SMFL distribution especially reducing the 

occurrence of short lifetime. The SOR procedure collected the SM TCSPC data, which 

were subsequently converted to the SMFLs. The threshold for stopping the search 

procedure was 500 cps, which was 2.4 times lower than 1,200 cps used in the high 

threshold test shown above.  

A stage-scanned fluorescence image of the sample is shown in Figure 4.16a 

together with an image of blank sample in Figure 4.16b. The only difference of the blank 

sample from the single molecule sample was the absence of RB molecules in the 

sensitizing solution. The baseline of the graphs in Figure 4.16 was chosen to be 500 cps 

to clarify the signals at which the search procedure would have stopped: actually, the 

SOR procedure was done in other fresh areas to avoid the instantaneous bleaching during 

the imaging procedure. The number of gray-colored intensity peaks of the SM sample 

and the blank were 105 and 14, respectively. Not all the 105 peaks contributed to their 

SMFL distribution. About 55% (58 peaks) of the peaks in Figure 4.16a bleached 

instantaneously (<0.5 s) in the SOR procedure and 45% (47 peaks) of them lived long 

enough to provide photon counts for the lifetime calculation. The 14 out of 105 peaks 

should be from impurities if the blank test had been done ideally. It has been routinely 

observed that a large portion of impurities of the blank sample were bleached very 

quickly, in about 0.5s. Therefore, assuming that the number of impurity peaks having less 

than 0.5s duration in Figure 4.16a was 7 (about half of 14), it could be inferred that the 

contribution of impurities to the SMFL test was 7 out of 47. The number 7 may or may 
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Figure 4.16. Stage-scanned two-photon fluorescence image of single RB molecules on 

ATO. Excitation wavelength and power were 800nm and 0.16 MW/cm2 respectively. 30 

× 30 µm2 area (150 pixels by 150 pixels) was stage-scanned. The baseline of both graphs 

was 500 cps. (a) sample fluorescence image  with 105 spots over the baseline. (b) blank 

fluorescence image with 14 spots over the baseline. The SOR procedure in the next step 

used the lowest possible threshold 500 cps to sample the molecules of fast lifetime that 

were missed in the high threshold test shown in Figure 4.14 through 4.15. 
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not be considered to be large. It has been measured and is believed that the lifetime 

distribution of the impurities is broad and that the existence of impurities would not 

change the overall shape of SMFL distribution. 

Figure 4.17 shows the intensity trajectories, similar to the one in Figure 4.7a, 

along the scanned positions of the SM and blank sample shown in Figure 4.16. Figure 

4.17 is just a different format of the fluorescence intensity plots of Figure 4.16. The 

threshold 500 cps slightly touched the highest background intensity in both samples 

showing that it was the lowest possible value. 

The distribution of 78 SMFLs sampled with 500 cps threshold is shown in Figure 

4.18 together with the distributions in Figure 4.14. The average of the new distribution is 

certainly shifted to shorter lifetime (0.7 ns) by choosing the low threshold. It is apparent 

how much the high threshold (1,200 cps) suppressed the population of short lifetime by 

comparing the distributions represented by the black and gray bars. The question is 

whether the black and gray distributions were different just by using different threshold 

or by their different origins. In Figure 4.15, it was suggested that there was not extra 

quenching pathway for molecules of shorter lifetimes. In the same way, a plot of average 

photon emission power of molecules in various lifetime ranges of the low threshold 

experiment is drawn in Figure 4.19. The average emission power of molecules having 

lifetimes in the range from 0 to 0.3 ns is less than 50% of that of longer lifetime ranges 

contrary to the independence of the emission power to the SMFL when using high 

threshold in Figure 4.15. It implies that the excited state of the molecules was quenched 

by electron transfer process. Other non-radiative decays and intersystem crossing could 

also influence both the quantum yield and lifetime. However, transient IR absorption 
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spectroscopy has confirmed the electron injection from RB into ATO nanoporous film in 

about 5 ps, which predicted that the distribution in Figure 4.18 should decrease sharply 

from the first bar (0~200 ps) when the sampling of SM experiment could be done ideally. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.17. Intensity trajectory along the laser-scanned positions of the test in Figure 

4.16 for (a) sample and (b) blank. Two or three peaks resulted from a molecule because 

the size of the laser focus was bigger than the size of pixel and passed through the 

molecule several times. 500 cps was slightly higher than the higher level of background 

noise. 
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Figure 4.18. SMFL distribution of three different samples: black bar, RB on ATO 

sampled with TH = 500 cps; gray bar, RB on ATO sampled with TH = 1,200 cps; pale 

gray bar, RB on glass surface. 

 

 

 

 

 

 

 

 

Figure 4.19. Average photon emission power of molecules in various lifetime ranges of 

the SMFL test of RB on ATO with TH = 500 cps. 
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On both the ATO and glass, RB would have negligible non-radiative decay yield and 

intersystem crossing yield. Therefore, the large differences in the distributions are 

ascribed to the interfacial electron transfer. The detailed interpretation on the SMFL 

distribution will be presented in the Discussion sections. 

 

II.C.2. SMFL of RB on ZrO2 

The nanoporous ZrO2 film has similar refractive index ~2.1 for the wavelength of 

fluorescence of RB69 to ATO (~2) and morphology to the nanoporous ATO, which makes 

the ZrO2 an effective reference substrate for nanoporous ATO film. The single molecule 

test of RB deposited on the nanocrystalline ZrO2 film has been performed in the same 

method as the previously described RB on ATO: film preparation-ozone cleaning-

sensitization-imaging-SOR procedure with low threshold. The ZrO2 was chosen as a non-

interacting (ET-inactive) blank sample. A nanoporous ZrO2 film was soaked in 7×10-10 M 

RB solution in MeOH for 1 min and washed with 5 ml of MeOH. The two-photon 

excitation was done with the pulsed 800 nm laser of 0.16 MW/cm2 intensity. Figure 4.20 

is a resultant distribution of the SMFLs of the RB on ZrO2 (gray bars) compared with that 

of RB on ATO already shown in Figure 4.18. The average and standard deviation of the 

SMFL distribution of RB on ZrO2 were 3.0 ns and 0.78 ns, respectively. The two 

distributions are clearly separated because the electron injection into the conduction band 

of ZrO2 is not energetically allowed. 
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Figure 4.20. Distribution of 129 SMFLs of RB on ZrO2 (gray bars). Also shown for 

comparison is the distribution of SMFLs of RB on glass (black bars). Both tests were 

done with low (500 cps) threshold. 

 

III. Discussion 

III.A. Fluorescence Lifetime of RB on ATO 

III.A.1.General Description  

The fluorescence decay curve of many RB molecules on the 10 µm by 10 µm area of 

ATO nanoporous film was measured in Section II.A. It was certain that the bulk decay 

was fitted not to the single exponential (χ2
r = 11.9) but to the double exponential 

satisfactorily (χ2
r = 1.1). The fast and slow components of bulk fluorescence decay were 

0.7 ns (74%) and 2.0 ns (26%). Both components were clearly shorter than typical 

lifetime ~ 3ns measured in both the bulk and single molecule RB on ZrO2 which were 

believed to be an ET-inactive references. As we shall see in the later sections, the lifetime 

of RB on ATO is governed by a combination of electron transfer and dielectric property 
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of surrounding medium. The decay dynamics of the bulk fluorescence, however, should 

have a broad and continuous distribution of single exponential decay components. The 

number of single exponential decay components of a fitting model was a matter of 

representation. Fitting of more than three components was not helpful: it did not converge 

easily and its accuracy was doubtful. The individual components constituting the bulk 

decay was foreseen to be single exponential because (1) the Franck-Condon excited state 

may relax to one fluorescent excited state evidenced by the emission spectrum in Figure 

4.11 (thick line) that does not have multiple peaks40 and (2) constant lifetime has been 

observed for most of single RBs on ATO: the relaxation into the multiple fluorescent 

excited states and time-varying lifetime of single exponential decay result in multi-

component fluorescence decay. 

Comparing the SMFL distributions of RB on ATO measured by the high and low 

thresholds shown in Figure 4.18 with the bulk result in Section II.A, we could connect the 

populations lower than 1 ns and around 2.5 ns to the fast and slow components of bulk 

decay, respectively. It was mentioned that ET governed the lifetime distribution lower 

than 1 ns and did not work in the distribution over 0.8 ns in Section II.C.1. The existence 

of the significant amount of ET-inactive RB on TiO2 nanocrystalline film has been 

observed in previous work70. The authors showed that the incident photon to current 

efficiency (IPCE) of RB and N3 [Ru(dcbpy)2(NCS)2 dcbpy=(4,4′-dicarboxy-2,2′-

bipyridine)] on nanocrystalline TiO2 film were 8% and 75%, respectively. It was not 

surprising to observe the inactive RB dyes on ATO because the energetics and 

morphology of the systems are similar. Takeshita et al.70 suggested that the origin of the 

inactive dyes was site heterogeneity71,72 or aggregate formation73. It has been known that 
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thiazine, oxazine, and R6G dyes forms H-aggregate on nanocrystalline SnO2 surface74,75; 

and RB forms both H- and J-aggregate in silica matrix prepared by sol-gel process76,77. 

The H-aggregate is non-fluorescent and usually has low (~1% IPCE75) injection 

efficiency; and J-aggregate is fluorescent but injection efficiency of RB on 

semiconductor film is not known to my knowledge53,54. In brief, if the J-aggregate of RB 

had particularly low injection rate than other monomers around it, though it does not have 

a background, the distribution measured with the high threshold could have been 

assigned to J-aggregates of RB. However, the concentration of dye solution in sensitizing 

nanocrystalline oxide films in above previous studies70,74,75 were in the range 10-4 ~ 10-5 

M. On the contrary, the concentration of RB solution used in our SMD with high 

threshold was 5×10-11 M, which was about five orders lower than the previous bulk study, 

10-4 ~ 10-5 M. The aggregate formation has been considered to be unlikely in such a low 

concentration57,75,76 because the factor of decrease of dimer is the square of that of 

monomer. Therefore, the molecules comprising the distribution sampled with the high 

threshold had the electron transfer rate much slower than their fluorescence lifetime to be 

called inactive dyes. The inactivity may come from the negligible electronic coupling due 

to the following possible phenomena. (1) Amplitude at the diethylamino group of π* 

orbital of RB is so low because of the charge-transfer characteristics of electronic 

excitation from the diethylamino group to xanthene ring. RB is considered to anchor on 

the negatively charge ATO nanocrystalline surface by strong electrostatic attraction74 

with the diethylamino groups which have net positive charge in resonance structures as 

will be described in Section II.A in Chapter 5. The electronic coupling decays by 1/e 

factor for every 0.4 ~ 1Å increase of acceptor- donor distance2,4,71,78. (2) The site of a 
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single RB happened to be a small anomalously thick insulating domain or a defect site. A 

new description of the origin of the wide distribution around 2.5 ns will be presented later 

in Section III.A.3 based on the notion that those RB molecules constituting the 

distribution were inactive in ET. Otherwise, the measured nanosecond time scale SM 

injection rates might have to be ascribed to the coupling of excited state of RB with 

discrete or low-density defect states. However, this possibility contradicts to the direct 

proportionality of quenched fluorescence lifetime with quantum yield in Equation 2.5a. 

The distribution measured with the low threshold also does not seem to have the 

contribution of aggregate. The concentration of sensitizing solution used in the low 

threshold measurement was 7×10-9 M. The concentration of RB dimer in the solution was 

about 7×10-14 M because the dissociation constant of RB dimer in water is 6.8×10-4 M79, 

even though MeOH was solvent in this study, and has twice higher solubility for RB than 

water80. Therefore, the five order difference in the monomer and dimer populations 

allows us to neglect the dimer formation in the sample. In conclusion, the two 

distributions were of single molecules; one was composed of very slowly electron 

injecting or inactive molecules, and the other was of the electron injecting molecules. 

The proportionality between the lifetime and emission power in Figure 4.19 does 

not sufficiently explain the existence of ET in the SMFL distribution (black bars) in 

Figure 4.18. The reason is that there are generally other non-radiative decay channels, 

and there could be the lifetime-emission power proportionality resulting from a broad 

non-radiative decay distribution. It is considered that the non-radiative decay could be 

neglected with respect to the following argument.  

The interesting property of RB is that its quantum yield is highly influenced by 
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the polarity, rigidity, and concentration of medium38-43. The concentration dependence is 

just a matter of dimer formation, so it is not considered here. pH is another source of 

quantum yield variation because acid or base (zwitterionic) forms have different quantum 

yield of RB81-83. However, as stated in Section II.A in Chapter 5, the base form is 

dominant in neutral solutions, and the pH dependence is also not considered, too. Other 

variables that influence on the change of quantum yield are often related with the 

formation of twisted intramolecular charge-transfer (TICT) excited state. The TICT state 

is a result of stabilization of twisted excited state of RB after the charge-transfer 

transition. The 90° twisted diethylamino group with respect to the xanthene ring is 

favored in polar solvent, and the rotation of the diethylamino group is in picosecond 

timescale. The twisted form relaxes to S0 state non-radiatively. Therefore, the better the 

TICT state forms, the faster the non-radiative decay is. The quantum yield of RB in 

common protic solvents ranges from 0.3 to 0.7 in room temperature39. The various 

quantum yields are due to the large differences in non-radiative decay rates with similar 

radiative decay rates; the non-radiative decay rate may depend on the viscosity and 

polarity of solvents in terms of the stabilization and formation of TICT state40-42,84. The 

radiative and non-radiative decay rates of RB in water and methanol are listed in Table 

4.1 as an example39. The radiative decay rates in both solvents is about 2× 108 (s-1), but 

the non-radiative decay rates are different twice times. The quantum yield of RB in a 

solvent is also dependent on the temperature42,85,86 because the viscosity of the solvent 

determines quantum yield effectively39,42. It has been known that the quantum yield 

approaches 1 as the viscosity of medium increases42. The polarity is important in that the 

TICT state of RB is not stabilized and quantum yield should be high in a non-polar 
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Table 4.1. Quantum yields of RB in Water and Methanol. The different non-radiative 

decay rates are responsible for the different quantum yields. 

 

medium39,87. In conclusion, the RB single molecules adsorbed on solid substrate-air 

interface are very likely to have quantum yield close to 1. The relatively wide distribution 

around 2.5 ns is, therefore, not due to non-radiative decay rate distribution because it is 

too slow to compete with radiative decay. What we have come to know is that the 

measured fluorescence lifetime is equivalent to the radiative lifetime of RB on the 

substrates ATO and glass that we have used, when we sample strongly emitting 

molecules by a high threshold. 

 

III.A.2. Features of the Electron Transfer Observation in Single Molecule Level 

The SMFL distribution below 1 ns in Figure 4.18 reflects the lifetime reduction due to 

electron transfer, but it is not complete. Majority of molecules injected electron in 

picosecond timescale, and the nanosecond time scale fluorescence decay could not 

compete with the ET rate. As a result, significant portion of the single molecules were not 

sampled, and the occurrences of the shorter SMFLs in Figure 4.18 were less than it 

should be in reality. Fluorescence intensity of single molecule with varying ET rate is 

plotted in Figure 4.21.  The thin solid line is the fluorescence intensity vs. ET rate curve. 

 kr × 108 (s-1) knr × 108 (s-1) Quantum Yield 

H2O 1.9 4.0 0.32 

MeOH 2.2 2.0 0.53 
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The thick solid line is a part of the thin line where the ET rate is less than 0.1 ns. The 

fluorescence intensities of the molecules with ET rate less than 0.1 ns were much less 

than the background level and those molecules could not be sampled with the threshold 

500 cps (black bar). Assuming that the majority of molecules had ET rate less than 0.1 ns, 

the distribution measured with 500 cps threshold in Figure 4.18 was of only single 

molecules having very slow ET rates, and was just a wing of its true distribution. The 

arrow in Figure 4.21 marks the shortest lifetime in the distribution measured by 500 cps 

threshold in Figure 4.18. The lower the threshold of sampling was, the arrow would shift 

to shorter lifetime. But, using the low threshold was limited due to the fluctuation of 

background signal that could reach frequently up to 500 cps (Figure 4.17b). The ET rate 

 

 

 

 

 

 

 

Figure 4.21. Fluorescence intensity of single molecule with varying ET rate. Maximum 

intensity when the ET rate is infinite is set to 1000 cps. Background level is about 250 

cps. Thin solid line is the intensity vs. ET rate curve. Thick solid line is the range of 

fluorescence intensity with the competing ET rate less than 0.1 ns. The arrow pointing at 

0.05 ns represents the shortest lifetime of the distribution measured with 500 cps 

threshold in Figure 4.18. 
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distribution calculated from the measured lifetime distribution (Figure 4.18, black bars) is 

shown in Figure 4.22 according to Equation 2.4 in Chapter 2. The fluorescence lifetime 

of non-interacting system fτ  in Equation 2.4 is assumed to be 2.5 ns that is the center of 

the distribution measured with high threshold 1200 cps. The molecules from the second 

bar centered at 0.5 ns may be the group of most slowly injecting molecules in the whole 

population. The molecules in the first bar have so called the ultrafast electron injection 

process.  The shortest ET lifetime in the first bar was 50 ps, which is still a long lifetime 

compared to the transient IR absorption experiment that had showed several ps injection 

time.    

The weak emission of RB due to ET was not the only reason for missing the 

majority of molecules in SMD. Significant number of single molecules were missed by 

bleaching fast during the illumination. The evidence of the fast bleaching is that it has 

been routinely observed that the fluorescence intensity at a spot of a bulk sample on ATO 

dropped to 1/e intensity in a couple of second while the fluorescence intensity on glass 

did not change noticeably for minutes. The bleach resulted from the irreversible transport 

of injected electron through the ohmic contacts that existed at every pair of adjacent 

nanoparticles (see Figure 3.2). In fact, the decay of intensity due to the bleaching was 

fitted well to the time-dependent concentration decay of matter (here, electron on surface) 

following the diffusion kinetics. The notion of the quenching and the bleaching was 

confirmed by comparing the number of bright molecules in the samples having the same 

number densities of RB molecules on glass and on ATO, as shown in Figure 4.23. Same 

concentration (0.1 nM) and same volume (30 µL) of RB solution in MeOH was dropped 

on glass and ATO. 22 µm × 22 µm area of each sample was wide-field illuminated by 
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Figure 4.22. ET characteristic lifetime distribution in the SMFL experiment of RB on 

ATO with low threshold 500 cps shown in Figure 4.18. The shortest SM ET lifetime was 

51 ps. 

 

defocusing the excitation laser. CCD images of two samples were taken. Hundreds of 

molecules were visible in RB on glass sample, while there were less than twenty 

molecules on ATO. The intensity of molecules on glass is about 3 times higher than on 

ATO. Majority of RB molecules on ATO were not visible because they emitted photons 

so weakly for ET or were oxidized for a long time by the diffusion of electron from 

adsorption sites into the bulk region of the film. The bleaching effect should be much less 

in the stage-scanning detection with focused laser (normal method of SMFL test) than in 

the CCD detection. In the stage-scanning detection, all the pixels had been fresh before 

illumination and recording started on the moment of illumination; but the CCD image 

was taken after about ten seconds of focusing, during which significant number of RB 

molecules were bleached. Measurement time on each pixel in the stage-scan imaging 

were 80 ms (TCSPC data acquisition time was 50 ms, and 30 ms is for stabilization of 

stage, program execution, etc.), which is not long time for significant bleaching. However, 
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Figure 4.23. Fluorescence image of RB on a) glass and b) an ATO thin film acquired with 

CCD detector. Both images were taken by wide-field illumination at 532 nm. The 

number of bright RB molecules on ATO is much smaller than that on glass despite 

similar number of molecules in both samples. The lower number density of (b) is 

attributed to the quenching by fast electron transfer and the bleaching due to the diffusion 

of injected electron. 

 

bleaching could have gone far in the 80 ms depending on material.  

 Since both the chronological and delay times for each photon were recorded, we 

have also analyzed the fluctuation of lifetime. At first, the whole TCSPC data were 

divided into a series of pieces of 1 ~ 2 second duration, which was the minimum time 

range of TCSPC data that could be converted to a decay curve of each piece. No single 

RB molecules exhibited clear change of lifetime along the series of TCSPC data pieces. 

Sometimes SMFL seemed to change appreciably after a long dark state or sudden change 

of intensity. But no change has been observed during the interval of one block of data 

with constant intensity. Next, we needed to reduce the duration of TCSPC data pieces to 

check any lifetime fluctuation in faster time scale than second; it could not, however, be 

done for short of the data amount for the lifetime calculation in any shorter duration. 

(a) (b)
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Instead, the average decay curves of high and low intensity times of a trajectory drawn in 

a unit time were constructed and the two lifetimes were compared; there should be a 

lifetime fluctuation in the unit time scale if they were different to each other. A whole 

SM trajectory was drawn with 5 ~ 10 ms unit time, and a criterion level (6 counts/5ms) 

was set at about the half of the peak intensity as shown in Figure 4.24. Two decay curves 

were constructed by gathering the TCSPC data pieces during the time above and below 

the criterion level, and their lifetimes were calculated. As a result, in all the SMD 

trajectories, the two decays did not have noticeable difference in lifetime, and both were 

single exponential. It means that the heterogeneities of electron transfer and radiative 

lifetime dispersion were static in nature, in agreement with the finding of the previous 

study of Cresyl Violet on ITO (Sn:In2O3)
24. 

It is interesting to note that the measured SMFLs in the current as well as the 

previous studies24,26 of single molecule interfacial ET are inconsistent with the much 

faster electron transfer rate measured by ensemble average approaches. In the previous 

 

 

 

 

 

 

Figure 4.24. Intensity trajectory drawn in 5 ms unit time. The dashed line is a criterion 

level (6 counts/5ms) for classifying its TCSPC data pieces into high intensity and low 

intensity groups. Two decay curves were constructed from the two groups. 
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study of single molecule transfer in coumarin 343 and cresyl violet sensitized TiO2 

nanopraticle, fluorescence lifetimes on the nanosecond timescale was also observed, and 

the intensity trajectories showed large fluctuations that were not observed for the same 

molecules on glass, an non-electron acceptor. To account for the reported fast ensemble-

averaged electron injection rate from C343 to TiO2, and pronounced intensity fluctuation, 

the authors suggested that the molecules underwent significant fluctuation in their redox 

activity, changing between fast and slow injection states. According to this model, in the 

fast injecting states, the injection rate was so fast that fluorescence quantum yield was too 

low to be observed and single molecule fluorescence measurement only captures the 

molecules in the slow injection states.   

Here, we suggest an additional mechanism that is responsible for the apparent 

long single molecule lifetimes of RB on ATO. We suggest that our single molecule 

measurement selectively probes slowly injecting portion of the total population. This 

notion is confirmed by comparing the number of bright molecules in samples containing 

the same number density of RB molecules on glass and on ATO, as shown in Figure 4.23. 

For RB on ATO, the majority of molecules undergo fast injection, emitting too few 

photons to be observed.  This model differs from that of Biju et al26, although it is 

possible that both mechanisms can be present simultaneously.  

 

III.A.3. Origin of Radiative Lifetime Dispersion 

The SMFL distribution below 1 ns was assigned to the lifetime dispersion because of the 

electron transfer. The features of the observations were discussed in Section III.A.2. It 

was reasoned that the other SMFL distribution over 0.8 ns was influenced by neither ET 
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nor non-radiative decay lifetime in Section III.A.1. Then, the origin of the factor that 

governed the spatially heterogeneous SMFL distribution is in question. Triplet state 

lifetime is usually broadened by spatial heterogeneity 40,88; however, the triplet lifetime of 

RB is 1.6 µs in alcohol36 and even slower on dry surface than in solution89.  It could be 

separated almost completely from the nanosecond time scale dynamics. Moreover, the 

triplet yield of RB was reported to be only 0.00636. Therefore, the only channel left for 

the decay from S1 to S0 is the radiative transition. In other words, the measured single 

molecule fluorescence lifetimes in the distribution over 0.8 ns were the single molecule 

radiative lifetimes. 

According to Section III.A in Chapter 2, the radiative lifetime depends on the 

refractive index of surrounding medium by local field correction. We can estimate the 

radiative lifetime in a particular medium if we know the refractive index of the medium. 

The refractive index of ATO is about 2, but it cannot be used in applying the local field 

correction. The RB molecules were not embedded in a large bulk ATO crystal medium, 

but they were adsorbed on the surface of sub-wavelength scale ATO particles that formed 

intricate structure as shown in Figure 3.2a in Chapter 3. The nanoporous ATO film is a 

heterogeneous mixture of the two constituents: nano-granule ATO crystal and air. The 

dielectric property of the composite medium is a sort of spatial average of the two 

constituents. In order to apply the local field correction properly, the effective medium 

approximation (EMA) is necessary. There are several expressions for the EMA46,90. 

Lorentz-Lorenz effective medium expression is a result of the simple arithmetic 

averaging of polarizabilities of individual constituents corrected by the virtual-cavity 

local field correction (Equation 2.10 in Chapter 2). Maxwell Garnett effective-medium 
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expression takes into account of the dimension of each constituent, which is comparable 

with the wavelength of electric field; and they found an expression of EMA by applying 

empty-cavity local field correction: 

 

 

        

where ε is the effective dielectric constant, and εa and εb are dielectric constants of the 

component a and b in pure form, respectively. af  is a filling factor with the component b 

being considered as surrounding medium. Bruggeman suggested another expression 

choosing the effective medium as surrounding medium of itself90,91: 

  

       

 

Some people use just an average of pure dielectric constants for a polymer matrix with 

fluctuating free volume46: 

 

        

 
where  εpol and εvac are the dielectric constants of polymer and vacuum respectively. polf  

is the filling factor of the polymer. The dielectric constant curves of three EMA models 

are drawn in Figure 4.25 as the functions of the filling factor of ATO nanoparticle using 

Equation 4.5, 4.6, and 4.7. 

The Maxwell Garnett expression is suitable for a configuration that the phase a is 

spherical and completely surrounded by the medium phase b, separate-grain structure90,92. 
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In the Bruggeman theory, the two constituents are mixed randomly forming aggregate 

structure90,92. Both theories explain the effective optical property of particles of 

practically interesting size 3 nm ~ 30 nm. The Bruggeman EMA can be applied over the 

whole range of filling factor while the filling factor of Maxwell Garnett EMA is limited 

to less than 0.792. The Bruggeman EMA is more appropriate in applying to the 

experimental results of nanoporous film, because the structure of the nanoporous film is 

basically a random aggregate and its filling factor can be close to 1. It has been applied to 

the studies of electrical and optical properties of ATO nanoporous film33,91. Other studies 

on gold nanoparticle93 and the SMFL fluctuation of organic dye in polymer matrix46 also 

have been done. By the way, the difference between the curves of Maxwell Garnett and 

Bruggeman theories in Figure 4.25 may not be significant with respect to other error 

sources such as screening effect90, possible singularity resulting from the dye’s position  

 

 

 

 

 

 

 

 

Figure 4.25. Three EMA models represented by dielectric constant as a function of filling 

factor of ATO nanoparticle. Solid line, Bruggeman model; dotted line, Maxwell Garnett 

model; dashed line, Arithmetic average. 
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on ATO nanocrystal surface. 

Here are important hypotheses advanced: (1) the radiative lifetime of RB changes 

depending on the refractive index of surrounding medium according to the local field 

correction. (2) Single RB molecule feels the local effective refractive index of the 

nanoporous ATO film. (3) The effective refractive index is directly used in calculating 

the radiative lifetime of RB following the local field correction. We could expect that RB 

single molecules on ATO may have fluorescence lifetimes or radiative decay lifetimes 

that are distributed to a certain degree due to the inhomogeneous filling factor within the 

film. To find the expected lifetime distribution we need to know the radiative lifetime in 

vacuum to apply the local field correction. The radiative lifetime in vacuum is calculated 

in turn by the local field correction of a measured radiative lifetime in a medium of 

known refractive index. Following the line of method above, we chose EtOH as the 

medium of known refractive index and calculated the radiative lifetime of RB using 

Equation 2.7 substituted with the absorption and emission spectra. The refractive index of 

EtOH, 1.361194 (measured by 598 nm at 20 °C), was substituted in the equation. The 

calculated radiative decay lifetime of RB in EtOH was 4.23 ns. There is a kind of 

consistency in the calculated value and photophysical properties of RB and rhodamine 

101 (R101). As shown in Figure 4.26, the structure of R101 is the same as RB except for 

the two julolidyl rings instead of diethyl groups of RB, so that the TICT state does not 

form in polar solvents such as EtOH and MeOH. R101 really have quantum yield ~1 in 

EtOH42 and MeOH95,96. Fluorescence lifetime of R101 (base form in water) was 

measured to be 4.27 ns, and the reported values are 4.32 ± 0.1 ns (base form in water)38, 

4.46 ± 0.1 ns (base form in EtOH)38, and 4.25 ± 0.2 (acid form in EtOH)97. It looks quite 
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Figure 4.26. Chemical Structure of rhodamine 101. Juloloidyl rings prevent the free 

rotation of amino groups that is responsible for the formation of TICT state in RB. 

 

true that the R101 is an analog of RB that has negligible yield of non-raidative decay in a 

non-polar or rigid medium. The calculated radiative decay lifetime of RB in EtOH, 4.23 

ns, would be reliable to use for further analysis. Cross-checking with another method 

based on Equation 2.5a would have been helpful.  

 The three theoretical models in Equation 2.9, 2.10, and 2.11 are applied to the 

calculation of the raidative lifetime of RB in vacuum using the value in EtOH, 4.23 ns. 

The radiative decay lifetimes in vacuum were 8.03, 9.50, and 5.43 ns calculated from the 

empty-cavity, virtual-cavity, and fully microscopic model, respectively. The value from 

the fully microscopic model is particularly different from the other two values. The three 

models were compared with a specially designed experiment51 and were introduced in 

Section III.A in Chapter 2. In that experiment, the fully microscopic model showed most 

successful fit to measured data. In this section, we will check the three models once more 

using the reported data. Figure 4.27 shows the measured fluorescence lifetime data of 

R101 (base form) in various alcohol solutions reported by Magde et al.38 and best fits of 

the three models to the measured data. Because the quantum yield of R101 must be ~1, 
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we can take the fluorescence lifetime in Y axis as the radiative lifetime of R101 or RB. 

The fully microscopic model predicts the dependence of radiative lifetime on the 

refractive index of solvent best again. However, the R101 was surrounded by the polar 

solvent molecules directly, so it is not known what electrostatic effects interfered with the 

refractive index dependence of the radiative lifetime. Therefore, the virtual- and empty- 

cavity model will still be considered. Finally, we show how the filling factor determines 

the radiative lifetime based on the previous discussion. Three radiative lifetime vs. filling 

factor curves are drawn in Figure 4.28. The radiative lifetime is a functional of effective 

refractive index, which is, in turn, a function of the filling factor. The Bruggeman model 

for effective refractive index is combined with the three local field correction models in 

Section III.A of Chapter 2. The gray area represents the span of the measured radiative 

 

 

 

 

 

 

 

Figure 4.27. Three local field correction models fitted to experimental data published by 

Magde et al.38. Dots are measured data of R101 (base form) dissolved in MeOH (1.3288), 

EtOH (1.3611), i-Propanol (1.3776), n-Propanol (1.3850), n-Butanol (1.3992), n-Hexanol 

(1.4178), and n-Octanol (1.4293) – the values in the parentheses are refractive indices. 

The fully microscopic theory fits to the measured data best. 
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lifetime distribution shown in Figure 4.14 marked by black bars (0.8 ns ~ 3.6 ns). Both 

the curves of empty-cavity and fully microscopic model could not reach 0.8 ns, the 

experimentally observed minimum lifetime. The virtual-cavity model can cover almost 

the full range of the experimental distribution. It is not known for a certainty why the 

virtual-cavity model alone fits to the experimental result. We could doubt that the lower 

limit of the expression in Equation 2.10 might just happen to reach the lowest lifetime 

and that the mechanism of observed dispersion was different from that of virtual-cavity 

model. It may rather be better to think that the fully microscopic model was distorted by 

other reasons. There are three explanations: (1) very slow electron transfer longer than 1 

 

 

 

 

 

 

 

 

Figure 4.28. Plot of radiative lifetime as a function of filling factor based on three 

combinations of effective medium approximation and local field correction. Dotted line, 

empty-cavity and Bruggeman model; Thick solid line, virtual-cavity and Bruggeman 

model; thin solid line, fully microscopic and Bruggeman model. The gray area represents 

the span of measured radiative lifetime distribution shown in Figure 4.14 marked by 

black bars (0.8 ns ~ 3.6 ns). 
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ns worked. (2) electron transfer from electron-filled trap states to the unpaired HOMO of 

RB during its excited state. The back ET process was confirmed to exist with bi-

exponential model (0.1 ns and 2 ns) by Guo et al33. The n-dopped ATO is ready to 

transfer electron. If the typical picosecond time scale ET does not work, the back electron 

transfer could quench the excited state of RB. (3) quenching by surface plasmon (to be 

discussed later in this section). All three mechanisms give rise to the proportionality in 

the relation of emission power and lifetime. Therefore, if any one of the three quenching 

mechanisms was true, the proportionality actually existed and the Figure 4.15 could not 

reveal it. The range of SMFL distribution of RB on ZrO2 was from 1.8 ns to 4.7 ns. The 

ZrO2 is considered as an ET-inactive reference substrate for RB on ATO. Therefore, the 

idea of the distortion of fully microscopic model by a quenching mechanism is supported 

by the SMFL distribution of RB on ZrO2. 

We assume that the true radiative lifetime vs. filling factor curve was not very 

different from the three curves in Figure 4.28. Then, the filling factor estimated from the 

experimental lifetime distribution ranged from 0.5 to 1. Typical filling factor of 

nanoporous film is about 0.233,49,91. Average filling factor estimated here is ~ 0.63. For 

the average filling factor to be 0.2, the average SMFL has to be higher than 5 ns. This 

inconsistency bears contemplation as follows. The effective refractive index was spatially 

inhomogeneous depending on the concentration of ATO nanoparticle, and the RB 

adsorbates felt the inhomogeneous effective refractive index. Accordingly, the local field 

correction of the radiative lifetime of RB depends on its local effective refractive index. 

The ATO nanoporous film is divided into the void inter-particle space and the filled 

aggregates space, which is represented schematically in Figure 4.29 on a real AFM image. 
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If we think only top layer, the region marked by the dotted (solid) loop is the void inter-

particle space (filled aggregate space). A RB molecule existing in the aggregate space 

might feel higher effective refractive index than in inter-particle space if the 

inhomogeneity of effective medium approximation existed. An important point is that the 

adsorbates could not float in the void inter-particle space but must be on the surface of 

ATO particle. Therefore, the effective filling factors around the adsorbed RB molecules 

was higher than bulk average. As a result, the filling factor traced back from the 

measured lifetime distribution is over 0.5 even though the inter-particle space looks much 

bigger than the space occupied by ATO nanoparticles and reported filling factors. 

Dynamic heterogeneity of the optical environment of a probe molecule in polymer matrix 

was experimentally observed98 and theoretically modelled99. Those studies support the 

idea of static heterogeneity of EMA in the interpretation of our study because the 

 

 

 

 

 

 

Figure 4.29. AFM image of ATO nanoporous film divided into two kinds of spaces. In 

the top layer, the regions marked by dotted loop and solid loop were void inter-particle 

space and filled aggregate space, respectively. The effective filling factors in the two 

kinds of spaces were different if the inhomogeneity of effective medium approximation 

existed. 
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observation of dynamic heterogeneity implies that the non-homogeneous effective 

medium approximation was going on. 

 The distribution measured with the low threshold 500 cps was attributed to the 

heterogeneous electron transfer rate. The measured single molecule ET rates were not 

completely consistent with the values of bulk transient IR experiments, but it was due to 

the limited sensitivity of the SMD. The measured hundreds picosecond SM injection 

rates in Figure 4.22 may be ascribed to the coupling of excited state RB with discrete or 

low-density trap states, or weak coupling between surface states of ATO and charge 

transferred excited state.  Another possible mechanism of lifetime reduction accompanied 

by quantum yield or emission power reduction could be energy transfer from RB to ATO 

nanoparticle. The band gap of SnO2 is about 3.5 eV (350 nm)29 and the on-set energy of 

emission from excited RB is 2.34 eV (530 nm). It has been observed that SnO2 showed 

no interband absorption between 3.1eV (400 nm) and 0.16 eV (8000 nm)91. As shown in 

Figure 4.30, there is no overlap between the absorption and emission spectra of ATO and 

RB respectively, and so the resonance energy transfer would not be feasible. Moreover,  

 

 

 

 

 

 

Figure 4.30. Schematic diagram of ATO absorption and RB emission spectra. The two 

spectra do not overlap and resonance energy transfer is not feasible. 
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Figure 4.31. Absorption spectrum of nanocrystalline ATO film. Finite absorbance in the 

visible region is the short-wavelength-side wing of strong surface plasmon band centered 

at IR (~ 3µm33). 

 

the band gap of ATO is larger than SnO2 by the amount of charge carrier in conduction 

band100. However, the dipole created by the collective motion of free electron gas in 

nanocristalline metal and semiconductor, surface plasmon101, can effectively interact with 

donor molecular dipole102. The frequency of surface plasmon of metal103-105 or 

semiconductor103 ranges usually visible and IR depending on the concentration of free 

electron103 and the refractive index of medium105. It has been observed and published that 

the ATO nanocrystalline film has non-negligible absorption in the visible region that was 

assigned to the plasmon band33,91,106 as shown in Figure 4.31. The finite absorbance in the 

visible region is the short-wavelength-side wing of strong surface plasmon band centered 

at IR (~3µm33). The energy transfer from the excited RB and surface plasmon might have 

led to the decrease of fluorescence lifetime and quantum yield simultaneously. In the 

previous paragraph about Figure 4.28, we imagined that the surface plasmon might have 

influenced on the distribution measured with the high (1200 cps) threshold resulting in 
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the deviation of the distribution from the curve of fully microscopic model. It is certain 

that the mechanism of the quenching of majority of excited RB molecules adsorbed on 

ATO was electron transfer from bulk pump-probe study. However, the existence of 

energy transfer in the observed SMFL distribution and its contribution to the quenching 

of RB adsorbates on ATO is still worth questioning. 

In conclusion, SMFL distributions of the electron injecting but visible molecules 

were measured and showed low-lifetime-bound distribution. The local field correction 

and effective medium approximation were applied to the interpretation of SMFL 

distribution higher than 0.8 ns. However, further experimental and theoretical studies 

should be sought for complete understanding of the phenomena; e.g. a diagnostic 

experiment that can measure the oxidation state of the quenched but visible molecule 

may be helpful for us to explain the distribution below 1 ns more clearly.  

 

IV. Conclusion 

The single molecule observations of RB dye adsorbed on the nanocrystalline ATO film 

were performed. The bulk studies showed clear deviations from single exponential decay 

dynamics that is intrinsic in single molecule fluorescence decay. The decay dynamics of 

most single molecules on ATO were single exponential. Electron transfer process on 

ATO reduced SMFL down to 50 ps. The SMFL distribution of RB on ATO was clearly 

shifted to shorter lifetime from that of RB on ZrO2 which was considered as a reference 

in terms of ET. The major characteristic time of electron injection into the conduction 

band of ATO would have been from a few to one hundred picosecond time scale, so 

should the SMFLs. However, the average SMFLs was 700 ps. Such a large discrepancy 
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was attributed to the limited signal to background ratio of SMD that was lower than other 

tests for the scattered light from ATO. The lifetime distribution was sensitive to the 

sampling threshold. The distribution measured with high threshold showed the broad 

lifetime dispersion without dependence on quantum yield. It was interpreted with a 

purely dielectric effect: the convolution of local field correction and effective medium 

approximation.  
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Appendix A: Polarization Dependence of Fluorescence Intensity 

We describe the µ  and 0E  explicitly in both the lab frame and a frame defined in regard 

to the laser beam right before the objective lens, and their relation is shown in Figure 4.32 

to figure out the polarization dependence of the fluorescence intensity: 

 

( ) ( ) ( )0r-rẑ cosŷ sinsinx̂ cossinrµ δθφθφθ ++=                               (4.A1) 

( ) ( ) ( ) ( ) Ẑ RŶ RX̂ RRE0 zyx EEE ++=                                                      (4.A2) 

ẑ ŷ x̂ r zyx ++=                                                                                            (4.A3) 

Ẑ Ŷ X̂ R ZYX ++=             (4.A4) 

( )Rr Θ= T               (4.A5) 

( )











ΘΘ−
ΘΘ

=Θ
100

0cossin

0sincos

T                       (4.A6) 

 

where x̂ , ŷ , and ẑ  are the unit vectors of the lab frame, and X̂ , Ŷ , and Ẑ are the unit 

vectors of the laser beam frame. θ and φ are the polar and azimuthal angle of the dipole 

moment with respect to x̂  and ŷ , respectively. Θ is the rotation angle of laser beam 

frame with respect to the lab frame. r and R are the position vector in lab frame and laser 

beam frame with its origin defined at the crossing point between the substrate surface and 

optic axis of microscope. r0 is the position vector of the dipole moment in lab frame. The 

dipole moment is assumed to be a point due to the relative sizes of single molecule 

(~1nm) and laser focus (450nm in diameter). Ex(R), Ey(R), and Ez(R) are three electric 
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Figure 4.32. Schematic diagram of the coordinates in lab frame (small letter) and laser 

beam frame (capital letter) in microscope. The laser beam frame has rotated by Θ 

counterclockwise. 

 

field amplitude components at position R in the laser beam frame. The magnitude of µ 

and E0 are set to 1. The gist of the above definitions is that the relative magnitudes of the 

Ex(R), Ey(R), and Ez(R) is not homogeneous at the focal plane: they are homogeneous at 

a normal cross-section of collimated beam before the objective lens. The profile of the 

magnitude of each electric field component, Ex(R), Ey(R), or Ez(R) on a focal plane is 

shown in Figure 2(c) in the published work by Sick et al.60. The plane of polarization 

before the back aperture of input laser beam was along X axis. The objective lens that 

was used by the authors (100X, 1.3NA, ~0.2mm working distance) was a similar type of 

one used in this study (100X, 1.4NA, 0.2mm working distance). The theoretical and 

experimental results of Sick et al.60 show that the electric field at the focus, which has the 

same direction of polarization (along X axis) as the laser beam before the back aperture 

of objective lens has, decays radially from the center of the focus to about 190nm. The Y- 
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and Z-components also exist forming four (Y) and two (Z) lobes ranging from 120nm to 

370nm away from the center of the focus. If the laser focus is positioned well for the 

single molecule to be within a circle of 120nm radius concentric with the laser beam, the 

only effective electric field is linearly polarized along X axis. In this case, when the plane 

of polarization of the input beam rotates by Θ, the total electric field amplitude ( )00 rE  in 

lab frame is: 

 

                     

where E0(R0) is (1, 0, 0)T. The response of fluorescence to the rotation of input beam 

polarization represented by 
2

0Eµ ⋅  becomes59,67: 

 

        

where the θ and φ are fixed, and Θ changes. For arbitrary values of θ and φ: 

 

 

For two-photon excitation, excitation efficiency is determined by two-photon tensor. 

Many strongly emitting laser dyes such as RB tend to have the tensor of only one 

diagonal element107: 

 

 

 

 

where, T is the two-photon absorption tensor. 
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Appendix B: Solubility of Oxygen in Water and Alcohol 

In ideally diluted solution, the mole fraction of solute and its vapor pressure are related 

by Henry’s law108. 

 

                

where p is the vapor pressure, x is mole fraction, and K is the Henry’s law constant. 

When the solute is oxygen and solvent is water, K is 4.3×104 atm108. The p of oxygen in 

the air is 0.21 atm, then mole fraction, x, is 4.9×10-6. The molarity of oxygen solution in 

water can be approximated to that of pure water, 55.5 M. The concentration of oxygen in 

water is 2.7×10-4M.  

The molar volume of air is 22.4L/mol under ideal gas assumption. The number of 

moles of oxygen in the air per liter is, 0.21÷22.4 mole/L = 9.4×10-3M. Therefore, the 

concentration of oxygen in water is about 35 times lower than in the air. The 

concentration of oxygen in methyl alcohol can estimated to be 2mM using the Henry’s 

law constant for oxygen-Methyl alcohol109. It is 4.7 times lower than [O2] in the air. 

 

 

 

 

 

 

 

 

xKp = (4.A11) 
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Chapter 5. Surface Induced of Fluorescence Lifetime Distribution of 

Rhodamine B on Glass Measured by Single Molecule Detection 

 

I. Introduction 

A fascinating optical process working in the emission of light from a molecule near a flat 

dielectric interface is the modification of radiative lifetime of the molecule. It is a 

function of geometry - molecular dipole orientation and its distance from the interface - 

and of the refractive index ratio of the two media forming the interface1-6. Historically, it 

dates back to the experiments on the dependence of fluorescence lifetime on the distance 

between chromophore and metal surface done by Drexhage7,8 in the 60s and subsequent 

theoretical works by Tews9 and Chances et al.10-12 in the framework of classical 

electrodynamics in the 70s. Since then, the fluorescence lifetime studies of molecules on 

semiconductor13-17 and lossless dielectric surface1-3,6,18,19 have also been done. Especially, 

the classical theoretical work on the radiative lifetime of single dipole near the lossless 

dielectric medium by Lukosz et al.1,2 has presented a useful background for the 

subsequent theoretical advances3,20-22 and the understanding of experiments4-6,23,24.  We 

have seen the aforementioned problems come into play in the SMFL measurement of RB 

dispersed on glass surface as an inhomogeneous broadening of lifetime. The theoretical 

work of Lukosz et al. fully implemented our analysis of the SMFL distribution data, and, 

conversely, SMD may be the only realization of the theoretical model set up in the 

theory1,2.  

In this chapter, the RB on glass will be compared with RB on ATO as an ET-

inactive system. In addition to the effect of ET-inactiveness, the SMD of RB on glass has 
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shown interesting SMFL distributions and intensity trajectory patterns. The SMFL 

distribution is ascribed to the dipole orientation effect on the fluorescence lifetime: the 

fluorescence lifetime is equal to the radiative lifetime because the quantum yield of RB 

on glass was assumed to be 1 for the rigid25 and non-polar26,27 properties of the air-glass 

interface. The analytical expressions of the orientation effect2 are applied to our 

experimental results in predicting the SMFL distribution using a parameter - radiative 

lifetime in air calculated from the fully microscopic model local field correction28,29: 

those theories are introduced in Section III of Chapter2. The SMFL distribution of RB in 

the air side of the surface of flat, lossless dielectric, and higher refractive index substrate 

(glass, nD = 1.5230) was first observed in this study. Good comparison can be made with 

previous works on DiIC12
4and DiIC18

5,6 embedded in the PMMA (nD =  1.4931) side of 

PMMA-air interface. 

Contrary to the intensity trajectory of RB on ATO, that of RB on glass has been 

observed to fluctuate highly. The unique high fluctuations of the intensity trajectory of 

single rhodamine dyes in inert polymer matrixes32,33and silicate34 have also been 

observed in the previous works. To my knowledge, the mechanism of high fluctuation 

has not been uncovered. In this chapter, the high intensity fluctuation is analyzed 

simultaneously with lifetime fluctuation using TCSPC data, and previous arguments on it 

are critically reviewed using our experimental results.  
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II. Results 

II.A. Bulk Fluorescence Lifetime of RB on Glass 

3 µL of 5×10-8M RB in MeOH solution was dropped on a cleaned cover glass. MeOH 

evaporated in 30 second and RB molecules were dispersed homogeneously. The average 

distance to the closest molecule was roughly 50 nm. The negligible formation of the 

regions of the effective inter-molecular interaction was confirmed by (1) no clear change 

of bulk lifetime by lowering the concentration of RB solution, and (2) the coincidence of 

the bulk lifetime and the average of SM lifetimes (to be shown in later sections). 

Referring to Section I.C of Chapter 3, the sample prepared here was an example of 

homogeneous distribution in spite of dropping scheme. The phenomenon is considered to 

originate in the fast adsorption of RB on glass surface through electrostatic attraction in a 

stereoselective mode. Zwitterion is a dominant form of RB in neutral solution35 – it is 

called base form in  some places26,36. The RB molecules may adsorb quickly on glass 

surface having negative surface-partial-charge, through their positive part of the structure. 

Figure 5.1 shows three important resonance structures stabilizing the positive charge in 

xanthene ring. It is supported by the routine observations of significantly higher 

concentration of positively charged and zwitterionic rhodamine dyes at the interface 

between glass surface and dye solution than a deep point in the dye solution. On the 

contrary, constant concentration has been observed through the interface into the dye 

solution when the dye was neutral, negatively charged, or bound to solvated DNA. 

A 25×25 µm2-wide two-photon fluorescence image is shown in Figure 5.2. 

Excitation wavelength and power were 800 nm and 110 kW/cm2. Fluorescence counts 

were not spatially resolved, which made it a bulk test. Figure 5.3 is the decay curves of  
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Figure 5.1. Schematic resonance structures of rhodamine B in zwitterion form. Positive 

charge is distributed in the xanthene ring. 

 

 

 

 

 

 

 

 

 

Figure 5.2. Stage-scanned two-photon fluorescence image of RB molecules adsorbed on 

a glass surface. Total scanned area is 25×25 µm2 (40 pixels by 40 pixels). 
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Figure 5.3. Fluorescence decay curve of bulk RB on a cover slip measured in the test 

shown in Figure 5.2 and fitted to single exponential model. τ and χ2
r are 3.0 ns and 3.4 

respectively. (a) Drawn in linear scale. (b) Drawn in log scale. 
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the total fluorescence photons detected in the test shown in Figure 5.2. In Figure 5.3, a 

single exponential model convoluted with an instrument response function is fitted to the 

measured decay curve. The best fit of lifetime parameter is 3.0 ns with reduced chi square 

χ2
r being 3.4. The magnitude of χ2

r 3.4 suggests that the measured decay curve deviated 

from a good single exponential decay, but it is closer to single exponential than the bulk 

fluorescence of RB on ATO of χ2
r , 11.9. Looking at the fitting result in Figure 5.3a, the 

measured decay curve could be termed single exponential at a glance. However, the 

reduced chi square 3.4 is well over 1.5, a conventional criterion of good fitting, and the 

residue curve shows a signature of multi-exponential dynamics: its sign changes from 

plus at early time (< 1 ns), to minus in the middle (around 3 ns), and finally to plus (> 5 

ns). In Figure 5.3a, we can see the slight deviation around 0.5 ns and 3.0 ns, and 

deviation from linear line in log scale after 6.5 ns in Figure 5.3b. It is unlikely that any 

strong heterogeneous quenching effect like the interfacial electron transfer observed in 

RB-ATO nanoporous film could exist. The origin of slight multi-exponential feature is 

due to the interfacial electrodynamical effect, which will be explained in Discussion 

section. 

 

II.B. Single Molecule Fluorescence Lifetime of RB on Glass Surface 

The SMD of RB on glass has been performed by the typical two-photon excitation: 800 

nm wavelength, 50 fs pulse width, 88 MHz repetition rate laser output from the mode-

locked oscillator. The laser power at the focus was about 0.16 MW/cm2. A sample with 

proper number density of RB molecules was loaded on the sample stage in the 

microscope, and the Search and Record procedures (Section III.A of Chapter 3) found 
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single molecules and recorded TCSPC data. Optimization procedure was not applied in 

this SMD of RB on glass test. The threshold for stopping the search procedure was 160 

counts/0.1 s. 

Figure 5.4 details the information from the TCSPC. Figure 5.4a is an intensity 

trajectory drawn with standard unit time, 0.1s. Four data point from 2.0 s to 2.4 s is 

selected in Figure 5.4a and all the pairs of the chronological and delay time associated 

with detected photons in the point are plotted in Figure 5.4b. In Figure 5.4b, each dot 

represents a single detected photon and is placed in the plot by its timing data. The 

number of dots inside the horizontal bar in Figure 5.4b becomes a point of fluorescence 

decay curve shown in Figure 5.4c with its delay time axis sharing that of Figure 5.4b. The 

number of dots inside the vertical bar in Figure 5.4b becomes a point of intensity 

trajectory in Figure 5.4d. The two histograms in Figure 5.4c and 5.4d can be built with 

arbitrary unit time.  

Two pairs of representative fluorescence intensity trajectory and decay of two 

single molecules on glass are shown in Figure 5.5. The graphs in Figure 5.5a and 5.5b are 

drawn out of the same single molecule photon counting test by the method described in 

Figure 5.4, and so are the pair of graphs in Figure 5.5c and 5.5d. Figure 5.5a and 5.5c are 

intensity trajectories, and 5.5b and 5.5d are the decay curves in log scale. The intensity 

trajectory of the molecule in Figure 5.5a fluctuated highly while the trajectory shown in 

Figure 5.5c of the other molecule fluctuated much less than Figure 5.5a. The population 

of the highly fluctuating molecule was about 90%. The two decay curves were well 

described by the single exponential decay. The single exponential decay model was fit to 

the individual fluorescence decay curves to calculate the characteristic decay time. The  
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Figure 5.4.  Information of single photons of TCSPC data for the construction of decay 

curve and intensity trajectory. (a) Regular intensity trajectory of a molecule. (b) TCSPC 

data taken from the part of trajectory in (a) expanded in two coordinates: chronological 

and decay time. (c) Decay curve by counting the number of photons in the horizontal bar. 

(d) Intensity trajectory by counting the number of photon in the vertical bar. 
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Figure 5.5. Two pairs of representative fluorescence intensity trajectory and decay of 

single molecules on glass. Excitation power and wavelength are 0.16 MW/cm2 and 

800nm. (a) and (b) are intensity trajectory and decay curve of fluorescence from a 

molecule. (c) and (d) are from another molecule. The trajectory in (a) fluctuates highly 

and that in (b) has relatively stable intensity showing the on-off characteristic. 
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Figure 5.6. Two sets of SMFL experiments of RB on glass. Distribution A has average 

3.4 ns and standard deviation 0.37ns. Distribution B has average 3.3 ns and standard 

deviation 0.35 ns. The SMFL distributions look wider than expected on non-interacting 

substrate. 

 

SMFL and reduced chi square χ2
r are put in the right upper corner of each decay graph. 

Clear relation between the degree of fluctuation and lifetime has not been observed. 
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Two sets of SMFL experiments were done and their SMFL distributions are 

shown in Figure 5.6. The distributions A and B consist of 122 and 103 molecules 

respectively. Each set of SMFL experiment was done in a day and the distribution B was 

measured one year after A. The distribution A had average lifetime 3.4 ns and standard 

deviation 0.37 ns. The distribution B had average 3.3 ns and standard deviation 0.35 ns. 

The SMFLs does not have a definite value although the glass surface is considered as a 

non-interacting substrate. Both the SMFL distributions ranged roughly from 2.4 ns to 4.2 

ns, which is too large to attribute to a measurement error. The verification of the two 

distributions is necessary. The quantitative estimation of measurement error will be 

shown in the next section. The possible origin of the wide distribution of SMFL on non-

interacting surface will be discussed in the discussion section. 

 

III. Discussion 

III.A. Single Molecule Fluorescence Intensity Trajectory 

The SMD for the fluorescence intensity trajectory has been a unique observation that 

provided the insight into the kinetics of photophysical processes37-43. Theoretical studies 

have also been developed using time-correlation function of intensity fluctuation or 

single photon arrival time as a powerful tool of revealing parameters of molecular or 

photophysical dynamics associated with the measured dynamic variable, intensity or 

single photon detection event44-48. In this section, using the SMD technique, we are going 

to investigate the peculiar high fluctuation of fluorescence intensity from single RB 

molecule on glass surface. The origin of the phenomenon has eluded previous attempts to 
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discover and still is in question32,34,49. The objective of this work is to improve the current 

knowledge on the problem by providing new and supportive experimental results.   

The single molecule intensity trajectories of RB on ATO and glass surface were 

demonstrated showing the clear difference in the fluctuation time scale. About 90% of 

intensity trajectories on ATO were relatively constant while 90% of trajectories on glass 

were highly fluctuating in millisecond time scale. The feature of fluctuation depends on 

the unit time in drawing the intensity plot, and so autocorrelation function, C(T), of 

intensity is used to quantify the time scale of fluctuation39,50-53:  

 

 

 

where C(T) is the time average of the multiplication of intensities at time t and t+T scaled 

by the square of intensity average. The C(T) is calculated with t running through the 

whole trajectory while the T fixed. It can be interpreted as the extent to which the 

intensities with the time difference T are correlated. The C(T) function of random 

variable usually has higher value than 1 and decreases to 1 at longer time. That is, the 

C(T) has value 1 when there is no correlation between the intensities with time difference 

T. Pair distribution function can be derived from the autocorrelation function in a three 

state model45 of molecular photophysical process : 
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where, iscα , exek , and GTk  are the triplet yield, excitation rate, and the de-excitation rate 

of T1→S0 of RB, respectively. The GTk  is several orders higher than exeisckα  term for RB 

in inert environment, so the decay rate of autocorrelation is governed by the triplet decay 

rate unless other bottleneck channel is involved.  

The autocorrelation curves of a single RB molecule on glass surface are shown in 

Figure 5.7. They are constructed out of the same photon counting data but their unit time 

of T is 5ms (a) and 2µs (b). According to the graphs, it could be said that the decrease of 

the intensity correlation has fast and slow components. The fast one is sub-millisecond 

 

 

 

 

          

 

 

 

Figure 5.7. Measured intensity autocorrelation function of single RB on glass drawn in 

two different unit times, 5 ms (a) and 2 µs (b). They were fitted with double (a) and 

single (b) exponential decay models. The characteristic decay times in (a) were 200 ms 

and 2.6 s. The characteristic decay time of (b) was 5 µs with baseline 3. 
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time scale and the slow one still has correlation up to 2 s. The C(T) curve of 5 ms unit 

time reflects the characteristic high intensity fluctuation of RB on glass that is apparent in 

the intensity fluctuation of ~100 ms unit time shown in Figure 5.4, 5.5, etc. To find the 

decay time, the measured C(T) in Figure 5.7a was fitted with double exponential decay 

model even though the true dynamics of the intensity fluctuation of fluorescence from 

RB on glass is not known: it looks fluctuating randomly and we may be able to fit the 

C(T) decay curve with exponential function because the time correlation function of 

random process is usually exponential form33,54,55. 

The two characteristic decay times τc were 200 ms and 2.6s with amplitude 0.84 

and 0.45, respectively. The correlation in Figure 5.7b in much faster time scale, 2 µs unit 

time, stabilizes to about 3 in 20 µs. The autocorrelation decay is fitted to single 

exponential with baseline 3 and its τc, 5 µs. Multi-component autocorrelation functions 

similar to the one in Figure 5.7a had been observed in the intensity fluctuation of single 

DiIC12 molecule on cover glass42, of which interpretation will be discussed in the later 

paragraphs. 

The dotted lines in Figure 5.7a and 5.7b are the C(T) curves of background. As it 

should be, the background C(T) does not have correlation with 5 ms unit time of T 

through the entire T range in the Figure 5.7a, which means the background signal is fully 

randomized in 5 ms, the first bin of the plot. The slight offset above 1 in Figure 5.7a is 

due to the limited amount of photon counting data, and unknown slow correlation from 

device or dark noise. The background cannot be complete white noise with δ(0) 

autocorrelation function, and so there naturally appears residual correlation at early time 

such as in Figure 5.7b. The dead time of photon counting board is 0.2µs, which is not the 
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reason for the residual correlation. Whatever the origin of background correlation near 

T=0 is, the fast decay with τc of 5µs is not pure photophysical effect but the sum of 

background autocorrelation and the dark time correlation due to shelving on triplet state 

having a few µs lifetime55-57. 

 An intensity autocorrelation function of a single RB on ATO is shown in Figure 

5.8. In contrast to those of RB on glass in Figure 5.7, it does not have the slow fluctuation 

and decays to 1 in 20µs. The characteristic decay time, τc, is 5µs that is the same as RB 

on glass. It means that any structure of intensity fluctuation will not appear even if the 

intensity trajectory such as Figure 4.12 is plotted in other unit time. Both the fast 

component of C(T) decay of single RB on glass and the only decay component of C(T) of 

single RB on ATO are background correlation limited. It means all the other 

photophysical processes including back electron transfer are faster than the µs time scale, 

except for the slow intensity fluctuation of the single RB molecule on glass. 

 

 

 

 

 

 

 

Figure 5.8. Measured intensity autocorrelation function of single RB on ATO drawn in 2 

µs unit time. It was fitted with single exponential decay. The characteristic decay time 

was 5 µs with baseline 1. 
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As shown in Figure 4.8b and 5.4, the single molecule fluorescence intensity 

trajectory of RB on glass fluctuates highly from millisecond to second time scale. It is 

dependent on the property of substrate because intensity is relatively constant on ATO 

surface. Lots of mechanisms have been proposed including photo-induced metastable 

state formation58, interaction with other molecules49,58, conformational changes33,59, 

rotation33,58, spectral diffusion49,58, dynamic variation of local environment34,58, and 

radical dark state formation32; but the origin of the intensity fluctuation of RB on glass 

has not been elucidated. In the following paragraphs, the proposed mechanisms will be 

reviewed critically using our experimental data. 

Dark triplet state (T1) has orders of magnitude longer lifetime than any other 

intrinsic photophysical state lifetime60. Rhodamine dyes typically have microsecond time 

scale triplet lifetime in solution56 but have even shorter triplet lifetime in the air where 

oxygen is more abundant than in solution (see Appendix B). Oxygen is a well known 

quencher of T1 state61 and the above intensity trajectories were recorded on glass-air 

interface. Therefore, the triplet blinking is excluded from the origin of observed intensity 

fluctuation33.  

The glass surface is considered as an inactive substrate and is not likely to form 

photo-induced metastable state where electron is trapped after the ionization of RB 

through electron transfer. For the reason, the formation of photo-induced metastable state 

seems not to be the origin of intensity fluctuation.  

Because the sample prepared for single molecule observation has a very low 

number density of dye molecules (~0.07 molecules on 1µm × 1µm area), the probability 

of interaction between other nearby molecules is negligible. Electron transfer and energy 
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transfer is generally effective within 1 nm and 10 nm, respectively. Therefore, the 

interaction with other molecules could not be the origin of fluctuation.  

The spectral diffusion was disproved by previous works by observing only 3 nm 

diffusion range of fluorescence peak maximum of RB in silicate film, which was not 

enough for the whole scale intensity fluctuation34,42. The substrate in our study was the 

cover glass for general purpose of microscopy, named water glass or sodium silicate. 

Sodium was one of the major components of the cover glass but did not exist in the 

silicate film of Wang et al.’s experiment34. The sodium ion might not be responsible for 

the fluctuation because the intensity fluctuation in this study was similar to that observed 

by Wang et al., even though the RB was embedded in silicate film in their experiment. 

Therefore, the fluctuation of absorption cross section by spectral diffusion was also not 

responsible for the observed intensity fluctuation. 

Next, the conformational change mechanism implies the quantum yield change by 

the formation of TICT state62-64 proposed by previous works33,59. As explained in detail in 

Section III.A, The quantum yield change due to TICT state formation results from the 

increased non-radiative decay rate when the two diethylamino groups pendent on the 

xanthene backbone twist during the electronic excited state. Therefore, fluorescence 

lifetime should change along with the intensity change. In addition, the range of 

fluorescence lifetime change is expected to be from the value of radiative lifetime (~ 9 

ns) down to picosecond regime because the low intensity level during fluctuation is less 

than 10% of maximum intensity. Motivated by the idea, intensity trajectory of a single 

molecule observation is divided into two trajectories in just the same way as shown in 

Figure 4.23: two fluorescence decay curves were obtained from two collections of 
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TCSPC data pieces over and below a criterion. If the TICT state formation is responsible 

for the intensity fluctuation, the fluorescence lifetime calculated from the high intensity 

trajectory has to be clearly lower than that of low intensity trajectory. An example of the 

analysis is shown in Figure 5.9. The total trajectory is shown in graph (a). The 

fluorescence decay curves of the two intensity trajectories (b) and (c), which are mutually 

exclusive in time, are plotted and their lifetimes are calculated in Figure 5.10. The 

average intensity of high intensity trajectory is about four times higher than the low 

intensity trajectory. Then, we could expect that the lifetime of the high intensity 

trajectory was four times longer than the low intensity trajectory (Equation 2.5a), if the 

TICT state worked. However, the fluorescence lifetime of the high intensity trajectory  

 

 

 

 

 

 

 

 

 

Figure 5.9. Intensity trajectory of RB on glass drawn in 50 ms unit time. The dashed line 

is a criterion level (200 counts/100ms) for classifying its TCSPC data pieces into high 

intensity and low intensity groups. Two decay curves were constructed from the two 

groups. 
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was 3.3 ns and that of the low intensity trajectory was 3.7 ns. They are not as clearly 

different from each other as our expectation and we may well say that they are different 

only by statistical error. Moreover, the trajectory of low intensity must have shorter 

lifetime in accordance with the above assumption, but it does not. All of seven SMD data 

analyzed such a way showed similar results and it is concluded that the conformation 

change forming TICT state was not responsible for the intensity fluctuation of RB on 

glass. The rotation of single molecule is also excluded because the high fluctuation was 

observed by both circular and linear polarization of excitation light, which has also been 

confirmed by Wang et al.34. 

The following discussion proposes two possible mechanisms of the intensity fluctuation: 

slow in-plane translational motion and radical dark state formation32. To watch the 

translational motion directly, in-plane motion of single RB molecules on a cover slip is 

demonstrated in Figure 5.11 by a time series of CCD images. Wide field of a single 

molecule sample is illuminated by TIR (Total Internal Reflection) method and 

fluorescence is recorded using CCD camera. Details of the detection method and 

microscopy are described in the previous work of Bartko et al.65. In Figure 5.11, each 

image was taken for 1s exposure time and labeled with time on the left upper corner. The 

two crosses are placed at the constant positions in each frame of images so that we can 

clearly see the displacement of bright spots. The size of crosses is 1µm long in vertical 

and horizontal directions. The bright spots near the two crosses moved about 1µm for 8s. 

If the sample had been illuminated with laser focus, not the wide field illumination, there 

should have been increase and decrease of the fluorescence intensity for about 4s, taking 

into account the spot size of laser focus, ~500 nm in diameter. For the reason, the slow 
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second time scale (τc; 2s) change of intensity in Figure 4.8b, and 5.4 may be due to the 

translational motion. The translational motion is not responsible for the 200 ms time scale 

intensity fluctuation but could influence on the second time scale intensity change. 

The fact that the fluorescence lifetime was constant in spite of the intensity 

change supports the mechanism of long-lived dark state formation32. In the work of 

Zondervan et al.32, they proposed that the dark state was a reversible anionic radical 

formed through triplet state of R6G. If that occurred in our SMD of RB on glass too, the 

radiative and non-radiative decay rates would not change and only intensity would 

change as we observed in Figure 5.9 and 5.10. Such experimental evidence and the 

published work32 provide the justification of the thought that the quantum yield of RB on 

glass was 1 even if its intensity trajectory fluctuated highly. A photophysical model of 

 

 

 

 

 

 

 

Figure 5.10. Fluorescence decay data of high (a) and low (b) intensity times fitted to 

single exponential decay model. Their lifetimes were 3.3 ns (a) and 3.7 ns (b). The 

intensity difference could not originate from the TICT state formation because the 

lifetime of the high intensity part should be four times longer than that of the low 

intensity part. 
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Figure 5.11. Time series of eight fluorescence images of two single RB molecules on 

glass surface illuminated by TIR method and recorded by CCD camera. Acquisition time, 

1 s; size, 8 µm by 8 µm. The single molecules showed translation motion around the two 

1 µm sized crosses. 
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this case should be random interchange among a bright state and multiple dark states. The 

bright state should be similar to the normal electronic transition cycles in vacuum. There 

should be multiple number of dark states because the decay dynamics in Figure 5.7a 

would be single exponential if there were only one dark state42,55, but it was fitted well to 

double exponential. The double exponential was chosen arbitrarily but it worked well. 

Similar conclusion was drawn from the SMD of DiIC12 on cover glass by Weston et al. 

through eliminating several conceivable mechanisms: rotational motion, shelving on 

triplet state, absorption cross section change by spectral shift42,66. However, the 

experimental verification of dark radical formation was done on R6G trapped in 

poly(vinyl alcohol) matrix not on RB on glass. We provisionally attribute the large 

intensity fluctuation in millisecond time scale to the dynamic formation of radical dark 

states. In conclusion, it is possible to narrow down the possible mechanisms of intensity 

fluctuation of RB on glass by measuring lifetime of high and low intensity durations, but 

the question has not been answered and further study is necessary. 

 

III.B. Single Molecule Fluorescence Lifetime 

The SMFL distributions of RB on glass surface shown in Figure 5.6 is sharper than those 

of RB on ATO shown in Figure 4.14. Taking into account of the inertness of RB’s 

environment in terms of quenching of excited state, we may expect a sharper distribution 

or rather an almost definite lifetime. However, the measured distributions in Figure 5.6 

had reproducible FWHM of about 0.35 ns. Before we investigate the origin of the 

broadening mechanism, the validity of the presented distribution should be checked. For 

the method of validity check, we would use the result of the virtual SMFL test introduced 
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in Section III.C of Chapter 3. There, we demonstrated the statistical fluctuation of the 

lifetime of the virtual light source of constant lifetime. The standard deviation σ of the 

statistical lifetime fluctuation turned out to depend on the number of photon counts used 

in calculating the lifetime (or total counts) and the magnitude of lifetime. Therefore, we 

can express the credibility of each SMFL value included in the lifetime distribution by 

the standard deviation, referring to the lifetime and total counts of recorded fluorescence 

decay. To display the lifetime and total counts, the SMFL distribution graph in Figure 

5.6a is re-drawn in total count-lifetime format as shown in Figure 5.12. Each dot stands 

for the SMD of a molecule. Its x coordinate is SMFL and y coordinate is the total photon 

counts. Based on the virtual SMFL data shown in Figure 3.22 and 3.23, we could draw 

the thick gray line representing a border over which the σ of statistical fluctuation of 

 

 

 

 

 

 

 

 

 

Figure 5.12. Total counts vs. lifetime plot of the data included in the histogram in Figure 

5.6a. The thick gray curve divides the population into two groups: SMFL of lifetime 

fluctuation σ lower than 0.1 (over the curve) and higher than 0.1 (below the curve). 
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SMFL was less than 0.1 ns and below which higher than 0.1 ns. We postulate that the 

SMFL data over the gray line did not change true SMFL distribution; and those below the 

gray line were so uncertain that the possible range of true distribution should be estimated. 

If we construct, in mind, a distribution of the SMFLs only over the gray line, we can say 

that their true distribution would range from 2.5 ns to 3.7 ns plus two points over 4 ns in 

accordance with the postulate. It is similar to the measured total distribution in Figure 

5.6a. Let’s see the lower limit of the error bars of the two SMFL data in Figure 5.12 

because it is doubted that the distribution was fictitiously broad. Their true values were 

within the ranges marked by the error bars with 68% credibility. Their lower limits are 

higher than 3.8 ns. In addition, the probabilities of the true values being at the center of 

distribution (3.4 ns) were 103 and 107 time lower than the probabilities at 4.4 ns and 4.7 

ns, respectively. Briefly speaking, the widths of the distributions over and below the thick 

gray curve are similar. In conclusion, the probability of the true distribution being much 

sharper or a definite value is so low that the measured distribution is valid. 

 Given the fluorescence lifetime distribution, the magnitude and pattern of 

distribution is intriguing. It is not just a RB SMFL distribution without electron transfer 

and may not be the best blank test for the SMFL distribution of RB on ATO because their 

morphologies are completely different from each other. Setting aside the ET process, the 

nanoporous dielectric environment and the finite dielectric geometry modified the 

lifetime of adsorbate in different manners while there should be a unified nature in them. 

To understand the distribution of RB SMFLs on glass surface, we applied the classical 

optical mechanism described in Section III.B of Chapter 2 for semi-empirical SMFL 

distribution. An important result of the theory for the analysis of the observed 
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distributions is Equation 2.21. Because the reciprocal of fluorescence lifetime is a sum of 

the reciprocals of radiative and non-radiative lifetimes, the full expression for the 

fluorescence lifetime is:  

 

 

 

where, τ is the fluorescence lifetime, τrad is the radiative decay lifetime when the 

molecule is in the air far way from the surface. τnon-rad is the non-radiative decay lifetime. 

θ is the polar angle of the emission dipole relative to the surface normal. L||(z0) and L⊥(z0) 

are the emission powers of the dipole, at distance z0 ~5Å, in horizontal and vertical 

directions to the surface of substrate respectively. L∞ is the power when the dipole is far 

away ( >> emission wavelength) from the surface. The 1/τnon-rad (=knon-rad) term is set to 0 

because the quantum yield of RB on glass is expected to be 1. The τrad was either 8.03 ns, 

9.50 ns, or 5.43 ns in Section III.A.3 of Chapter 4 depending on the model used in 

calculating the radiative lifetime in the medium of refractive index 1. We have to choose 

any one of the three theoretical τrad values to plot τ as a function of θ using Equation 5.3. 

The fully microscopic model was supported by the recent experimental study29 (Section 

III.A of Chapter 2). Similar comparison using published data was done in Figure 4.27 

even though the solvent molecules were in contact with solute dye molecules; again, the 

fully microscopic model fitted to the data best. We chose the 5.43 ns from the fully 

microscopic model. We plotted the theoretical lifetime curve of Equation 5.3 as a 

function of θ and compared it with our experimental distributions. They are shown in 

Figure 5.13. The possible lifetime value curve is in graph C using the 5.43 ns for the τrad.  
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Figure 5.13. Polar angle dependence of fluorescence lifetime. The theoretically expected 

lifetime range matches well with experimentally observed SMFL distribution. The most 

probable lifetime range 3.2 ns ~ 3.6 ns corresponds to the polar angle range 57° ~ 74°. 

 

The two distributions A and B are taken from Figure 5.6: ordinates of them are lifetime 

axes that share the scales of graph C and abscissas are the occurrences in arbitrary unit. 

The ranges of distribution of A and B are represented by the gray colored areas with thick 

and thin border lines, respectively, between the graph C and A. The darker region is the 

overlapped range of the two distributions. There are 5 molecules outside the overlapped 

range. Three of the five molecules had the statistical fluctuations of lifetime less than 0.1 

ns, which means that the 3 molecules were highly likely a part of true distribution. 

However, the total number of molecules is 225. The 5 observations out of 225 may be 

neglected as an impurity, dimer, or unknowns. The overlapped lifetime range is from 2.1 

ns to 4.1 ns and marked by the shaded region in plot C. It matches well with the possible 

lifetime curve, based on (1) the vacuum (or air) radiative lifetime calculated by fully 

microscopic model local field correction and (2) orientation dependent extra power 
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emission. The shaded region in plot C overfills the possible lifetime curve by 0.2 ns in the 

upper limit and 0.15 ns in the bottom limit. The two bars in each graph occupy about 

70% of population, which fall within the polar angle range from 57° to 74°. Average 

lifetime is 3.4 ns and it corresponds to 66°. Surprisingly, it is in good agreement with the 

reported values measured by other methods. Polarized UV-Vis study showed that RB on 

Saponite silicates film made 60.7° to surface normal67. Using two- and one-photon 

microscopy, RB on silica was measured to make 49±11° ~ 59±7° polar angle68. Looking 

at the AFM image in Figure 3.1, we can explain the polar angle without fancy reasoning 

by saying that the approximately 1 nm-sized RB single molecule may naturally be tilted 

appreciably on the about 1 nm-height corrugated glass surface.  

 

IV. Conclusion 

The intensity trajectories of single RB molecules turned out to be apparently 

different depending on the substrates, glass and nanoporous ATO. The previous opinions 

of the high fluctuation of RB on glass were reviewed and filtered by data acquired in this 

study. The high fluctuation of intensity is presumably ascribed to the formation of 

characteristic high yield of dark state on glass surface. The SMFL distribution of RB on 

glass was explained by classical electrodynamics theory. In combination with the fully 

microscopic model, the range of SMFL distribution anticipated by those theories was 

comparable with the measured SMFL distributions.  
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Chapter 6. Single Molecule Detection of PDI-P1 on Nanocrystalline 

Thin films  

 

I. Introduction 

Perylene-3,4:9,10-bis(dicarboximide) (PDI) and its derivatives have been intensely 

studied for their applications to the active element of molecular electronics1-3, organic 

field effect transister4, and solar cell5-7, optical switching8,9, etc. Integral processes in the 

applications are interfacial charge transfer through molecular junction2,8,9, charge 

transport through molecular crystals4,6, charge and energy transfer through excitonic 

aggregate5,7, etc. The reason for the PDI being shed light on in those studies is its 

outstanding photochemical properties. The PDI has low triplet yield approximately 

0.00510, quantum yield close to 110-12, high photochemical stability13,14, and efficient π-

stacking5,13, which made the PDI an ideal material for those studies and for the realization 

of the devices. Different from conventional solid-state devices, the organic molecule-

based electronic and photonic devices can be modified and improved substantially by 

controlling the molecular properties. That is, the critical process resides in the scale and 

function of the junction of individual molecule and electrode. As a matter of course, the 

behavior of individual molecule has become of great importance, and the detection in 

single molecule level has been valued.  

Figure 6.1 is the structure of PDI-P1 derivative used in this study. Octyl and 

benzoic acid is substituted at the N and N' atoms in the two imide rings, and two tert-

butylphenoxy groups are substituted at the 1,7-positions of perylene skeleton of PDI. The 

dipole moment for the electronic transition is along the long axis of the molecule15. An 
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advantageous characteristic of the PDI is that its optical property does not change 

appreciably by substituting functional groups at N and N' positions15. According to the 

molecular orbital calculations, its HOMO and LUMO orbitals have nodes at the two 

nitrogen atoms in the imide rings16,17. This feature enables chemists to design diverse PDI 

derivatives maintaining its basic optical and electronic property. Figure 6.2 is the 

absorption and emission spectra of 10-5 and 10-6 M, respectively, PDI-P1 solution in 

MeOH. Excitation wavelength 498 nm is marked by arrow. It has been known that the 

PDI-P1 and other PDI-derivatives similar to the PDI-P1 form H-aggregate and the peak 

corresponding to the transition S0 → S1,ν=1
14 develops as the concentration of the 

aggregate increases13,18. The ability of forming aggregate and molecular crystal by the 

van der Waals interaction through the extended π orbitals is required for some 

applications4,5,19 but has to be inhibited for single molecule detection. The two tert-

butylphenoxy groups substituted at the perylene skeleton reduce the tendency of 

aggregation. The PDI-P1 solution used in this work seems not to form aggregate up to 10-

5 M or higher concentration based on the irrelevance of fluorescence lifetime with 

 

 

 

 

 

 

Figure 6.1. Chemical structure of PDI-P1 [N-octyl-1,7(3’,5’ di-tert-

butylphenoxy)perylene-3,4:4,10-bis(dicarboximide)-benzoic acid].  
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Figure 6.2. Absorption (thick, 10-5M) and emission (thin, 10-6M) spectra of PDI-P1 in 

MeOH. The wavelength of excitation is marked by the arrow. 

 

concentration assuming that the lifetime of PDI-P1 solution changes when it forms 

aggregate. The spectroscopic effect of the tert-butylphenoxy groups is a bathochromic 

shift10,20-23.  

 In this work, nanoporous ATO thin film was sensitized with the PDI-P1 

molecules in a single molecule level surface concentration. Electron transfer at the 

individual PDI-P1--ATO junction was observed using the confocal microscope described 

in Chapter 3. Also studied are PDI-P1/ZrO2 and PDI-P1/glass as a non-interacting case. 

The energetics of the PDI-P1, ATO, and ZrO2 system is schematically depicted in Figure 

6.35,10,24-27. Trap states and bottom levels of conduction band of ATO (10% doping 

level28) was filled with excess electrons by n-type doping, which shift up Fermi level (Ef) 

by ~0.09 eV above the conduction band edge28. Excited state of PDI-P1 is about 0.8 eV 

higher (1 eV lower) than the conduction band edge of ATO (ZrO2). An electron is 

transferred from the discrete level in the electronic excited state of PDI-P1 to the high-

density states in the conduction band of ATO. The constant population of electrons in the 
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trap states and bottom of conduction band secures back electron transfer. Electron 

transfer to the conduction band of ZrO2 is not allowed energetically. Similarly to the 

RB/ATO in Chapter 4, ultrafast electron transfer from the singlet excited state to the 

conduction band of ATO has been observed using transient IR absorption of electron 

signal in ATO nanoparticles28. The back electron transfer kinetics ATO → PDI-P1 was 

also similar to the ATO → RB and ATO → Re(dpbpy)(CO)3Cl governed by pseudo-first 

order rate28. The fast quenching due to ultrafast electron transfer also worked in PDI-

P1/ATO. It reduced quantum yield of adsorbed PDI-P1, which made large portion of  

 

 

 

 

 

 

 

Figure 6.3. Schematic diagram of redox potential energies of valance and conduction 

bands of ATO, ZrO2, and ground and excited states of PDI-P15,10,24-27. Ef is the Fermi 

energy level of ATO of 10%28 doping level. Excited state of PDI-P1 is about 0.8 eV 

higher (1 eV lower) than the conduction band edge of ATO (ZrO2). An electron is 

transferred from the discrete level in the electronic excited state of PDI-P1 to the high-

density states in the conduction band of ATO. The constant population of electrons in the 

trap states and bottom of conduction band secures back electron transfer. Electron 

transfer to the conduction band of ZrO2 is not allowed energetically.  
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PDI-P1 molecules not detectable. However, an appreciable number of slowly injecting 

molecules were detected by using SOR procedure (Section III.A in Chapter 3) with the 

lowest threshold of sampling. Among the detected molecules, the fastest characteristic 

time of electron transfer was 210 ps. The irreversible photo-bleach that would work in 

PDI-P1/SnO2 was relieved by the electrons abundant in the trap state and conduction 

band. The electrons played a critical role in the SMD as a constant electron source for the 

back electron transfer.  

 For comparison with PDI-P1 on ET-inactive substrate, we investigated PDI-

P1/glass and PDI-P1/ZrO2 following the method of RB/glass and RB/ZrO2. The 

unexpected lifetime dispersion of RB/glass was explained by the enhancement of 

radiative decay due to the power loss through evanescent field near the flat dielectric 

interface29-31 (Section III.B in Chapter 2). It was suggested that the intricate dielectric 

structure of nanoporous film having high conduction band edge like ZrO2 made the 

lifetime dispersion due to the spatial heterogeneity of effective refractive index of 

nanoporous film in Chapter 4. Those mechanisms will be applied to the analysis of 

experimental data as the postulates. Special observations of dynamical lifetime change 

were made in PDI-P1/ATO and PDI-P1/glass. It is considered that the dynamic change of 

lifetime is driven by the conformation fluctuation of PDI-P1 dye pivoted on the oxide 

surfaces.  

 This chapter begins with the experimental results of fluorescence detection of 

bulk PDI-P1 on ATO, glass, and ZrO2 in Section II.A mainly focusing on the prediction 

of single molecule lifetime distribution. In Section II.B, the SMD results presented and 

compared with bulk results. Several pieces of observations of dynamic lifetime 
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fluctuation will also be presented. In Section III, discussion and additional analysis of the 

results will be given.  

  

II. Results 

II.A. Bulk Test of PDI-P1 on ATO 

A nanoporous ATO film was soaked in 10-7 M PDI-P1 solution in DMF for 13 min 

following the method introduced in Section I.C of Chapter 3. The sample was loaded on 

the microscope introduced in Chapter 3 and the pulsed 498 nm laser was focused on the 

sample surface with 35 W/cm2 intensity. Fluorescence images were taken and an example  

 

 

 

 

 

 

  (a)               (b) 

Figure 6.4.  (a) Fluorescence image of a bulk PDI-P1 on ATO sample. 20 µm × 20 µm 

area with 50 × 50 pixels. A nanoporous ATO film is sensitized with 10-7M PDI-P1 in 

DMF for 13 min. (b) Single and double exponential fitting of fluorescence decay profile 

of the sample shown in (a). The fitted lifetimes of double exponential model are (99%) 

0.13 ns and (1%) 0.85 ns with reduced chi square 17. The fitted lifetime of single 

exponential model is 0.4 ns with reduced chi square 40. The double exponential model is 

fitted to the measured decay better than single exponential. 
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Table 6.1. Fitting result of bulk fluorescence lifetime decay shown in Figure 6.4. τi and Ai 

are the lifetime and amplitude of exponential decay model.  

 

is shown in Figure 6.4a. The intensity on the image was not homogeneous due to the 

spatial heterogeneity of electron transfer efficiency and number density of dye molecules. 

The fluorescence decay profile of the total recorded TCSPC data is shown in Figure 6.4b. 

Y axis is drawn in log scale. Single and double exponential models were fitted to the 

measured decay and the result is summarized in table 6.1. The two reduced chi square χ2
r 

values suggest that the double exponential fitted to experimental decay much better than 

single exponential model. It is apparent graphically in Figure 6.4b. The double 

exponential does not represent all the decay components present and multi-exponential 

model of the higher number of single exponential components would fit to the data the 

better. Figure 6.5 shows the fitting of triple exponential model to a bulk data. The χ2
r was 

reduced to 2.6. The multi-exponential characteristic of PDI-P1 on nanocrystalline ATO is 

similar to the result of RB on ATO shown in Section II.A of Chap. 4. 

 

II.B. Bulk Test of PDI-P1 on Glass 

As an ET-inert substrate, glass was chosen and bulk PDI-P1 on a cover glass was tested. 

1.0 × 10-8 M PDI-P1 solution in MeOH was dropped on a cover glass by 3 µL and MeOH  

Model τ1 (ns) A1 (%) τ2 (ns) A2 (%) χ2
r
 

Single Exponential 0.4 100   40 

Double Exponential 0.13 99 0.85 1 17 
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Figure 6.5. Fluorescence decay profile of a bulk PDI-P1/ATO. The fitted lifetimes of 

triple exponential model are (98.9%) 0.014 ns, (0.9%) 0.48 ns, and (0.2%) 3.9 ns with 

reduced chi square 2.6. 

 

was evaporated. The pulsed 498 nm laser was focused on the sample surface with 35 

W/cm2 intensity. Fluorescence intensity map and decay profile are shown in Figure 6.6. 

Fitting of single exponential model to the measured decay is in (b) and the calculated 

lifetime is 3.7 ns with χ2
r
 = 1.6. The decay profile in (b) is nearly a single exponential 

based on the magnitude of χ2
r and the overlap of the data and fitted model curve. 

However, the χ2
r is higher than the value usually observed for good bulk decay fitting, 1.0 

~ 1.2, and slight deviation from 7 ns is found. The question is the width of SMFL 

distribution that could be responsible for the deviation from the single exponential if the 

deviation is not error but real. At first thought, SMFL distribution might look like just a 

sharp spike for such a slight deviation. To have a sense of the relation between the 

deviation of data from single exponential and SMFL distribution, three pairs of artificial 

gaussian distributions and multi-exponential decays built from the corresponding 

gaussian distributions are compared in Figure 6.7. The gaussian distribution often models 

inhomogeneous broadening of a random physical variable32-34. The fluorescence lifetime  
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Figure 6.6. Fluorescence measurement of bulk PDI-P1/glass. (a) Intensity map of 10 µm 

× 10 µm area. (b) Fitting of single exponential model to the decay of fluorescence 

measured in (a) displayed in Log Y scale. τ = 3.7 ns with χ2
r = 1.6. 

 

 

 

 

 

 

 

 

Figure 6.7. (a) Artificial SMFL distributions having different standard deviations σ; 0.5 

ns (thin solid), 1 ns (thick solid), and 2 ns (dashed). (b) Decay curves built from the 

corresponding distributions in (a).  The arrow in (b) marks the similar decay curve to the 

experimentally measured decay curve in Figure 6.6b. 
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of PDI-P1 in a disordered dielectric medium would have spatial inhomogeneous 

broadening. The three artificial distributions are centered at 2.5 ns and have standard 

deviations 0.5 ns (thick solid), 1 ns (thin solid), and 2 ns (dashed) as drawn in Figure 6.7a. 

In Figure 6.7b, the artificial decay curves corresponding to the three distributions are 

drawn using an expression of multi-exponential decay, ME(T): 

 

where T is a measurement time; t is the time of signal that contributes to the measured 

signal at T; σ is the standard deviation of the gaussian distribution; IRF() is the 

experimentally recorded instrument response function; and τ is the lifetime that 

constitutes the lifetime distribution. In Figure 6.7b, the dotted artificial decay curve is 

pointed by an arrow; it deviated from the single exponential decay (solid line) to a similar 

degree to the measured one in Figure 6.6b. The corresponding distribution has σ = 0.5 ns 

and is plotted in Figure 6.7a (thick solid line). It is surprising that the nearly single 

exponential decay could have so broad a distribution. The artificial distribution will be 

compared with experimental SMFL data in later section. 

 

II.C. Bulk Test of PDI-P1 on ZrO2 

By the same motivation as Section II.A of Chap. 4, a blank test using nanoporous ZrO2 

was done. The potential energy of conduction band edge of ZrO2 is about 1 eV higher 

than the excited state of PDI-P1 as shown in Figure 6.2 and the electron injection into the 

ZrO2 was not energetically allowed. Figure 6.8 shows a result of typical fluorescence test 

of PDI-P1/ZrO2. A nanoporous ZrO2 film was soaked in 10-7 M PDI-P1 solution in  

∫ ∫∞ −
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Figure 6.8. Fluorescence measurement of bulk PDI-P1/ZrO2. (a) Intensity map of 20 µm 

× 20 µm area. (b) Fitting of single exponential model to the decay of fluorescence 

measured in (a) displayed in Log Y scale. τ = 2.2 ns with χ2 = 3.4.  

 

MeOH for 2 min and MeOH was evaporated. The pulsed 498 nm laser was focused on 

the sample surface with 0.7 W/cm2 intensity. The intensity map in Figure 6.8a has similar 

level of intensity on every pixel, compared to the locale spike-shaped intensity map of the 

bulk PDI-P1/ATO where significant quenching is going on (Fig. 6.4a). The decay data 

and its fit of single exponential decay are shown in Figure 6.8b in Log Y scale. Its 

fluorescence lifetime is 2.2 ns with χ2 being 3.4. The 2.2 ns is clearly shorter than 3.7 ns 

of PDI-P1/glass. The shape of the decay curve looks single exponential with slight 

deviation just as the PDI-P1/glass case. However, the magnitude of χ2, noticeable 

deviation after 5 ns, and the multi-exponential signature of its residue curve in (b) 

allowed us to predict a finite degree of distribution. Therefore, we take the decay as a 

multi-exponential and equate the fluorescence decay in Figure 6.8b with the artificial 
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decay of standard deviation 1.0 ns in Figure 6.7b. The corresponding artificial SMFL 

distribution in Figure 6.7a looks quite broad for such a little deviation. The artificial 

distribution will be compared with our experimental SMFL data in later section. 

 

II.D. SMFL Test of PDI-P1 on ATO 

Single molecule observation of PDI-P1/ATO has been done by the same method as 

RB/ATO SMD in Chapter 4. A nanoporous ATO film was soaked in 10-7 M PDI-P1 

solution in DMF for 13 min following the method introduced in Section I.C of Chapter 3. 

The pulsed 498 nm laser was focused on the sample surface with 35 W/cm2 intensity. 

Figure 6.9 shows that three pairs (A, B, and C) of single molecule fluorescence decay and 

intensity trajectory. In Figure 6.9a, the three decay data and fitted single exponential 

curves are plotted. The 0.2 ns decay was one of the fastest one in the PDI-P1/ATO SMFL 

study. It is clearly separated from the 0.7 ns lifetime decay and the instrument response 

function (dotted). In Figure 6.9b, the three intensity trajectories paired with the three 

decay data in (a) are plotted. They were similar to those of RB/ATO: constant and 

momentary fluctuation. High fluctuation that was dominant in RB/glass (Figure 5.5a) was 

not observed. There were considerable background signals scattered from ATO. The 

SMD tests of PDI-P1/ATO have been done four times; each test was done in a day. 

Figure 6.10 shows the SMFL distributions of the tests. The difference in those tests was 

the threshold in search procedure for single molecules. The thresholds used are written at 

the top right corners of the plots. The lower threshold can sample molecules of lower 

quantum yield better. As a result, the final SMFL distribution measured with the lower 

threshold has higher portion of molecules quenched by ET. As the threshold increases, 
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the center of sub-nanosecond population looks shifting to longer lifetime. Molecules 

having lifetime less than 0.2 ns were not sampled due to their low quantum yield. Short 

duration of emission was a subsidiary reason for missing molecules. In the experiment (a), 

the sample stage stopped 150 times when the intensity was higher than 700 cps, but 85 

times were not recorded because their durations of emission were too short to make their 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.9. (a) Three single molecule fluorescence decays fitted with single exponential 

decay model. IRF is the dashed curve. Fitted lifetimes are 0.2 ns (•), 0.7 ns (o), and 1.7 ns 

(×). (b) Intensity trajectories of the three molecules of which fluorescence decays in (a).  
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decay curves. It is guessed that many of the 85 stops were at the real PDI-P1 molecule 

and the others were at the impurity and spiky background noise. A clear correlation 

between the duration of emission and lifetime was not observed. There are appreciable 

number of molecules over 2 ns that is about the bulk lifetime of PDI-P1/ZrO2. In Chapter  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.10. Four sets of SMFL distribution measurements done with various sampling 

threshold. The threshold used in each distribution measurement is written at the top right 

corner. Total numbers of detected molecules in the tests were 65(a), 50 (b), 103 (c), and 

70 (d).   

0

2

4

6

8

0

5

10

15

20

25

0

2

4

6

8

10

12

0.1 0.5 0.9 1.3 1.7 2.1 2.5 2.9 3.3 3.7 4.1 4.5 4.9

Fluo. Lifetime (ns)

0

2

4

6

8

10

12

14

(a) 700 cps

(b) 1000 cps 

(c) 1400 cps 

(d) 1800 cps 



 215 

4, the lifetime dispersion in the long lifetime range was ascribed to the local field 

correction as a function of effective refractive index. 

 

II.E. Single Molecule Fluorescence Lifetime of PDI-P1 on Glass 

The bulk lifetime test of PDI-P1/glass in Section II.B was intriguing in its origin that 

determines the measured value 3.7 ns and the predicted standard deviation of SMFL 

distribution. To elucidate those problems, single molecule test of PDI-P1 dispersed on a 

cover glass was performed. 3.3×10-9 M PDI-P1 in MeOH solution dropped on a cover 

glass by 3µL and MeOH was evaporated. The mode-locked 498nm with 35 W/cm2 

intensity. Figure 6.11 shows two fluorescences image before (a) and after (b) the loading 

of sample solution on the same area. The SMD of PDI-P1/glass seems to be almost free 

from impurity. The distribution of SMFLs of the sample is shown in Figure 6.12. The 

average and standard deviation of the distribution are 3.7 ns and 0.6 ns, respectively. The 

average value coincides with the bulk lifetime fitted to single  

 

 

 

 

 

 

 

Figure 6.11. Fluorescence images of blank (a) and sample (b) for SMD of PDI-P1/glass. 

About 30 peaks are detected on 20 µm × 20 µm area in (b). 
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Figure 6.12. SMFL distribution of PDI-P1/glass. Average and standard deviation are 

3.7ns and 0.6 ns, respectively. 

 

exponential, 3.7 ns. In section II.B, we expected a SMFL distribution having standard 

deviation 0.5 ns based on the slight deviation of bulk decay profile from single 

exponential model decay. The measured standard deviation, 0.6 ns, seems to have 

satisfied the expected value, 0.5 ns. In conclusion, the bulk and single molecule lifetime 

measurements were proved to be consistent to each other. 

  Three pairs of SM fluorescence intensity trajectory and fluorescence lifetime are 

plotted in Figure 6.13. The fluorescence lifetime trajectories are built by calculating the 

lifetimes of chunks of TCSPC data of which duration is 2s. The time spacing between 

adjacent points of the lifetime trajectories is 1s. Each point along the lifetime trajectories 

is a fitted lifetime of the single exponential decay model to a measured decay built from 

the 2s TCSPC data. In Figure 6.13a, the intensity trajectory made two clear levels 

jumping from low to high level. Its fluorescence lifetime trajectory also jumped 

simultaneously with the intensity trajectory. The fluorescence decay curve of the total 

trajectory was clearly double exponential (data not shown). Figure 6.13b also shows 
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positive correlation between intensity and lifetime trajectories. It is interesting that the 

lifetime trajectory soared up suddenly without any change of intensity right before the 

irreversible bleach. It has been observed occasionally in SMD of organic dyes. A striking 

observation is in Figure 6.13c. It shows negative correlation between intensity and  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.13. Dual plots of fluorescence intensity (thick) and lifetime trajectories (thin) of 

three SMDs of PDI-P1/glass. Plots (a) and (b) shows positive correlation between 

intensity and lifetime trajectories while (c) shows clear negative correlation.  
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lifetime trajectories: the lifetime trajectory changes in the opposite way to the intensity 

trajectory. Out of total 15 molecules observed, 6 molecules showed positive correlation 

and 1 molecule showed the negative correlation. The length of intensity trajectories of 

PDI-P1/glass is dramatically longer than that of PDI-P1/ATO. In Figure 6.14, the 

distribution of the emission duration of PDI-P1/ATO (gray) and minimum duration of 

PDI-P1/glass (slashed) are plotted together. The maximum duration of PDI-P1 emission 

on ATO is similar to the minimum duration on glass. The phenomenon is attributed to the 

quicker appearance of long dark state of PDI-P1/ATO than the irreversible bleach on 

glass. As stated in Introduction section, the dark state of PDI-P1/ATO would come much 

later and last shorter than that of PDI-P1/undopped SnO2 due to the existence of electrons 

in trap state and conduction band of PDI-P1/ATO. The implication of the difference in 

the emission duration is that the electron transfer was certainly involved in the excited 

state quenching that ended up with the lifetime decrease. The fast bleach of dyes on ATO 

was attributed to the diffusion of an electron into the nanoporous network of ATO  

 

 

 

 

 

 

 

Figure 6.14. Distribution of the SM emission duration of PDI-P1 on ATO and the 

minimum duration in case of PDI-P1 on glass. 
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particles after the ET from the excited state of the adsorbed dye in Chapter 4. Another 

implication is that energy transfer could not be the only mechanism of the excited state 

quenching because energy transfer does not have a way to transfer electron into the ATO 

film.  

 

II.F. SMFL of PDI-P1 on ZrO2  

In Section II.C, the fluorescence decay of bulk PDI-P1 on nanoporous ZrO2 was fitted to 

a single exponential model with lifetime 2.2 ns and reduced chi square 3.4. The value of 

lifetime ranged from 2.0 to 2.5 ns depending on the sample. The bulk decay deviated 

from the single exponential a little and we predicted SMFL distribution of about 1 ns 

standard deviation based on the decay deviation. The SMFL measurement was done 

following the typical procedure of SMD. A nanoporous ZrO2 film was soaked in 10-12 M 

PDI-P1 solution in DI water for 1 min and washed with 5 ml of water. The pulsed 498 

nm laser was focused on the sample surface with 7 W/cm2 intensity. Blank test showed 

insignificant detection of impurity. Figure 6.15 is a resultant distribution of SMFLs of 

PDI-P1/ZrO2. The average and standard deviation of the distribution were 2.9 ns and 1.3 

ns, respectively. The standard deviation is similar to the expected value 1 ns while the 

average value is clearly higher than bulk lifetime. Fast components below 0.9 ns were not 

measured contrary to the distribution of PDI-P1/ATO (Fig. 6.10) because the electron 

injection into the conduction band of ZrO2 is not energetically allowed. The distribution 

looks bell shaped from 0.9 to 4 ns and there are several molecules of long lifetime higher 

than 4 ns. Taking this PDI-P1/ZrO2 test as a blank test of PDI-P1/ATO in terms of ET, 
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we have observed clear lifetime reduction in all four sets of SMD tests of PDI-P1/ATO in 

Figure 6.10. 

 

III. Discussion 

III.A. SM and Bulk Lifetimes of PDI-P1 on ATO 

The fastest components of the double and triple exponential decays fitted to the 

fluorescence decay of the bulk PDI-P1 on ATO were 0.13 ns and 0.014 ns in Table 1 and 

Figure 6.5 respectively. Both of them are shorter than the record-shortest SMFL, 0.2 ns, 

in the SM PDI-P1/ATO study. Below the 0.2 ns, SMFL measurement is difficult because 

of the low quantum yield resulting from ET. Instrument response function-limited lowest 

calculable value has been known to be about 5 ps in our detection method. The reasons 

that made those short lifetime components (0.13 ns and 0.014 ns) measurable not in single 

molecule test but in bulk test were as follows: Let’s say that there is a molecule that has a 

lifetime 2ns and emission power 1000 cps on ET-inactive surface. It may have the 

emission power 50 cps when its lifetime is shortened to 0.1 ns on ATO surface. With the 

 

 

 

 

 

 

Figure 6.15. SMFL distribution of PDI-P1 on ZrO2. Average and standard deviation were 

2.9 ns and 1.3 ns, respectively.  
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typical background ~250 cps, the molecule of 50 cps emission power is unlikely to be 

sampled. Even if the molecule were sampled, we may not be able to collect enough 

number of photon counts for building decay curve, being limited by the short duration of 

emission on ET-active surface (Fig. 6.14). In addition, even if the molecule were sampled 

and survived long enough for building decay curve, the background and 0.1 ns 

fluorescence decay are hard to be decomposed due to their similar time profile; both of 

them are nearly instantaneous signal. For those reasons, none of hundreds molecules of 

0.1 ns lifetime could be sampled in SMD test and do not appear in SMFL distribution; 

but all of them could contribute to and appear in bulk decay curve without loss because 

all the photons emitted by them are included bulk decay curve. The amplitudes in Table 

6.1 and Figure 6.5 show that the shorter decay components dominate the total decay 

dynamics. 

Figure 6.16 is the plot of emission power vs. SMFL. The emission power is 

proportional to the SMFL, which implies that the quenching of excited state was working 

in the experiment. The threshold dependence of the distribution profile in Figure 6.10 is 

resultant from the same origin as the emission power dependence on lifetime. The pattern 

of the plot in Figure 6.16 suggests that even the very slow nanosecond time scale electron 

transfer seems to be effective in determining the lifetime: 2.9 ns and 1.7 ns corresponds 

to infinite and 4.1 ns characteristic injection times respectively, simply using the average 

SMFL of PDI-P1/ZrO2 2.9 ns (Section II.F) as the lifetime without ET. Actually, the 

lifetime without ET was broadly distributed (Figure 6.15). Those slow ET components 

are not detectable in bulk transient IR absorption test where ET has been measured to 

finish in 100 ps. As another possible mechanism, heterogeneous energy transfer to the 
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Figure 6.16. Average emission power vs. range of lifetime. The reduction of lifetime 

accompanied by the reduction of emission power is noticeable. 

 

 

 

 

 

 

Figure 6.17. Distribution of characteristic electron transfer time of the SMD result shown 

in Figure 6.10a. The bulk lifetime of PDI-P1/ZrO2 fitted to single exponential decay 2.2 

ns was used as a lifetime of PDI-P1 in an EC-inactive medium. 

 

surface plasmon was suggested in Section III.A.3 of Chapter 3. However, any clear 

evidence has not been  found about the existence of the energy transfer. 

The distribution of characteristic ET time is plotted in Figure 6.17 using Equation 

2.4. The first two bars are pronounced and the rest of ET times are evenly distributed. 
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However, the shapes of those distributions in Figure 6.10, 6.16, and 6.17 are subject to 

change due to the limited number of recorded molecules in SMD. 

 It is interesting to note that one of the molecules in the SMFL test (Figure 6.10a) 

showed dynamic lifetime change as shown in Figure 6.18. The intensity and lifetime 

trajectories are represented by the thin gray solid line and the thick black solid line, 

respectively. There are two levels of intensity trajectory at 5.5 kcps (< 38 s) and 4 kcps 

(>50 s). Between them, intensity changed highly from 0.8 kcps to 6.2 kcps. The 

surprising thing is that the lifetime also made two levels at 1.6 ns (<38 s) and 1.2 ns (>50 

s), and fluctuated simultaneously with the intensity from 0.2 ns to 1.7 ns by 8.5 times 

between the two levels. In addition, the lifetime and intensity gradually and 

simultaneously changed in the slope marked by the thick arrow, which proves the 

dynamic observation of lifetime change. The dashed box includes all the changes in those  

 

 

 

 

 

 

 

Figure 6.18. Single molecule fluorescence intensity and lifetime trajectories drawn in a 

graph. The thin gray solid line is the intensity trajectory and the thick black solid line is 

the lifetime trajectory. The intensity and lifetime changed in positive correlation. The 

dashed box includes all the changes in those trajectories. 
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trajectories. Assuming that (1) the PDI-P1 is so photochemically robust that it never have 

a state in which non-radiative decay rate channel opens and that (2) there is no dipole 

orientation effect in nanoporous matrix (Section II.B in Chapter 2), such a simultaneous 

change of intensity and lifetime in positive correlation may have to be attributed to the 

dynamic electron transfer rate change. The radiative lifetime change seems to be unlikely. 

Even if it had happened, it would not have changed the intensity. Because all the other 

physical factors are static and in equilibrium except for the direction of molecular axis of 

PDI-P1, we could explain that the phenomena resulted from the distance fluctuation 

between the adsorbed PDI-P1 molecule and ATO nanoparticle. The observed electron 

transfer rate changed maximum 8.5 times: 

 

 

 

 where, kfast and kslow are the fast and slow ET rate constants during the fluctuation, 

respectively. τlong and τshort are long and short fluorescence lifetimes during the 

fluctuation. The relation between the ET rate ratio in Equation 6.2 and the distance 

between the π* orbital and ATO surface d is: 

 

where, ∆d = d(slow) – d(fast). d(slow) and d(fast) are the distances in slow and fast 

injecting conformation, respectively. β is the exponential decay constant of distance 

dependent ET rate constant: ( )βdkk d −=
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β is set to 1 here, then ∆d is 2.1 Å. We could visualize above discussion as in Figure 6.19. 

The single PDI-P1 molecule seemed to pivot on the surface of an ATO particle; and it 

moved intermittently, gradually, and took two constant conformations.   

 Very similar intensity trajectories to the one in Figure 6.19 have been observed by 

Liu et al2. They attributed the unique trajectory to the intramolecular electron transfer in a 

specially designed molecule: two PDIs are connected via phenyl spacer. The electron 

transfer from one PDI to the other PDI made a charge-separated dark state. Different 

from their observation, the data in Figure 6.18 shows the smooth simultaneous changes 

marked by the arrow. The formation of charge-separated dark state in the literature may 

have clear on-off characteristics. Another difference is that the intensity level from 40 s 

to 47 s in Figure 6.18 is higher than background level, which indicates that the 

fluorescence is not completely quenched during the time. On the contrary, the off-state in 

the literature looks completely a dark state. 

 

 

 

 

 

 

Figure 6.19. Schematic diagram of ATO--PDI-P1 single junction. PDI-P1 swings in a 

various mode and resultant intensity and lifetime trajectory changes as shown in Figure 

6.18. 

 

ATO 

PDI 
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III.B. Single Molecule and Bulk Lifetime of PDI-P1 on Glass Surface 

The average (3.7 ns) SMFL of PDI-P1s on glass matched well with bulk lifetime fitted to 

single exponential decay model (3.7 ns). The predicted standard deviation (0.5 ns) based 

on the deviation of measured bulk decay from the single exponential decay matched with 

measured SMFL standard deviation (0.6 ns) satisfactorily. The distribution in Figure 6.12 

is not smooth just because the total number of molecules was only nineteen. 

In Section III.B of Chapter 5, we explained the SMFL distribution of RB/glass by 

the combination of the local field correction and dipole orientation effect on surface. 

Following the line of the analysis, a possible SMFL range of PDI-P1/glass was 

investigated. The quantum yield of PDI-P1 in DMF was measured to be 1 using R101 as 

a standard. The quantum yield of PDI derivative of very similar structure to our PDI-P1 

has been reported to be 1, too35. Therefore, we set the measured fluorescence lifetime of 

PDI-P1 to its radiative lifetime. The fluorescence lifetime of 1µM PDI-P1 in DMF was 

measured to be 4.24 ns, so is the radiative lifetime. We need to know the radiative 

lifetime of PDI-P1 in the air to find the possible lifetime range on glass surface using the 

relation in Equation 5.3. The fully microscopic local field correction model (Equation 

2.11) are adopted to calculate the radiative lifetime in the air using the refractive index of 

DMF 1.43136. As a result, the theoretical radiative lifetime in the air was 5.7 ns. The 

possible lifetime curve as a function of polar angle of emission dipole moment 

orientation is plotted in Figure 6.20a. The measured SMFL distribution (Fig. 6.20b) is 

taken from Figure 6.12. Most of SMFLs are populated in the high polar angle region. The 

range of the possible lifetime curve does not cover the whole measured SMFL 

distribution. The origin of the discrepancy should be found by continued study. The  
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Figure 6.20. Polar angle dependence of radiative lifetime (a) compared with the measured 

SMFL distribution (b). The polar angle of the highest population is about 64°. 

 

highest population of the polar angle was about 64° that is similar to the RB/glass case, 

~66°. 

It is interesting that the intensity and lifetime trajectories made both positive and 

negative correlations in Figure 6.13. The possibility of the creation of non-radiative decay 

channel is certainly excluded because of the negative correlation in the plot (c); the 

change of non-radiative decay rate makes only positive correlation (Equation 2.5a). In 

addition, the PDI-P1 is believed to have negligible non-radiative decay yield in normal 

environment10-12. With its quantum yield fixed to 1, the change of intensity results from 

the excitation rate change inevitably; and the fluorescence lifetime change must be a 

change of radiative decay rate. It is considered that the only mechanism that can account 

for those phenomena is the dipole orientation effect on the radiative lifetime. Figure 6.21 

depicts schematically the possible configurations of the dipole orientation changes 

resulting in the simultaneous lifetime change. Picture A is the case of positive correlation. 

A dipole (thin single headed arrow) pivots on the flat surface and is excited by the 
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electric field circularly polarized on the XY plane (thick double headed arrow); when its 

polar angle increases, its excitation efficiency and intensity increases, accompanied by 

the simultaneous increase of lifetime. Picture B is the case of negative correlation. The 

dipole pivots on the tilted surface and is excited by the electric field circularly polarized 

on the XY plane. The tilted surface used to be observed by AFM. When the dipole’s 

polar angle increases, its excitation efficiency and intensity decrease, while its lifetime 

increases. Picture C is another case of negative correlation. The dipole pivots on the flat 

surface. In this case, the molecule is not well positioned at the center of the laser focus 

(Appendix A in Chapter 4) and falls in a region where Z component of the electric field is 

dominant40; when its polar angle increases, its excitation efficiency and intensity decrease, 

while its lifetime increases. The measured range of the lifetime changes in Figure 6.13 

 

 

 

 

 

 

 

Figure 6.21. Schematic diagrams of the possible configurations of dipole orientation 

changes resulting in the simultaneous lifetime change. Coordinate system is shown above. 

In the picture A, B, and C, thick double-headed arrows are electric field polarized along 

the direction of arrows. Thin single headed arrows represent dipoles pivoting on the glass 

surfaces. A, positive correlation; B, negative correlation; C, negative correlation. 
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were within the span of SMFL distribution (Figure 6.12), not so much as the drastic 

change in PDI-P1/ATO in Figure 6.18. The more frequent observations of the lifetime 

fluctuation of PDI-P1 on glass than RB is ascribed to PDI-P1’s less affinity to the surface 

than RB’s.  

In Figure 6.13b, the sudden increase of lifetime at the end of the trajectory is in 

question. Such phenomenon has been observed occasionally. Spectral diffusion and 

oscillator strength change might not be responsible for it because the intensity did not 

show a noticeable change before the bleach. For the same reason, dipole orientation 

effect is also not likely. A tentative explanation is that the molecule experienced a change 

of nuclear configuration for a couple of second before photo-bleach. The different state 

had proper photophysical parameters (radiative and non-radiative decay rates and 

absorption cross-section) for the constant intensity and increased lifetime.   

 

III.C. Single Molecule and Bulk Lifetime of PDI-P1 on ZrO2 

The bulk lifetime fitted to 2.2 ns lifetime of single exponential decay model and we 

predicted ~ 1 ns standard deviation of SMFL distribution. The measured average SMFLs 

was 2.9 ns with its standard deviation 1.3 ns. The inherently multi-componented bulk 

lifetime seemed to lose its slow components by fitting with single exponential model. The 

lifetime vs. filling factor curve of PDI-P1/ZrO2 is shown in Figure 6.22. The curves are 

the convolutions of empty-cavity (dotted), virtual-cavity (thick solid), and fully 

microscopic (thin solid) models, with the Bruggeman effective medium approximation41. 

The light gray area represents the full range of SMFL distribution shown in Figure 6.15. 

The dark gray area represents the part of the SMFL distribution, which had sound bell 
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shaped distribution. The reason for defining the bell shaped range is to consider the 

possibility of treating the long lifetimes (> 4 ns) as the exceptional ones that might be 

governed by other theoretical model. The filling factor inferred from the bell-shaped part 

ranged from 0.48 to 1, which is similar to the range in Figure 4.28. According to the 

reasoning in Section III.A.3 of Chapter 4, a single PDI-P1 molecule is considered to have 

felt the heterogeneous effective refractive index and the local filling factor of the space, 

where the molecule was adsorbed, should always be higher than the bulk filling factor 

~0.2. Comparing Figure 4.20 and Figure 6.15, the distribution of PDI-P1/ZrO2 is clearly 

shifted to shorter lifetime from that of RB/ZrO2. It is not known why the optically almost 

 

 

  

 

 

 

 

 

Figure 6.22. Plot of radiative lifetime as a fuction of filling factor based on the three 

combinations of effective medium approximation and local field correction. Dotted line, 

empty-cavity and Bruggeman model; Thick solid line, virtual-cavity and Bruggeman 

model; thin solid line, fully microscopic and Bruggeman model. The light gray area 

represents the full span of measured SMFL distribution shown in Figure 6.15. The dark 

gray represents the part of the SMFL distribution that had sound bell shaped distribution. 
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equivalent systems had the different distributions. It is also in question why the fully 

microscopic model could not explain the SMFLs less than 2.5 ns. One conceivable 

explanation is that the excited state of PDI-P1 injected an electron to the trap states of 

ZrO2. The long SMFLs over 4 ns may be resultant from the fortuitous formation of local 

structure that induced long lifetime, or just impurities from solvent. To check the 

existence of quenching mechanism, the relation between emission power and lifetime is 

inspected in Figure 6.23. Obviously, there was no clear quenching signature. 

 

 

 

 

 

 

 

Figure 6.23. Average emission power vs. range of lifetime without any proportionality 

between them. 

 

IV. Conclusion 

The interfacial fluorescence lifetimes of PDI-P1 on ATO, glass, and ZrO2 were measured 

in the surface concentrations of bulk and single molecule levels. Consistency in the bulk 

and the single molecule observations were confirmed. The multi-exponential bulk decay 

of PDI-P1/ATO was resolved by SMFL distribution while the faster components than 

210ps were not recorded. Under the sampling limit, strong lifetime reduction effect has 
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been observed as shown in Figure 6.24 that is a collection of plots shown already. The 

plot A, B, and C are PDI-P1/ATO sampled with 700 cps (Figure 6.10a), PDI-P1/glass 

(Figure 6.12), PDI-P1/ZrO2 (Figure 6.15), respectively. The distribution A is clearly 

displaced to shorter lifetime from B and C. Both the distributions B and C are ET-

inactive but their positions in lifetime axis and standard deviations are different. The 

origins of the phenomena are attributed to the dipole orientation effect (B) and 

heterogeneous effective medium approximation (C). Dynamic lifetime fluctuations were 

observed in the PDI-P1/ATO and PDI-P1/glass. Their mechanisms suggested in this work 

are case by case depending on the energetics and optical geometry at the PDI-P1/ATO  

 

 

 

 

 

 

 

 

 

 

 

Figure 6.24. SMFL distribution of PDI-P1 on ATO (A), glass (B), and ZrO2 (C). Clear 

lifetime shortening is shown in PDI-P1/ATO compared to the PDI-P1 on ET-inactive 

substrates glass and ZrO2.  

0

2

4

6

8

10

12

14

0

2

4

6

8

O
cc

u
rr

en
ce

0
1
2
3
4
5
6
7
8

0.1 0.9 1.7 2.5 3.3 4.1 4.9 5.7 6.5 7.3

Fluo. Lifetime (ns)

A 

B 

C 



 233 

and PDI-P1/glass junctions. They are summarized in Figure 6.25. All the observed 

fluctuations are originated from the fluctuation of PDI-P1 conformation pivoted on the 

surface of ATO and glass. ET rate change by the conformation fluctuation is a function of 

the distance between the HOMO of PDI-P1 and ATO surface; and dipole orientation 

effect is a function of the polar angle of the dipole with respect to surface normal. The  

 

 

  

 

 

 

 

 

 

 

 

 

Figure 6.25. Diagram of lifetime fluctuation mechanisms suggested in this work. ET rate 

changed as a function of the distance between HOMO and ATO surface, resulting in 

positive correlation between intensity and lifetime. Power loss at the glass interface 

changed as a function of the polar angle of emission dipole, resulting in positive or 

negative correlation; the negative correlation were explained in two different ways and 

labeled I and II. 
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orientation effect could be divided to the positive and negative correlations between the 

lifetime and intensity trajectories. The positive correlations are ascribed to the molecules 

that are well-positioned on horizontal surface, while the negative correlation might result 

from one of extraordinary configurations. 
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