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Abstract

Single molecule study has been performed on tleerdkcence emitted from organic dyes
adsorbed on nanocrystalline films. The basic cammédgon of the study was rhodamine B
(RB) and PDI derivative (PDI-P1)Nfoctyl-1,7(3',5’ ditert-butylphenoxy)perylene-
3,4:4,10-bis(di-carboximide)-benzoic acid] dyesatbed on the surfaces of various
nanocrystalline substrates at extremely low surfagaber density ~ 0.06 moleculet:
nanocrystalline Antimony doped Tin Oxide (ATO, Sbc%), glass, and nanocrystalline
ZrO; film. The nanocrystalline ATO substrate accepteciactron from the excited state
of the single RB or PDI-P1 dye. Electron transf&T) to the glass and the
nanocrystalline Zr@is not allowed energetically. Properly sampledy@rRB molecules
on ATO had fluorescence lifetime distribution wekrerage 0.7 ns. Typical average of
single molecule fluorescence lifetime (SMFL) distrion of RB on glass or on ZsO
ranged from 3.0 to 3.4 ns. The significant reductad lifetime by more than 2 ns is
ascribed to the electron transfer from RB to ATG@mifarly, the average of SMFL
distribution of PDI-P1 on ATO was 1.2 ns, while $kkoon glass and on Zs@ere 2.9 ns
and 3.7 ns respectively. The lower limit of our SMHBetection was about 100 ps.
Therefore, many molecules that had electron transf@nnel in less than tens of
picosecond time scale were not detectable dueeto lthw quantum yields. The SMFLs
of detected molecules in nanoporous film were adlewl by not only the ET process but
also nearby optical and dielectric environment. dlofield correction and effective
medium approximation theories were applied to tierpretation of the measured SMFL
distributions. The glass was an ET-inactive substoat it interacted with adsorbed dye

in a peculiar way. There was a power loss throhghair-glass surface depending on the



orientation of emission dipole of a single molecwich resulted in the finite lifetime
distributions of RB and PDI-P1 dispersed on gld$e most probable dipole orientation
of the dyes on glass was estimated to be aboufr6b1 surface normal. The unique
intensity fluctuations of RB on glass has been olesk We have accumulated new
evidences and proposed a tentative conclusiorRBain glass forms multiple long lived
dark states dynamically. We have occasionally se&resting correlations between
intensity trajectory and fluorescence lifetime ecpry mostly for PDI-P1 single
molecules adsorbed on the substrates. The coamtatvere ascribed to the conformation

fluctuation pivoted on the rigid surfaces.



Single M olecule Study of Fluorescence from Organic Dyes at | nterfaces

By

Wan-Hee Goh

B.S. Korea University, 1994

M.S. Pohang University of Science and Technolo§@6L

Advisor: Tianquan Lian, Ph.D.

A dissertation submitted to the Faculty of the Giate
School of Emory University in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy

Department of Chemistry

2007



Acknowledgments

| would like to express my deepest gratitude toadyisor, Professor Tianquan
Lian, for his consistent support to my graduategtiHe has always encouraged me to
pursue the joy of understanding nature and to dgvitle critical reasoning. Through the
days of his training, | have come to able to hawefidence in learning scientific
knowledge in the right way.

| would like to extend my gratitude to my committenembers, Prof. Keiji
Morokuma and Prof. Michael Heaven, for their adwitat was crucial to my progress.

| am grateful to group members, J. Guo, C. Sh&tbckwell, J. Huang, and new
members. They have been important collaboratorstlamdood friends. | am grateful to
Dr. A. Issac for discussions on my thesis. A sgdbianks goes to Dr. N. Anderson who
has helped me in every part of my laboratory work.

| am grateful to the members of Prof. R. M. Diak'sogroup for exchanging ideas
and laboratory tools, which were invaluable in Ieginning of my single molecule study.

| am grateful to my housemates, a large familgnhember every single day as a
pleasant and wonderful time with them.

| owe many people in Korea a debt of gratitudehfelp and wishing me well. Dr.
K. Kim and other members of our team in LG Chenadl. liave given me a great help in
settling down to my new work and life. | would like express my gratitude to Prof. M.
Ree for his continued interest in my studies.

Finally, I would like to acknowledge my motherstarr, and father of blessed
memory. Their encouragement and support has beersatrce of energy during my

graduate study.



Single M olecule Study of Fluorescence from Organic Dyes at | nterfaces

Abstract
Acknowledgments
List of lllustrations

List of Tables

Chapter 1. Overview of Single Molecule Study ofdflescence from

Organic Dyes at Interfaces

Chapter 2. Theory of Fluorescence Lifetime in Singlolecule Detection

I. Introduction --------------------- 13

Il. Elements of Fluorescence 13

lll. Radiative Lifetime Dependence on Optical Emviment ----------------- 19
[ll.A. Local Field Effect 20
lI.B. Orientation of Dipole on a Dielegic Flat Surface ------------------- 23

IV. Criterion of Goodness of Fit 32

V. Conclusion ------------- 34

References ----------------- 35

Chapter 3. Microscopy and Sample Preparation fogl§iMolecule Detection

I. Sample Preparation 39
lLA. Cleaning ---------------=-m-m-m oo - 39
I.B. Nanoporous Film Preparation 41

I.C. Sensitizing the Nanoporous Film with OrganieDn Single -------- 44



Molecule Level

Il. Single Molecule Microscopy 47
IlLA. Time-Correlated Single Photon Counting 47
II.B. Experimental Setup for Single Moule Lifetime ------------------- 59

Measurement by TCSPC

lll. Single Molecule Detection Method 70
lllLA. General Procedure ----------------------- 70
[1.B. Proper Number Density for SM t@etion 78
lI.C. Statistical Fluctuation of Virtual SMFL Soce 86

IV. Conclusion 95

References 97

Chapter 4. Single Molecule Detection of RhodaminenBhe Surface of

Nanocrystalline Thin Film and Glass

l. Introduction 101
Il. Results 106
IlLA. Bulk Fluorescence Lifetime Measurement of BBATO -------- 106
II.B. Single Molecule Detection 111
II.B.1. Single Molde Imaging 111
I1.B.2. Single Molecule Intensity Trajectory 113
I1.B.3. Experimental Evidences of Single Molecue------------- 115
Detection

Il.C. Single Molecule Lifetime Measurement 119



II.C.1. SMFL of RB on ATO 120

I.C.2. SMFL of RB on Zr@ 131
[ll. Discussion 132
lll.A. Fluorescence Lifetime of RB on ATO 132
l1.LA.1 General Description 132
lI.LA.2. Features of the Electron Transfer Obsdprat------------ 137

in Single Molecule Level

I1.A.3 Origin of Radiative Lifetime Dispersion —-------------- 143
IV. Conclusion 155
Appendix A: Polarization Dependence of Fluorescdntmsity ----------- 157
Appendix B: Solubility of Oxygen in Water and Alcoh-------------------- 160
References 161

Chapter 5. Surface Induced Fluorescence Lifetinstribution of

Rhodamine B on Glass Measured by Single Molecule®@®n

l. Introduction 169
Il. Results 171
IlLA. Bulk Fluorescence Lifetime of RB on Glass 171
[1.B. Single Molecule Fluoresce Lifetime of RB 174
on Glass Surface
lll. Discussion 179
lllLA. Single Molecule Fluorescence Intensity Ty ----------------- 179

ll.B. Single Molecule Fluorescence Lifetime - 190



IV. Conclusion 195
References 196
Chapter 6. Single Molecule Detection of PDI-P1 aanbicrystalline Thin films
l. Introduction ------------------------- 201
Il. Results 206
IlLA. Bulk Test of PDI-P1 on ATO -------------- 206
II.B. Bulk Test of PDI-P1 on Glass 207
II.C. Bulk Test of PDI-P1 on Zr© 210
II.D. SMFL Test of PDI-P1 on ATO 212
IlLE. Single Molecule Fluorescence Lifetime of PB1-on Glass ---------
Il.LF. SMFL of PDI-P1 on ZrQ@ ---219
lll. Discussion 220
ll1.A. SM and Bulk Lifetimes of PDI-P1 on ATO 220
[1.B. Single Molecule and Bulk Lifetime of PDI-P4: 226
on Glass Surface
l1.C. Single Molecule and Bulk Lifetime of PDI-Rin ZrG, ------------- 229
IV. Conclusion 231
References 235




[llustrations
Figure 2.1. Perrin-Jablonski diagram
Figure 2.2. Schematic diagram of single dipoleramf of a planar interface
Figure 2.3. Schematic illustration of experimergdahfiguration of a single dipole near
glass-air interface
Figure 3.1. AFM image of glass cover slip surface
Figure 3.2. AFM images of nanoporous films
Figure 3.3. Schematic diagram of micro-view of aoéf being sensitized by dropping
scheme
Figure 3.4. Schematic diagram of sensitization @duce by soaking scheme
Figure 3.5. Principle of decay curve generation
Figure 3.6. Schematic diagram of basic componehtewversed start-stop mode time-
correlation single photon counting (TCSPC) system
Figure 3.7. Schematic diagram of pile-up error andraph of probability of missing
photons by the pile-up error with various photorival rates
Figure 3.8. Magnitude of distortion functi@f{t) after excitation
Figure 3.9. Actual and correct decay curves in seofrthe pile-up error
Figure 3.10. Schematic diagram of optical alignnaritome-built oscillator
Figure 3.11. Kerr-lensing effect
Figure 3.12. Simplified schematic diagram of theol@microscopic system
Figure 3.13. The structure of TCSPC data of a tkatea
Figure 3.14. Search-Optimization-Record procedure

Figure 3.15. The optimization procedure of realexkpental data



Figure 3.16. Other examples of optimization progedu

Figure 3.17Pm vs. total number of pixels

Figure 3.18P«m vs. total number of deposited molecules with12,000 andp=40,000
Figure 3.19. Experimental configuration of virtt8IFL test around an excitation laser
focus

Figure 3.20. An example of the fluctuation of vateonstant lifetime source

Figure 3.21. Distribution of virtual SMFLs preparedm 77 sections of full TCSPC data
devided by 0.57 s unit time

Figure 3.22. Standard deviation depending on tiegmted photon counts of virtual
SMFL sources

Figure 3.23. Plots of lifetime fluctuation vs. aage lifetime for various integrated counts
Figure 3.24. Comparison of the lifetime fluctuaties. counts of virtual SMFL source
curves of two solutions of two different solutewving similar lifetimes

Figure 4.1. Schematic diagram of redox potentiargies of valance and conduction
bands of ATO, Zr@ and ground and excited states of rhodamine Bewéed to the
NHE standard

Figure 4.2. Absorption (solid) and emission (do)tgaectra of RB in water

Figure 4.3. Stage-scanned two-photon fluorescanegé of RB molecules adsorbed on
a nanoporous ATO film

Figure 4.4. Decay curves of the fluorescence dedert the imaging of RB on ATO in
linear scale

Figure 4.5. Decay curves of the fluorescence dedert the imaging of RB on ATO in

log scale



Figure 4.6. Raster-canned two-photon fluorescemunagé of single RB molecules
dispersed on ATO film

Figure 4.7. Intensity trajectory along the scanpesitions of the image of single RB on
ATO film shown in Figure 4.6

Figure 4.8. Trajectories of fluorescence intenagya function of time for RB on ATO
thin nanoporous film and glass cover slip

Figure 4.9. Configuration of single absorption dgpanoment and plane polarization
direction of excitation beam

Figure 4.10. Polarization dependence of a RB mdéedeposited on a glass substrate
Figure 4.11. Comparison of fluorescence spectra single RB molecule (thick solid
line) and an ensemble (thin solid line) of RB malles on a glass cover slip

Figure 4.12. Two representative intensity trajee®rof single RB molecule on a
nanoporous ATO film

Figure 4.13. Single exponential decay model fittedthe measured single molecule
fluorescence decay curves

Figure 4.14. Distribution of 114 single moleculadtescence lifetimes of RB on ATO
Figure 4.15. Average photon emission power of mdéin various lifetime ranges of
the single molecule fluorescence lifetime (SMFLsttef RB on ATO with high sampling
threshold (1,200 cps)

Figure 4.16. Stage-scanned two-photon fluorescenage of RB molecules adsorbed on
a nanoporous ATO film

Figure 4.17. Intensity trajectory along the scanpeditions of the image of single RB

molecules dispersed on ATO film shown in Figuret4.1



Figure 4.18. SMFL distributions of RB on glass aae& and RB on ATO with sampling

threshold of 500 and 1,200 cps

Figure 4.19. Average photon emission power of mdéin various lifetime ranges of

the SMFL test of RB on ATO with low sampling thresh (500 cps)

Figure 4.20. Distribution of 129 SMFLs of RB on 2rO

Figure 4.21. Fluorescence intensity of single moleevith varying ET rate

Figure 4.22. Distribution of the characteristietime of ET in the SMFL test of RB on

ATO with low threshold 500 cps

Figure 4.23. Fluorescence image of RB on glassAdi@ thin film acquired with CCD

detector

Figure 4.24. Intensity trajectory drawn in 5 mstuime

Figure 4.25. Three models of effective medium appmation represented by dielectric
constant as a function of filling factor of ATO raparticle

Figure 4.26. Chemical Structure of rhodamine 101

Figure 4.27. Three local field correction modettefi to experimental data published in
Ref. 38

Figure 4.28. Plot of radiative lifetime as a fupatiof filling factor based on three
combinations of effective medium approximation #mzhl field correction

Figure 4.29. AFM image of ATO nanoporous film diedlinto two kinds of spaces
Figure 4.30. Schematic diagram of ATO absorptioth BB emission spectra

Figure 4.31. Absorption spectrum of nanocrystaliieO film



Figure 4.32. Schematic diagram of the coordinatdab frame and laser beam frame in
microscope

Figure 5.1. Schematic resonance structures of rhodaB in zwitterion form

Figure 5.2. Stage-scanned two-photon fluorescanegjé of RB molecules adsorbed on
a glass surface

Figure 5.3. Fluorescence decay curve of bulk RBaarover slip measured in the test
shown in Figure 5.2 and fitted to single expondmiadel

Figure 5.4. Information of single photons of TCSé&&ta for the construction of decay
curve and intensity trajectory

Figure 5.5. Two pairs of representative fluoreseemtensity trajectory and decay of
single molecules on glass

Figure 5.6. Two sets of SMFL experiments of RB tasg

Figure 5.7. Measured intensity autocorrelation fiomcof single RB on glass drawn in
two different unit times, 5 ms andu®

Figure 5.8. Measured intensity autocorrelation fiomcof single RB on ATO drawn in 2
ps unit time

Figure 5.9. Intensity trajectory of RB on glassvdian 50 ms unit time

Figure 5.10. Fluorescence decay data of high amdifmbensity times fitted to single
exponential decay model

Figure 5.11. Time series of eight fluorescence msagf two single RB molecules on
glass surface illuminated by TIR method and recoiaye CCD camera

Figure 5.12. Total counts vs. lifetime plot of SMEdst of RB on glass

Figure 5.13. Polar angle dependence of fluoresckietiene of RB on glass



Figure 6.1. Chemical structure of PDI-A\:¢ctyl-1,7(3°,5’ ditert-
butylphenoxy)perylene-3,4:4,10-bis(dicarboximidenkoic acid]

Figure 6.2. Absorption (thick, ) and emission (thin, 1) spectra of PDI-P1 in
MeOH

Figure 6.3. Schematic diagram of redox potentiargies of valance and conduction
bands of ATO, Zr@ and ground and excited states of PDI-P1

Figure 6.4. Fluorescence image and lifetime of BRRIOK-P1 on ATO

Figure 6.5. Fluorescence decay profile of bulk PI-on ATO fitted with triple
exponential model

Figure 6.6. Fluorescence image and lifetime of lRIK-P1 on glass

Figure 6.7. Artificial SMFL distributions havingftérent standard deviatiorsand their
decay curves

Figure 6.8. Fluorescence image and lifetime of [RIK-P1 on ZrQ

Figure 6.9. Three single molecule fluorescence yieddted with single exponential
decay model

Figure 6.10. Four sets of SMFL distribution meamerts done with various sampling
threshold

Figure 6.11. Fluorescence images of blank and EafopSMD of PDI-P1 on glass
Figure 6.12. SMFL distribution of PDI-P1 on glass

Figure 6.13. Dual plots of fluorescence intensitg &ifetime trajectories of three SMDs
of PDI-P1 on glass

Figure 6.14. Duration of emission of PDI-P1 on Ad@d glass

Figure 6.15. SMFL distribution of PDI-P1 on ZrO



Figure 6.16. Average emission power vs. rangefetirine

Figure 6.17. Distribution of characteristic electtwansfer

Figure 6.18. Single molecule fluorescence intensity lifetime trajectories drawn in a
graph

Figure 6.19. Schematic diagram of ATO--PDI-P1 sngihction

Figure 6.20. Polar angle dependence of fluoresckifetiene of PDI-P1 on glass

Figure 6.21. Schematically diagram of the configjores of dipole orientation change in
the case of the simultaneous lifetime change

Figure 6.22. Plot of radiative lifetime as a fuctiof filling factor based on three
combinations of effective medium approximation #mzhl field correction

Figure 6.23. Average emission power vs. rangefefitne without any proportionality

between them

Figure 6.24. SMFL distribution of PDI-P1 on ATOags, and Zr©

Figure 6.25. Diagram of lifetime fluctuation mecksans suggested in this work



Tables
Table 3.1. Basic specification of home-built andhooercial oscillator
Table 3.2. Five bulk solusions used in the vireBIFL test
Table 4.1. Quantum yields of RB in Water and Metian
Table 6.1. Fitting result of bulk fluorescencetiifiee decay shown in Figure 6#and A

are the lifetime and amplitude of exponential decaylel



Chapter 1. Overview of Single Molecule Study of Fluorescence from

Organic Dyesat Interfaces

Lineage of Single Molecule Detection

Single molecule detection (SMD) is a unique metabdrobing the spectroscopic nature
of a chromophore with ultimately high spatial regmn™*>. It is regarded as the only
technique that can eliminate ensemble averagingpteiely'®. In the early stage of the
SMD, people implemented the SMD as a method congaiany to other line narrowing
techniques,e.g. hole burning’ and photon echd'® to understand the fundamental
dynamics of aramorphous solid in cryogenic temperature. Both lbke burning and
photon echo could eliminate the inhomogeneous lemiad of probe chromophorasd
measured homogeneous broadening resulting from irttrensic dynamics of the
interaction between chromophore and glassy envieminiHowever, both techniques still
measured the ensemble averages, which could beamwerby SMD. The first detection
of single molecule was achieved by Moerner and Kado1989. They took the
absorption spectrum of single pentacene moleculbedded in p-terphenyl single
crystaf. In 1990, Orrit and Bernard took a fluorescenceitation spectrum of the same
systeni’. Betzig and Chichester first addressed the simglkecules individually in room
temperature by near-field scanning optical micrpgcdNSOM) in 1993". Their
milestone work contributed to the shaping into mad®MD despite the perturbation of
fluorescence by NSOM tf In 1994, Nie et al. first made the far-field obsgion of
single molecules flowing through a diffraction lieul excitation volume using confocal

microscopé&. The current SMD setups are not so different fibwir framework. The



wide-field SMD microscopy has evolved extensivelymany ultra-sensitive and high-
resolution experiments: fluorescence correlationecspscopy**?¢ fluorescence

resonance energy transfet’, surface enhanced raman spectrostbpyetc. In 1997, Lu

and Xie published an important study on the intealaelectron transfer by the SMD of
fluorescence emitted from the electron donatings@r¥iolet molecules adsorbed on an
electron accepting indium tin oxide fifmin the conventional ways, the interfacial ET
dynamics has been observed as a multi-componeraniiga due to the strong surface
heterogeneify ™ Including the interfacial ET, not much is knowndaobserved about

the nature of single molecules adsorbed on a ggithce. The goal of our study in this
thesis is to elucidate the single molecule phen@men several selected optical

environments.

Theoretical Background

Conventional theories about molecular radiationl Wwé presented in Chapter 2. The
concepts of fluorescence lifetime, radiative, nadiative lifetime, and quantum yield are
useful in understanding the observations made immstudy. Special attention is paid to
the radiative decay lifetime. The non-radiativealecates of the dyes used in this study,
rhodamine B and PDI-P1, were much slower than #uative decay rates in our
experimental conditions; the quantum yield of themre assumed to be close to 1
without extra de-activation channels of electromicited stat® ™’ As a result, the
measured fluorescence decay rate was the sum céditene of the radiatve decay and the
extra decay channels such as electron transféheomeasured fluorescence was just the

radiative decay in the inert environment. The rinadecay rate of any dye is known to



change depending on the optical and dielectric gntags of surrounding mediufi>*°
Several theoretical models have been applied t@s$ienation of the radiative lifetime:
local field correctiof®™’, effective medium approximatiéh®® and dipole orientation
effect at interfac®*®. Those theories correct the radiative lifetimevacuum for the
refractive index (local field correction), fillinfactor of nanoparticles (effective medium
approximation), and geometry (dipole orientatiofe&f at interface) of surrounding
medium of a single dye molecule. The radiative gleate of the dye in vacuum can be
calculated using the absorption and emission spesfrits solutiof’, or can be
experimentally obtained by measuring quantum yiehd fluorescence lifetime. It is
necessary to apply the theoretical models to thglesimolecule study, because the single

molecule fluorescence lifetime is sensitive to timécroscopic heterogeneity of its

environment.

Methodology of Single Molecule Detection

Careful cleaning, maintaining, and impurity-checkif substrate are required in SKD
Burning, ozone-puring or wet-cleaning methotlshave been used depending on the
substrates. Dye solution and its container haveetas clean as possible. Experimental
setup for SMD was composed of laser, microscope,dmtection parts. Home-built and
commercial Femtosecond Ti:sapphire oscillators wesed to implement the virtual
delta-function excitation pulse. Two-phofdfior one-photo® excitation were adapted
depending on the signal sizes of the single moés;ddackground, and impurity. Because
the detection of single molecule on a quenchingssate is usually limited by the

number of photons recorded, a reliable fluorescemaging and an automatic position-



optimization of laser foct$were implemented in our SMD system. In Chaptese8eral
topics will be examined to understand and to canfine high and reliable performance
of time-correlated single photon counting techniqtieur SMD. Statistical consideration
will be given to the verification of observing thgingle molecule, because the
experimental verification is practically hard foaily experiments. As a result, surface
number density of about 100 bright spots on 40 x 40 um is considered to be a
maximum number density allowed for qualified obsg¢ion of individual molecules in
this study. Due to the shortage of data amourti@f3MD, the calculated single molecule
fluorescence lifetime (SMFL) should be differerdrfr its true value. To quantify such a
statistical fluctuation of SMFL, we prepared a sgrof never-bleaching virtual SMFL
source, and built two plots: SMFL fluctuation use tmagnitude of lifetime and SMFL vs.
number of photons constituting a decay curve. Weshiow how those plots are referred
to in verifying that a measured comparatively nar@®MFL distribution of RB on glass
iS not just a statistical broadening but a real oeiecting heterogeneity of dipole

orientation of RB.

SMD of RB on ATO

Electron transfer from Sstate of rhodamine B to nanocrystalline ATO isrgagcally
allowed®” > The electron transfer competes with fluorescerdecing the lifetime of
the fluorescence decay. The fluorescence decayilooted from many RB molecules
adsorbed on ATO, so-called bulk decay, showed ctmriation from the single
exponential decay dynamics. The non-exponentiabyl@ould be resolved into many

individual single exponential decays originatednirthe single molecule junctions with



ATO surfacé. The rate of each single molecule fluorescenceyléepended primarily
on its interfacial ET rate because the quenchifecebf ET overwhelmed all the other
factors that modified the fluorescence lifetime eTBMD of them has shown that the
single exponential dynamics of fluorescence decag \woing on at almost all the
individual junctions; it means that the individuaderfacial ET components followed the
first order kinetics*°

The single molecule electron transfer rates ansidered to be widely distributed
from several picoseconds confirmed by transienalRorption experiment. Given the
fluorescence lifetime of nanoseconds without ETr, 8MD could not see the single RB
molecules injecting electron in picosecond timeschle to low quantum yield ~ 0.001.
The observed RBs on ATO had slow ET rates arounds;lwhich means that the
observed SMFL distribution was a part of total mhsttion. As was mentioned in the
previous paragraph, SMFL distribution could alsariflienced by heterogeneous optical
environment through the modification of radiativietime. To filter out all the non-ET
effect and to see only the effect of ET on fluoesse lifetime of RB on ATO, we
performed SMD of RB on nanocrystalline Zr@dm. The ZrQ, was expected to work as
a blank sample for ATO in terms of ET, becausetli) ET from RB excited state to
ZrO, conduction band is not energetically allo®ed®® and (2) its micsroscopic
morphology and refractive index were similar to ZiEO®". Surprisingly, we found that
the SMFL distribution of RB on ET-inactive Zs@vas much wider than instrument- and
statistical fluctuation-limited lifetime dispersioft was interpreted resultantly that the
measured SMFL of the dye on ET-active nanoporoufacel is the convolution of

heterogeneous ET dynamics and the lifetime dispersriginated from the local field



correction as a function of heterogeneous effea@factive index. However, a definite
comparison with theoretical model was not achiede@ to the notion of possible
contributions from (1) slow back electron transfieym the electron-filled conduction
band or trap states to the unpaired HOMO duringettwited stat® or (2) energy transfer

to the surface plasmon of ATO nanoparti&tés

SMD of RB on Glass

The RB was deposited on glass surface and the SMbéen performed. Glass was an
ET-inactive substrate. Being different from othanaporous films, the glass surface is a
comparatively flat and lossless dielectric surfatée satisfaction of the boundary
condition between electromagnetic fields on botte 9f the air-glass interface allowed
power loss through the evanescent field emitteth fRB*®*%%® As a result, the radiative
lifetime of single RB on glass changed dependinghen emission dipole orientation,
distance to the surface, and refractive indices theainterface. The RB is considered to
have quantum yield 1 on glass surface and so tresuned fluorescence lifetime was
equal to its radiative lifetime. We measured tHetilne distribution of RB on glass
surface and compared successfully with the prediicketime distribution with the help

of local field correction.

SMD of PDI-P1 on ATO and glass
Similar results were obtained in the tests of PDIk#those of RB. The quantum yield of
the dye was measured and has been known to becaud® its non-radiative decay

channel would hardly be generated in normal coowlitiTherefore, the fluorescence



lifetime of PDI-P1 is considered to be the sameéhasradiative lifetime without extra
guenching channels like ET. The modification of iatide lifetime of PDI-P1 is
explained in the same way as the case of RB bet¢haeskependence of radiative lifetime
on environment is assumed to be a purely opticatess. The SMFL distribution of PDI-
P1 on ATO was a part of its total distribution besa the molecules injecting electron in
picosecond time scale was hard to be detectedodit® low quantum yield. The shape of
the measured distribution may depend on the intetisieshold of sampling in SMD: the
lower the quantum yields of detected single molkesuare, the shorter the SMFL
distribution shifts to. The SMD experiments withrious sampling thresholds of PDI-P1
molecules on ATO showed clear shift of lifetimetdisution. The nanoporous ZpQvas
used as an ET-inactive matrix and the lifetimerthation of PDI-P1 was interpreted
with the local field correction and effective mechiuapproximation. PDI-P1 on glass
showed single molecule lifetime distribution thatutd be explained with the dipole
orientation effect but non-negligible number of pwmlles of long lifetime were also
detected. We compared bulk and SMD data more regditeally. From the comparison,
we confirmed the correspondence between the bulksarement and SMD and the
resolving power of SMD. The PDI was discerned fria@® by the frequent observations
of time-dependent SMFL fluctuations of single POI-Bn ATO and glass. The
fluctuations were ascribed to the time-dependentarmational change of the adsorbed

PDI-P1.
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Chapter 2. Theory of Fluorescence Lifetime in Single Molecule

Detection

|. Introduction

Fluorescence was first brought into scientific neah 1852 by Sir George StoReSince
then, people have understood molecular photophysicd photochemical processes
probed by the fluorescence that has high sengitand universality. Historically, single
molecule detection had begun from detecting flumase of single molecule probably
due to the overwhelmingly higher sensitivity of theorescence than other spectroscopic
tools. The objective of SMD is to resolve the ensleraveraged spatial heterogeneity of
the characteristics of fluorescence. This poinumesg the new knowledge of the relation
between the fluorescence of a probe molecule andglical and geometrical property of
environment.

In the beginning, an elementary introduction to tharious aspects of
fluorescence is presented: definitions of the pees involved in the electronic
transitions and their relations in the presencelettron transfer. Next, the local field
correction and dipole orientation effect on theoflescence decay rate are briefly
introduced for their applications in later discesssections about the unexpectedly broad
distributions of measured SMFLs in several expenit@lesituations. In the last section, a

brief explanation of fitting method in this studypresented.

I1. Elements of Fluorescence

Kinetics



14

The fluorescence is a part of energy release fronolecule after its electronic transition
from ground state to excited state. The other détaion pathways and the fluorescence
compete among themselves with their rates depemainthe intrinsic property of the
molecules and their environméatFigure 2.1 is a well-known Perrin-Jablonski dagr
showing the possible processeéghe electronic excitation, E, can be made byking of
perturbation having energy corresponding to thegngap between ground and excited
states. In this work, the electronic excitatiorinduced only by the absorption of light.
The efficiency of electronic transition is detereuhby the magnitude of transition dipole
moment and Frank-Condon overlap. Upon excitatiothéovibronic manifold of the first
electronic excited state {Sthe molecule quickly relaxes to the lowest viloraal level
of the first excited state (So; v, vibrational quantum number) through vibration
relaxation (VR), in the air or solution medium Hyetcollision with bath molecules.
llluminated with shorter wavelength than that faciation to §, the molecules can be
excited to §(n>1) states and again quickly relax to the-gvia internal conversion (IC)
and VR non-radiatively. Therefore, the excitatiorawelength dependence of the
subsequent photo-physical processes after relax#ii& ,-o is negligible because they
are much slower than the IC and the VR on exciatio

The molecule in §-¢ state relaxes to their ground state either radibtior non-
radiatively. The fluorescence decay rate is the offpopulation decay of the So state.
Therefore, the fluorescence decay rate condtastthe sum of radiativek( and non-

radiative k) decay rate constants:

Kk, =k +k, (2.1)
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Label Characteristic time
E: Excitation 10%s
F: Fluorescence 10*°~10's
P: Phosphorescence 10°~ 1s
IC: Internal conversion 116 10°s
ISC: Intersystem crossing 1%910°%s
VR: Vibrational relaxation 19- 10%%

Figure 2.1. Perrin-Jablonski diagranMost of photophysical pathways to the ground
state after an electronic excitation E are showresatically. §, S, S, T1, and T, are

singlet ground state, singlet first and secondtedcstate, triplet first and second excited
state, respectively. Typical time scales of indint pathways are tabulated behind the

diagram.
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The non-radiative decay rate from,S is a sum of the internal conversidq-J into high

vibronic levels of § and intersystem crossing4) into low-energy-lying triplet state.

Then, Equation (2.1) becomes:

kf = kr + kIC + kISC (2.2)

Equation 2.2 is quite general for the chromophateracting with surrounding medium
thermally and statically without protdror electron transfer. However, the electron
transfer from the electronic excited state to etecacceptor provides an additional non-
radiative de-excitation channel of,So when the chromophore is in close proximity to
the electron acceptor as follows:

ka = kr + kIC + kISC + kET

(2.3)
=k +K, +Kg;

= kf + kET
where thekfE and kf represent the fluorescence decay rate constarttsand without
electron transfer, respectively. The basic ideafloadrescence technique in electron
transfer study is to find th&g; by measuringkfE with the separately acquired

knowledge of fluorescence decay rate of non-intergsystemk ¢ Often, the lifetimex

(=1K) of corresponding process is mentioned more tlerate constark. The relation
equivalent to Equation 2.3 in terms of lifetime is:
TiTer

T = (2.4)
T, +7Tg
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where 7 is the measured fluorescence lifetindg, is the fluorescence lifetime of non-

interacting system that may be measured from béankple for the ET process, adgr

is the characteristic time of ET.

Quantum Yield

Quantum vyield is one of the most important photgidgl data of a chromophore. It is
not only the characteristic of a photon emitter blso a good indication showing the
properties of environment and chromophore-enviramtm@eraction. The quantum yield

(D) is defined as the ratio of the number of emiiedtons to the number of absorbed

photons. It can be expressed in a variety of fousing photophysical parameters as

shown in Equation 2.5a and 25b

= —kr = krTf = T—f (25a)

n J‘OO
= |- (Ag, A )dA (2.5b)
Slg( A )(1-10""0=) ) do "R 7EE T
wheren is the refractive index of medium, S is the sewisjticonstant of instrument,

| o(Ag) is the excitation intensity at wavelengfy, A(Ag) is the absorbance, and

| - (Ag, Ag ) is the emission intensity measured/at when the excitation wavelength

is ﬂ,E. Then?term is from the i correction” for the refraction of light due to the

n2

difference of refractive index of sample medium atedector mediufit. The quantum
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yield data is usually used in the quantitative reation of non-radiative decay rate
constant as a function of optical environment. Bie rconstant is included in the non-
radiative decay rate constant for simplicity. Imstktudy, it is especially informative in
equating the fluorescence lifetime to the radiaiNetime because the yield of non-
radiative decay is frequently negligible in the dystem studied.

The quantum yield can be estimated by the compamsth the reference sample
of known quantum vyieff’ or by the direct measurement of absolute quantiehd®y.
The first method is more popular for the sake ofvamience and readiness. The detailed
method of quantum yield measurement is differeminflone to the next. The following
simple comparison method can be used, if the detesystem is well corrected for the
wavelength dependence of sensitivity, is free dhppation effect, and the concentration

of the solution is low enough (<0.1 OD) not to haneer filter effect. The quantum
yield expression in Equation 2.5b includgsand | ;(Ag) values, which are inaccurate

and not readily measurable, disappear by dividimg same equation of reference of
known quantum yield, and we get a relation that teasis that are available from UV-

Vis and fluorescence emission test.

(110U [T (A A A
NA(1-107")[ Tl ee (Ae e A

(2.7)

O

FR

Hereng is the refractive index of the reference mediuﬁge,(/iE) is the absorbance of

reference| FR (,1E ,1F) is the emission intensity of reference measureﬂFaWhen the

excitation wavelength is%E, and® ., is the known quantum yield of reference.
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As an alternative way, we can find the quantunidyllyy measuring fluorescence
lifetime and calculating the radiative lifetime ngiEquation 2.5a and the Strickler-Berg
equation in Equation 2'7'. The inverse of radiative decay lifetime is:

F(7)dv
1 288x10°n? JF() —[e(7 )7 dv 2.7)

Tr [F(7)w=dv

where , F(v) is the emission spectrum in arbitrary unit as racfion of wave number.
¢() is the molar absorption coefficient spectrum &snation of wave numben is the
refractive index of solvent used when measuringssion and absorption spectrum. This
method was used in the past and the expressiomuatien 2.7 does not include the
modern treatment of the interaction between chrdroop and medium. However, it has
been reported that the quantum yield measuredibyrtathod is in good agreement with

the reference comparison method in our and previarks *

I11. Radiative Lifetime Dependence on Optical Environment

The fluorescence decay rate constaqt in Equation 2.3 changes when the

chromophore or its surrounding medium changes. Ezah in the right side of Equation
2.3 depends on both chromophore and medium. Irr @theds, no term in Equation 2.3
depends only on either chromophore or medium. Tbere when the fluorescence
lifetime measurement is performed in different atiods, it is often not clear what kind
of process is involved with what extent unless ohéhe possible processes dominates
the de-excitation of the excited state. To cornentterpret the change of fluorescence

lifetime, it is necessary to understand and to rdatee quantitatively all the possible
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sources of lifetime change. The non-radiative daedgk. is often much slower than

radiative decay rate in the organic dyes that aszlun the single molecule experiments.
In that case, the non-radiative decay rate canalfiysapproximated to zero, and the
radiative lifetime becomes an important parametemow and to be compared with the
electron transfer rate. There are a couple of gt models that are applicable to the
estimation of radiative lifetime under the influenof optical properties of surrounding

medium, which are introduced in Section lll.A atidBl.

I11.A. Local Field Effect

The notion that the spontaneous emission (radialeeay) rate is dependent on the
refractive index or dielectric constant of surroimdmedium has formed for decalf&s,
Early knowledge of the relation is that the radmtlifetime of an embedded two level

system decreases by a factor of refractive indesuafbunding medium from its value in

vacuunt>®#

z-rad( n) = T\Ii?C (2.8)

whereziag(n) is the radiative lifetime of emission in a mediwith refractive index and

Tac IS the radiative lifetime in vacuum. The simpléat®n results from the theoretical
model of homogeneous dielectric constant over spattethe application of quantized
macroscopic Maxwell equations. In 1946, Purcelldprted the necessity of local field

correction for the local interaction between thdiating two level system and nearby
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medium dipole¥. Since then, three models - empty-caVityirtual-cavity®'"* and

fully microscopic modéf*°- have been studied theoretically and experimbntal

-2

3n° T
Empty-cavity Trad( n) = o + 1 \Ii?c (2.9
n2+2)"
-
Virtual-cavity T.q(N)= 3 vac (2.10)
n
1
2
n°+2
Fully Microscopic ~ 7,,4(N) = T Tac (2.11)

The n? terms in brackets are equivalent to the dielectvostant of non-absorbing
material. Both the empty-cavity and virtual-cavityodel describe macroscopically the
radiative lifetime dependence of an oscillatordesa cavity on the local field from the
medium of refractive inder outside the cavity. The cavity is filled with empace in
the empty-cavity model and its dipoles at the saefmctive index as its surrounding
medium in the virtual cavity model. The dipolesidesthe virtual cavity are assumed not
to contribute to the local field. The virtual caviimodel has been favored but
experimental results indicated that the empty-gavibdel should be employ&d Most
recently, Crenshaw et &l.developed a fully microscopic quantum-electrodyitain
many-body derivation of Langevin-Bloch operator &ipns of motion for a radiating
two-level system embedded in a dielectric mediuniclvins also treated as a polarizable
collection of two-level systems. The two kinds wbtlevel systems interact to each other

via quantized electromagnetic field. In the singlelecule detection limit, the authors
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derived the local field enhancement factor shownEguation 2.11. In general, the
enhancement effect without local field interactionEquation 2.7 is due to the higher
density of states for photons in higher refracingex medium, which is reminiscent of
radiation density dependence phin blackbody radiatiof!. That is to say, the relation
between radiative lifetime and medium refractivéeix arises from the density of optical
modes and radiation-induced polarization of neighigopmedium atoms.

In the past, the experimental studies concerningettheories*"**®involved
non-trivial boundary conditions like the capping teréal of embedded emitter, and
therefore, they might have not measured the triadioa between radiative emission rate
and medium refractive ind& In 2004, Wuister et al. designed a more reasenabl
experimental model than previous ones and demdedtthat the local field correction
term in 2.11 was consistent with experimental Hafhe previous experimental systems
had been a small radiating atom within much lardew-dielectric capping
material®>'"*>?® through which the medium oscillators influencedtioe embedded atom
and the atom did not on medium. As a result, encpiyty and virtual-cavity model had
explained the experimental results well. Howeveagduse the true medium refractive
index dependence of the radiative lifetime is tlesuft of interaction between the
radiating dipole and nearby dipoles, Wuister &t ased organically capped CdSe and
CdTe quantum dots of which diameters were muchdrigfgan the thickness of organic
capping material. Such an experimental model reksimithe radiating system in
polarizable medium interacting via local electrield and had refractive index

dependence in accordance with Equation 2.11.



23

The optical structures of the samples studiedigittiesis have not been as simple
as the model studied in those theoretical studiberefore, it may be hard to think any
one of the presented theories is a cure-all fagrpreting experimental results, and it
should even be doubted that the local field coiwactvorked in the dye-adsorbed ATO
nanoparticle system. However, many previous studeg shown that the effective
medium approximation of dielectric property workiedthe studies of radiative lifetime
fluctuation in a glassy mediuif® optical properties of nanocrystal aggregdt€sand,
specifically, nanocrystalline ATO filf*"; the effective medium approximation (EMA)
stems from the notion of local field correctidnTherefore, the previous experimental
and theoretical studies hint that those theories partinent to the understanding the
optical phenomena of fluorescing dyes adsorbedhennanocrystalline material. The
most important ability of the theoretical modelstloé local field correction is that they,
jointly with the EMA, are apt to explaining the siph heterogeneity of fluorescence
lifetime that is uniquely observed in single molecuwetection. In this work, the
convolution of local field correction and effectirgedium approximation will explain the
observed magnitudes and distributions of singleemde lifetimes in several applicable

situations.

[11.B. Orientation of Dipole on a Dielectric Flat Surface

The dependence of the radiative decay lifetimehe@nmicroscopic interaction between a
chromophore and surrounding medium was introdunetthe previous section. Another
effect has been known to change the radiativeififetof a molecule that is close to an

object of finite geomety>> The near field effect is determined by the geoiteit
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variables and macroscopic optical parameters. Thuplmg of evanescent wave to its
substrate or interference between traveling wavesbits or enhances the power
emission of the chromophore. To be more rigoracasipled dipole method should be
adopted to account for the interaction with thdetigic response of substrate in case of
an adsorbed molecdfe”. In the coupled dipole method, the substrate idefesl to be a
three dimensional lattice consisted of many poddnie units. The molecule experiences
additional field from the units induced by itsdl. this section, a summary of classical
theoretical works published by Lukosz efl?and Amoldus et af are presented for its
application to the experimental results in latescdssion. Quantum electrodynamical
formalism can also describe the phenomenon bstkhown that there is little difference

in their resulte®,

Reciprocal Relation between Radiative lifetime &maission Power
The radiative decay rate constant is the sum oEihstein A coefficients, the transition
probabilities of spontaneous emission from the kiweébrational level of Sstate down

to the manifold of vibrational levels of Staté®:

1
—=k = Z Aoon (2.13)

Ty

whereAs 00y IS the Einstein A coefficients from the lowestnabonal level of $ state
down to a vibrational levet of & state. In fact, the Strickler-Berg equation in Epn
2.7 can be derived from Equation 243 owerL emitted byN number of molecules in

state $pis:
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L=N> Ag,ofio, (2.14)

where,w, is the frequency of transition fromy &to $,. Then, the power emitted by a

single molecule is:

L=> Ay, 00, (2.15)

Let us assume that we could substitute averagesiti@m frequencyw, of detection

frequency window for the,:
L=ho,> Ay, (2.16)

Then, the following important relation can be drawm Equation 2.13 and 2.16:

r="%a (2.17)

The theoretical work had been done based on twal-Bstem without the assumption in
Equation 2.16 and started with a relations /L. The assumption is valid if the
Einstein A(w) coefficient is symmetric around the average tramsifrequencywa. It
should be good because tA€w) is proportional to the florescence intensity and th
measured fluorescence spectrum of RB was roughtynmstric around the center of
detection window. Now we bring the single molecdliese to the interface as shown in
Figure 2.2. The single molecule is represented wiitth treated as a classical dipaleg) (
corresponding to the electronic transition dipolenmen®>. The azimuthal angle is set to
zero because of the symmetry of the rotation attwur axis. Both sides of Equation 2.17

is scaled by their values wheg-2 «, 7, andL...
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T be (2.18)

By the scaling, the right-hand side term becomesetion of 3, relative refractive index
n = /Ny, and dipole orientation angkshown in Figure 2.2. The analytical form of it

will be shown in the next section.

Dipole Orientation Dependence

The power radiated by an electric dipole is givgrhe following expressiott

L:%wdo-lm{E(zo)} (2.19)

where,do is an amplitude vector of dipole oscillation makiangled in Figure 2.2. Im{}
denotes the imaginary part of {E(z0) is the electric field radiated from dipole at

position . The imaginary part of the amplitude vectoEgto) is decomposed to z and

N
Zp
X

17
Figure 2.2. Schematic diagram of a dipadg) (in front of a planar interface between
medium 1 and 2 with refractive indicesand n respectively. The distance of the dipole
from the interface isgzof which magnitude is less than the wavelengtlknitted light

for the lifetime modification effect to wotk 6 is the angle between the dipole and z axis.
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x-y plane; the projection on x-y plane is symmeticthe plane and we fix it to x axis.
The Im{E(zo)} can be represented aB(z,)cos) 2+ F'(z,)sind X . The analytical
expression oF(z)) andF (z) can be found in Ref. 33. Then, we obtain an ewasof

the powelL expanded to the contributions of the dipoles peatjpertar and parallel to the

interface:
L= %a)(do cosd 2 +d, sind X)-{F(z,)cosh 2+ F'(z,)sind X} (2.20a)
= co¢ 6’%0) dyF(z,)+sin? 6’%0) doF'(z) (2.20b)

The1/2wd,F(z,) and thel/20d,F'(z,) in the first and second terms of the right side of
2.20b is the power radiated by the vertical andzootal dipoles, respectively. In other
words, the emission power of the dipole of arbytranentationé is the sum of its powers
when it were vertical and horizontal to the integfaweighted byco€6é and sin?é,

respectively’:

@ _cog e{ LLL(ZO)} + sin? e{@} (2.21)

o0 o0 o0

where the suffixesL and || denote that the dipole were vertical andzbotal to the
interface. Again, we scaled with, that is isotropic. Analytical expressions of theveos

of the vertical and horizontal dipoles in the rigide of Equation 2.21 are presented in
Ref. 34. Given those expressions for the two dwest of the dipole, the radiative

lifetime is determined only by the angle with thaxas.



28

Power Loss through the Evanescent Field

Lastly, the origin of the power change near therfiace of lossless dielectric media is
explained in this sectidfi*>. In Equation 2.21, the relative lifetime /7, was derived to

a function of@ with n;, n2, and g as its experimental parameters. In the experirhenta
setup where nis greater thanjnthe relative lifetime function is less than 1 weheer the
orientation of dipol& is. The reason can be explained as follows: thatian field from
the dipole consists of superposition of plane wairesll direction and imaginary
evanescent field. When the dipole is away fromitherface far enough {z> 1), there

is no power transport through the evanescent fwetde the traveling plane waves
transport energy from the source (dipole) into spggherically. Therefore, the radiative
lifetime of the dipole far away from the interfarserelated only to the power emission
through the traveling waves. When the dipole isighd to the interface close enough (z
< A1), power emission through the traveling waves duegschange but additional power
emission through the evanescent wave is turnedAsna result, the relative power
emission increases and relative radiative lifetoleereases according to Equation 2.18,
when the dipole gets close to the interface.

Let us look at a detailed schematic diagram ofcirfiguration and ray optics in
the real experiment in Figure 2.3. All the notataord symbols in this paragraph pertain
to Figure 2.3. The radiation field of the singlepae consists of two different waves:
traveling waves in all directions and evanescentesahat decay exponentially in both
negative and positive z directions and travel altmegxy plane. The two kinds of waves

have different z-components of wave vedtpin medium >

k,=k, +pgsgn(z-z,)e, (2.22)
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2 _k? k < ; travelingwave
B = X X (2.23)
ik —k k, >k ; evanescenvave

where Kx is the wave vector d&f; projected on x axis. sgn(z}2s a sign function defined
tobel(z>@,0 (z=23),o0r-1(z<28g).e;is aunitvector of z axis. We can see that the
wave number along the z direction of the evanesioeldtis imaginary. Because n n,

all the traveling waves propagating downwards betwthe two planes z 3and z = 0
(ray Il for 0 < 8 < 90°) are reflected (ray ) and transmit (ray {i partially at the
interface. The reflected ray, linterferes with the ray | constructively or destruely.

The sum of the powers of all the emission interfeeepatterns in the upper half-space
(I+11, for z > 3) and transmitted light ()l are the same as the total emission power of the
dipole when g >> A1 because all the traveling waves from the dipo&e iategrated at
both distances. According to the Snell’s lanwg = nysing, the &; is limited from O tosin

Y(1/ny) for 0< 6, < 90°. The anglesin™(1/ny) is defined as critical angle. If the medium

1 and 2 are air and glass respectivélyis about 41 In other words, all the traveling
waves propagating downwards in medium 1 (ray #hsémit the interface with the angle
of refraction limited to thegd.. How about the traveling waves. @nd L) of which

direction makes angle with the z axis higher thhe@at? They also transport energy from
the dipole. Because the energy transported byaty® within the critical anglé; is the

same as the total energy emitted by the dipole-at %, the energy transported by the
rays outside the; contributes to extra power radiation and resuitshie decrease of
radiative lifetime (Equation 2.18). The wave numbéthe horizontal component of the

ray outside thék (le or I¢) is:



3C

do

) - Evanescent field

Objective lens, NA=1.4x100

Figure 2.3. Schematic illustration of experimemt@ifiguration of a single dipold, near
glass-air interface. The position of dipole is@0z). The dipole makes the anglewith

z axis. The refractive indices of airfrand glass (1) are 1.0 and 1.52 respectively. The
specifications of rays: I, traveling wave radiatedthe upper half-space; Il, traveling
wave radiated to the bottom half-spaceatid I reflected and refracted traveling waves
of Il; 6 and @, incidence and refraction (or transmission) anghescritical angle;fna,
half of angular apertureg, ltraveling wave of which transmission angle isatee than the
critical angle and source is evanescent field iioma 1; L, traveling wave of which
transmission angle is greater than g and source is evanescent field in medium1; Il
another refracted traveling wave. The object intdbtom of the figure is an objective

lens used in experiment having numerical apertweafd multiplication factor 100.
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k, sind >k, singd, =k, (2.24)

where, the definition of critical angle and=f are used. To satisfy the boundary
condition, the wave number of horizontal comporianhedium 2 has to be the same as

Ky

k,sing =k, >k (2.25)

Comparing Equation (2.25) and (2.23), we can fimét tthe source of the rays
propagating with anglé; higher thand; in the medium 2 is the evanescent field in the
medium 1. A brief conclusion is that the radiatifetime is reduced through the
evanescent field by approaching the dipole tonkerface between two dielectric lossless
media of different refractive indices. As shownRigure 2.3, the traveling waves in
medium 2, which is converted from evanescent fielshedium 1, makes wide angle with
z axis ( >41) at a glance. Depending on the numerical apedfiobjective lens, we may
lose significant portion of rays outside the angalgerture marked by dotted lines it may
be hard to detect such an adsorbed single moleaddo (1) the low photon flux which
is the intrinsic property of single molecule congghto bulk detection, and (2) the fact
that, becauseyz< A4, the highest portion of power is transported throtighevanescent
field with limited angular aperture of the objeetilens. In fact, 68.7% and 56.5% of the
total power from the vertical dipole and horizondgbole, respectively, are transported

through the evanescent field. The half of anguteraure Ona, is:

Oy =Sin™ 141 6710 (2.26)
1.52
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where, 1.4 is the numerical aperture of the objedens used in experiment, and 1.52 is
the refractive index of glass. If the radiation gower unit solid angle in medium 2 is
homogeneous, the lost photon flux is about 30%g¢ckvimnay not a critical cause of low

sensitivity that disables SMD in certain experiment

V. Criterion of Goodness of Fit
Least square fit method has been used for the latitmu of fluorescence lifetime
extensively in this work. It is a popular data gsa method but there are a couple of
points to comment on the justification of applyitige method because of the special
characteristics of single molecule detection.

The reduced chi squang; was chosen as a criterion of goodness of fit to an

assumed mod&*

e m 2
ZN:(Ii _zli ) 2.27)

whereN is the number of data pointsjs the number of fitting parametet$,andl™ are
the experimental and model function intensitiethatith time bin, ands is the standard
deviation at théth time birf>. It is a chi square normalized by the degree eédomN-
n-1. The minimization of thg? by systematically changing the parameters (angsiu
and lifetimes of model decay) included in th&results in the best fit of the assumed
model to the experimental data. The minimizatioocpdure is implemented by nonlinear

least square fit based on Marquardt algorfthrit is not possible to find the standard

deviation s experimentally because the SM test cannot be tegebecause of
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irreversible bleaching. However, the theoreticahdeard deviation ig/1° , and we could

usel® instead of experimental®. Another problems specific in SMFL test is thaé th
decay data is low in size down to zero in many {soihighly noisy, and can be negative
when background subtraction is done; thus, kiecan not substitute fog®. To
circumvent the problem, tHe" is used instead because it is smooth, alwaysip®sind

as valid as®in simulatings? after the completion of fitting.

Minimizing % is equivalent to maximizing likelihood or log liikeood function

of a probability model of which error has gaussisstribution centered at tHe":

N _emy?

L= AHe " (2.28)

log L =A - Z& (2.29)

I m

where L is the likelihood function and A and A’ are comdta ThelL means the
likelihood or the probability of observing the exipeental data, given with fitting
parameters of assumed model. Actually, the errottimg-correlated single photon
counting (light detection method to be introducadGhapter 3) observes the poisson
distribution, while the gaussian error is an appmation of poisson error of large data
size. Fitting data using the likelihood function mdisson error is conventionally called
Maximum Likelihood Estimation (MLE§*°*? The decay lifetime calculated by least
square is reported to be ~5% lower than that by MeBw ~20,000 total courifs The

highest level of total counts from a single molecoin ATO film is about 20,000.
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However, the systematic ~5% underestimation oftifife is not considered to be
significant compared to the accuracy decreasedhéyow amount of photon counts, the

background subtraction, and the instrument response

V. Conclusion

We have reviewed several theoretical ingredients tfos work. The conventional
concepts and definitions about fluorescence studsewintroduced. The dependence of
the radiative decay lifetime on local field corieat convoluted with effective medium
approximation was reviewed. The detailed descmptibthe dipole orientation effect on
the radiative decay lifetime was presented. Thettworetical tools will be applied to the
analysis of the SMFL results of the two differeatrnis of sample: nanoporous film and
flat glass surface respectively. Least squarenfttmethod to be used throughout this

study was discussed in terms of the characterisfisgigle molecule detection.
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Chapter 3. Microscopy and Sample Preparation for Single M olecule

Detection

|. Sample Preparation

For the sample preparation of SMD, great care bdsttaken because of the extremely
low surface number density of dye molecules, oveitming number of impurities from
the experimental tools and solvent if not treatedefully, and the bleaching of dye
molecules if the substrate is an efficient electacneptor. In the following sections, the
methods of sample preparation are described olggtive high level of requirements for

the proper single molecule detection.

I.A. Cleaning

Both the dye solution and all the glassware musadelean as possible to minimize the
number of impurities. Normal cleaning methods comipaised in bulk measurement
make the sample dominated by the impurity molecUdlls typical procedure of cleaning

a glass bottle that stores dye solution is:

1. Aglass bottle with metal-coated cap is prepafée caps are stored separately.

2. Dissolve about 30g of oxidant reagent that dgusas organic material (Aldrich
NOCHROMIX) in 1L of pure sulfuric acid.

3. Immerse the glass bottles in the sulfuric atieast for 4 hours.

4. Rinse the glass bottles with de-ionized water.

5. Store the rinsed glass in an ozone-chambeast tehours. (optional)
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6. Burn the glass bottle with a propane torch ondam burner for a couple of

minutes.

In addition, all the tools such as a glass pipet awveezers that were in contact with the
dye solution during the sample preparation were alsrned before use. The cleaning
method may differ depending on the rigor of expenmin terms of impurity
contribution. Ha suggested a different wet-clegmirethod.

The most important surface to be cleaned wasoihnsurface of the cover slip and
nanoporous film where sample molecules resided.chver slip was first washed with
solvent like MeOH and next was burned by the tofdte cover slip shuttled through the
flame from torch about 20 times. The nanoporoum fitas not clean enough to use for
single molecule detection even right after bakingG{*C. Burning method was not used
because of uncertain heat treatment effect at higffaen 1000C. Instead, the film was
treated with flowing ozone gas at least 24 hoursiclv turned out to be sufficiently
effective for all the used nanoporous films ATOQZretc. The ozone treatment is a well
known cleaning method of semiconduétorOzone is a powerful oxidizing reagent. It is
believed that ozone was especially effective imelating fluorescing impurity because

ozone broke the C=C bonlthat should be abundant in the impurity forming

conjugation:
L / 0] N /O\ # O AN 7
cc_— K (/3\'—»/(3=0+o=c\

Ozonolysis
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The side effect of ozone cleaning of ATO is to file oxygen vacant sites at surface
layer; the oxygen vacant sites donate free elesfirdine influence of ozone purging on
ATO has not been studied much although extensiwdies on thin indium-tin oxide
(ITO) film have been done. The ITO is also a tramept n-type conducting material
where SA" and oxygen vacancy are free electron donors. Thskes confirmed that
ozone fills oxygen vacant sites at ITO surface witygen atoms raising work function
and current density™. Density of states in conduction band of electiooepting ATO
nanocrystalline film?*3 electronic coupling between adsorbed molecule Af®D
surface metal ioH, energy difference between conduction band eddeedox potential
of adsorbate excited staté* are considered as the main factors that deterrhiae
forward electron transfer rate at (doped) semicotatusurface. Filling oxygen vacancy
doesn’'t seem to change above factors significanilge phenomena other than

decomposition of organic contaminant and incredsexygen composition on ATO

surface are not known.

I.B. Nanopor ous Film Preparation

Colloidal ATO was synthesized according to a pigiés procedurg. Briefly, 30 g (~85
mmol.) of SnCJ-5H0 (98%, from Aldrich) was dissolved in 500 ml of® (Millipore,
18.3 MQ)/cm), to which a solution of Sb£(98%, from Aldrich) dissolved in 20 ml of
HCI (37 wt.%) was added dropwise in an ice batheundpid stirring. The doping level
is controlled by the amount of SkGolution added. Sb to Sn molar ratio of 0.1:1 is
referred to as 10% ATO. The resulting clear cokslsolution was stirred for 30 minutes

before aqueous ammonia (25%) was added to adjgithto 3.5-4.0, which led to the
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precipitation of nanoparticles. The solution waswaéd to settle over night in the dark,

during which, the color of the white precipitateanlged to yellow or dark blue depending
on the antimony doping level. The precipitate washed at least three times with water
and then dissolved in 300 ml of water. The soluti@as adjusted to pH value of 9.5-10,
stirred for more than 8 hours, and dialyzed agdifdt of aqueous ammonia at pH 10 to
produce clear ATO solution.

The ATO colloidal solution was refluxed for 4 hous120 ml of this colloid was
poured into an autoclave and heated at°Gér 1 hour and at 27 for 16 hours. The
colloid was then concentrated to 60 ml. Then 5 fithe solution and 2 drops of TritonX-
100 (from Aldrich) was mixed and stirred for 1 daye resulting solution was cast onto
a cover slip, dried in air, and then baked at 400for 1 hour in an oven to produce
nanoporous crystalline thin films.

SnG nanocrystalline thin films were prepared by a fmesly published methd8
which is similar to ATO film preparation procedure.

ZrO, nanoparticles were obtained from Degussa Cormoraind the thin films
were prepared according to the published procétu#eO, powder (2g) was ground in a
mortar with distilled water (4 mL), acetylacetori® (l) and 5 drops of Triton X-100 to
break up the aggregate into a dispersed paste. l#diag dried in air, the film was baked
at 400C for 1 h in air.

The morphologies of the glass cover slip and ngystalline films mentioned
above are shown in Figure 3.1 and 3.2. The brightemnts are higher than the darker
points in the direction of surface normal. In Fg®.1, an AFM image of cleaned cover

slip surface shows that the surface was compahatiag, but has lots of bump$ Their
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Figure 3.1. AFM image of glass cover slip surfgeg.500nmx 500nm area; many ~20
nm-wide and ~70nm-long bumps are observed. (b) iHgigpfile along the black line on

(a). The bumps are about 1 nm-high.

sizes were about 20 nm-wide, 70nm-long, and 1nmfigthe ATO and Zr@
nanoporous films were shown in Figure 3.2. ThessaeATO nanoparticles were about
20nm in diameter (Figure 3.2a), and those of Zn@re about 30 ~50nm in diameter
(Figure 3.2b). In both films, the nanoparticles eveintered during the 40 baking
process to make ohmic contacts with surroundingparticles that allowed the flow of
charge carriers. There is as much empty spaceat®cthupied by the irregular structure
of nanoparticles. When the nanoporous fiim was weh a dye solution, the dye
molecules could penetrate the nanopatrticle filmoulgh the empty space. Therefore, most

of the dye molecules adsorbed on the nanopartictacee had common nanoscopic
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irregular environment, and such a point was impuridea of understanding some of

optical properties of adsorbate-substrate system.

200 nm

(a) (b)
Figure 3.2. AFM images of nanoporous films. (a) dlaystalline ATO film: size of the
nanoparticles are about 20~30 nm in diameter. @)ddrystalline Zr@film: size of the
nanoparticles are about 30~50 nm in diameter. Beigitound regions are nanoparticles

and dark points are empty spaces.

I.C. Sensitizing the Nanoporous Film with Organic Dye in Single M olecule L evel

There are two ways of sensitizing nanoporous filithwye molecules: dropping and

soaking. The dropping scheme was chosen when ineeassary to make samples of the
same surface number densities. The number derestywas frequently performed to

check how well a substrate quenched the adsorbed dgmpared with a reference
substrate that usually was not active in quenchitugvever, dropping scheme might tend
to make aggregates or heterogeneous distributiodyef molecules. Figure 3.3 is a

schematic diagram of the formation of unwanted potdby the dropping scheme. The
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Figure 3.3. Schematic diagram of micro-view of aoef being sensitized by dropping
scheme. Global inhomogeneous distribution and agdeeformation due to high local

concentration of dye are supposed to occur.

solvated dye molecules would tend to remain in eswivuntil the last moment of
evaporation unless the van der Waals or electiodtate between dye and substrate was
so high that the adsorption of the dye is done reefmlvent evaporates. Actually, the
formation of aggregates or inhomogeneous distainubias not been clearly observed in
the sample prepared by dropping scheme. However,dtlopping scheme was not
preferred unless there was any reason to chooskdtsoaking scheme is considered to
be a proper way of making the single molecule jiomct
A schematic diagram of sensitization procedurecaksrg method is shown in

Figure 3.4. After the ozone purging, only nanopoiilm side of substrate was soaked
in dye solution. After the soaking, the sample washed with the same solvent as the
one in the sensitizing solution to get rid of plsgsbed molecules. The number density of
the dye molecules on a substrate was controlleckither the concentration of dye

solution or soaking time. Because the adsorptich@molecules on the substrate
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Figure 3.4. Schematic diagram of sensitization @doce by soaking scheme. Dye
molecules reacted with ATO substrate at random tiposito make homogeneous
distribution of adsorbed single molecules. Thedratside of the ATO substrate did not
contact with dye solution to prevent contaminatiothe second step. The product of the
second step was washed with the same solvent asnthén dye solution to wash out
physisorbed dyes in the third step. The second taird steps were done in dark

environment to prevent bleaching of dyes on AT Qasigr before the laser illumination.
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occurred randomly, the spatial distribution of dyelecules was homogeneous and no

anomalous formation of aggregates was assumed.

I'1. Single Molecule Microscopy

The single molecule detection is based on the tioreslated single photon counting

(TCSPC). In this section, the basic principle amel éxperimental devices of the TCSPC
are described. Not only the SMD, bulk measurenmialso shown to be available using
the TCSPC. Home-built femtosecond laser as a fghtce for the SMD was built in this

work and pulse generation mechanism of it is bridéscribed.

I1.A. Time-Correlated Single Photon Counting

TCSPC as a Method of Single Molecule Fluoresceiifetirne Measurement

The fluorescence lifetime can be measured eithema domain or frequency domain. In
the frequency domain technique, the phase and ratolulof fluorescence is measured
with respect to the sinusoidally modulated CW etiwn light®* The frequency
domain technique is an expensive technique; ané iseldom applied to SMFL
measurement because it does not work with weak.lighe time domain technique
records a decay profile of fluorescence intensityime after excitation. There are many
ways to implement the technique depending on thetiection methods: Streak canféra
boxcar integratdf, up-conversiofi® and time-correlated single photon countfff§
Above all, only the TCSPC is applicable to our #&nmolecule detection although other

techniques can have faster timing limit than theSPC. The reason is that the total

number and emission rate of photons from orgamglsiemitter are low and limited.
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The other techniques require high intensity fluoee€e or time-gating, so that many
molecules have to be excited at the same time lawthdetection sensitivity. In contrast,
the TCSPC records information of all the detectedtpns and fully utilizes the TCSPC
data resulting in the highest detection sensitivity

One interesting point is that the weaker the flaoemce is, the more accurately
the TCSPC technique performs, if it were not fockzaound photons. The TCSPC is
based on poisson statistics of photon detectionchwequires that the time differences
between adjacent detected photons have to be nonged than their excitation pulse
period. Single molecule emitter satisfies naturdiiis requirement because the single
molecule does not emit multi photons during oneitation period, and weak
fluorescence intensity from single molecule is difficulty but helps increase accuracy.
Multi-photon emission from single emitter is podsibut negligible using femtosecond

pulsed excitatiof!.

Principles of TCSPC

Figure 3.5 illustrates how the TCSPC works in tHeorescence decay curve
measuremefit In Figure 3.5a, the time when a photon is detedig a detector is
correlated with two reference times, the excitatiome and the start time of experiment.
The time referred to the former is called delayetiand the latter is called chronological
time. The delay time means how long a sample has loe its excited state after the
excitation. Electronic transition occurs in sub-fesecond time scale, so that it is
considered to be instantaneous compared to theseeownd time scale fluorescence

decay. After collecting the delay time data of tletected photons, we can build a
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Figure 3.5. Principle of decay curve generatiojli(aing of photon detection relative to
two reference times, excitaiton time and chronalabitime. A; : Delay time of
detected photon; t Chronological time of"l detected photon. (b)Histogram of delay

time that is equivalent to decay profile.
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histogram of which abscissa is the delay time, #meh the curve connecting the
occurrence values is identical with the real-timeecé of the Spopulation decay of the
sample. The identity is based the ergodic hyposfielj which states that an ensemble-
averaged observable is the same as a time-aveoagedccording to the hypothesis, the
intensity decay of the ensemble sample after junstexcitation is the same as the delay
time histogram of a single molecule accumulatedafdong time. The sample for the
time-averaged observation does not have to bengEesemitter only if no more than one
photon is detected during any excitation pulsee&yioecause the single emitters are the
replica of the same property and the photons frdfardnt emitters are indistinguishable.
The TCSPC of a bulk mixture still makes the sansellteas the real-time decay trace of
the bulk mixture because the TCSPC can be considesehe tracing of an imaginary
single emitter that changes steadily and randomigray the components of the mixture.
Figure 3.6 shows a schematic diagram of the basmeponents of the TCSPC
experimental setup. A Mode-locked laser outputs f{@sed excitation light.
Fluorescence from the sample is collected by amrabivp lens and is detected by a
detector, single photon counter. The detector datpm electrical pulse to signal the
arrival of a photon to a photon counting board (ec& Hickl GmbH, SPC-600)
installed in PC. The excitation reference timeupied by a fast photodiode detecting
the pulsed laser light inside the laser. The tiniger@nce between the excitation
reference time and the time registered by the §ifyjom detector is the delay time in
Figure 3.5. The time difference measurement statthé signal from the single photon
counter and stops by the signal from the fast photte as labeled in Figure 3.6, which is

called “Reversed Start-stop” mode. It is concepyustural to have the excitation time
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Figure 3.6. Schematic diagram of the basic comp@nefireversed start-stop mode
TCSPC system. CFD (Constant Fraction Discrimina®C (Time-to-Amplitude

Converter), and ADC (Analog-Digital Converter) aneegrated in a TCSPC PC board.
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signal as the “start” and photon detection timeaigs “stop”. However, such a method
is unrealizable because it makes the photon cayrsiystem so busy in starting delay
time measurement at typically tens of MHz frequeatynode-locking -- 82MHz in this
work. Use of low frequency excitation results imoag observation time and missing a
possible fast intensity change. In the reversedantite delay time measurement occurs
at the same frequency of photon detection of wiiehuency is usually less than 1MHz
with practically unrestricted excitation rate.

Those start and stop signals pass through the @unBtaction Discriminator
(CFD) to get rid of timing jitt¢? and are fed to Time-to-Amplitude Converter (TAC).
TAC converts the time difference between the stad stop signals into voltage which is
linear to the time difference. The voltage of TACread by Analog-Digital Converter
(ADC) and written in the memory banks. The ADC tation is 12bit so that there can

be 4096 (=%) channels in the TAC window.

Pile-up Error

When the TCSPC technique is used to measure thegy qgeofile of a bulk sample, it is
probable that more than one photon will arrive atledector during one period of
excitation pulse. In this case, only the first mmots timed and registered. The rest of
photons are neither detected nor recorded dueetadeld times of detector and TCSPC
board. The missing of subsequent photons duringxaitation distorts its fluorescence
decay profile, so called “pile-up errét” The pile-up error exists only in the bulk
fluorescence measurement not in the SMD becaugegke snolecule can emit at most

one photon unless its excitation and radiative xdgtation cycle occurs twice during an
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Figure 3.7. Pile-up error and its probability aduaction of photon arrival rate. (a)
Schematic diagram of pile-up error between adjaegnitation pulses: The second and
third arrived photons are missed. (b) The probgbaf missing photons by pile-up error

with various photon arrival rates.
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excitation pulse duratiéh Figure 3.7a illustrates what is going on in pifeerror. Three
photons arrive at the detector between two subsgaeitations, but second and third
photons are neither detected nor recorded.

The probability of pile-up error has to be sufficily low not to distort the decay
profile based on a criterion. Let's first see themter of photons not detected for the
error. The photon counting event is governed bysgmi statisticd>" at such a low
intensity level that enables single photon countifiige probability of the arrival ot

number of photons on detect®&(n), is:

(/f“:) n e—ﬂt

P(n) = Nl

(3.1)

where,A is an average arrival rate, anid an integration time, the laser excitation perio

The probability of arrival of more than two photoRg > 2), is:
P(n>2)=1-P(0)-P() (3.2)
During one excitation period 12.2ns, at photorvatnate of 1IMHz:
P(n > 2)=0.000074 (3.3)

For one second, the pile-up error happens 6068.¢80074x 82 MHz) times, and
988,269 (#(1) x 82 MHz) number of photons arrived alone, and 94,3 988,269 +
6068) number of photons are registered into theégshoounting board. The probability

of photons not registered out of the total phot@sving at detector is 0.57%
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[=100%(1,000,000 - 994,337)/1,000,000]. Figure 3.7b shdwesprobability of missing
photons by pile-up error with various photon airredes.

Still, it is not clear what the “sufficiently” loyile-up error is. In each channel of
the delay time, actually recorded photon countesirffy the pile-up error is less than the
value of perfect experiment done without pile-umperThe relation of the correct and

actual count /832

i i-1
(R (3.4)
I\
Ne j=1
whereN;® is the correct count iith channelN; is the actual count iith channel, and\,
is the number of excitation pulses. Assuming thatADC resolution is so high that the

delay time histogram is equivalent to the contirsidecay curve, Equation 3.4 can be

transformed to an equation with continuous varisble

N (t)= N(t)

) j; N, (t)dt (3:5)
o M

e

whereN(t) is the correct count at timte N(t) is the actual count at time t. The correct

countN(t) decaysas time with a correct decay rdte

N, (t)= Ae™ (3.6)

Equation 3.5 becomes:

f ()N, ()= N(t) (3.7)
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ft)= [1— T —ektj =(1-F,+F,e™) (38)

where the terni Is the ratio of total number of photons arrivedha detector to the

kN,

total number of excitation pulses and is represkbieFa. Differentiating Equation 3.7

with respect ta:

C

N, _dN o df

=——N,— (3.9
dt dt dt
Substituting the derivative of Equation 3.6 intouatjon 3.9:
— kfN_(t) = dN N, dar (3.10)
dt dt

Rearranging Equation 3.10 and using Equation 3.7:

d';'—t(t) _ —[k _ ff'g)) ]N (t) (3.11)

Substituting the expression df(t) and f'(t), we get finally:

— kt
dN(t) —k(1+ F,e jN ) (3.12)

dt 1-F, +F,e™

= —k[1+ D()N(t) (3.13)
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Figure 3.8. Magnitude of distortion functi@f{t) after excitation.

The second term inside the bracket in Equation &I2presented b(t) in Equation
3.13. TheD(t) is named ‘distortion function’ because it dissottte curvature of decay
curve at time due to the pile-up error. Folx(t)s parameterized by the, with k = 3.3«

10% s* are plotted in Figure 3.8. It is interesting ttra decay slope distortion is higher in
early delay time than later delay time althoughghe-up error is more likely in the later
delay time. A plot of missed photon along the ddlaye is shown in Figure 3.9. The
correct N¢(t), dotted line] and actuaN([t), solid line] decay curves are drawn in Figure
3.9 withFa = 0.03 andk = 3.3x 10° s*. The number of photons missed peaks around 2ns
despite theéD(t) decreases from time zero in Figure 3.8. The amaly@xpression of the

number of missed photon¥g(t) —N(t) is given to be:

N.(t)- N()= Ae ™ -{1— ex;{— k £D(t’)dt’} (3.15)



58

Or simply using Equation 3.7 and 3.8:

N(t)- N@t) = A [FolL-e ™))

The functions in the braces and the brackets imfmgu 3.15 and 3.16 increase from zero

(3.16)

to one monotonically as the delay timelt may be concluded that the missed photon
curve is a multiplication of the decay signal irg#y and a function that may mean the
probability of not being recorded at delay titngust as the¥ and & photons in Figure
3.7a.

What is important is in Figure 3.8. It may be asedrthat the error of a fitted

1 0.008

R N Ne()  +o.007 =
= 0.8] N —N(t) | Z
Z‘-’ \\\\ o NC(t)'N(t) 0.006 -éu
5 06 . 10.005 =
— \ oy
= N 10004 §
- ] S—— 5
g 04 . 10003 £
8 ' s 10002 ®
D 021 S 8
- ~~_.__ foo01

ot ‘ ‘ ‘ ‘ ‘ 0

2 4 6 8 10 12

Delay Time (ns)

Figure 3.9. Actual and correct decay curves in geofithe pile-up error. N(t) (solid line)
and N(t) (dashed line) are actual and correct decayesuwith delay time t, respectively.
The Y axis of their difference (alternating daslaed dotted line) is in the right side. The
distortion from single exponential decay by pile-enpor is biggest near the 2 ns delay

time.
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decay lifetime is roughly about the averdgg), so that the error may be just a few %
from its correct decay lifetime for all thEx parameters selected in Figure 3.8. The
photon arrival rate corresponding to the highetie/8.06 is about 5MHz. The 5MHz is
redundantly high counting rate in most of experiteeand suffers the dead time of
photon counting board, 200ns. Typical bulk experntaeare done at 0.01~0.1MHz of
photon counting rate correspondingRo= 0.0001~0.001. ThB(t) curve ofFa = 0.001

is lower than 0.1% through the delay time in FigBu& The effective number of lifetime
value is usually placed in the tenth number plabemthe unit of lifetime is nanosecond,
which means a few percent of error always exisimfother sources like background,
instrument response function and statistical ndite. 0.1% distortion from pile-up error
can be regarded to be negligible compared to atberces of error. In conclusion, the
pile-up error is quantitatively proved not to bgrsficant in TCSPC experiment in the

condition of this work.

I1.B. Experimental Setup for Single Molecule Lifetime M easurement by TCSPC

Light Source

Fluorescence lifetime measurement in time domaguires the pulsed excitation and
records the decay of intensity as a function ofetiafter the excitation. The shape of
decay curve is determined by the population dynamidowever, the measured
fluorescence decay data is not exactly the sanmtbeastrinsic or true decay. The true
decay is distorted by the finite excitation pulsgradion andd-function response of

apparatus. In fact, the measured decay is the datvo integral of the excitation pulse
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shapeE(t), the instrument response functidRF(t), and the decay dynamics model

M(t)*

1(t) = E() ® IRF (1) ® M (1) (3.17)

If any of the convoluted term &function, thel(t) is simply the convolution of the rest of
the terms not including th&function. In this work, 50 ~ 100 femtosecond FWHbMIse
was used to excite the dye molecules of whichitifetranged from tens of picoseconds
to a few nanoseconds. Therefore, the excitatioer lpslse could be regarded as &he
function and thé(t) is simplified to belRF(t) ® M (t) .

To generate the femtosecond pulse, two mode-lo€k&apphire oscillators have
been used. One was a home-built oscillator (pesta #Washington State University) and
the other was a commercial oscillator (Tsunami 384BB, Spectra-Physics). Both of
them had the standard configurations. The basicifgpions of the two lasers are
tabulated in Table 3.1. They were generally simbart different to each other in
tunability and mode-locking method. Wavelength tgnivas available in the Tsunami
oscillator because it was composed of broad ba@@~¥000nm) optical parts and gain
profile of Ti:Sapphire crystal. Wavelength selentizvas achieved by adjusting slit
position located between two group velocity disjpergGVD) compensation prisms.
Pulse width could also be tuned by changing thehnad the slit. The methods of mode-
locking of the two oscillators were popular onestfee modern ultrashort pulse source. A
couple of next paragraphs describe the mode-lockieghanism in general and of
particular devices.

A schematic diagram of the home-built oscillatosi®wn in Figure 3.10. Laser
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Home Built

Tsunami

Gain Medium

Ti:Sapphire

Ti:Sapphire

Repetition Period
(rate)

11.4ns (88MHz)

12.4ns (80.8MHz)

Pulse Width ~50fs <100fs

Pump Laser Nd:YVO, Nd:YVO4

Pump Power 4W 5W
Mode-locking Self-mode-locking AOM initil?)té—:‘lgnsgelf-mode-
ﬂaﬁsmfjh NA 700 — 1000 nm

where L is cavity length and c is the speed oftligh

E,(t)= E; codmit +¢)
E,(t)= E, codw,t + )

Table 3.1. Basic specifications of home-built andhenercial oscillator.

(3.18)

cavity is the optical path between the end miréy §nd output coupler (O). Different
longitudinal modes inside the cavity are superpaseadlinterfere with themselves. When
no control is imposed on the phases of modes, dneyandom so that the constructive
and destructive interferences are temporally aratiadfy random. Such an incoherent
superposition makes structureless noisy tempotahgity profile at a detector, which is
called CW laser. If the initial phases of the cavitodes are kept equal coherently in

some way or other, the sharply peaked construatiesference travels with period 2L/c,
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En (t) = En Coia)nt + (”)
whereE;(t) is the electric field ofth mode of totah number of modes in gain bandwidth,

Ei is the amplitude of the fieldy is the frequency ath mode witha; - wi.1 = ¢/2L, andp

is the initial phase. Keeping the initial phasesagesults in short width pulse in time

M Nd:YAG CW Laser, 532nm, 4W
W
P1
E P2 M

800nm
pulsec | )

| /CM2

O C

CM1
M F

Figure 3.10. Schematic diagram of optical alignmehthome-built oscillator. M,
aluminum mirror; W, halfwave plate; F, focusing$ei®M1 and CM2, curved mirrors; C,
Ti:sapphiare crystal; P1 and P2, prisms; E, endomilP, fast photodiode; O, output

mirror.
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domain and Fourier-transform-limited spectrum iagftency domain, which is called
Mode-locking and the pulse is the coherent supérponsof the allowed cavity modes.
Because the period is 2L/c, there is only one sitgrspike inside the cavity. Whenever
the spike bounces back at the output coupler, 100% mtensity transmits through and it
IS our excitation pulse.

Then, how can the mode-locking be implementecal world? There are lots of
ways of describing the mode-locking mechanism deéignon its practical technique,
but they are essentially the same: applicationewsioglic loss (or gain) modulation to the
intra-cavity radiation whose period is matchedhe tavity round trip tim&. It can be
further explained in frequency and time domain. fiequency domain, when a
longitudinal mode ofw; is amplitude-modulated with a modulation signadlebands
form with frequencyw; + Q: Q is the angular frequency of the modulation. Int,félce
sidebands originate from the beating of the cavipde and modulation that is in phase
with the longitudinal mode. As th@/2n approaches the inter-mode frequency separation
c/2L, the frequency of the sidebands coincides ti¢hfrequency of adjacent modes:;
and they come to be able to resonate inside théycewherently with the original
longitudinal mode. Such energy shifts are donen&urto the next modes withi.,, and
so on. As a result, all the possible modes exclmngergy with their phases locked. In
the time domain, the mode-locking operation is nsiraightforward. Let’'s imagine that
there is an optical shutter inside the laser cawifiich operates at the cavity trip
frequency. Then, the net gain is modulated at tbguency and only a coherence spike

that passes the shutter is selectively amplifidek Gavity energy gets concentrated on the
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developing coherent peak through the loss of enefgyther modes of different initial
phase.

The home-built oscillator was mode-locked by Kemd mode-locking (KLM)
method>>> It is a kind of passive and self mode-locking hamism, which simulates a
saturable absorber. Kerr-lens effect has its origirthe third-order nonlinearity. The
refractive index experienced by the light propagathrough the Kerr-medium is linearly
dependent on the intensity of the light with resgmtime of about 4fs. The wavefront of
gaussian beam inside laser cavity does not haveogemeous intensity but decreases
radially from the central maximum along the gaussisofile, and so does the refractive
index. As a result, the peripheral rays passingutin the low refractive index region
bend toward the center according to Fermat's mleti This is exactly the same
operation as a lens, and the Kerr-medium is cddled-lens. The higher the intensity is,
the tighter the focusing is. Therefore, the optimaavity for high intensity light is
different from low intensity light. Then, the hightensity light is amplified selectively
while loss of low intensity light occurs, if thewaty is adjusted for the high intensity light.
Figure 3.11 shows a schematic diagram of Kerr-temsWeak intensity beam diverges
while the high intensity beam is collimated afteflection on the curved mirror. The
cavity energy gets concentrated on the highestespikring many cavity trips; and
eventually the spike becomes an intense and shaatidn Fourier-transform-limited
coherence superposition of cavity modes of whicaspl are all locked. This is one way
of attaining the differential gain/loss and theseanother way named gain-guiding as
follows. The waist of pump beam in the Kerr-mediisndesigned to be smaller than

cavity mode. Therefore, the more focused highansity light has better overlap with



65

rod

Curved mirror

Figure 3.11. Kerr-lensing effect. The thin solideliis the pump beam. The thick solid
line is the high intensity beam. The dashed linthéslow intensity beam. The Kerr-lens

effect preserves the high intensity beam more tely.

the pump beam; and the differential gain/loss isend he two mechanisms of KLM are
going on simultaneously. Unfortunately, the hométd{LM laser does not have strong
enough intensity fluctuation for the sufficient iégnsing to form in continuous regime,;
thus it does not self-start. There are many waysitiate the KLM laser: acousto-optical
modulator’, saturable absort& moving a mirror in external cavity simply tapping a

mirror’>*, translating a GVD compensation prfSrfi, and so forth. The common feature
of the methods is to make sufficiently short anghhintensity pulses that can initiate
KLM. In this work, the prism P2 in Figure 3.10 waanslated. It temporarily turns off
lasing and makes the high-energy pulse instantahgadnen the prism moves back to its

lasing position.
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The KLM starts and the temporal spike is amplifildwever, the laser cavity is
still optimized for continuous regime. When theemge light passes though the gain
medium experiencing the differential gain, the Kensing shifts the position of the
focus of the amplified intense light. To compendatethe focus shifts, the two curved
mirrors (CM1 and CM2) are slightly recessed by dlibi mm. By doing so, the loosely
focused weak light diverges after reflection on tterved mirrors, which helps
developing and maintaining the mode-locking regifeslit could be put in front of the
end mirror E as a “hard apertutéto block the diffuse low intensity light.

The gain medium of the commercial oscillator Tsunisnalso Ti:sapphire crystal.
The KLM of the oscillator is initiated by regenavat acousto-optical modulator (AOM)
that prepares ps pulses inside the cavity. Theufse has sufficient energy for effective
differential gain, and then fs pulse forms by KLWhe AOM is the most common active
mode-locking method. The AOM module is placed ionfr of end mirror. Time-
dependent refractive index grating perpendiculahtobeam forms inside the quartz of
which one side is attached with RF frequency (lladf cavity trip frequency) driven
piezoelectric transducer. Diffraction and loss oitially long pulse is sinusoidally
modulated by the RF signal. Amplitude is shapedyslra time very effectively after
many trips in the cavity. However, the pulse shgpsslow and stops eventually as the
pulse width gets much shorter than modulation perig/pically ps pulse is formed by
the AOM. Any drift in the cavity length will impaithe stability and shape of pulsing.
This can be overcome by the regenerative modedgckechnique. RF driver gets

feedback from a photodiode that detects the ouppidge train. By doing so, AOM
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operates at the same RF frequency as that of tise frip within laser cavity whatever

the cavity trip frequency is.

Two-Photon and Confocal Microscope

Microscope system for single molecule detectioimiplemented in a standard wWay>

A simplified schematic diagram of the whole micmgic system is shown in Figure 3.12.
The laser in Figure 3.12 is the tunable commero&dillator. Its specification and
principle of operation explained in the previoustgm. The wavelength of the output
from the home-built oscillator was fixed to 800nmdathe power is 200mW. The
wavelength of output from commercial Tsunami oatili was tunable ranging from
700nm to 1000nm. The power of Tsunami oscillatord@mW(at 700nm), 1W(at
800nm), and 150mW(at 995nm). The near IR outpwm fboth oscillators were sent
though a frequency doubling BBO crystal when theitakon mode was one-photon
excitation. For two-photon excitation, the BBO ¢afsvas taken out and the near IR was
used directly. The excitation beam was sent tonaeried microscope (IX70, Olympus
Optical Co.); and it was reflected by a beam slithat reflected excitation beam and
passed fluorescence from sample with ~90% trangnisshe excitation beam reflected
from the beam splitter was focused down to ~300reh diameter and attenuated to a
typical excitation intensity of ~ 0.3 MW/dmat the sample through an objective lens
(100X, 1.4 NA, oil immersion, Olympus Optical Co.) insesof two-photon excitation. In
the case of one-photon excitation the focus sizeexeitation intensity were ~450nm in
diameter and 13 ~ 63 W/énrespectively. Sample position was controlled byY&Z-

nanopositioning stage (Mad City Labs Inc. ~10 neohetion). The epi-fluorescence
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Figure 3.12. Simplified schematic diagram of theolehmicroscopic system
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from the focus was sent through the beam splittentaned above and an excitation
beam-blocking filter next to it. Because the IX7@crascope is infinity-corrected, the
collected fluorescence emerging from the back-apef objective lens was collimated.
The collimated light was focused on the image plantside the microscope by a tube
lens (TL). A band pass filter specific to a fluarest dye was placed before the image
plane to increase signal to background ratio. Aalamche photodiode (APD, EG&G
model SPCM-14) was placed at the image plane. Ead cime of the APD was 50 ns,
and photon detection efficiency was 50~70% dependin the wavelength of the
fluorescence. Each time of single photon detec@ohTL pulses from APD was sent to
the TCSPC PC card (SPC-600, Becker & Hickl GmbH p8Qime resolution, 125 ns
dead time) operating in the photon-stamping maaevhich both the chronological time
and delay time of each detected photon were redofid®ee chronological time data were
used to make intensity trajectory with 60 ns tiraselution; and fluorescence decay
curve was constructed from the delay time histogréhe instrument response function
for the fluorescence decay was obtained by meaggtass scattering at 800 nm, which
shows a full-width-at-half maximum of about 400ps. record the fluorescence spectra,
a spectrograph (Acton Research Corp. SpectraPm)-30th a CCD camera (Roper

Scientific, VersArray 515B) is used in place osanultaneously with the APD.
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I11. Single M olecule Detection Method

[11.A. General Procedure

Imaging

The next step after the sample preparation is ke the fluorescence images. The

purposes of imaging are:

1. Impurity and background test
2. Fluorescence intensity level
3. Sharpness of intensity

4. Number and distribution of bright spots.

In many single molecule tests, fluorescence ortegag from impurity interfered
spatially with the fluorescence from sample molesuSuch interference could be clearly
observed by taking an image of a blank sample was prepared in exactly the same
manner and condition as a single molecule sampéeptxfor the existence of dye
molecules. The comparative number and intensityright spots of the sample and blank
were used as the barometer of the interference siiagmness and intensity of the bright
spots were referred to when we wanted to chedkeiffocus of laser was on the sample
plane. The number and distribution of bright spe&se very important information in
characterizing single molecule sample. The numbmnsidy of spots enabled us to
estimate the probability of observing multiple nmikes (not single molecule) in a pixel
and on a whole area scanned. The details of thist&tal estimation of multiple molecule

detection error will be explained in the SectiohBll The fluorescence imaging was
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implemented by controlling the motion of the XYZnopositioning stage and the photon
counting board simultaneously. As was mentionedreefthe photon counting data
included not only the chronological data but alse tlelay time. Therefore, the various
ways of analysis were feasible from the single mwle fluorescence imaging

experiment: intensity map, fluorescence lifetimevbiole area, and fluorescence lifetime

image. The structure of TCSPC data of a testedisig@own in Figure 3.13. One image

Data block of pixel 1
Chronological Dels
time (s) time (ns)
( 0.12 31.6¢ Data block of pixel 2
0.43 35.60 Chronological Dele
n=5 0.68 33.68 time (s) time (ns)
1.25 40.54 0.2t 42.64
. 1.51 32.47 A 0.27 33.60
n=
0.8t 31.04
1.4z 34.67
v | A

Fluorescenc
image compose
of many pixels

Figure 3.13. The structure of TCSPC data of a tkatea.
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was composed of pixels on a 2D area. The lasesfstayed on each pixel for a finite
time acquiring both chronological and delay timégdar only chronological time data.
As manifested in Figure 3.13, the chronologicaktiatways increases and delay time is
not time-ordered. A block of photon counting dataggistered to a pixel. The image is a
set of the block of the pixel data. The intensigps simply the map of the total number
of counted photons on a pixel, n in Figure 3.13e Tlhorescence decay curve of the
whole area is meaningful because it includes tla¢iaheterogeneity of fluorescence
lifetime. It can be built from the collection ofldg time data of all the blocks. The
individual pixel data can be a complete photon ¢mgndata from which an intensity
trajectory and decay curve and be made. The ddesiynes of individual blocks can
constitute a map called the lifetime image. Thegimg may be the end of an experiment
in bulk fluorescence test. For single molecule diét®, it was necessary to collect data
with the laser focus fixed on individual light seas. In this work, it has been performed

by a subsequent “search and optimization” methatilzed in the next section.

Searching and Optimization

A single dye molecule lives for a finite durationder the illumination with its total
number of photons being limit&d Such limited amount and low flux of photons rgall
influences and determines the quality and religbibbf data analysis. Moreover,
compared to the dye molecule in an inert envirortimiiye total number and flux of the
emitted photons reduces in a system where eletrmosfer from the excited state of dye
molecule to an acceptor is going on; and irrevégsildeach is much faster than the

intrinsic molecule on the ET-active nanocrystallfiv®. As a result, significant portions
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of single molecules on the electron accepting naystalline film stop emitting light in
one second — a practical minimum duration of erors$or the reliable SMFL calculation
- and/or have intensity comparable to the backgtasignal. Locating single molecules
by taking image before the detection of individoadlecules did not work because the
irreversible bleach had gone in many moleculesnduthe imaging step itself. Manual
positioning of the laser focus at a single moleai$é® did not work because it was very
laborious and an illuminated molecule bleachedmdyitine positioning; and sampling was
likely to have bias. To maximize the measuremanetand proper sampling of quickly
bleaching and weakly emitting single moleculesuldy fautomatic search and position
optimization method has been implemented.

Figure 3.14 shows a schematic diagram of the Bezytmization-record
procedure. LabView based PC program controlledptoeedure giving instruction to
XYZ nano-positioning state and reading signal frARD. In the search mode, the laser
focus moved (actually sample moved with the laseud stationary) on a sample area in
X and Y direction just the same way as the stangaadjing. On the photon counts being
over “Start threshold”, scanning stopped and tleg@m proceeded to the optimization
mode. The goal of the optimization was to put agoole at the center of the laser focus
where the power of the excitation light was high#ésadjusted the position of the laser
focus with a finer step distance than the searcienwhile monitoring the fluorescence
intensity. The algorithm of the optimization prooeel was similar to Ha’d In the
beginning, the laser focus moved by a step sizen0n the positive direction along X
axis, and next it moved in the positive directidong Y axis by the same step size. The

step size was chosen to be 60nm because the ogtiiomzas been known to be fastest
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Control PC program

Search Optimization Record
Over stop TH
Over start TH or
max # of steps
Read Record Record
| .4
Motion Motion
control control
Signal
v v ,
XYZ nanopositioning APD
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Figure 3.14. Search-Optimization-Record procedlie direction of arrow line indicate

the direction of data or instruction flow.

when the step size is ~0:f6cus waist’. The direction of the second motion along X
axis was determined by the change of intensityndyite first motion along X axis. If the
intensity increased during the first motion, theediion of second motion was positive
direction and vice versa. The direction of seconthation was determined in the same
way. This procedure repeated. The focus moved a@lomgK and Y axis alternatively by

the fixed step size. The direction Bfrnotion in X axis was determined by the direction
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and intensity changes during the"l-inotion in X axis; and so was in Y axis. If the
intensity had got higher than a “Stop thresholldg optimization procedure stopped right
away and the control program moved to “Record motfethe intensity had not been
over the stop threshold through the preset maximumber of optimization steps, the
control program moved to the record mode aftemtlaaimum number of steps; and the
laser focus was put at the position where the sitgmvas highest during the optimization.
In the record mode, photon counting and data récgrdere done with the laser focus
fixed at the optimized position.
Figure 3.15 shows the optimization procedure of e@erimental data. The

parameters for the test were:

Start threshold: 30 counts/30ms
Step size: 60nm
Stop threshold: 200 counts/30ms

Maximum # of steps: 24

The laser focus has scanned sample from right isidine search mode before the
optimization. The search procedure stopped and ofpgmization began when the
intensity at the position marked b was 34ntslBOms because the start threshold
was 30 counts/30ms. The photon count has never &e=n100 counts/30ms up to the
maximum # of steps, 24 steps: therefore the laseusfwas set back to the"2step
position where the highest count was recorded dved dptimization ended. In the

beginning of optimization, convergence to the moleavas slow; and then it became
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Figure 3.15. The optimization procedure of realexipental data. (a) A walk of laser
focus to the top of a single molecule marked®)y (b) Intensity trajectory along the path

of laser focus in (a). The initial and final posits are marked k|| a—l respectively.
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Figure 3.16. Other examples of the optimizationcpdure that terminated before the
preset maximum number of steps 24 marked by vértleahed line. (a)The aimed
molecule bleached during the optimization at ak2@it step. The subsequent record
procedure would detect only background signal. SMiESs calculated using the TCSPC
data acquired during the optimization. (b)Fluoreseeintensity went over the stop

threshold (100 counts/30ms) and record proceduamest right away. The position of

laser focus is optimized to the position marke@yin both cases.
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fast from 220nm away from the molecule. 220nm oads to the 1/e radius of the
laser focus. Two other examples of optimization sinewn in Figure 3.16. An aimed
molecule bleached during the optimization as shawfigure 3.16a. The intensity of
another molecule in Figure 3.16b increased over skep threshold (hear, 100
counts/30ms) at"Bstep and the optimization procedure stopped. Tsitipn of laser
focus was optimized to the position marked®yin both cases.

The optimization procedure enabled the use of dtamt threshold slightly over
the background level. Without the optimization, #sarch procedure had to use the high
stop threshold for high enough signal/backgrountio rfor SMFL calculation, and
consequently, the molecules having low quantumdyiebuld not have been sampled.
The TCSPC data during the optimization were stobedause the optimization time was
typically 0.7s and significant number of molecutesild bleach in 1s where electron
transfer was going on. The duration of data loss waly a couple of millisecond

corresponding to the transition time from the skdocoptimization mode.

[11.B. Proper Number Density for the SMD

Questions always arise in the single molecule ofasien about identity and single

molecularity. In other words, we need to confirmatteach bright spot is really from a
single molecule of interest. There is no one pérfeethod to answer the questions
because the amount of data is very limited and r@hsen time is short. Otherwise, we

can talk about only probability of identity and giea molecularity. The identity of sample

molecule was ensured relatively easily by perfogratank test, taking single molecule

emission spectrum, and the purity of reagent. Bairgingle molecule or not could be
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tested by integrating the information of the resgmto the rotation of linear polarization
of excitation light, intensity and shape of fluaresce intensity trajectory. However, the
single molecularity of a molecule was tested usuatitii the molecule was bleached and
we measured new unknown molecules believing thbalmitity of being single molecule

found from the repeated experiences. If the dyeeowds do not form aggregates
noticeably, we could estimate roughly how many Hirigpots per area should be

observed in single molecule detection.

The distribution of SMFL in a condition has beenltoby measuring usually
about 100 molecules in about 4@ x 40um. Then, we could prepare 11937 cells of
which areas are the same as the effective excitatiea of our laser focus in theyd x
40um area. Let's suppose that we are depositing 10@aules on a substrate of the
40um x 40um area. Depositing 100 dye molecules is equivatepicking i (X i < 100)
number of cells and putting the 100 molecules itltem because more than one
molecules can occupy one cell. The number of waypitk the i number of cells is
1193Ci. Next, putting the 100 molecules into the i c&lequivalent to dividing the 100
molecules into i number of parts. The number ohddhat isedCi.;. The total possible

number of ways to put 100 molecules into the 1183&,T, is:

100

T= Z 11937Ci ‘99 Ci—l (3.19)

i=1

Then, the probability of each cell has only oneauale P, is:

P = —11937TC1°° = 0.436 (3.20)
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The probability of only one cell has two molecudesl all the other cells have only one

molecule Py, is:

P, = 11937C?|?‘99 Cog — 0365 (3.21)

The probability of each of two cells have two malles or one cell has three molecules,

and all the other cells has only one molecBlgis:

P, = 11037C08°99 Co7 — 015 (3.22)

P1+P,+P5=0.951. Therefore, we can say that 96 of 100 mddscan the 40m x 40um

area are illuminated alone with 95% probability.

Above simple statistics has an impractical assuwnpbf square-shaped laser
focus. For the analysis to be more realistic arrdatde, poisson statistics can be applied.
The poisson statistics is valid because the depggrocess of such a low concentrated
dye solution meets the assumption of poisson psicEsHowever, the influence of
overlap between subsequent illuminated areas orethst is not taken into account. The

probability of havingh number of molecules within a laser focus is:

Na—H
P(m = (3.23)

The average number of molecules on the laser facus,0.012 when 100 molecules are
deposited on the 4@n x 40um area. The probability of detecting single or nolenule

at an arbitrary position of lasBris the sum oP(0) andP(2).
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P=P(@0O)+P()=1-P(n=x2)=0.999925 (3.24)

As shown above, the probability of detecting moitdecules when you put laser focus at
arbitrary position is negligible. However, there &ypically tens of thousands of
statistically equivalent one-pixel detections asltser scans through the sample of the

40um x 40um area. The probability of observing multi-molecuét a pixel equal to or

less thamm times over the whole scanned afea,, is a binomial distribution:

m . .
P, = Z 0 Ci PP 1-P) (3.25)
i=0

Where,tp is the total number of pixels in the 4@ x 40um area.i is the occurrence of
multi-molecule detection. Figure 3.17a ~ 3.17f shth& P, values with increasing
number of pixels. Typical total number of pixelgire 4Qum x 40um area is from 10,000
to 40,000. Different graphs are different in themtner of molecules on 4n x 40um
area, changing from 100 to 200 molecules by thp sf€20 molecules. In each graph,

various lines are drawn corresponding tortihealues. In Figure 3.17a, the probability of

observing only zero or single molecules out ofltath937 pixels,P 1p=11037" is 0.408

that is similar to the value in Equation 3.20. Qingly, theP, decreases as the number
of scanned spots or pixels increases. We can sg¢dhté probability of detecting only
zero or single molecules over the whole afea, is about 20% even at the practically
lower limit of number density, 0.0625 molecuyief (100 molecule/4840um?), in
Figure 3.17a. At higher number density, tglevels drop to negligible value quickly.

That is, we cannot expect pure single molecule wiasen in the typical condition and
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Figure 3.17P4m vs. total number of pixels. The numbers of molesudeposited are 100

and 120 in (a) and (b), respectively.
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have to allow the multi-molecule detection at asmeble sampling rate or number
density of dye molecules.

Then, what is the satisfactory number of detectmdtiple molecules at a pixel?
It may depend on the purpose of single moleculé tasthis study, let's define the
satisfactory experiment as detecting multiple malles equal to or less than 5% times of
the total number of deposited molecules. That s, liegarded as a good single molecule
test to detect equal to or more than two molecates pixel once, twice, three, four, or
five times on a 40m x 40um area deposited with 100 molecules. A test thé¢ote
multi-molecules at a time less than three timebdter than the “good” test, but the
“better” test is less likely than the “good” teBtf < P<s). The better a test is, the harder
to achieve it and we are satisfied with the “goaest. Our goal is to find in what
condition we can do the good test. There is no togyepare a condition that makes the
good test for sure. Here, we define another pradipabif achieving the “good” test. It is
an element withm (= 5% of the total number of molecules) of the det.4 and labeled
Psw. The Psy, curves in Figure 3.17a through 3.17f are the uppst lines. As above,
what is the satisfactory probability of having g, over the whole area? It may depend
on the purpose of the test and can be arbitrahiysen. In this studyRse, higher than
90% is defined to be satisfactory and the tedhesproper single molecule detection. In
Figure 3.17aPsy (=P<s) is higher than 90% regardlesstpf Therefore, all the tests done
at the number density 100 molecule/40um’® are valid. The number density, 120
molecule/4840um?® shows the tail oPsy less than 90% at high resolution imaging

(tp>36,000). Thetp keeps decreasing down to 24,000 pixels at the pumb

Pyo, =90%

density 200 molecule/4@0um?’. Figure 3.18 shows the plots Bf, (0 < m < 10) versus
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total number of deposited molecules. Figure 3.118h &18b are of the low-resolution
(tp=12,000) and high-resolutiompE40,000) detection, respectively. Obviously, s
decrease as the number of deposited moleculesasese The perfect single molecule
detection (solid line) could be expected with 40%6bability in the low resolution
detection of 100 deposited molecules in Figure &.18it it looks not likely in the high
resolution scanning in Figure 3.18b. You can do“#agisfactory” single molecule test
(Psy higher than 90%) regardless of the number derfiity 100 to 200 molecules on
40um x 40um area in the low-resolution detection in Figurgé8a. On the contrary, the
“satisfactory high resolution detection is alloweaaly for the sample with 100 molecules
on 4um x 40um area in Figure 3.18b. The thick gray line in Feg8.18b connecting the
top ends ofP« lines is thePsy line. It is over 90% only at the points of near010
molecules.

In conclusion, it is important to convince oneskHt the measurement is done on
single molecules. The direct experimental verifmatof single molecularity for routine
tests is usually impractical for the small amoundata from single molecule. Instead, the
statistical estimation gives quantitative relidigilof observing single molecules based on
the number density and resolution of detectionthia analysis, it is concluded that
detecting total ~30,000 pixels with 100~140 molesudeposited on 4@n x 40um area

is a practically acceptable condition.

I11.C. Statistical Fluctuation of Virtual SM FL Source

The single molecule lifetime measurement is ususdligject to the shortage of data —

photon counts. The limited amount of data in SMRtasurement entails statistical error
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in calculating lifetimes. The uncertainty of thdotdated lifetime is not negligible and
need to be clarified quantitatively. For exampley ynay want to know the credibility of
the shape and width of a SMFL distribution buitirfr many molecules, especially if the
distribution could be compared with one that isdpoted by theoretical models. To
guantify such a distortion or broadening of SMFktdbution by the statistical error, a
virtual SMFL experiment had been performed. It vaaslogous to an experiment that
measured SMFL distribution of imaginary moleculaatthad a completely identical
lifetime; thus, the measured SMFL distribution veapure lifetime broadening resulting
from the instrument response plus the statisticadtdation. The reason for the virtual
SMFL test was that (1) preparing real collectionsiigle molecules of an exactly
identical lifetime was difficult because they am free from spatial inhomogeneity, and
(2) detecting a single molecule for a long timeractically not allowed for photo-bleach
and SMFL may change dynamically. The fluorescemmece of the virtual SMFL test
must have a constant fluorescence lifetime and rbasstable enough to be detected
repeatedly or for a long time for the statisticahlgsis of the lifetime fluctuation. As the
virtual SMFL source, bulk dye solutions were usEde bulk solutions have a constant
fluorescence lifetime and can be detected for g tone without change. The virtual SM
data are prepared by slicing the full TCSPC dattnefvirtual SM fluorescence into the
chunks of data, of which photon counts correspamdhe total counts of the full

trajectory of a molecule till its irreversible ploebleaching.

Five bulk solutions were chosen for the virtual SMEst. Their concentrations
and fluorescence lifetimes are listed in Table Be Tluorescence lifetimes of the five

solutions covered the range in which most of tinglei molecule lifetimes that have been
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observed in this work were distributed. For eaclutgm, nine identical samples were
prepared and their TCSPC tests were performed pgtded in Figure 3.19. The

excitation laser was focused in the dye solutiooualdQum above the cover glass. The
10um was deep enough to avoid the influence of thesgtarface on the fluorescence
lifetime. Each cell in the fluorescence lifetimelloon in Table 2 contained an average
and standard deviation of the nine lifetime valaé&ill trajectories of the nine samples.
The full TCSPC data of each sample had huge am@umtmillion) of counts and they

were divided into tens or hundreds of virtual SMSIRT data.

The dye molecules in a solution were identical Bndomogeneous environment
in terms of fluorescence lifetime. If the lifetime$ individual molecules in the laser

focus ever changee .Q.due to spectral diffusion), the standard deviatbthe lifetime

fluctuation of the bulk sample wagmumbernf moleculesin thelaserfocus times smaller
than single molecule lifetime change accordinghdentral limit theoref In applying
the central limit theorem, the fluorescence lifetimf bulk solution was assumed to be
the average of SMFLs in the focus. The effectivetakion volume of the laser focus was
about 1 fL and the concentrations of the solutionBable 2 ranged from 2.0 to 5.M;
therefore about 1,200~3,000 molecules were coresider exist in the focus. Therefore,
the lifetime fluctuations of the bulk solutions haidleast,/120( = 35 times smaller than
the lifetime fluctuation of single molecule in sban, if ever existed. As a result, the bulk

solution could be used as a constant and stabterié source.

Figure 3.20 shows an example of the lifetime flation of the virtual constant

lifetime source, 2.M RB solution in 2-Propanol listed in Table 2. T$@id line is the
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Concentration | Fluorescence lifetime (ns)’
(10° M) Average (stand. dev.)
RB in DI water 5.0 1.7 (0.01)
RB in mixture of DI
water and glycerol 4.2 2.1 (0.0
(5:1 viv)
RB in MeOH 2.0 2.5 (0.01)
RB in 2-PrOH 2.0 3.2 (0.008)
R101 in DI water 2.0 4.2 (0.09)

* Average and stand. dev. of nine fluorescencarifes of full trajectories
Table 3.2. Five bulk solutions used in the vitBMFL test. The solutions were selected
to cover the range of fluorescence lifetime in whmost of the SMFL observed in this
work were distributed. The averages and standar@tiens are calculated from nine full

TCSPC data of the nine samples.

Dye Solution

\) /. Focus to be image
\ on the APD detects

~10um

/ C}\ver Glas

Excitation
Beam

Figure 3.19. Experimental configuration of virtt8MIFL test around an excitation laser
focus. 3QL of dye solution was dropped on a cover glasseL&scus is located about

10um deep into the dye solution to be devoid of tHeotfof surface on lifetime.
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intensity trajectory and the dotted line is thetirhe fluctuation. The two trajectories are
10 second parts of full TCSPC data of one of nileiRR 2-Propanol samples. For the
lifetime fluctuation, the TCSPC data was dividedoi’7 sections of 0.57s unit time
duration. 77 fluorescence decay curves were prddeoen the 77 TCSPC data sections
(5673 photons on average). The standard deviatidheolifetimes of 77 sections was
0.08 ns with average 3.2 ns — same as the lifetifrfall TCSPC in Table 2. In other

words, the statistical lifetime fluctuation of tketual SMFL source was 0.08 ns in terms
of standard deviation. The histogram of the lifetgnof the 77 divisions is shown in
Figure 3.21. We can use this data to find the grihyaof true SMFL when a measured

SMFL is 3.2 ns and the number of photon counts irsethking SM decay curve is 5673.
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Figure 3.20. An example of the fluctuation of vaticonstant lifetime source. Solid line
is the intensity trajectory of the bulk solution0@uM RB solution in 2-Propanol listed

in Table 2. Dotted line is a lifetime curve of clkgrof TCSPC data devided by 0.57s unit

time.
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Here, the probability for the true lifetime being [3.12, 3.28] range is 68% assuming

that the distribution in Figure 3.21 is gaussian.

The dependence of the standard deviation of ttegirhie fluctuation on the
integrated photon counts of decay curve could beioed by drawing the lifetime
trajectory by various unit times out of the sameSRC data as presented above. In
addition, it was found that the lifetime fluctuatiovas dependent on the magnitude of
lifetime, too. The five solutions with differentfdtimes were tested to include the
dependence on the magnitude of lifetime. Figure2 32 the graph of the standard
deviation vs. integrated photon counts of the @ir®MFL source. The value on Y axis is
the average standard deviation of nine samples.€efiwe bar means the range of data
within 95% confidence. The standard deviations df fave solutions decrease

monotonically as the number of integrated photaimnts. The virtual SMFL sources
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Figure 3.21. Distribution of virtual SMFLs preparedm 77 sections of full TCSPC data
devided by 0.57 s unit time. Average and standadadion are 3.2 ns and 0.08 ns

respectively.
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Figure 3.22. Standard deviation depending on tiegmted photon counts of virtual
SMFL sources. Five different solutions have difféarecurves but decreasing

monotonically as the number of integrated photaumnts.

along the line have different size of the numbeintégrated photons but have the same
average lifetime. Different lines obviously haveffefient lifetimes. The longer the
lifetime is, the higher the fluctuation is in afitegrated counts. The heights of the error
bars manifest that the curves are well separathed.standard deviation of the lifetime
fluctuation vs. average lifetime is plotted in Figu3.23. It shows that the fluctuation
increases with the magnitude of lifetime monotolycand curved a little bit. To apply
the result of the experimental estimation of tfetiine and photon counts dependence of
lifetime fluctuation to any kind of SMFL data, thalues in Figure 3.22 and 3.23 have

not to depend on chemical species. For the pur®5eiM R6G solution in DI water



94

was tested and compared with the result of R1@liwater of 4.2ns lifetime in Figure
3.24. The R6G in waster also had 4.2 ns fluorescdifetime. The curve of R101 is

borrowed from Figure 3.22. Though the curve of R®43 made from only one sample, it
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Figure 3.23. Plots of lifetime fluctuation vs. aage lifetime for various integrated counts.
The different lines correspond to the differenegrated counts marked in the legend.
The higher the fluorescence lifetime is the higter statistical fluctuation of calculated

lifetime value is. The statistical fluctuation irases monotonically as the increase of

lifetime.
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fit reasonably well to the curve of R101. FigurdZ3and 3.23 are the gist of the analysis
and will be used in justifying the reliability ofMF-L distribution. They are mostly
determined by pure statistics of photon counting itnay needs to be set up for new

different photon counting devices, such as thealetethe photon-counting board, etc.
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Figure 3.24. Comparison of the lifetime fluctuaties. counts of virtual SMFL source
curves of two solutions of two different solutessing similar lifetimes. Therefore, the
relations in Figure 3.22 and 3.23 could be usedny kinds of test done in our SMD

tools.

V. Conclusion

In the above sections, the various parts of thglesimolecule detection technique were
described in detail. The complete cleaning, sugwasof impurity, and the careful
control of sensitization are necessary to prepagere¢liable single molecule junctions.

The experimental setup for the time-domain measentrof the fluorescence lifetime
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was implemented by applying the time-correlatedlsirphoton counting technique. We
have developed the most sensitive single molecaftection method. The search-
optimization-record procedure has enabled us t@pkathe single molecules having very
weak quantum yield due to quenching by electronsfex. Instead of testing the single
molecularity experimentally, we have prepared timgle molecule samples of known
probability of error by referring to the statisti@nalysis of observing single molecule,
provided with the surface number density of molesull'he quantitative relations of the
statistical fluctuation of lifetime vs. photon cdsrand vs. lifetime have been established
by the control experiment of the virtual lifetimeusce - the solutions of adequately high
concentration. Those relations are necessary imatstg the probability of the true
lifetime of a single molecule, because the singtderule lifetime calculation usually
suffers from the shortage of the data amount aedrile lifetime value could be quite

different from its calculated value.
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Chapter 4. Single Molecule Detection of Rhodamine B on

Nanocrystalline Thin film

I. Introduction

Electron transfer across the molecule-nanoparfiohetion has drawn attention from
many researchers for its fundamental intéfeand its role as a key process involved in
many applications of nanoparticles, such as modecelectronics™® photovoltaics”®
Previous studies of ET in an ensemble of junctiofitsn showed non-single exponential
electron transfer kinetiés®, implying the heterogeneous distributions of etmttransfer
processes. Dynamic heterogeneity has also beencateud in the studies of interfacial
ET through the self-assembly monolayers of alkdokthn bulk Au electrodés. A
detailed understanding of the heterogeneities aarbdst achieved by probing each
junction individually, an approach that is also significant technical interest. Much
insight on the molecule-nanoparticle junction h@&erb obtained by measuring single
molecule conductance using scanning probe techslititfeln addition to the molecule-
nanoparticle (or bulk electrode) junction, thesprapches require an additional contact
between a molecule and the measuring probe tip stdi®lity and reproducibility of the
latter contact can often be difficult to contfolOn the other hand, photoinduced electron
transfer rate across a single molecule-nanopaiticletion can be measured without the
establishment of additional contatt®? For this reason, single molecule fluorescence
spectroscopy¥ may provide a valuable approach to study the nBemanoparticle
junction. There have been three reports of thelessimgplecule interfacial electron transfer

in recent yeaf®'® While cresyl violet on Sn:#Ds; (ITO) exhibited a static
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heterogeneous distribution of lifetinfé&’ it was found to undergo intermittent ET
activity on TiQ?®. The reason for the dramatically different behavémnains unclear and
requires further examinations. In this work, we apa single molecule fluorescence
study of rhodamine-B (RB) on antimony doped tindex{(ATO, Sb:Sn¢) nanoparticles
by two-photon excitation. Unlike the previous smgholecule interfacial ET studies,
which utilize single photon excitation, the two-ptio excitation and non-contact
approach reported here can potentially be useddeeas a single molecule-nanoparticle
junction embedded in three-dimensional arrays.

Our prime interest is the fluorescence lifetimeadafingle RB molecule adsorbed
on nanocrystalline ATO thin film. The indication thie ET process from;State into the
conduction band is the reduction of fluorescenaesaydifetime because the ET and the
fluorescence emission compete and sum to a constergy release from the excited
state of RB. Figure 4.1 is a schematic diagranhefredox potential energies of valance
and conduction bands of ATO, ZfCand ground and excited states of rhodamine B
referenced to the NHE stand&ftf. The excited state of RB is about 1.3 eV higloe (
eV lower) than the conduction band edge of ATO EIrQrap states and bottom levels
of the conduction band of ATO nanocrystal are dillith excess electrons by n-type
doping, which shifts up Fermi level {jiby ~0.09eV above the conduction band &dge
An electron is transferred from the discrete lauethe electronic excited state of RB to
the high-density states in the conduction band ©OAn picosecond and femtosecond
time scale. The dynamics of the interfacial electransfer from molecular adsorbate to
the nanocrystalline semiconducotr is well descriiregrevious works®. It has been

known that the ultrafast ET in dye-sensitized (adbp@ undoped) semiconductor
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nanoparticle is driven by the continuous high-dgnacceptor levels in the conduction
band of acceptor nanoparticles. Guo et al. hastigcpublished a study on the ultrafast
electron transfer and recombination of dye-adsof%E@ nanoparticl&’. Their adsorbate
was Re(dpbpy)(CQEI (dpbpy = 4,4-(CHPO(OH)}).-2,2-bypyridine)  but
nanocrystalline ATO was prepared by the same methdtieir work, the doping did not

change the characteristic time scale and the pieddectron injection. The rate of

Vvs. NHE 4

-2
'1 i < Eo)(W

O_
S BET

+17 > Eox

+27] Rhodamine B
+3
+4 -

ZrO,
ATO

Figure 4.1. Schematic diagram of redox potentiargies of valance and conduction
bands of ATO, Zr@ and ground and excited states of rhodamine Bewéed to the
NHE standar ™2 E is the Fermi energy level of ATO of 10% dopingd&¥, Excited
state of RB is about 1.3 eV higher (0.5 eV lowagrn the conduction band edge of ATO
(ZrOy). An electron is transferred from the discreteslen the electronic excited state of
RB to the high-density states in the conductiondb@nATO. The constant population of
electrons in the trap states and bottom of condndiand secures back electron transfer.

Electron transfer to the conduction band of ZiOnot allowed energetically.
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recombination of the injected electron and oxidizetborbate was determined by the
concentration of electrons in ATO particle, whichsMmodeled with pseudo-first order
kinetics. The recombination obeyed the electromstiex kinetics, not the electron
transport by trapping/detrapping. Similar phenomeage been observed by Guo in our
RB/ATO system. In our single molecule tests, thps@nts were more critical. The
number density of the adsorbed RB molecules inlsingplecule test was many orders
lower than in the bulk test. During the illuminati@f RB/undoped Sn£ only one
electron cycled around its related orbitals in Hwmplest picture. Once the ‘single’
injected electron escaped the site of adsorbedtiRBconcentration of electron available
for the back electron transfer became negligibtelad the oxidized RB because no other
RB injects electron. In addition, the ohmic congaoétweens Sn(particles makes the
bleach almost irreversible. As a result, no singtdecule has been detected reliably for
the RB/SnQ@ due to the highly effective and almost irrevemsifiorescence bleach. On
the contrary, the electrons populated in the ttafesand conduction band of ATO were
the constant sources of recombination regardleshefescape of the single injected

electron. In short, the n-doping has enabled mglsimolecule detection of RB/ATO.

The RB dye studied in this chapter is a well-kndaser dye and its spectroscopic
property has been studied extensively. Its hightgetability’>, low triplet yield 0.008°,
highest level of two-photon absorption cross-sectiel 50 GM"), high molar absorption
coefficient (max. ~100,000 Lmidtm?Y), and high quantum yield (~1 in a non-polar or
rigid medium§®* has made the RB suitable for our two-photon SMBe Bbsorption
and emission spectra are shown in Figure 4.2. Duiad parity selection rufé®, the

absorption spectrum in two-photon excitation (TREuite different from that in one-
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Figure 4.2. One-photon absorption (solid) and eioms&dotted) spectra of RB in water.

Absorption spectrum of two-photon excitation istgudifferent from the solid line.

photon excitation (OPE). There is negligible abaodz at 400 nm in OPE while 800 nm
- used in this work for the TPE - is near the twm{on absorption peak. The ATO is
considered to be one of the most appropriate nahtér solar cell and electrode in
molecular electronics because the ATO is chemicalhd thermally stable and
mechanically hard compared to widely used 37®in addition to its conductivity and

transparency.

In single molecule level, the electron transfeoliserved most effectively when
the ET rate from the electronic excited state msilar to that of radiataion. If a single
molecule’s ET rate is much faster than the fluozase devoid of ET, quantum yield
becomes too low to measure its actual fluorescéfetene. The ET rate of RB/ATO
falls in the ultrafast ET regime like other dye-seonductor nanocrystal junctions. As a
result, the ET rate component conjugated with meas8MFL ranged from intermediate
ET rate to unrealistically slow ET rate. Therefonee doubted that the origin of the

distribution of the measured slow SMFLs was conijedaonly to the ET; we rather
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considered it to be governed by other mechanism tha interfacial ET. In this study,
we suggest that the unexpectedly long lifetimessuestl in RB on nanoporous ATO be
explained by a completely different language: a lom@ation of local field correction and
effective medium approximation. Those theories hasen applied very recently to the
study of lifetime fluctuation of single dye in g&gsmediuri®. The local field correction
has been an important theory in understandingetlagion between spontaneous emission
rate and optical refractive index or dielectric peaty of medium. Given the three

f? 48

theoretical models introduced in Section Ill.A oh&pter 2, empty-cavity™, virtual-

cavity®*® and fully microscopi®>* models, we interpret the measured slow SMFL

distribution as a consequence of spatially heteregas refractive index of ATO film.

In Section Il, starting from the results of bullste of RB/ATO and RB/Zrg) the
comparative observations of RB/ATO and RB/Zn@ single molecule level will be
presented. In Section lll, the results presentesieiction 1l will be discussed to search for

the origin of SMFL distributions applying the thetical tools introduced in Chapter 2.

I. Results

I1.A. Bulk Fluorescence Lifetime M easurement of RB on ATO

The TCSPC data of a fluorescence image are comudsed TCSPC data of individual
pixels including not only fluorescence intensityt biso delay times of individual photons
detected. The data structure is shown schematigallyigure 3.13 in Chapter 3. By
summing up the delay time data of all the pixelg, @an make a fluorescence decay
curve of the scanned area. The decay curve is &quivto a snapshot of decay curve that

could be taken by wide-field illumination using atector having large enough active
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area that can cover the illuminated region. Wergethe bulk fluorescence lifetime as the
lifetime of fluorescence decay curve built out bé tsum of delay time data of all the
pixels of a scanned area. Here, the results obtitletests of RB on ATO are presented.
Those tests raised the main motivation of the Spkarments that will be presented from
Section II.B.

Sensitization of the ATO film was done followingetrstandard sensitization
method explained in Section I.C of Chapter 3. Thene-cleaned ATO film was soaked
in 10uM RB in DI water solution for 80s and was washedhwhe DI water. A stage-
scanned 1010 pm*-wide two-photon-excited fluorescence image is shawFigure 4.3.

X and Y axis define the scanned area, and Z ayiresents the fluorescence intensity.
The 3D fluorescence image was made by recordinglulbeescence TCSPC data while
the sample stage moved with the laser beam fixadit&ion wavelength and power
were 800nm and 40kW/cmespectively. The average number of RB molecutesna
pixel is estimated to be about 50 by comparing ékeitation power and fluorescence
intensity of this test with those of typical singi®lecule detection experiments. Average
distance to the closest molecule was roughly 100winich was far enough to prevent
intermolecular interactionse(g. electron transfer, energy transfer, re-absorptesiton
formatiorr>™%. The 110 pm? area was wide enough for bulk test with respedhéo
number of molecules on it and reproducibility. Figd.4a and 4.4b are the decay curves
of the total fluorescence photons detected in #pe@ment shown in Figure 4.3, fitted
with different decay models. In Figure 4.4a, a Erexponential model convoluted with
an instrument response function was fitted to theasared decay curve, whereas a

double exponential model was used in Figure 4.4e. instrument response function is
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Figure 4.3. Stage-scanned two-photon fluorescanegjé of RB molecules adsorbed on
a nanoporous ATO film. Total scanned area is1D0um? (30 pixels by 30 pixels).
Excitation wavelength and power were 800nm and 4@kWrespectively. The X and Y
axis define the scanned area, and Z axis repretfentffuorescence intensity in unit of
cps (counts per second). There are approximatelyndli@cules at a pixel on average;

thus, fluorescence from the individual moleculerads resolved, and such a test is called

“bulk test”.

marked by the dotted line.

The best fit of lifetime parameter is 1.0 ns wigduced chi squarg’ being 11.9
in Figure 4.4a. We can easily conclude that thglsiexponential model was not fitted to
the decay data by looking at the significant deeret marked by two dotted circles. The
value of reduced chi square, 11.9, was way bidgar the practical range of good fitting
(1 ~ 1.5) implying that the decay dynamics was single exponential. In Figure 4.4b,

the double exponential model decay curve doeshmt significant deviation from its
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Figure 4.4. Decay curves of the fluorescence deteict the experiment shown in Figure
4.3. (a) Fit to single exponential (SE) decay mpdebnd x% are 1.0 ns and 11.9
respectively. (b) Fit to double exponential (DE)dab t (slow component) and (fast

component) are 0.7 (74%) and 2.4 ns (26%) respsgtiy, is 1.1.
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Figure 4.5. Decay curves same as those in Figdrextept for being re-drawn in log Y
scale. The log Y scale magnifies the deviationttm§ in the low intensity region. (a)
Single exponential model does not fit to data &tes. (b) Double exponential model

does not show any significant the deviation dowthbaseline.

decay data. The best fit lifetimes were 0.7 ns (V4#@a 2.0 ns (26%) with* being 1.1,
which means that the fitting with the two comporsewas satisfactory regardless of its
true dynamics. The multi-exponential characterissicattributed to multi-component
electron transfer dynamics. In addition, the feataf bulk fluorescence lifetime was

influenced by other microscopic electrodynamics,icwhwill be explained in the
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Discussion section in detail. The two graphs inuFeg4.4 are re-drawn in Figure 4.5 in
log scale of Y axis. The log Y scale magnifies deiation in fitting in the low intensity

region. The model decay curve (gray solid) in FegdrS5a deviates from straight linear
line after 5ns delay time due to the baseline df,IRhile single exponential decay not
convoluted with IRF is linear in the log Y-linear 3tale. We can see clearly that the
measured decay data deviate from single exponantdkl in Figure 4.5a. Fitting to the

double exponential in Figure 4.5b does not show dbeiation down to baseline as

confirmed by the reduced chi square value, 1.1.

I1.B. Single M olecule Detection
I1.B.1. Single M olecule Imaging
Bulk fluorescence images were shown in Figure At&very single spot, similar level of
fluorescence intensity was recorded because mailtillecules sat within a laser focus;
we call it bulk test. To detect fluorescence fronsiagle molecule, we need to see a
bright spot surrounded by a dark region with thetph counting rate of baseline level.
After confirming that most of the bright spots a@rounded by the dark region, we
count the number of bright spots and judge whethersample is valid single molecule
sample or not according to the method introduceSeation Ill.B of Chapter 3.

5x10** M RB in MeOH was prepared and dropped on an AT@ongystalline
film. After drying, a fluorescence image was také&igure 4.6 is an example of 3D
fluorescence intensity graph of RB/ATO nanopartiglactions drawn by the same
method as shown in Figure 4.3. It shows well-sepdraingle molecules. The FWHM of

the peaks are about 400nm. It means that the #icerece was emitted from a point
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Figure 4.6. Raster scanned two-photon fluorescemage of single RB molecules
dispersed on ATO film. & 5 um?area (40 pixels by 40 pixels). Acquisition time vil£s.

Excitation wavelength and power were 800nm and M¥2cm?’ respectively.

source because the displacement (400nm) along idmmeter of the bright spots

corresponds to the diameter of the laser focusuddothe bright spots, relatively dark
regions indicate the absence of RB molecules bypewimg with the photon count level

of a blank sample. One-dimensional plot of intgnalbng the scanned positions of the
test in Figure 4.6 is shown in Figure 4.7a, andufégd.7b is a schematic diagram of
numerical sequence of illumination in terms of geel position. The laser focus moved
in zigzags. The indices of X axis in Figure 4.7arespond to the position number in
Figure 4.7b. There are more peaks in Figure 4.@a th Figure 4.6 because a single
molecule was illuminated multiple times due to ¢healler pixel size than the diameter of
laser focus. In Figure 4.7a, background level wiasut 160 cps and single molecule

signals are identified when they were over abo §fs.



115

2500

(@)

2000 -
1500 +

1000 H

Intensity (cps)

500 -

0 200 400 600 800 1000 1200 1400 1600

Position of laser focus as time

159¢ | 1598 1561 | 156¢
(b)
79 78 .. .. 41 40
0 38 39

Figure 4.7. (a) Intensity trajectory along the seahpositions of the test shown in Figure
4.6. (b) Schematic diagram of numerical sequenaduohination in terms of the pixel

position. The laser focus moves in zigzags.

I1.B.2. Single M olecule Intensity Trajectory

After confirming the proper surface number densfy0O ~ 150 molecules on
40umx40um) and the fluorescence intensity level, fluoreseemphotons from the
individual single molecules were collected by trearsh-optimization-record method

explained in Section IIl.A of Chapter 3 until itdaiched irreversibly. The chronological
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time data of TCSPC were converted to the fluoreseantensity trajectory. Typical
fluorescence intensity trajectories of RB singldeunoles on ATO and glass are shown in
Figure 4.8a and 4.8b, respectively. The intens#jettory of RB highly fluctuated on
glass surface from millisecond to second time sadilée it was constant on ATO surface
within the noise level. The highly fluctuating ingty of rhodamine dyes in inert
polymer matrixe¥°® and silicatd’ has been observed by others, too. In fact, 90% of
molecules on ATO film had the static intensity @é&pry and 90% of molecules on glass
had the fluctuating intensity trajectory in this koOn ATO, there were still noticeable

counts from the sample due to scattering from th@®Alm after irreversible bleach.
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Figure 4.8. Trajectories of fluorescence intensgya function of time for RB on (a)
ATO thin nanoporous film and (b) glass cover slijhe inset in graph (a) shows an

expanded view with shorter binning time.
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11.B.3. Experimental Evidences of Single M olecule Detection

Polarization Dependence

The sudden photobleach observed in all the intensdjectories is indicative of
fluorescence from a single emitter. This notiofuisher confirmed by their polarization
dependence of single molecule. The probabilityrafgition per unit time of transition

i—f is given by Fermi Golden rute

= <f |M°E0|i>‘2{§(a)ﬁ —a))+ é(wﬂ +a))} (4.1)

wherep andEg are the dipole moment of the single emitter andupleing electric field
amplitude, andyy is the frequency corresponding to the energy dapetwo statesi (
andf), andw is the frequency of the perturbing electric fielthe orientation ofx is

assumed to be constant during the polarization rdbgrece test, and a single molecule

was identified by changing the polarization direntof linearly polarized excitation laser
beam®®. However, it has been reported that the directibabsorption dipole moment
of rhodamine dyes bound to DNA on a glass surfatieeted with aminopropylsilane

could chang®. The (f [u-E,|i) in Equation 4.1 is simplified to bg; - E, because the

E, is just a constant vector. The quantum mecharfealition dipole momeni, is

treated as a classical oscillagorhere. Only the inner produgt: E, changes during the
polarization dependence test. A geometric reladibthe dipole, electric field, and laser
propagation directions are shown in Figure 4.9aibed analysis of polarization response

testis in Appendix A. When the single moleculeasitioned well enough to be within
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Figure 4.9. Configuration of single absorption dgpanoment and plane polarization
direction of excitation beam. The direction of lapeopagation is along z axis and the
surface of substrate is on x-y pla@and¢ are the polar and azimuthal angles of a dipole
moment.® is the rotation angle of the plane of polarizationy, and z are arbitrary lab

coordinates.

about 100 nm radially from the center of the ldseus (see Appendix A), the explicit
expression offt - EO‘2 is:
u-Eo|* o cos’® (4.2)

where thef and ¢ are fixed, and® changes. For the two-photon excitation, absorption

efficiency is determined by two-photon tensor:

IT:E E,|" o cos'© (4.3)

As a result, fluorescence recorded with varyédgnakes a cosine square and quartic
curves in one-photon and two-photon excitationpeesively. If the laser focus is not

positioned well for the single molecule to be adesthe circle of about 100 nm radius
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concentric with the laser focus, the total elecfietd amplitude can be the sum of all
three components. As a result, the fluorescengmnse to the rotating total electric field
will show a complicated curve obviously. Figure G.5shows an example of the
polarization dependence test. Linearly polarizeduinbeam passed through a half
waveplate, and the plane of polarization rotatedulbying the half waveplate. Detected
fluorescence intensity changed making the distncte and was fit to the cosine quartic
function. The test manifests that the emitter wasngle dipole, and that the dipole is
considered to have positioned within the circladaswhich the polarization state in lab
frame is the same as the input beam. Such a cqeemic responses have been observed
in about 90% of bright spots after the preparatbthe RB on glass sample for single
molecule detection.

The surface of glass cover slip is not flat but leas of bumps of ~ 1 nm height

as shown in Figure 3.1. Therefore, a significanmhbar of molecules should have the

Intensity (A.U.)

<+— Backgrounc
Level

Angle (rad.)

Figure 4.10. Polarization dependence of a RB mddedeposited on a glass substrate. By
rotating the plane of polarization of linearly patad input laser beam, cosine quartic

response was detected.
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vertical dipole componennz(r). At the very center of the focus, howevé&; is
negligible®, and the absorption through the vertical compoméntipole moment does
not occur when the sample is positioned close @octinter of the focus. As a result, the

minimum of the curve in Figure 4.10 was on the lgaolnd intensity level.

In case that there are multiple number of moleatla focus, the response to the
rotating linear polarization is not of vector sufitlee dipoles but the sum of responses of
individual dipoles: the response of the vector ssmot distinguishable from a single
molecule. Therefore, the observed response curvddwmt be able to decrease down to
the background level and will be the sum of cosjunartic curves with phase differences
corresponding to the differences between the ahalgngles. Therefore, the response
like that shown in Figure 4.10 proves that the fiscence emitter at the focus was highly
likely a single molecule. However, if all the maldées align in parallel, or the dipole
moments of all the other molecules except for onéenule direct in parallel to the optic
axis of microscope (z axis), the same curve willdmserved even though there are
multiple number of molecules at the focus.

Such a cosine square and quartic response is fossity when the absorption
dipole moment is linear in one-photon and tA%rank two-photon absorption tensor has
only one dominant diagonal component in the twotphoexcitatioi*® The RB is
known to have the diagonal two-photon absorptiorsde with one dominant element in

molecular frame like most of dye molecifles

Single Molecule Emission Spectrum



11¢

In addition to the blank tests, which showed that photon signal over the background
level originated only from sample solutions conitagnthe RB, we directly confirmed the
identity of the emitters by recording their emissgpectra. As shown in Figure 4.11, the
emission spectrum of a single RB molecule on asgtaser slip (thick solid line) was

similar to the ensemble-averaged spectrum of RBeowés (thin solid line).

From the practical point of view, the experimemeaitification of SMD discussed
so far could not be done routinely because of tffiewdty and time for single molecule
verification test itself. In addition, when the dywere on a substrate that was an efficient
guencher of excited state, such verification wasnewore difficult. Instead, the careful
blank test and the statistical estimation of thabgpbility of single molecule observation

discussed in Chapter 3 was a practically preferraglto confirm the SMD.
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Figure 4.11. Comparison of fluorescence spectra single RB molecule (thick solid

line) and an ensemble (thin solid line) of RB malles on a glass cover slip.

I1.C. Single M olecule Lifetime M easurement
The bulk fluorescence lifetime measurements, sgd@se in Section Il.A, have shown

that it was normal to see the deviation of bulkofescence decay from the single
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exponential decay when the sample molecules westeildited on a substrate surface.
The deviation should be the result of summing up s$ingle exponential decays of
individual molecules sitting on their different émnments surrounding the individual
molecules in short-range. The single exponentieahgdias been observed for individual
molecules whatever the bulk decay dynamics is, astncases. The multi-exponential
fluorescence decay may be unlikely energeticallglgctronic excitation of single dye
molecule. Once a molecule is shelved to itst&te, all the other channels to ground state
contribute to the increase of decay rate not clmnghe decay dynamics — single
exponential. In occasional cases, however, uneggentulti-exponential decay of a
molecule has been observed on a glass surfaceteiporal heterogeneity is treated in
Chapter 6 separately. In order to decompose anerstathd the spatial heterogeneity that
was responsible for the deviation from the singtpomential decay in bulk tests, the
single molecule lifetimes of RB molecules depostadATO nanocrystalline film, Zr©
nanocrytalline film, and glass were investigatedey could be termed as a nanoporous
electron acceptor (ATO), a non-interacting nanopsrgubstrate (Zr§), and a non-
interacting flat surface (glass). In this Sectitme result of SMD of RB on ATO and

ZrO, are presented. The SMD of RB on glass will betée@an Chapter 5.

1.C.1. SMFL of RBon ATO

The typical fluorescence intensity trajectoriesioigle RB on ATO are shown in figure
4.12. Contrary to the intensity trajectory of RB glass shown in Figure 4.8b, 106
molecules out of 114 molecules had the staticdtajees similar to that in Figure 4.12a.

The other 8 molecules had partial fluctuations kimto that in Figure 4.12b. The
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dominant static trajectories and the absence di fligctuation suggest that those RB
molecules were in contact with only ATO film not tre glass surface beneath the ATO
film. Figure 4.13 shows the fluorescence decayile®in log scale (4.13a) and linear
scale (4.13b) corresponding to the trajectorieBigure 4.12a. The solid lines in Figure
4.13 are the sum of background signal and the dotivns of single exponential decay

function with instrument response function repreésdrby dotted line:
I(t)= A-background (t)+ j: Be™"'* . IRF (t - t')dt’ (4.4)

where theébackground(twas the scattering from ATO measured in the samedition as
the sample molecules, and tifi(t) was prepared by measuring the scattered light from
a bare cover glass without laser blocking fiteThe A, B, and r are the parameters of

fitting of the calculatedi(t) to the experimental data. The decay curve waglftiv the
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Figure 4.12. Two representative intensity trajectafirsingle RB molecule on nanoporous
ATO film. (a) 106 out of 114 molecules had constatéensity level. (b) 8 out of 114

molecules had partial fluctuation.
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Figure 4.13. Single exponential decay model fittedthe measured single molecule
fluorescence decay curves. The hollow dots are umedslata. The thick solid line is the
calculated signal fitted to the measured data. Te solid line is the background
scattering from ATO film. The dotted line is thesirument response function (FWHM,
400 ps). The calculated signal includes the backgtoscattering with adjustable
coefficient. The IRF (wavelength, centered at 560) rarrives at detector later than

background (~800 nm) due to the dispersion of light
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single exponential satisfactorily with lifetime 26 and reduced chi-square 1.3. Similar
single exponential decays were observed for maosingle molecules on ATO.

The distribution of 114 SMFLs is shown in Figurel4l. Also shown for
comparison is a typical SMFL distribution of RB glass surface, which will be shown
in Figure 5.6a with detailed discussion. It is clemm the comparison that the average
lifetime (2.4 ns) of SMFL of RB on ATO was shortban on glass (3.4 ns) that was an
ET-inactive substrate. The standard deviation ofdRBATO film was 0.64 ns that was
bigger than on glass (0.35 ns).

Herein, the optimization step of the search-optatan-record method was not
implemented (Section Ill.A of Chapter 3) but onlyasch-record procedure was used.
The search-record method required much higherhbiddor stopping search (about half
of highest count known from the imaging proceduten search-optimization-record
method (slightly higher than background level).dsthe low threshold in the search-
record method would have resulted in a low sigmabackground ratio because the
search-record method did not optimize molecule’sitmmm to the center of laser focus.
The threshold of stopping the search procedure W2@0 cps in the measurement of
SMFL distribution of RB on ATO shown in Figure 4.14 Figure 4.7a, 1,200 cps was
about the half of maximum count. Many weakly emgtmolecules were not detected by
the high threshold. According to Equations 2.3 &reh, electron transfer reduces the
guantum vyield of adsorbate. Proportionality of guam yield to fluorescence lifetime
should exist if a lifetime distribution originatéem the electron transfer rate distribution.
To check the proportionality, the RB single molesubn ATO, of which fluorescence

lifetimes constituted the SMFL distribution markegldarker bars in Figure 4.14, were
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Figure 4.14. Distribution of 114 SMFLs of RB on ATr€presented by dark bars ranging
from 0.8 ns to 3.6 ns. Also shown for comparisothes distribution of SMFLs of RB on

glass, at which no interfacial electron transfexipected.

classified into five lifetime ranges. Average photmission power of molecules in each
range was calculated and plotted in Figure 4.15rt8hlifetime range (e.g. 0.5 ~ 1.0ns)
does not seem to have low quantum yield comparetbriger lifetime range. If a

guenching process like the electron transfer weecefe, the fluorescence lifetime and
the quantum yield had to decrease together. Theoneéor the absence of relation
between lifetime and emission power is that theeshold of the search-stopping
procedure was so high that it detected only higéntjum yield molecules that might not
inject electrons into ATO film. Moreover, the lagecus, which had a gaussian intensity
profile across its cross-section, stopped movingtlee moment of the fluorescence
intensity just being over the threshold; thus, ¢tkater of the laser focus was not right
above a single molecule but at a random distarmra the single molecule, so that the

magnitude of recorded emission power was controtted by the property of the
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adsorbates but, trivially, by the distance betwt#ensingle molecule and the center of
focus. Therefore, it was necessary to lower thesthwld to detect the low quantum yield
molecules that were missed when using the highstimid. And, the optimization
procedure ought to be adapted not only to increlaseS/B ratio but also to see the
dependence of lifetime on the emission power.

Another set of SM test of RB on ATO was performeithva lowered threshold.
Ozone purged ATO film on a cover slip was soake@xh0°M RB in MeOH solution
for 1 minute (sensitization scheme) and was washitl the same MeOH solvent.
Fluorescence images of arbitrary areas of the samglre taken before the Search-

Optimization-Record (SOR) procedures. As was eRrpldj the purpose of the
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Figure 4.15. Average photon emission power of mdécin various lifetime ranges of
the SMFL test of RB on ATO with TH = 1,200 cps. T&és no lifetime dependence of
emission power. Only single molecules having higbrescence quantum yield and very
low injection yield were detected due to the usehdajh threshold and lack of

optimization procedure.
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fluorescence imaging was just to check the statubeosample. The imaging and SOR
procedures were performed in two different areastduhe bleaching during the imaging
test: the bleaching will obviously change the SMkktribution especially reducing the
occurrence of short lifetime. The SOR procedurdect#dd the SM TCSPC data, which
were subsequently converted to the SMFLs. The hlotdsfor stopping the search
procedure was 500 cps, which was 2.4 times lowan th,200 cps used in the high
threshold test shown above.

A stage-scanned fluorescence image of the samp$haogsn in Figure 4.16a
together with an image of blank sample in Figue&ld. The only difference of the blank
sample from the single molecule sample was the nglesef RB molecules in the
sensitizing solution. The baseline of the graphBigure 4.16 was chosen to be 500 cps
to clarify the signals at which the search procedwould have stopped: actually, the
SOR procedure was done in other fresh areas ta diveiinstantaneous bleaching during
the imaging procedure. The number of gray-colorgdnisity peaks of the SM sample
and the blank were 105 and 14, respectively. Nothal 105 peaks contributed to their
SMFL distribution. About 55% (58 peaks) of the peak Figure 4.16a bleached
instantaneously (<0.5 s) in the SOR procedure &% #47 peaks) of them lived long
enough to provide photon counts for the lifetimé&ektion. The 14 out of 105 peaks
should be from impurities if the blank test hadrbeene ideally. It has been routinely
observed that a large portion of impurities of thlank sample were bleached very
quickly, in about 0.5s. Therefore, assuming thatrtbmber of impurity peaks having less
than 0.5s duration in Figure 4.16a was 7 (aboutdfal4), it could be inferred that the

contribution of impurities to the SMFL test wasut of 47. The number 7 may or may
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Figure 4.16. Stage-scanned two-photon fluorescénege of single RB molecules on
ATO. Excitation wavelength and power were 800nm @rid MW/cnf respectively. 30
x 30 um?area (150 pixels by 150 pixels) was stage-scarifteel baseline of both graphs
was 500 cps. (a) sample fluorescence image wishspdts over the baseline. (b) blank
fluorescence image with 14 spots over the baselihe.SOR procedure in the next step

used the lowest possible threshold 500 cps to sathpl molecules of fast lifetime that

were missed in the high threshold test shown imféig.14 through 4.15.



12¢

not be considered to be large. It has been measamdds believed that the lifetime
distribution of the impurities is broad and thae texistence of impurities would not
change the overall shape of SMFL distribution.

Figure 4.17 shows the intensity trajectories, amib the one in Figure 4.7a,
along the scanned positions of the SM and blankpgaishown in Figure 4.16. Figure
4.17 is just a different format of the fluorescenotensity plots of Figure 4.16. The
threshold 500 cps slightly touched the highest gemlind intensity in both samples
showing that it was the lowest possible value.

The distribution of 78 SMFLs sampled with 500 dpseshold is shown in Figure
4.18 together with the distributions in Figure 4.The average of the new distribution is
certainly shifted to shorter lifetime (0.7 ns) bdyoosing the low threshold. It is apparent
how much the high threshold (1,200 cps) suppressegopulation of short lifetime by
comparing the distributions represented by the kolaed gray bars. The question is
whether the black and gray distributions were d#ife¢ just by using different threshold
or by their different origins. In Figure 4.15, ita®s suggested that there was not extra
guenching pathway for molecules of shorter lifemia the same way, a plot of average
photon emission power of molecules in various ilifet ranges of the low threshold
experiment is drawn in Figure 4.19. The averagessiom power of molecules having
lifetimes in the range from 0 to 0.3 ns is lesytb@% of that of longer lifetime ranges
contrary to the independence of the emission pawethe SMFL when using high
threshold in Figure 4.15. It implies that the eaditstate of the molecules was quenched
by electron transfer process. Other non-radiateeagls and intersystem crossing could

also influence both the quantum yield and lifetiriwever, transient IR absorption
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spectroscopy has confirmed the electron injectiomfRB into ATO nanoporous film in

about 5 ps, which predicted that the distributinrFigure 4.18 should decrease sharply

from the first bar (0~200 ps) when the samplin@bFfexperiment could be done ideally.
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Figure 4.17. Intensity trajectory along the lasmarmed positions of the test in Figure

4.16 for (a) sample and (b) blank. Two or threekpaasulted from a molecule because

the size of the laser focus was bigger than the eizpixel and passed through the

molecule several times. 500 cps was slightly highan the higher level of background

noise.
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Figure 4.18. SMFL distribution of three differenansples: black bar, RB on ATO
sampled with TH = 500 cps; gray bar, RB on ATO sktwith TH = 1,200 cps; pale

gray bar, RB on glass surface.
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Figure 4.19. Average photon emission power of mdé&sin various lifetime ranges of

the SMFL test of RB on ATO with TH = 500 cps.
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On both the ATO and glass, RB would have negligiiba-radiative decay yield and
intersystem crossing yield. Therefore, the larg#einces in the distributions are
ascribed to the interfacial electron transfer. Tetailed interpretation on the SMFL

distribution will be presented in the Discussiontsmns.

I1.C.2. SMFL of RB on ZrO;

The nanoporous ZrOfilm has similar refractive index ~2.1 for the vedength of
fluorescence of RB to ATO (~2) and morphology to the nanoporous AWBich makes
the ZrQ an effective reference substrate for nanoporou® Alm. The single molecule
test of RB deposited on the nanocrystalline Zfidn has been performed in the same
method as the previously described RB on ATO: fimeparation-ozone cleaning-
sensitization-imaging-SOR procedure with low theddhThe ZrQ was chosen as a non-
interacting (ET-inactive) blank sample. A nanop&r@Q; film was soaked ins710'°M

RB solution in MeOH for 1 min and washed with 5 afl MeOH. The two-photon
excitation was done with the pulsed 800 nm lasdr. b6 MW/cnf intensity. Figure 4.20
is a resultant distribution of the SMFLs of the BBZrQ; (gray bars) compared with that
of RB on ATO already shown in Figure 4.18. The agerand standard deviation of the
SMFL distribution of RB on Zr@ were 3.0 ns and 0.78 ns, respectively. The two
distributions are clearly separated because tlereteinjection into the conduction band

of ZrO, is not energetically allowed.
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Figure 4.20. Distribution of 129 SMFLs of RB on Zr@@ray bars). Also shown for
comparison is the distribution of SMFLs of RB oragg (black bars). Both tests were

done with low (500 cps) threshold.

[11. Discussion

I11.A. Fluorescence Lifetime of RB on ATO

I11.A.1.General Description

The fluorescence decay curve of many RB molecutethe 10um by 10um area of
ATO nanoporous film was measured in Section II#Avas certain that the bulk decay
was fitted not to the single exponentia’ (= 11.9) but to the double exponential
satisfactorily ¢% = 1.1). The fast and slow components of bulk flsoemce decay were
0.7 ns (74%) and 2.0 ns (26%). Both components wérarly shorter than typical
lifetime ~ 3ns measured in both the bulk and singdecule RB on Zr@which were
believed to be an ET-inactive references. As wd ska in the later sections, the lifetime

of RB on ATO is governed by a combination of elenttransfer and dielectric property
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of surrounding medium. The decay dynamics of thi& Buorescence, however, should
have a broad and continuous distribution of sire{ponential decay components. The
number of single exponential decay components diftiag model was a matter of
representation. Fitting of more than three comptsa@as not helpful: it did not converge
easily and its accuracy was doubtful. The individe@mponents constituting the bulk
decay was foreseen to be single exponential bedayslee Franck-Condon excited state
may relax to one fluorescent excited state evidergethe emission spectrum in Figure
4.11 (thick line) that does not have multiple pé&ksid (2) constant lifetime has been
observed for most of single RBs on ATO: the relmxatinto the multiple fluorescent
excited states and time-varying lifetime of singeponential decay result in multi-
component fluorescence decay.

Comparing the SMFL distributions of RB on ATO measliby the high and low
thresholds shown in Figure 4.18 with the bulk resuBSection II.A, we could connect the
populations lower than 1 ns and around 2.5 nsddfdst and slow components of bulk
decay, respectively. It was mentioned that ET goaerthe lifetime distribution lower
than 1 ns and did not work in the distribution 0068 ns in Section 11.C.1. The existence
of the significant amount of ET-inactive RB on Bi@anocrystalline film has been
observed in previous wotk The authors showed that the incident photon toeot
efficiency (IPCE) of RB and N3 [Ru(dcbpyNCS) dcbpy=(4,4-dicarboxy-2,2-
bipyridine)] on nanocrystalline Tifilm were 8% and 75%, respectively. It was not
surprising to observe the inactive RB dyes on ATErdwuse the energetics and
morphology of the systems are similar. Takeshital &t suggested that the origin of the

inactive dyes was site heterogen€ity or aggregate formatidh It has been known that
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thiazine, oxazine, and R6G dyes forms H-aggregateamocrystalline Sngsurfacé”’®
and RB forms both H- and J-aggregate in silica atrepared by sol-gel procé&s’.
The H-aggregate is non-fluorescent and usually loas (~1% IPCE®) injection
efficiency; and J-aggregate is fluorescent but cigm efficiency of RB on
semiconductor film is not known to my knowledy#' In brief, if the J-aggregate of RB
had particularly low injection rate than other moress around it, though it does not have
a background, the distribution measured with thghhihreshold could have been
assigned to J-aggregates of RB. However, the ctratiemn of dye solution in sensitizing

"™were in the range 10~ 10°

nanocrystalline oxide films in above previous sésti
M. On the contrary, the concentration of RB solutiesed in our SMD with high
threshold was £10™* M, which was about five orders lower than the jmes bulk study,
10* ~ 10°M. The aggregate formation has been consideree tnbkely in such a low
concentratio®”>"® because the factor of decrease of dimer is tharsqof that of
monomer. Therefore, the molecules comprising tistridution sampled with the high
threshold had the electron transfer rate much sidwan their fluorescence lifetime to be
called inactive dyes. The inactivity may come frtiita negligible electronic coupling due
to the following possible phenomena. (1) Amplituatethe diethylamino group of
orbital of RB is so low because of the charge-temsharacteristics of electronic
excitation from the diethylamino group to xanthemmg. RB is considered to anchor on
the negatively charge ATO nanocrystalline surfagestiong electrostatic attractitin
with the diethylamino groups which have net positcharge in resonance structures as

will be described in Section II.A in Chapter 5. Takectronic coupling decays by 1/e

factor for every 0.4 ~ A increase of acceptor- donor distafite’® (2) The site of a
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single RB happened to be a small anomalously thsllating domain or a defect site. A
new description of the origin of the wide distrilomt around 2.5 ns will be presented later
in Section IllLA.3 based on the notion that thosB Riolecules constituting the
distribution were inactive in ET. Otherwise, the asered nanosecond time scale SM
injection rates might have to be ascribed to thepting of excited state of RB with
discrete or low-density defect states. Howeves fhossibility contradicts to the direct
proportionality of quenched fluorescence lifetiméwguantum yield in Equation 2.5a.

The distribution measured with the low threshokballoes not seem to have the
contribution of aggregate. The concentration ofsg&ing solution used in the low
threshold measurement wasl®® M. The concentration of RB dimer in the solutioasv
about %10™ M because the dissociation constant of RB dimavater is 6.810* M®,
even though MeOH was solvent in this study, andtivaee higher solubility for RB than
watef’. Therefore, the five order difference in the moeorand dimer populations
allows us to neglect the dimer formation in the glem In conclusion, the two
distributions were of single molecules; one was posed of very slowly electron
injecting or inactive molecules, and the other whthe electron injecting molecules.

The proportionality between the lifetime and enuaspower in Figure 4.19 does
not sufficiently explain the existence of ET in tBMFL distribution (black bars) in
Figure 4.18. The reason is that there are geneo#ilgr non-radiative decay channels,
and there could be the lifetime-emission power propnality resulting from a broad
non-radiative decay distribution. It is considetbdt the non-radiative decay could be
neglected with respect to the following argument.

The interesting property of RB is that its quantyiedd is highly influenced by
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the polarity, rigidity, and concentration of meditiff. The concentration dependence is
just a matter of dimer formation, so it is not adesed here. pH is another source of
guantum yield variation because acid or base (gnathic) forms have different quantum
yield of RB*® However, as stated in Section Il.A in Chapterttie base form is

dominant in neutral solutions, and the pH depenelés@lso not considered, too. Other
variables that influence on the change of quantueidyare often related with the

formation of twisted intramolecular charge-trangfElCT) excited state. The TICT state
is a result of stabilization of twisted excited testaof RB after the charge-transfer

transition. The 90 twisted diethylamino group with respect to the tkame ring is

favored in polar solvent, and the rotation of thetltylamino group is in picosecond
timescale. The twisted form relaxes tos$ate non-radiatively. Therefore, the better the
TICT state forms, the faster the non-radiative gleisa The quantum yield of RB in
common protic solvents ranges from 0.3 to 0.7 inmotemperatur® The various
guantum yields are due to the large differencasom-radiative decay rates with similar
radiative decay rates; the non-radiative decay na&y depend on the viscosity and
polarity of solvents in terms of the stabilizatiand formation of TICT stat&*® The
radiative and non-radiative decay rates of RB ittewand methanol are listed in Table
4.1 as an exampte The radiative decay rates in both solvents isuaBie 1¢° (s1), but
the non-radiative decay rates are different twioee$. The quantum yield of RB in a
solvent is also dependent on the temperatdt&° because the viscosity of the solvent
determines quantum yield effectiv&ly® It has been known that the quantum yield
approaches 1 as the viscosity of medium incréaseise polarity is important in that the

TICT state of RB is not stabilized and quantumdg/ighould be high in a non-polar



ke x 10° (8" | karx 10° (s?) | Quantum Yield
H,O 1.9 4.0 0.32
MeOH | 2.2 2.0 0.53

Table 4.1. Quantum yields of RB in Water and Methaithe different non-radiative

decay rates are responsible for the different quantields.

mediuni®®”. In conclusion, the RB single molecules adsorbadsolid substrate-air
interface are very likely to have quantum yieldseldo 1. The relatively wide distribution
around 2.5 ns is, therefore, not due to non-radiatiecay rate distribution because it is
too slow to compete with radiative decay. What vaveh come to know is that the
measured fluorescence lifetime is equivalent to theiative lifetime of RB on the
substrates ATO and glass that we have used, whersamgle strongly emitting

molecules by a high threshold.

I11.A.2. Features of the Electron Transfer Observation in Single M olecule L evel

The SMFL distribution below 1 ns in Figure 4.18leets the lifetime reduction due to
electron transfer, but it is not complete. Majorty molecules injected electron in
picosecond timescale, and the nanosecond time dlcale=scence decay could not
compete with the ET rate. As a result, signifigamttion of the single molecules were not
sampled, and the occurrences of the shorter SMRLBSigure 4.18 were less than it
should be in reality. Fluorescence intensity ofg#nmolecule with varying ET rate is

plotted in Figure 4.21. The thin solid line is therescence intensity vs. ET rate curve.
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The thick solid line is a part of the thin line whdhe ET rate is less than 0.1 ns. The
fluorescence intensities of the molecules with Bleress than 0.1 ns were much less
than the background level and those molecules coaide sampled with the threshold
500 cps (black bar). Assuming that the majoritynmiiecules had ET rate less than 0.1 ns,
the distribution measured with 500 cps thresholdrigure 4.18 was of only single
molecules having very slow ET rates, and was jusing of its true distribution. The
arrow in Figure 4.21 marks the shortest lifetimeha distribution measured by 500 cps
threshold in Figure 4.18. The lower the threshdldaompling was, the arrow would shift
to shorter lifetime. But, using the low thresholésMimited due to the fluctuation of

background signal that could reach frequently up(0 cps (Figure 4.17b). The ET rate

Threshold of sampling

Intensity (cps)

Background level

0.001 01 10 1000

Electron Transfer Rate (ns)

Figure 4.21. Fluorescence intensity of single makeavith varying ET rate. Maximum

intensity when the ET rate is infinite is set td@QGps. Background level is about 250
cps. Thin solid line is the intensity vs. ET ratenve. Thick solid line is the range of
fluorescence intensity with the competing ET rateslthan 0.1 ns. The arrow pointing at
0.05 ns represents the shortest lifetime of thdridigion measured with 500 cps

threshold in Figure 4.18.
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distribution calculated from the measured lifetidigtribution (Figure 4.18, black bars) is

shown in Figure 4.22 according to Equation 2.4 ira@er 2. The fluorescence lifetime
of non-interacting systerfi; in Equation 2.4 is assumed to be 2.5 ns thaticénter of

the distribution measured with high threshold 1298. The molecules from the second
bar centered at 0.5 ns may be the group of mostslojecting molecules in the whole

population. The molecules in the first bar havecatted the ultrafast electron injection

process. The shortest ET lifetime in the first Was 50 ps, which is still a long lifetime

compared to the transient IR absorption experirttegithad showed several ps injection
time.

The weak emission of RB due to ET was not the @efson for missing the
majority of molecules in SMD. Significant number ©ihgle molecules were missed by
bleaching fast during the illumination. The evideraf the fast bleaching is that it has
been routinely observed that the fluorescence sitieat a spot of a bulk sample on ATO
dropped to 1/e intensity in a couple of second evitie fluorescence intensity on glass
did not change noticeably for minutes. The bleadulted from the irreversible transport
of injected electron through the ohmic contactd #vdasted at every pair of adjacent
nanoparticles (see Figure 3.2). In fact, the dexfaptensity due to the bleaching was
fitted well to the time-dependent concentrationayeaf matter (here, electron on surface)
following the diffusion kinetics. The notion of thguenching and the bleaching was
confirmed by comparing the number of bright molesuh the samples having the same
number densities of RB molecules on glass and o®,A86 shown in Figure 4.23. Same

concentration (0.1 nM) and same volume (B9 of RB solution in MeOH was dropped

on glass and ATO. 22m x 22 um area of each sample was wide-field illuminated by
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Figure 4.22. ET characteristic lifetime distributiin the SMFL experiment of RB on
ATO with low threshold 500 cps shown in Figure 4. T8e shortest SM ET lifetime was

51 ps.

defocusing the excitation laser. CCD images of samples were taken. Hundreds of
molecules were visible in RB on glass sample, wiiilere were less than twenty
molecules on ATO. The intensity of molecules orsglas about 3 times higher than on
ATO. Majority of RB molecules on ATO were not vikhbecause they emitted photons
so weakly for ET or were oxidized for a long timg the diffusion of electron from
adsorption sites into the bulk region of the fililne bleaching effect should be much less
in the stage-scanning detection with focused lgsemal method of SMFL test) than in
the CCD detection. In the stage-scanning detecatrihe pixels had been fresh before
illumination and recording started on the momentllafination; but the CCD image
was taken after about ten seconds of focusingnduaihich significant number of RB
molecules were bleached. Measurement time on eixeth ip the stage-scan imaging
were 80 ms (TCSPC data acquisition time was 50amd,30 ms is for stabilization of

stage, program execution, etc.), which is not omg for significant bleaching. However,
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Figure 4.23. Fluorescence image of RB on a) gladbaan ATO thin film acquired with
CCD detector. Both images were taken by wide-figlemination at 532 nm. The
number of bright RB molecules on ATO is much smatlean that on glass despite
similar number of molecules in both samples. Theelo number density of (b) is
attributed to the quenching by fast electron tranahd the bleaching due to the diffusion

of injected electron.

bleaching could have gone far in the 80 ms depegnaimmaterial.

Since both the chronological and delay times fwhephoton were recorded, we
have also analyzed the fluctuation of lifetime. fist, the whole TCSPC data were
divided into a series of pieces of 1 ~ 2 secondtitom, which was the minimum time
range of TCSPC data that could be converted tocaydeurve of each piece. No single
RB molecules exhibited clear change of lifetimenglahe series of TCSPC data pieces.
Sometimes SMFL seemed to change appreciably aftergadark state or sudden change
of intensity. But no change has been observed duha interval of one block of data
with constant intensity. Next, we needed to redbeeduration of TCSPC data pieces to
check any lifetime fluctuation in faster time sctian second; it could not, however, be

done for short of the data amount for the lifetioadculation in any shorter duration.
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Instead, the average decay curves of high andritensity times of a trajectory drawn in
a unit time were constructed and the two lifetime=re compared; there should be a
lifetime fluctuation in the unit time scale if thayere different to each other. A whole
SM trajectory was drawn with 5 ~ 10 ms unit timada criterion level (6 counts/5ms)
was set at about the half of the peak intensitst@svn in Figure 4.24. Two decay curves
were constructed by gathering the TCSPC data piggesg the time above and below
the criterion level, and their lifetimes were cditad. As a result, in all the SMD
trajectories, the two decays did not have notieedifference in lifetime, and both were
single exponential. It means that the heterogerseitif electron transfer and radiative
lifetime dispersion were static in nature, in agneat with the finding of the previous
study of Cresyl Violet on ITO (Sn:3Ds)*.

It is interesting to note that the measured SMFKLshe current as well as the
previous studi€§?® of single molecule interfacial ET are inconsistevith the much

faster electron transfer rate measured by enseaveliege approaches. In the previous

—
()]

12

Intensity (counts/5ms)
[e0]

Figure 4.24. Intensity trajectory drawn in 5 mstume. The dashed line is a criterion
level (6 counts/5ms) for classifying its TCSPC daiaces into high intensity and low

intensity groups. Two decay curves were construfrted the two groups.
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study of single molecule transfer in coumarin 34®l &resyl violet sensitized TO
nanopraticle, fluorescence lifetimes on the nanms@&¢imescale was also observed, and
the intensity trajectories showed large fluctuatidinat were not observed for the same
molecules on glass, an non-electron acceptor. €oumt for the reported fast ensemble-
averaged electron injection rate from C343 to ] &hd pronounced intensity fluctuation,
the authors suggested that the molecules undesigmficant fluctuation in their redox
activity, changing between fast and slow injectstates. According to this model, in the
fast injecting states, the injection rate was sb tlaat fluorescence quantum yield was too
low to be observed and single molecule fluorescemeasurement only captures the
molecules in the slow injection states.

Here, we suggest an additional mechanism thatsigoresible for the apparent
long single molecule lifetimes of RB on ATO. We gegt that our single molecule
measurement selectively probes slowly injectingtiporof the total population. This
notion is confirmed by comparing the number of brigiolecules in samples containing
the same number density of RB molecules on gladoarATO, as shown in Figure 4.23.
For RB on ATO, the majority of molecules undergstfajection, emitting too few
photons to be observed. This model differs fromt tbf Biju et af’, although it is

possible that both mechanisms can be present sinmdusly.

[11.A.3. Origin of Radiative Lifetime Dispersion
The SMFL distribution below 1 ns was assigned ®lifetime dispersion because of the
electron transfer. The features of the observatiwwese discussed in Section III.A.2. It

was reasoned that the other SMFL distribution ®&8rns was influenced by neither ET
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nor non-radiative decay lifetime in Section lll.A.Then, the origin of the factor that
governed the spatially heterogeneous SMFL distivbuis in question. Triplet state
lifetime is usually broadened by spatial heteroggri&®® however, the triplet lifetime of
RB is 1.6us in alcohol® and even slower on dry surface than in soldfiort could be
separated almost completely from the nanosecone sicale dynamics. Moreover, the
triplet yield of RB was reported to be only 0.806lherefore, the only channel left for
the decay from Sto & is the radiative transition. In other words, theasured single
molecule fluorescence lifetimes in the distributover 0.8 ns were the single molecule
radiative lifetimes.

According to Section lll.A in Chapter 2, the radiat lifetime depends on the
refractive index of surrounding medium by localldieorrection. We can estimate the
radiative lifetime in a particular medium if we kmdhe refractive index of the medium.
The refractive index of ATO is about 2, but it cahbe used in applying the local field
correction. The RB molecules were not embeddedlarge bulk ATO crystal medium,
but they were adsorbed on the surface of sub-wag#iescale ATO patrticles that formed
intricate structure as shown in Figure 3.2a in @GaB. The nanoporous ATO film is a
heterogeneous mixture of the two constituents: rggaaule ATO crystal and air. The
dielectric property of the composite medium is at s spatial average of the two
constituents. In order to apply the local fieldreation properly, the effective medium
approximation (EMA) is necessary. There are severpressions for the EMA®™
Lorentz-Lorenz effective medium expression is aulte®f the simple arithmetic
averaging of polarizabilities of individual constints corrected by the virtual-cavity

local field correction (Equation 2.10 in Chapter Rlaxwell Garnett effective-medium
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expression takes into account of the dimensioraoheconstituent, which is comparable
with the wavelength of electric field; and they fauan expression of EMA by applying
empty-cavity local field correction:

= f, (4.5)
£+ 2¢, £, + 28,

wheree is the effective dielectric constant, andand &, are dielectric constants of the
component andb in pure form, respectivelyt, is a filling factor with the componebt

being considered as surrounding medium. Bruggemmuyested another expression

choosing the effective medium as surrounding mediiitsel*"

E,— € &, — &

0=f +(1-f,)

. . (4.6)
g, +2¢ &, +2¢

Some people use just an average of pure dielemristants for a polymer matrix with
fluctuating free volumé&:

g=(1-f + e (4.7)

pol /*vac pol

where &g, and s.ac are the dielectric constants of polymer and vacuvespectively.f

is the filling factor of the polymer. The dielectitonstant curves of three EMA models
are drawn in Figure 4.25 as the functions of tHim@ factor of ATO nanoparticle using
Equation 4.5, 4.6, and 4.7.

The Maxwell Garnett expression is suitable for afiguration that the phaseis

spherical and completely surrounded by the medibaseb, separate-grain structdfé?
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In the Bruggeman theory, the two constituents apeednrandomly forming aggregate
structurd® 2 Both theories explain the effective optical pmipeof particles of
practically interesting size 3 nm ~ 30 nm. The Byeigan EMA can be applied over the
whole range of filling factor while the filling faor of Maxwell Garnett EMA is limited
to less than 0% The Bruggeman EMA is more appropriate in applyiiag the
experimental results of nanoporous film, becausestiructure of the nanoporous film is
basically a random aggregate and its filling factam be close to 1. It has been applied to
the studies of electrical and optical propertieA®0 nanoporous filff*%, Other studies
on gold nanoparticfé and the SMFL fluctuation of organic dye in polynmeatrix*® also
have been done. By the way, the difference betwleerturves of Maxwell Garnett and
Bruggeman theories in Figure 4.25 may not be smamt with respect to other error

sources such as screening effeqgossible singularity resulting from the dye’s itios

Bruggeman

------- Maxwell Garnett
— — — - Arithmetic Average
P

Effecitve Dielectric Constant
N

0 0.2 0.4 0.6 0.8 1
Filling Factor

Figure 4.25. Three EMA models represented by dieteconstant as a function of filling
factor of ATO nanoparticle. Solid line, Bruggemaodal; dotted line, Maxwell Garnett

model; dashed line, Arithmetic average.



on ATO nanocrystal surface.

Here are important hypotheses advanced: (1) thathael lifetime of RB changes
depending on the refractive index of surroundinglion@® according to the local field
correction. (2) Single RB molecule feels the loe#flective refractive index of the
nanoporous ATO film. (3) The effective refractivedex is directly used in calculating
the radiative lifetime of RB following the locakld correction. We could expect that RB
single molecules on ATO may have fluorescenceinifes or radiative decay lifetimes
that are distributed to a certain degree due tonthemogeneous filling factor within the
film. To find the expected lifetime distribution weeed to know the radiative lifetime in
vacuum to apply the local field correction. Theiadide lifetime in vacuum is calculated
in turn by the local field correction of a measumadiative lifetime in a medium of
known refractive index. Following the line of meth@bove, we chose EtOH as the
medium of known refractive index and calculated thdiative lifetime of RB using
Equation 2.7 substituted with the absorption andsion spectra. The refractive index of

EtOH, 1.3611 (measured by 598 nm at 2@), was substituted in the equation. The

calculated radiative decay lifetime of RB in EtOHasw4.23 ns. There is a kind of
consistency in the calculated value and photophYysimoperties of RB and rhodamine
101 (R101). As shown in Figure 4.26, the structfrR101 is the same as RB except for
the two julolidyl rings instead of diethyl group$ RB, so that the TICT state does not
form in polar solvents such as EtOH and MeOH. Ri€lly have quantum yield ~1 in

EtOH”? and MeOH>® Fluorescence lifetime of R101 (base form in watems

measured to be 4.27 ns, and the reported values32e 0.1 ns (base form in watét)

4.46+ 0.1 ns (base form in EtO#)and 4.25- 0.2 (acid form in EtOHY. It looks quite
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Figure 4.26. Chemical Structure of rhodamine 1Qdoldidyl rings prevent the free

rotation of amino groups that is responsible ferfibrmation of TICT state in RB.

true that the R101 is an analog of RB that hasigietg yield of non-raidative decay in a
non-polar or rigid medium. The calculated radiatilezay lifetime of RB in EtOH, 4.23
ns, would be reliable to use for further analy€§isoss-checking with another method
based on Equation 2.5a would have been helpful.

The three theoretical models in Equation 2.9, 24 2.11 are applied to the
calculation of the raidative lifetime of RB in vaou using the value in EtOH, 4.23 ns.
The radiative decay lifetimes in vacuum were 8930, and 5.43 ns calculated from the
empty-cavity, virtual-cavity, and fully microscopioodel, respectively. The value from
the fully microscopic model is particularly differefrom the other two values. The three
models were compared with a specially designed rexpat’ and were introduced in
Section IIlLA in Chapter 2. In that experiment, fally microscopic model showed most
successful fit to measured data. In this secti@wi¥ check the three models once more
using the reported data. Figure 4.27 shows the umea@dluorescence lifetime data of
R101 (base form) in various alcohol solutions regbiby Magde et &f and best fits of

the three models to the measured data. Becauspu#ivgum yield of R101 must be ~1,
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we can take the fluorescence lifetime in Y axighesradiative lifetime of R101 or RB.
The fully microscopic model predicts the dependewneradiative lifetime on the
refractive index of solvent best again. Howevee, Ri101 was surrounded by the polar
solvent molecules directly, so it is not known walgctrostatic effects interfered with the
refractive index dependence of the radiative lifeti Therefore, the virtual- and empty-
cavity model will still be considered.Finally, velhow how the filling factor determines
the radiative lifetime based on the previous disiars Three radiative lifetime vs. filling
factor curves are drawn in Figure 4.28. The radgalifetime is a functional of effective
refractive index, which is, in turn, a functiontbe filling factor. The Bruggeman model
for effective refractive index is combined with ttieee local field correction models in

Section Ill.A of Chapter 2. The gray area represéim¢ span of the measured radiative

51

¢ Meausred data
49 . .
—— — - Enmpty—cavity
47 1 o .
& T~ .. e Virtual—cavity
45 .

Fully microscopic
43 y

41 r
39 1

Fluorescence Lifetime (ns)

37
132 137 142

Refractive Index of Medium

Figure 4.27. Three local field correction modettedl to experimental data published by
Magde et af®. Dots are measured data of R101 (base form) dissah MeOH (1.3288),
EtOH (1.3611)j-Propanol (1.3776)-Propanol (1.3850)-Butanol (1.3992)n-Hexanol
(1.4178), anch-Octanol (1.4293) — the values in the parenthesegedractive indices.

The fully microscopic theory fits to the measuredadbest.
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lifetime distribution shown in Figure 4.14 marked black bars (0.8 ns ~ 3.6 ns). Both
the curves of empty-cavity and fully microscopic dab could not reach 0.8 ns, the
experimentally observed minimum lifetime. The vakeavity model can cover almost
the full range of the experimental distribution.idtnot known for a certainty why the
virtual-cavity model alone fits to the experimentsult. We could doubt that the lower
limit of the expression in Equation 2.10 might jhstppen to reach the lowest lifetime
and that the mechanism of observed dispersion vseht from that of virtual-cavity

model. It may rather be better to think that thiégyfmicroscopic model was distorted by

other reasons. There are three explanations: (¥)skew electron transfer longer than 1

------- Empty—cavity,
Bruggeman

Virtual-cavity,
Bruggeman

Fully Microscopic,
Bruggeman

Radiative Lifetime (ns)

O = N W > ol O N O O
L AL L)

(@)

02 04 06 08 1
Filling Factor

Figure 4.28. Plot of radiative lifetime as a fupatiof filling factor based on three
combinations of effective medium approximation &ochl field correction. Dotted line,
empty-cavity and Bruggeman model; Thick solid limartual-cavity and Bruggeman
model; thin solid line, fully microscopic and Bruggan model. The gray area represents
the span of measured radiative lifetime distributghown in Figure 4.14 marked by

black bars (0.8 ns ~ 3.6 ns).
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ns worked. (2) electron transfer from electrorefilitrap states to the unpaired HOMO of
RB during its excited state. The back ET process wenfirmed to exist with bi-
exponential model (0.1 ns and 2 ns) by Guo &t dhe n-dopped ATO is ready to
transfer electron. If the typical picosecond tincals ET does not work, the back electron
transfer could quench the excited state of RB.g{Bynching by surface plasmon (to be
discussed later in this section). All three mechiasi give rise to the proportionality in
the relation of emission power and lifetime. Theref if any one of the three quenching
mechanisms was true, the proportionality actuatigted and the Figure 4.15 could not
reveal it. The range of SMFL distribution of RB @rO, was from 1.8 ns to 4.7 ns. The
ZrO; is considered as an ET-inactive reference subsfoatRB on ATO. Therefore, the
idea of the distortion of fully microscopic model & quenching mechanism is supported
by the SMFL distribution of RB on ZO

We assume that the true radiative lifetime vsinfjlfactor curve was not very
different from the three curves in Figure 4.28. Theme filling factor estimated from the
experimental lifetime distribution ranged from Ot6 1. Typical filling factor of
nanoporous film is about 02**%! Average filling factor estimated here is ~ 0.68r
the average filling factor to be 0.2, the averad#FE has to be higher than 5 ns. This
inconsistency bears contemplation as follows. Tifec®ve refractive index was spatially
inhomogeneous depending on the concentration of AWDoparticle, and the RB
adsorbates felt the inhomogeneous effective reaatdex. Accordingly, the local field
correction of the radiative lifetime of RB deperatsits local effective refractive index.
The ATO nanoporous film is divided into the voidenparticle space and the filled

aggregates space, which is represented schematicéligure 4.29 on a real AFM image.
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If we think only top layer, the region marked b tthotted (solid) loop is the void inter-
particle space (filled aggregate space). A RB ma&existing in the aggregate space
might feel higher effective refractive index than inter-particle space if the
inhomogeneity of effective medium approximationsted. An important point is that the
adsorbates could not float in the void inter-péetispace but must be on the surface of
ATO particle. Therefore, the effective filling facs around the adsorbed RB molecules
was higher than bulk average. As a result, théndllfactor traced back from the
measured lifetime distribution is over 0.5 evenuthio the inter-particle space looks much
bigger than the space occupied by ATO nanopartieled reported filling factors.
Dynamic heterogeneity of the optical environmena @robe molecule in polymer matrix
was experimentally observ&dand theoretically modelléd Those studies support the

idea of static heterogeneity of EMA in the intetpt®n of our study because the

et

200N

Figure 4.29. AFM image of ATO nanoporous film diettlinto two kinds of spaces. In
the top layer, the regions marked by dotted loog swlid loop were void inter-particle
space and filled aggregate space, respectively.€efieetive filling factors in the two
kinds of spaces were different if the inhomogeneitgffective medium approximation

existed.
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observation of dynamic heterogeneity implies thia¢ thon-homogeneous effective
medium approximation was going on.

The distribution measured with the low threshol ®Tps was attributed to the
heterogeneous electron transfer rate. The measimgte molecule ET rates were not
completely consistent with the values of bulk transIR experiments, but it was due to
the limited sensitivity of the SMD. The measurechdireds picosecond SM injection
rates in Figure 4.22 may be ascribed to the cogpdinexcited state RB with discrete or
low-density trap states, or weak coupling betweerfase states of ATO and charge
transferred excited state. Another possible mashanf lifetime reduction accompanied
by quantum yield or emission power reduction cdagdenergy transfer from RB to ATO
nanoparticle. The band gap of Sn® about 3.5 eV (350 nAf)and the on-set energy of
emission from excited RB is 2.34 eV (530 nm). Is Ibe@en observed that Sne€howed
no interband absorption between 3.1eV (400 nm)Gahé eV (8000 nnij. As shown in
Figure 4.30, there is no overlap between the alisorpnd emission spectra of ATO and

RB respectively, and so the resonance energy gansfuld not be feasible. Moreover,

Intetbandtransition
of SnGQ or ATO

Emission
spectrum of RB

| |
400 nm 530 nm

Figure 4.30. Schematic diagram of ATO absorptiod BB emission spectra. The two

spectra do not overlap and resonance energy transfet feasible.
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Figure 4.31. Absorption spectrum of nanocrystallieO film. Finite absorbance in the
visible region is the short-wavelength-side wingtbng surface plasmon band centered

at IR (~ 3im®).

the band gap of ATO is larger than S8y the amount of charge carrier in conduction
band®. However, the dipole created by the collective iorobf free electron gas in
nanocristalline metal and semiconductor, surfaesmbri™, can effectively interact with
donor molecular dipof€%. The frequency of surface plasmon of m&td™ or
semiconductdf® ranges usually visible and IR depending on theceptration of free
electrort®® and the refractive index of medid It has been observed and published that
the ATO nanocrystalline film has non-negligible aifpgion in the visible region that was

1%3s shown in Figure 4.31. The finite absorbandkén

assigned to the plasmon bah
visible region is the short-wavelength-side wingtbng surface plasmon band centered
at IR (~3um®). The energy transfer from the excited RB andaserfplasmon might have
led to the decrease of fluorescence lifetime anantum yield simultaneously. In the

previous paragraph about Figure 4.28, we imagihatithe surface plasmon might have

influenced on the distribution measured with thghh{1200 cps) threshold resulting in
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the deviation of the distribution from the curvefolly microscopic model. It is certain

that the mechanism of the quenching of majorityexdited RB molecules adsorbed on
ATO was electron transfer from bulk pump-probe gtudowever, the existence of
energy transfer in the observed SMFL distributiod &s contribution to the quenching
of RB adsorbates on ATO is still worth questioning.

In conclusion, SMFL distributions of the electrameicting but visible molecules
were measured and showed low-lifetime-bound distioim. The local field correction
and effective medium approximation were applied the interpretation of SMFL
distribution higher than 0.8 ns. However, furtheperimental and theoretical studies
should be sought for complete understanding of phenomena; e.g. a diagnostic
experiment that can measure the oxidation statdedfquenched but visible molecule

may be helpful for us to explain the distributiogldwv 1 ns more clearly.

V. Conclusion

The single molecule observations of RB dye adsodyethe nanocrystalline ATO film
were performed. The bulk studies showed clear tievisfrom single exponential decay
dynamics that is intrinsic in single molecule flascence decay. The decay dynamics of
most single molecules on ATO were single exponkenE#ectron transfer process on
ATO reduced SMFL down to 50 ps. The SMFL distribaotof RB on ATO was clearly
shifted to shorter lifetime from that of RB on Zr@hich was considered as a reference
in terms of ET. The major characteristic time cfatton injection into the conduction
band of ATO would have been from a few to one haddpicosecond time scale, so

should the SMFLs. However, the average SMFLs w&sp&) Such a large discrepancy
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was attributed to the limited signal to backgrouatio of SMD that was lower than other
tests for the scattered light from ATO. The lifeéindistribution was sensitive to the
sampling threshold. The distribution measured wiitph threshold showed the broad
lifetime dispersion without dependence on quantueldy It was interpreted with a
purely dielectric effect: the convolution of loci@ld correction and effective medium

approximation.



Appendix A: Polarization Dependence of Fluorescence Intensity
We describe th@ and E, explicitly in both the lab frame and a frame deéinn regard

to the laser beam right before the objective land, their relation is shown in Figure 4.32

to figure out the polarization dependence of theritscence intensity:

u(r)=(sin@cosp X +sindsing ¥ +cosd 2)5(r - 1) (4.A1)
Eo(R)=E,(R)X + E,(R)Y + E,(R)Z (4.A2)

r=XX+yy+zz (4.A3)
R=XX+YY+ZZ (4.A4)
r=T(O)R (4.A5)

cos® sin® O
T(®)= -sin® cos® O (4.A6)
0 0 1

whereX, ¥, andz are the unit vectors of the lab frame, axd Y , andZ are the unit
vectors of the laser beam franteand ¢ are the polar and azimuthal angle of the dipole
moment with respect t& andy, respectively® is the rotation angle of laser beam
frame with respect to the lab franteandR are the position vector in lab frame and laser
beam frame with its origin defined at the crosgpomt between the substrate surface and
optic axis of microscopey is the position vector of the dipole moment in fa@me. The
dipole moment is assumed to be a point due to ¢hettive sizes of single molecule

(~1nm) and laser focus (450nm in diametegR), E,(R), andEAR) are three electric
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Figure 4.32. Schematic diagram of the coordinatelalh frame (small letter) and laser
beam frame (capital letter) in microscope. The rldseam frame has rotated 6y

counterclockwise.

field amplitude components at positigin the laser beam frame. The magnitudgiof
andEg are set to 1. The gist of the above definitionthat the relative magnitudes of the
Ex(R), Ey(R), andE,(R) is not homogeneous at the focal plane: they amsdgeneous at
a normal cross-section of collimated beam befoesdbjective lens. The profile of the
magnitude of each electric field compondgfR), E/(R), or E;(R) on a focal plane is
shown in Figure 2(c) in the published work by S&tkal®®. The plane of polarization
before the back aperture of input laser beam waisgaK axis. The objective lens that
was used by the authors (2Q0L.3NA, ~0.2mm working distance) was a similar type of
one used in this study (180 1.4NA, 0.2mm working distange The theoretical and
experimental results of Sick et®8lshow that the electric field at the focus, whiels the
same direction of polarization (along X axis) as kthser beam before the back aperture

of objective lens has, decays radially from theteeaf the focus to about 190nm. The Y-
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and Z-components also exist forming four (Y) and &) lobes ranging from 120nm to

370nm away from the center of the focus. If theetd®cus is positioned well for the

single molecule to be within a circle of 120nm texdconcentric with the laser beam, the

only effective electric field is linearly polarizedong X axis. In this case, when the plane

of polarization of the input beam rotates®ythe total electric field amplitudEo(ro) in

lab frame is:

E,(r)=T(©®)E,(R,)=cos® X —sin® Yy (4.A7)

where Eo(Ro) is (1, 0, 0). The response of fluorescence to the rotatiomp#ii beam

polarization represented ty- Eo|* become®"

u-E,|” = sin? 6 cos’(¢ + ©) (4.A8)
where thed and¢ are fixed, an® changes. For arbitrary values@®éndd.
- Eq|” o cog?© (4.A9)

For two-photon excitation, excitation efficiency determined by two-photon tensor.
Many strongly emitting laser dyes such as RB temchave the tensor of only one
diagonal element”

4.A1
IT:EoE,| o cos’© (4.A10)

—
Il

o O B+

o O O

o O O

where, T is the two-photon absorption tensor.
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Appendix B: Solubility of Oxygen in Water and Alcohol
In ideally diluted solution, the mole fraction adlste and its vapor pressure are related

by Henry's law®
D= xK (4.A11)

wherep is the vapor pressure,is mole fraction, anK is the Henry's law constant.
When the solute is oxygen and solvent is waeis 4.3<10* atn®® Thep of oxygen in
the air is 0.21 atm, then mole fractionjs 4.9%<10°. The molarity of oxygen solution in
water can be approximated to that of pure watefy & The concentration of oxygen in
water is 2.%10™M.

The molar volume of air is 22.4L/mol under ideas ggssumption. The number of
moles of oxygen in the air per liter is, 0:2P.4 mole/L = 9.410°M. Therefore, the
concentration of oxygen in water is about 35 timewer than in the air. The
concentration of oxygen in methyl alcohol can eated to be 2mM using the Henry’s

law constant for oxygen-Methyl alcol® It is 4.7 times lower than Ein the air.
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Chapter 5. Surface | nduced of Fluorescence Lifetime Distribution of

Rhodamine B on Glass M easur ed by Single M olecule Detection

I. Introduction
A fascinating optical process working in the enussof light from a molecule near a flat
dielectric interface is the modification of radieti lifetime of the molecule. It is a
function of geometry - molecular dipole orientatiand its distance from the interface -
and of the refractive index ratio of the two meftiaming the interfack®. Historically, it
dates back to the experiments on the dependentgooéscence lifetime on the distance
between chromophore and metal surface done by Bgekhin the 60s and subsequent
theoretical works by Tewsand Chances et H#? in the framework of classical
electrodynamics in the 70s. Since then, the fluzese lifetime studies of molecules on
semiconductdf™’ and lossless dielectric surfa¢&'®*°have also been done. Especially,
the classical theoretical work on the radiativetlihe of single dipole near the lossless
dielectric medium by Lukosz et 4. has presented a useful background for the
subsequent theoretical advant®8?and the understanding of experiméits?? We
have seen the aforementioned problems come inyoiplilne SMFL measurement of RB
dispersed on glass surface as an inhomogeneoudemniag of lifetime. The theoretical
work of Lukosz et al. fully implemented our anatysif the SMFL distribution data, and,
conversely, SMD may be the only realization of theoretical model set up in the
theory

In this chapter, the RB on glass will be compareth B on ATO as an ET-

inactive system. In addition to the effect of ETdtiveness, the SMD of RB on glass has
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shown interesting SMFL distributions and intensitgjectory patterns. The SMFL
distribution is ascribed to the dipole orientatisffect on the fluorescence lifetime: the
fluorescence lifetime is equal to the radiativetlihne because the quantum yield of RB
on glass was assumed to be 1 for the fgathd non-poldf?’ properties of the air-glass
interface. The analytical expressions of the odtoh effect are applied to our
experimental results in predicting the SMFL diaitibn using a parameter - radiative
lifetime in air calculated from the fully microsciepmodel local field correctidi®
those theories are introduced in Section Il of @Be2. The SMFL distribution of RB in
the air side of the surface of flat, lossless digle, and higher refractive index substrate
(glass, B = 1.529 was first observed in this study. Good comparisan be made with
previous works on Dilg’and DilCg® embedded in the PMMA gr= 1.49% side of
PMMA-air interface.

Contrary to the intensity trajectory of RB on ATthat of RB on glass has been
observed to fluctuate highly. The unique high fuattons of the intensity trajectory of
single rhodamine dyes in inert polymer matri%&&nd silicatd® have also been
observed in the previous works. To my knowledge, itiechanism of high fluctuation
has not been uncovered. In this chapter, the higénsity fluctuation is analyzed
simultaneously with lifetime fluctuation using TCSHlata, and previous arguments on it

are critically reviewed using our experimental fiesu
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Il. Results
I1.A. Bulk Fluorescence Lifetime of RB on Glass
3 puL of 5x10°M RB in MeOH solution was dropped on a cleaned cayass. MeOH
evaporated in 30 second and RB molecules were disgpdnomogeneously. The average
distance to the closest molecule was roughly 50 Tihe negligible formation of the
regions of the effective inter-molecular interantiwas confirmed by (1) no clear change
of bulk lifetime by lowering the concentration oBRsolution, and (2) the coincidence of
the bulk lifetime and the average of SM lifetimde pe shown in later sections).
Referring to Section I.C of Chapter 3, the sampleppred here was an example of
homogeneous distribution in spite of dropping schefhe phenomenon is considered to
originate in the fast adsorption of RB on glasdae through electrostatic attraction in a
stereoselective mode. Zwitterion is a dominant fafrRB in neutral solutioff — it is
called base form in some plafe¥ The RB molecules may adsorb quickly on glass
surface having negative surface-partial-chargeutin their positive part of the structure.
Figure 5.1 shows three important resonance streststabilizing the positive charge in
xanthene ring. It is supported by the routine obstons of significantly higher
concentration of positively charged and zwitteriomhodamine dyes at the interface
between glass surface and dye solution than a desy in the dye solution. On the
contrary, constant concentration has been obseivwedigh the interface into the dye
solution when the dye was neutral, negatively chdyg@r bound to solvated DNA.

A 25x25 um*wide two-photon fluorescence image is shown inufég5.2.
Excitation wavelength and power were 800 nm and KWdcnt. Fluorescence counts

were not spatially resolved, which made it a belttFigure 5.3 is the decay curves of
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Figure 5.1. Schematic resonance structures of rho@aB in zwitterion form. Positive
charge is distributed in the xanthene ring.
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Figure 5.2. Stage-scanned two-photon fluorescemegié of RB molecules adsorbed on

a glass surface. Total scanned area i285m? (40 pixels by 40 pixels).
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the total fluorescence photons detected in thestastvn in Figure 5.2. In Figure 5.3, a
single exponential model convoluted with an instemtnresponse function is fitted to the
measured decay curve. The best fit of lifetime peatr is 3.0 ns with reduced chi square
er being 3.4. The magnitude er 3.4 suggests that the measured decay curve deviate
from a good single exponential decay, but it isseloto single exponential than the bulk
fluorescence of RB on ATO of, , 11.9. Looking at the fitting result in Figure34, the
measured decay curve could be termed single expahen a glance. However, the
reduced chi square 3.4 is well over 1.5, a conweati criterion of good fitting, and the
residue curve shows a signature of multi-exponkyaamics: its sign changes from
plus at early time (< 1 ns), to minus in the mid@eound 3 ns), and finally to plus (> 5
ns). In Figure 5.3a, we can see the slight dewatoound 0.5 ns and 3.0 ns, and
deviation from linear line in log scale after 6.8 in Figure 5.3b. It is unlikely that any
strong heterogeneous quenching effect like thefad&l electron transfer observed in
RB-ATO nanoporous film could exist. The origin dight multi-exponential feature is
due to the interfacial electrodynamical effect, evhiwill be explained in Discussion

section.

I1.B. Single M olecule Fluor escence L ifetime of RB on Glass Surface

The SMD of RB on glass has been performed by thedy two-photon excitation: 800
nm wavelength, 50 fs pulse width, 88 MHz repetitrate laser output from the mode-
locked oscillator. The laser power at the focus alsut 0.16 MW/crh A sample with
proper number density of RB molecules was loadedtlmn sample stage in the

microscope, and the Search and Record proceduessiq$ I1l.A of Chapter 3) found
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single molecules and recorded TCSPC data. Optimoizgtrocedure was not applied in
this SMD of RB on glass test. The threshold fopptog the search procedure was 160
counts/0.1 s.

Figure 5.4 details the information from the TCSHQure 5.4a is an intensity
trajectory drawn with standard unit time, 0.1s. Fdata point from 2.0 s to 2.4 s is
selected in Figure 5.4a and all the pairs of themblogical and delay time associated
with detected photons in the point are plotted iguFe 5.4b. In Figure 5.4b, each dot
represents a single detected photon and is placetei plot by its timing data. The
number of dots inside the horizontal bar in Figh#b becomes a point of fluorescence
decay curve shown in Figure 5.4c with its delaytiaxis sharing that of Figure 5.4b. The
number of dots inside the vertical bar in Figurdbsbecomes a point of intensity
trajectory in Figure 5.4d. The two histograms iglte 5.4c and 5.4d can be built with
arbitrary unit time.

Two pairs of representative fluorescence intensiyectory and decay of two
single molecules on glass are shown in FigureThg.graphs in Figure 5.5a and 5.5b are
drawn out of the same single molecule photon cagntiest by the method described in
Figure 5.4, and so are the pair of graphs in Figuse and 5.5d. Figure 5.5a and 5.5c are
intensity trajectories, and 5.5b and 5.5d are #eay curves in log scale. The intensity
trajectory of the molecule in Figure 5.5a fluctwhteghly while the trajectory shown in
Figure 5.5c of the other molecule fluctuated muesslthan Figure 5.5a. The population
of the highly fluctuating molecule was about 90%eTtwo decay curves were well
described by the single exponential decay. Thelsiegponential decay model was fit to

the individual fluorescence decay curves to cateutlae characteristic decay time. The
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Two sets of SMFL experiments were done and theifFEMistributions are
shown in Figure 5.6. The distributions A and B dsn®f 122 and 103 molecules
respectively. Each set of SMFL experiment was doreeday and the distribution B was
measured one year after A. The distribution A heerage lifetime 3.4 ns and standard
deviation 0.37 ns. The distribution B had averager® and standard deviation 0.35 ns.
The SMFLs does not have a definite value altholnghgiass surface is considered as a
non-interacting substrate. Both the SMFL distribn$ ranged roughly from 2.4 ns to 4.2
ns, which is too large to attribute to a measurdneeror. The verification of the two
distributions is necessary. The quantitative egdtomaof measurement error will be
shown in the next section. The possible originhef wide distribution of SMFL on non-

interacting surface will be discussed in the distws section.

[11. Discussion

I11.A. Single Molecule Fluorescence I ntensity Trajectory

The SMD for the fluorescence intensity trajectogstbeen a unique observation that
provided the insight into the kinetics of photopiogs$ processé§*® Theoretical studies
have also been developed using time-correlatiorctiom of intensity fluctuation or
single photon arrival time as a powerful tool oveeling parameters of molecular or
photophysical dynamics associated with the measdyathmic variable, intensity or
single photon detection evéfit® In this section, using the SMD technique, wegmiag

to investigate the peculiar high fluctuation ofdiascence intensity from single RB

molecule on glass surface. The origin of the phesran has eluded previous attempts to
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discover and still is in questitit**? The objective of this work is to improve the ant
knowledge on the problem by providing new and sutiymexperimental results.

The single molecule intensity trajectories of RBANO and glass surface were
demonstrated showing the clear difference in thetdlation time scale. About 90% of
intensity trajectories on ATO were relatively cargtwhile 90% of trajectories on glass
were highly fluctuating in millisecond time scaléhe feature of fluctuation depends on
the unit time in drawing the intensity plot, and aatocorrelation functionC(T), of

intensity is used to quantify the time scale offuatior?®>°>

(I(t+T)HI(L))

C(T)= 2
(1(t)

(5.1)

whereC(T) is the time average of the multiplication of ind@res at time andt+T scaled
by the square of intensity average. TO@) is calculated witht running through the
whole trajectory while thel fixed. It can be interpreted as the extent to Wwhikce
intensities with the time differenc&é are correlated. Th&€(T) function of random
variable usually has higher value than 1 and deese#o 1 at longer time. That is, the
C(T) has value 1 when there is no correlation betwkenntensities with time difference
T. Pair distribution function can be derived frone thutocorrelation function in a three

state modéf of molecular photophysical process :

T
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C(T)=1+ % exd- (cr_ k.. + ko JT] 52

T

where,a.., k

Isc ?

andkg, are the triplet yield, excitation rate, and theedeitation rate

exe’

of T1—>S of RB, respectively. Th&,; is several orders higher than k.. term for RB

in inert environment, so the decay rate of aut@tation is governed by the triplet decay
rate unless other bottleneck channel is involved.

The autocorrelation curves of a single RB moleaneaylass surface are shown in
Figure 5.7. They are constructed out of the sanmgphcounting data but their unit time
of Tis 5ms (a) and s (b). According to the graphs, it could be sagt the decrease of

the intensity correlation has fast and slow compdsiel he fast one is sub-millisecond
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Figure 5.7. Measured intensity autocorrelation fiomcof single RB on glass drawn in
two different unit times, 5 ms (a) andu® (b). They were fitted with double (a) and
single (b) exponential decay models. The charatierecay times in (a) were 200 ms

and 2.6 s. The characteristic decay time of (b) 5vas with baseline 3.
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time scale and the slow one still has correlatiprtai2 s. TheC(T) curve of 5 ms unit
time reflects the characteristic high intensityctluation of RB on glass that is apparent in
the intensity fluctuation of ~100 ms unit time show Figure 5.4, 5.5, etc. To find the
decay time, the measur€(T) in Figure 5.7a was fitted with double exponentiatay
model even though the true dynamics of the intgriliictuation of fluorescence from
RB on glass is not known: it looks fluctuating randy and we may be able to fit the
C(T) decay curve with exponential function because tiime correlation function of
random process is usually exponential foT>>

The two characteristic decay timeswere 200 ms and 2.6s with amplitude 0.84
and 0.45, respectively. The correlation in Figui@5n much faster time scaleu2 unit
time, stabilizes to about 3 in 2@s. The autocorrelation decay is fitted to single
exponential with baseline 3 and #s 5 ps. Multi-component autocorrelation functions
similar to the one in Figure 5.7a had been obsenvede intensity fluctuation of single
DilC1, molecule on cover gla&s of which interpretation will be discussed in tlager
paragraphs.

The dotted lines in Figure 5.7a and 5.7b areQ{iB curves of background. As it
should be, the background(T) does not have correlation with 5 ms unit timeTof
through the entir@ range in the Figure 5.7a, which means the backgrsignal is fully
randomized in 5 ms, the first bin of the plot. T3light offset above 1 in Figure 5.7a is
due to the limited amount of photon counting dateg unknown slow correlation from
device or dark noise. The background cannot be Empwhite noise withd(0)
autocorrelation function, and so there naturallpesys residual correlation at early time

such as in Figure 5.7b. The dead time of photomtog board is 0.2s, which is not the
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reason for the residual correlation. Whatever thgimo of background correlation near
T=0 is, the fast decay with. of 5us is not pure photophysical effect but the sum of
background autocorrelation and the dark time cati@h due to shelving on triplet state
having a fewus lifetime™®”.

An intensity autocorrelation function of a sing?® on ATO is shown in Figure
5.8. In contrast to those of RB on glass in Fiduik it does not have the slow fluctuation
and decays to 1 in 28. The characteristic decay timg, is Sus that is the same as RB
on glass. It means that any structure of interfiitgtuation will not appear even if the
intensity trajectory such as Figure 4.12 is plottedother unit time. Both the fast
component o€(T) decay of single RB on glass and the only decaypoom@nt ofC(T) of
single RB on ATO are background correlation limitell means all the other
photophysical processes including back electramstea are faster than tipes time scale,

except for the slow intensity fluctuation of thegie RB molecule on glass.

0 10 20 30 40 50
T (us)
Figure 5.8. Measured intensity autocorrelation fiomcof single RB on ATO drawn in 2

us unit time. It was fitted with single exponentidcay. The characteristic decay time

was 5us with baseline 1.
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As shown in Figure 4.8b and 5.4, the single mokedllorescence intensity
trajectory of RB on glass fluctuates highly fromllisecond to second time scale. It is
dependent on the property of substrate becausesityas relatively constant on ATO
surface. Lots of mechanisms have been proposeddind photo-induced metastable
state formatiorf, interaction with other molecul®® conformational chang&s®
rotatior?>®, spectral diffusiofi°® dynamic variation of local environméht® and
radical dark state formatidh but the origin of the intensity fluctuation of Rih glass
has not been elucidated. In the following paragsapie proposed mechanisms will be
reviewed critically using our experimental data.

Dark triplet state (1) has orders of magnitude longer lifetime than afiyer
intrinsic photophysical state lifetirffe Rhodamine dyes typically have microsecond time
scale triplet lifetime in solutiofi but have even shorter triplet lifetime in the ahere
oxygen is more abundant than in solution (see AgpeB). Oxygen is a well known
quencher of Tstaté' and the above intensity trajectories were recordedylass-air
interface. Therefore, the triplet blinking is exadd from the origin of observed intensity
fluctuatior?™,

The glass surface is considered as an inactiveratdsnd is not likely to form
photo-induced metastable state where electronaspéd after the ionization of RB
through electron transfer. For the reason, the &ion of photo-induced metastable state
seems not to be the origin of intensity fluctuation

Because the sample prepared for single moleculeredtson has a very low
number density of dye molecules (~0.07 moleculegion x 1um area), the probability

of interaction between other nearby molecules gligible. Electron transfer and energy
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transfer is generally effective within 1 nm and afh, respectively. Therefore, the
interaction with other molecules could not be thigio of fluctuation.

The spectral diffusion was disproved by previousksdy observing only 3 nm
diffusion range of fluorescence peak maximum of RBsilicate film, which was not
enough for the whole scale intensity fluctuatfdi The substrate in our study was the
cover glass for general purpose of microscopy, wlamater glass or sodium silicate.
Sodium was one of the major components of the cglass but did not exist in the
silicate film of Wang et al.’s experimétThe sodium ion might not be responsible for
the fluctuation because the intensity fluctuatiorthis study was similar to that observed
by Wang et al., even though the RB was embeddedigate film in their experiment.
Therefore, the fluctuation of absorption crossisecby spectral diffusion was also not
responsible for the observed intensity fluctuation.

Next, the conformational change mechanism imphesguantum yield change by
the formation of TICT staté® proposed by previous works®. As explained in detail in
Section Ill.A, The quantum yield change due to TI§tate formation results from the
increased non-radiative decay rate when the twthygemino groups pendent on the
xanthene backbone twist during the electronic excistate. Therefore, fluorescence
lifetime should change along with the intensity mip@ In addition, the range of
fluorescence lifetime change is expected to be ftoenvalue of radiative lifetime (~ 9
ns) down to picosecond regime because the lowsitielevel during fluctuation is less
than 10% of maximum intensity. Motivated by theadentensity trajectory of a single
molecule observation is divided into two trajeatasriin just the same way as shown in

Figure 4.23: two fluorescence decay curves weraiodd from two collections of
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TCSPC data pieces over and below a criterion dffICT state formation is responsible
for the intensity fluctuation, the fluorescencetiime calculated from the high intensity
trajectory has to be clearly lower than that of lioéensity trajectory. An example of the
analysis is shown in Figure 5.9. The total trajectes shown in graph (a). The
fluorescence decay curves of the two intensityttajries (b) and (c), which are mutually
exclusive in time, are plotted and their lifetimase calculated in Figure 5.10. The
average intensity of high intensity trajectory Isoat four times higher than the low
intensity trajectory. Then, we could expect thaé thfetime of the high intensity

trajectory was four times longer than the low isigntrajectory (Equation 2.5a), if the

TICT state worked. However, the fluorescence hfetiof the high intensity trajectory

| 200 counts/100ms
\

(a) Full intensity traiectol

bt o N ) b N

(c) Intensity triectory below the dotte

Intensity (A.U.)

0 5 10 15 20 25 30
Time (s)
Figure 5.9. Intensity trajectory of RB on glassvaran 50 ms unit time. The dashed line
is a criterion level (200 counts/100ms) for clagsl its TCSPC data pieces into high

intensity and low intensity groups. Two decay csrveere constructed from the two

groups.
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was 3.3 ns and that of the low intensity trajectads 3.7 ns. They are not as clearly
different from each other as our expectation andnag well say that they are different
only by statistical error. Moreover, the trajectarf low intensity must have shorter
lifetime in accordance with the above assumptian,itddoes not. All of seven SMD data
analyzed such a way showed similar results and ¢oncluded that the conformation
change forming TICT state was not responsible ler intensity fluctuation of RB on
glass. The rotation of single molecule is also @detl because the high fluctuation was
observed by both circular and linear polarizatibrexcitation light, which has also been
confirmed by Wang et &f.
The following discussion proposes two possible rma@ms of the intensity fluctuation:
slow in-plane translational motion and radical dathte formatio’f. To watch the
translational motion directly, in-plane motion ahgle RB molecules on a cover slip is
demonstrated in Figure 5.11 by a time series of @Bges. Wide field of a single
molecule sample is illuminated by TIR (Total IntarnReflection) method and
fluorescence is recorded using CCD camera. Det#Hilshe detection method and
microscopy are described in the previous work oft®aet al®. In Figure 5.11, each
image was taken for 1s exposure time and labelddtiwmne on the left upper corner. The
two crosses are placed at the constant positioesch frame of images so that we can
clearly see the displacement of bright spots. Tihe af crosses ispin long in vertical
and horizontal directions. The bright spots neartito crosses moved aboytr for 8s.
If the sample had been illuminated with laser foeit the wide field illumination, there
should have been increase and decrease of thedkamnce intensity for about 4s, taking

into account the spot size of laser focus, ~500imm@iameter. For the reason, the slow
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second time scalef 2s) change of intensity in Figure 4.8b, and 5a&yrne due to the
translational motion. The translational motion @ responsible for the 200 ms time scale
intensity fluctuation but could influence on thesed time scale intensity change.

The fact that the fluorescence lifetime was cortstanspite of the intensity
change supports the mechanism of long-lived daskesformatior’. In the work of
Zondervan et af, they proposed that the dark state was a reversibionic radical
formed through triplet state of R6G. If that ocearin our SMD of RB on glass too, the
radiative and non-radiative decay rates would nwange and only intensity would
change as we observed in Figure 5.9 and 5.10. $xphrimental evidence and the
published work provide the justification of the thought that tpgantum yield of RB on

glass was 1 even if its intensity trajectory fluted highly. A photophysical model of

Log Intensity (A.U.)
Log Intensity (A.U.)

Delay Time (ns) Delay Time (ns)

Figure 5.10. Fluorescence decay data of high (d)law (b) intensity times fitted to

single exponential decay model. Their lifetimes ev@3 ns (a) and 3.7 ns (b). The
intensity difference could not originate from thdCT state formation because the
lifetime of the high intensity part should be fotimes longer than that of the low

intensity part.
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Figure 5.11. Time series of eight fluorescence msagf two single RB molecules on
glass surface illuminated by TIR method and reabiae CCD camera. Acquisition time,
1 s; size, &m by 8um. The single molecules showed translation motromrad the two

1 um sized crosses.
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this case should be random interchange among htlstgte and multiple dark states. The
bright state should be similar to the normal etaatr transition cycles in vacuum. There
should be multiple number of dark states becauseddtay dynamics in Figure 5.7a
would be single exponential if there were only diagk stat&>> but it was fitted well to
double exponential. The double exponential was emasbitrarily but it worked well.
Similar conclusion was drawn from the SMD of Dii@n cover glass by Weston et al.
through eliminating several conceivable mechanismfational motion, shelving on
triplet state, absorption cross section change pgctsal shift>®® However, the
experimental verification of dark radical formatiomas done on R6G trapped in
poly(vinyl alcohol) matrix not on RB on glass. Weoypisionally attribute the large
intensity fluctuation in millisecond time scale ttee dynamic formation of radical dark
states. In conclusion, it is possible to narrow ddihe possible mechanisms of intensity
fluctuation of RB on glass by measuring lifetimehadh and low intensity durations, but

the question has not been answered and furthey sumbcessary.

[11.B. Single Molecule Fluorescence L ifetime

The SMFL distributions of RB on glass surface shankigure 5.6 is sharper than those
of RB on ATO shown in Figure 4.14. Taking into agob of the inertness of RB’s
environment in terms of quenching of excited state may expect a sharper distribution
or rather an almost definite lifetime. However, tiheasured distributions in Figure 5.6
had reproducible FWHM of about 0.35 ns. Before weestigate the origin of the
broadening mechanism, the validity of the presedisttibution should be checked. For

the method of validity check, we would use the ltestithe virtual SMFL test introduced
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in Section IlIl.C of Chapter 3. There, we demonstiathe statistical fluctuation of the
lifetime of the virtual light source of constanfelime. The standard deviatienof the
statistical lifetime fluctuation turned out to depeon the number of photon counts used
in calculating the lifetime (or total counts) ark tmagnitude of lifetime. Therefore, we
can express the credibility of each SMFL valueuded in the lifetime distribution by
the standard deviation, referring to the lifetinmel dotal counts of recorded fluorescence
decay. To display the lifetime and total countg 8MFL distribution graph in Figure
5.6a is re-drawn in total count-lifetime formats®own in Figure 5.12. Each dot stands
for the SMD of a molecule. Its x coordinate is SMé&ihd y coordinate is the total photon
counts. Based on the virtual SMFL data shown irufég3.22 and 3.23, we could draw

the thick gray line representing a border over \Wtilees of statistical fluctuation of
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15 25 3.5 45 5.5
Fluorescence Lifetime (ns)

Figure 5.12. Total counts vs. lifetime plot of ttiata included in the histogram in Figure
5.6a. The thick gray curve divides the populatioto itwo groups: SMFL of lifetime

fluctuations lower than 0.1 (over the curve) and higher thdn(Below the curve).
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SMFL was less than 0.1 ns and below which highant®.1 ns. We postulate that the
SMFL data over the gray line did not change trueF&Mistribution; and those below the
gray line were so uncertain that the possible rarigeie distribution should be estimated.
If we construct, in mind, a distribution of the SM§~only over the gray line, we can say
that their true distribution would range from 2$%to 3.7 ns plus two points over 4 ns in
accordance with the postulate. It is similar to theasured total distribution in Figure
5.6a. Let's see the lower limit of the error bafghe two SMFL data in Figure 5.12
because it is doubted that the distribution wastibcisly broad. Their true values were
within the ranges marked by the error bars with G8%dibility. Their lower limits are
higher than 3.8 ns. In addition, the probabilittéghe true values being at the center of
distribution (3.4 ns) were £@Gnd 10 time lower than the probabilities at 4.4 ns arid 4.
ns, respectively. Briefly speaking, the widthslog distributions over and below the thick
gray curve are similar. In conclusion, the proligbof the true distribution being much
sharper or a definite value is so low that the mes$ distribution is valid.

Given the fluorescence lifetime distribution, tlmagnitude and pattern of
distribution is intriguing. It is not just a RB SMHistribution without electron transfer
and may not be the best blank test for the SMFtribigion of RB on ATO because their
morphologies are completely different from eacheoti$etting aside the ET process, the
nanoporous dielectric environment and the finiteletitric geometry modified the
lifetime of adsorbate in different manners whilerth should be a unified nature in them.
To understand the distribution of RB SMFLs on glagdace, we applied the classical
optical mechanism described in Section 1Il.B of plea 2 for semi-empirical SMFL

distribution. An important result of the theory fdhe analysis of the observed
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distributions is Equation 2.21. Because the reciglrof fluorescence lifetime is a sum of
the reciprocals of radiative and non-radiative tilifees, the full expression for the

fluorescence lifetime is:

11 + 1 KLL(ZO)jCOSZH+[MJSin29} (5.3)
T L L

T T

non-rad rad 0 0

where, t is the fluorescence lifetimezaq iS the radiative decay lifetime when the
molecule is in the air far way from the surfaggn-raqis the non-radiative decay lifetime.
@is the polar angle of the emission dipole relativéhe surface normél;(zo) andL ,(zo)
are the emission powers of the dipole, at distamce5A, in horizontal and vertical
directions to the surface of substrate respectitelys the power when the dipole is far
away (>> emission wavelength) from the surface. Th&edtad (Knon-rad term is setto 0
because the quantum yield of RB on glass is exgd¢otbe 1. Theraq was either 8.03 ns,
9.50 ns, or 5.43 ns in Section 1ll.A.3 of Chapteddpending on the model used in
calculating the radiative lifetime in the mediumrefractive index 1. We have to choose
any one of the three theoreticaly values to plot as a function ob using Equation 5.3.
The fully microscopic model was supported by theere experimental stuy/(Section
LA of Chapter 2). Similar comparison using puhied data was done in Figure 4.27
even though the solvent molecules were in contétt solute dye molecules; again, the
fully microscopic model fitted to the data best. \&lgose the 5.43 ns from the fully
microscopic model. We plotted the theoretical iffes curve of Equation 5.3 as a
function of @ and compared it with our experimental distributiobey are shown in

Figure 5.13. The possible lifetime value curvenigiiaph C using the 5.43 ns for the.
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Figure 5.13. Polar angle dependence of fluoresckietene. The theoretically expected
lifetime range matches well with experimentally eh®d SMFL distribution. The most

probable lifetime range 3.2 ns ~ 3.6 ns correspoodse polar angle range 57 74.

The two distributions A and B are taken from Fig&ré: ordinates of them are lifetime
axes that share the scales of graph C and abseissdise occurrences in arbitrary unit.
The ranges of distribution of A and B are represefity the gray colored areas with thick
and thin border lines, respectively, between ttaplgrC and A. The darker region is the
overlapped range of the two distributions. There @molecules outside the overlapped
range. Three of the five molecules had the stadifiuctuations of lifetime less than 0.1
ns, which means that the 3 molecules were higlghli a part of true distribution.
However, the total number of molecules is 225. Bhabservations out of 225 may be
neglected as an impurity, dimer, or unknowns. Therlapped lifetime range is from 2.1
ns to 4.1 ns and marked by the shaded region inQolé matches well with the possible
lifetime curve, based on (1) the vacuum (or aidiative lifetime calculated by fully

microscopic model local field correction and (2)eotation dependent extra power
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emission. The shaded region in plot C overfillsgloasible lifetime curve by 0.2 ns in the
upper limit and 0.15 ns in the bottom limit. Theotwars in each graph occupy about
70% of population, which fall within the polar aeglange from 57to 74. Average
lifetime is 3.4 ns and it corresponds to 66°. Ssnpgly, it is in good agreement with the
reported values measured by other methods. PadadxeVis study showed that RB on
Saponite silicates film made 60.7° to surface né¥maJsing two- and one-photon
microscopy, RB on silica was measured to makel49 ~ 537° polar angl®. Looking

at the AFM image in Figure 3.1, we can explaingbér angle without fancy reasoning
by saying that the approximately 1 nm-sized RB Isimgolecule may naturally be tilted

appreciably on the about 1 nm-height corrugatedsgtairface.

V. Conclusion

The intensity trajectories of single RB moleculesnéd out to be apparently
different depending on the substrates, glass andpmous ATO. The previous opinions
of the high fluctuation of RB on glass were revidvend filtered by data acquired in this
study. The high fluctuation of intensity is presumyaascribed to the formation of
characteristic high yield of dark state on glas$ase. The SMFL distribution of RB on
glass was explained by classical electrodynamiesrth In combination with the fully
microscopic model, the range of SMFL distributiamtieipated by those theories was

comparable with the measured SMFL distributions.
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Chapter 6. Single Molecule Detection of PDI-P1 on Nanocrystalline

Thin films

I. Introduction
Perylene-3,4:9,10-bis(dicarboximidgpPDI) and its derivatives have been intensely
studied for their applications to the active elemehmolecular electroni¢g, organic
field effect transistér and solar cell’, optical switching® etc. Integral processes in the
applications are interfacial charge transfer thtougolecular junctioh®® charge
transport through molecular crystdls charge and energy transfer through excitonic
aggregat®’, etc. The reason for the PDI being shed light mrthiose studies is its
outstanding photochemical properties. The PDI hasg ftriplet yield approximately
0.005°, quantum yield close t0'¥*? high photochemical stability'* and efficientz-
stacking'*®, which made the PDI an ideal material for thoselists and for the realization
of the devices. Different from conventional solidts devices, the organic molecule-
based electronic and photonic devices can be neoddind improved substantially by
controlling the molecular properties. That is, trgical process resides in the scale and
function of the junction of individual molecule aetectrode. As a matter of course, the
behavior of individual molecule has become of giegtortance, and the detection in
single molecule level has been valued.

Figure 6.1 is the structure of PDI-P1 derivativeedisn this study. Octyl and
benzoic acid is substituted at the N and N' ataomthé two imide rings, and twert-
butylphenoxy groups are substituted at the 1,7tjposi of perylene skeleton of PDI. The

dipole moment for the electronic transition is @dhe long axis of the molecdfe An
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advantageous characteristic of the PDI is thatofitical property does not change
appreciably by substituting functional groups aahd N' positionS. According to the
molecular orbital calculations, its HOMO and LUMG@bials have nodes at the two
nitrogen atoms in the imide rinjs’. This feature enables chemists to design divebde P
derivatives maintaining its basic optical and elamic property. Figure 6.2 is the
absorption and emission spectra of°1&nd 1 M, respectively, PDI-P1 solution in
MeOH. Excitation wavelength 498 nm is marked bywatrit has been known that the
PDI-P1 and other PDI-derivatives similar to the #1l form H-aggregate and the peak
corresponding to the transition, S~ Si,-1'* develops as the concentration of the
aggregate increasés® The ability of forming aggregate and moleculaystal by the
van der Waals interaction through the extendedrbitals is required for some
application$>'® but has to be inhibited for single molecule détect The two tert-
butylphenoxy groups substituted at the perylenelesiie reduce the tendency of
aggregation. The PDI-P1 solution used in this wsa&ms not to form aggregate up t6 10

M or higher concentration based on the irrelevasfdeiorescence lifetime with
\/\o/gw s} 5\’<

HO 0O

Figure 6.1. Chemical structure of PDI-P1 N-¢ctyl-1,7(3’,5" ditert

butylphenoxy)perylene-3,4:4,10-bis(dicarboximidejphoic acid].
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Figure 6.2. Absorption (thick, ) and emission (thin, 1) spectra of PDI-P1 in

MeOH. The wavelength of excitation is marked by an@w.

concentration assuming that the lifetime of PDI&dlution changes when it forms

aggregate. The spectroscopic effect of the tegipliénoxy groups is a bathochromic

Sh iﬂ10,20-23

In this work, nanoporous ATO thin film was sermati with the PDI-P1
molecules in a single molecule level surface cotraéion. Electron transfer at the
individual PDI-P1--ATO junction was observed usthg confocal microscope described
in Chapter 3. Also studied are PDI-P1/Zré&hd PDI-P1/glass as a non-interacting case.
The energetics of the PDI-P1, ATO, and Zg9ystem is schematically depicted in Figure
6.31%?*?7 Trap states and bottom levels of conduction bahd\TO (10% doping
levef®) was filled with excess electrons by n-type dopingich shift up Fermi level ¢
by ~0.09 eV above the conduction band é8dexcited state of PDI-P1 is about 0.8 eV
higher (1 eV lower) than the conduction band edfeABO (ZrO.). An electron is
transferred from the discrete level in the eleatreexcited state of PDI-P1 to the high-

density states in the conduction band of ATO. Tovestant population of electrons in the
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trap states and bottom of conduction band secuaek lelectron transfer. Electron
transfer to the conduction band of 4r@@ not allowed energetically. Similarly to the
RB/ATO in Chapter 4, ultrafast electron transfesnfr the singlet excited state to the
conduction band of ATO has been observed usingsigah IR absorption of electron
signal in ATO nanoparticlé® The back electron transfer kinetics AF® PDI-P1 was

also similar to the ATO»> RB and ATO— Re(dpbpy)(COXI governed by pseudo-first
order raté’. The fast quenching due to ultrafast electronsfiemalso worked in PDI-

P1/ATO. It reduced quantum yield of adsorbed PDI#iich made large portion of

Vvs. NHE 4
-2
14 ET .
< SIs*
Ef__o_: ___________
+11 BET N
—» — SIS
+2 PDI
+3
+4 -

ATO 210,

Figure 6.3. Schematic diagram of redox potentiargies of valance and conduction
bands of ATO, Zr@ and ground and excited states of PDI®B1*?’ E; is the Fermi

energy level of ATO of 1098 doping level.Excited state of PDI-P1 is about 0.8 eV
higher (1 eV lower) than the conduction band edfeABO (ZrO,). An electron is

transferred from the discrete level in the eleatreexcited state of PDI-P1 to the high-
density states in the conduction band of ATO. Torestant population of electrons in the
trap states and bottom of conduction band secuaek lelectron transfer. Electron

transfer to the conduction band of Z2i® not allowed energetically.
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PDI-P1 molecules not detectable. However, an ajpgdlcnumber of slowly injecting
molecules were detected by using SOR procedurdi¢8edl.A in Chapter 3) with the
lowest threshold of sampling. Among the detectedemdes, the fastest characteristic
time of electron transfer was 210 ps. The irrelesphoto-bleach that would work in
PDI-P1/Sn@ was relieved by the electrons abundant in the $tape and conduction
band. The electrons played a critical role in tMDSas a constant electron source for the
back electron transfer.

For comparison with PDI-P1 on ET-inactive substratie investigated PDI-
Pl/glass and PDI-P1/ZgOfollowing the method of RB/glass and RB/4rOThe
unexpected lifetime dispersion of RB/glass was a&redd by the enhancement of
radiative decay due to the power loss through es@ere field near the flat dielectric
interfacé®>! (Section I11.B in Chapter 2). It was suggestedt e intricate dielectric
structure of nanoporous film having high conductlmend edge like Zromade the
lifetime dispersion due to the spatial heteroggneit effective refractive index of
nanoporous film in Chapter 4. Those mechanisms bellapplied to the analysis of
experimental data as the postulates. Special odtsang of dynamical lifetime change
were made in PDI-P1/ATO and PDI-P1/glass. It issidared that the dynamic change of
lifetime is driven by the conformation fluctuati@i PDI-P1 dye pivoted on the oxide
surfaces.

This chapter begins with the experimental resaftdluorescence detection of
bulk PDI-P1 on ATO, glass, and Zr@ Section Il.A mainly focusing on the prediction
of single molecule lifetime distribution. In Sectidl.B, the SMD results presented and

compared with bulk results. Several pieces of ol@ns of dynamic lifetime
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fluctuation will also be presented. In Section dliscussion and additional analysis of the

results will be given.

Il. Results

[1.A.Bulk Test of PDI-P1on ATO

A nanoporous ATO film was soaked in 18 PDI-P1 solution in DMF for 13 min
following the method introduced in Section I.C didpter 3. The sample was loaded on
the microscope introduced in Chapter 3 and theepd98 nm laser was focused on the

sample surface with 35 W/éintensity. Fluorescence images were taken ancampgle

e Data
2 = DE fit
4 <
R > ——SEfit
8 3 @
g g
z £
g o>
I )
= |
&
I 05 15 35 55 75
Y (um) o Delay Time (ns)
() (b)

Figure 6.4. (a) Fluorescence image of a bulk PDBR ATO sample. 2@m x 20um
area with 50 x 50 pixels. A nanoporous ATO filmsiEnsitized with 1M PDI-P1in
DMF for 13 min. (b) Single and double exponentitirfg of fluorescence decay profile
of the sample shown in (a). The fitted lifetimesdofuble exponential model are (99%)
0.13 ns and (1%) 0.85 ns with reduced chi squareThé fitted lifetime of single

exponential model is 0.4 ns with reduced chi sq4déreThe double exponential model is

fitted to the measured decay better than singl®@eaptial.



Model 71 (NS) A (%) 2 (NS) A %) |5
Single Exponential| 0.4 100 40
Double Exponentia‘l 0.13 99 0.85 1 17

Table 6.1. Fitting result of bulk fluorescencetiiiee decay shown in Figure 64.and A

are the lifetime and amplitude of exponential decaylel.

is shown in Figure 6.4a. The intensity on the imags not homogeneous due to the
spatial heterogeneity of electron transfer effickeand number density of dye molecules.
The fluorescence decay profile of the total recdr€SPC data is shown in Figure 6.4b.
Y axis is drawn in log scale. Single and doubleoggntial models were fitted to the
measured decay and the result is summarized ia @bl The two reduced chi squafe
values suggest that the double exponential fitbeexperimental decay much better than
single exponential model. It is apparent graphycatt Figure 6.4b. The double
exponential does not represent all the decay coemgsrpresent and multi-exponential
model of the higher number of single exponentiahponents would fit to the data the
better. Figure 6.5 shows the fitting of triple erpatial model to a bulk data. Th& was
reduced to 2.6. The multi-exponential characteristiPDI-P1 on nanocrystalline ATO is

similar to the result of RB on ATO shown in SectibA of Chap. 4.

[1.B. Bulk Test of PDI-P1 on Glass
As an ET-inert substrate, glass was chosen andRDIKP1 on a cover glass was tested.

1.0x 10® M PDI-P1 solution in MeOH was dropped on a covesglby 3iL and MeOH
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Log Intensity (arb.)

Delay Time (ns)

Figure 6.5. Fluorescence decay profile of a buld-PIATO. The fitted lifetimes of
triple exponential model are (98.9%) 0.014 ns,%©).9.48 ns, and (0.2%) 3.9 ns with

reduced chi square 2.6.

was evaporated. The pulsed 498 nm laser was foouseatie sample surface with 35
W/cn? intensity. Fluorescence intensity map and decafilerare shown in Figure 6.6.
Fitting of single exponential model to the measudeday is in (b) and the calculated
lifetime is 3.7 ns withy% = 1.6. The decay profile in (b) is nearly a singikponential
based on the magnitude @f and the overlap of the data and fited model curve
However, the/’ is higher than the value usually observed for goolét decay fitting, 1.0

~ 1.2, and slight deviation from 7 ns is found. Tdueestion is the width of SMFL
distribution that could be responsible for the dé&wn from the single exponential if the
deviation is not error but real. At first thougBMFL distribution might look like just a
sharp spike for such a slight deviation. To haveease of the relation between the
deviation of data from single exponential and SMH4tribution, three pairs of artificial
gaussian distributions and multi-exponential decéyslt from the corresponding
gaussian distributions are compared in Figure Bhé.gaussian distribution often models

inhomogeneous broadening of a random physicallviaffa* The fluorescence lifetime
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Figure 6.6. Fluorescence measurement of bulk POit&ss. (a) Intensity map of 40n

Residue

-0.25

x 10 um area. (b) Fitting of single exponential modelthe decay of fluorescence

measured in (a) displayed in Log Y scale.3.7 ns withy% = 1.6.
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Fluo. Lifetime (ns)

—( 5 s
1ns (a) 0 2 4 6 8
Delay Time (ns)

Figure 6.7. (a) Artificial SMFL distributions hagndifferent standard deviatiors 0.5

ns (thin solid), 1 ns (thick solid), and 2 ns (dabh (b) Decay curves built from the

corresponding distributions in (a). The arrow ) iharks the similar decay curve to the

experimentally measured decay curve in Figure 6.6b.
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of PDI-P1 in a disordered dielectric medium wouldvé spatial inhomogeneous
broadening. The three artificial distributions aentered at 2.5 ns and have standard
deviations 0.5 ns (thick solid), 1 ns (thin soliid 2 ns (dashed) as drawn in Figure 6.7a.
In Figure 6.7b, the artificial decay curves cormegfing to the three distributions are

drawn using an expression of multi-exponential glebE(T):

(r-25)2 t

ME()= [ dtRF(T-t]dre > e (6.1)

whereT is a measurement timejs the time of signal that contributes to the mead
signal atT; o is the standard deviation of the gaussian didioby IRF() is the
experimentally recorded instrument response functiand 7 is the lifetime that
constitutes the lifetime distribution. In FigurerB, the dotted artificial decay curve is
pointed by an arrow; it deviated from the singlp@nential decay (solid line) to a similar
degree to the measured one in Figure 6.6b. Thesmonding distribution has= 0.5 ns
and is plotted in Figure 6.7a (thick solid line.id surprising that the nearly single
exponential decay could have so broad a distribufitne artificial distribution will be

compared with experimental SMFL data in later sacti

[1.C.Bulk Test of PDI-P1on ZrO,

By the same motivation as Section II.A of Chapa4lank test using nanoporous 2rO
was done. The potential energy of conduction batgkef ZrQ is about 1 eV higher
than the excited state of PDI-P1 as shown in Figu2eand the electron injection into the
ZrO, was not energetically allowed. Figure 6.8 showssalt of typical fluorescence test

of PDI-P1/ZrQ. A nanoporous Zrgfilm was soaked in I0M PDI-P1 solution in
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Figure 6.8. Fluorescence measurement of bulk PIX+@%. (a) Intensity map of 2Qm
x 20 um area. (b) Fitting of single exponential modelth® decay of fluorescence

measured in (a) displayed in Log Y scale. 2.2 ns withy® = 3.4.

MeOH for 2 min and MeOH was evaporated. The puk@® nm laser was focused on
the sample surface with 0.7 W/€intensity. The intensity map in Figure 6.8a hasilsir
level of intensity on every pixel, compared to lbeale spike-shaped intensity map of the
bulk PDI-P1/ATO where significant quenching is gpion (Fig. 6.4a). The decay data
and its fit of single exponential decay are shownFigure 6.8b in Log Y scale. Its
fluorescence lifetime is 2.2 ns wigf being 3.4. The 2.2 ns is clearly shorter thanr3.7
of PDI-P1/glass.The shape of the decay curve looks single expoalentith slight
deviation just as the PDI-P1/glass case. Howeve, magnitude ofi?, noticeable
deviation after 5 ns, and the multi-exponentialnaigre of its residue curve in (b)
allowed us to predict a finite degree of distribati Therefore, we take the decay as a

multi-exponential and equate the fluorescence detayigure 6.8b with the artificial
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decay of standard deviation 1.0 ns in Figure 6THe corresponding artificial SMFL
distribution in Figure 6.7a looks quite broad farck a little deviation. The artificial

distribution will be compared with our experimen®\FL data in later section.

[1.D. SMFL Test of PDI-P1on ATO

Single molecule observation of PDI-P1/ATO has beene by the same method as
RB/ATO SMD in Chapter 4. A nanoporous ATO film wasaked in 10 M PDI-P1
solution in DMF for 13 min following the method ratluced in Section I.C of Chapter 3.
The pulsed 498 nm laser was focused on the sarnpiece with 35 W/crhintensity.
Figure 6.9 shows that three pairs (A, B, and Jingle molecule fluorescence decay and
intensity trajectory. In Figure 6.9a, the three aledata and fitted single exponential
curves are plotted. The 0.2 ns decay was one dégtest one in the PDI-P1/ATO SMFL
study. It is clearly separated from the 0.7 ngilfe decay and the instrument response
function (dotted). In Figure 6.9b, the three intgns¢rajectories paired with the three
decay data in (a) are plotted. They were similathiose of RB/ATO: constant and
momentary fluctuation. High fluctuation that waswoant in RB/glass (Figure 5.5a) was
not observed. There were considerable backgrougiblsi scattered from ATO. The
SMD tests of PDI-P1/ATO have been done four timeech test was done in a day.
Figure 6.10 shows the SMFL distributions of thegde$he difference in those tests was
the threshold in search procedure for single mddscrhe thresholds used are written at
the top right corners of the plots. The lower thidd can sample molecules of lower
guantum vyield better. As a result, the final SMHAktiibution measured with the lower

threshold has higher portion of molecules quendhe®&T. As the threshold increases,
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the center of sub-nanosecond population looksisgifto longer lifetime. Molecules
having lifetime less than 0.2 ns were not sampleel t their low quantum yield. Short
duration of emission was a subsidiary reason fesmg molecules. In the experiment (a),
the sample stage stopped 150 times when the itwemas higher than 700 cps, but 85

times were not recorded because their duratioesnigsion were too short to make their

e A(0.2ns)
’5 o B (0.7 ns)
5‘; < C(L.7ns
3 @)
c
i)
£
o
o X
-
X
i O T T x X T
-0.5 15 35 55 75
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Pobittphpuitorp-htebaby, ° | g

Intensity (arb.)

0 5 10 15 20 25 30
Time (s)

Figure 6.9. (a) Three single molecule fluorescetheeays fitted with single exponential
decay model. IRF is the dashed curve. Fitted fifes are 0.2 n®), 0.7 ns (0), and 1.7 ns

(x). (b) Intensity trajectories of the three molesutd which fluorescence decays in (a).
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decay curves. It is guessed that many of the 8assieere at the real PDI-P1 molecule
and the others were at the impurity and spiky bemkgd noise. A clear correlation
between the duration of emission and lifetime wasabserved. There are appreciable

number of molecules over 2 ns that is about th& lifetime of PDI-P1/ZrQ. In Chapter

S

(d) 1800 cp

i (@) 700 cp
“ ‘ | Imh.n Ce

: (b) 1000 cp
22;3 ‘ (c) 1400 cp

o N AN o 0o B R o »n B B

i

01 05 09 13 1.7 21 25 29 33 3.7 41 45 49

Fluo. Lifetime (ns)

Figure 6.10. Four sets of SMFL distribution meamerts done with various sampling
threshold. The threshold used in each distributi@asurement is written at the top right
corner. Total numbers of detected molecules intekes were 65(a), 50 (b), 103 (c), and

70 (d).
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4, the lifetime dispersion in the long lifetime genwas ascribed to the local field

correction as a function of effective refractiveéx.

I1.E. Single M olecule Fluor escence L ifetime of PDI-P1 on Glass

The bulk lifetime test of PDI-P1/glass in SectidBlwas intriguing in its origin that

determines the measured value 3.7 ns and the prddstandard deviation of SMFL
distribution. To elucidate those problems, singl@euoule test of PDI-P1 dispersed on a
cover glass was performed. 81®° M PDI-P1 in MeOH solution dropped on a cover
glass by AL and MeOH was evaporated. The mode-locked 498nth 85 Wi/cnf
intensity. Figure 6.11 shows two fluorescences enagfore (a) and after (b) the loading

of sample solution on the same area. The SMD ofPDglass seems to be almost free

from impurity. The distribution of SMFLs of the spta is shown in Figure 6.12. The

average and standard deviation of the distribuai@n3.7 ns and 0.6 ns, respectively. The

average value coincides with the bulk lifetimeefittto single

I

4

intensity (kops)

Intensity (PS)

8 4 )
Y(“m) 4 d

Figure 6.11. Fluorescence images of blank (a) antpse (b) for SMD of PDI-P1/glass
About 30 peaks are detected on20 x 20 um area in (b).
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Figure 6.12. SMFL distribution of PDI-P1/glass. Axge and standard deviation are

3.7ns and 0.6 ns, respectively.

exponential, 3.7 ns. In section 1I.B, we expecte8MFL distribution having standard
deviation 0.5 ns based on the slight deviation ofkbdecay profile from single
exponential model decay. The measured standarcataeyi 0.6 ns, seems to have
satisfied the expected value, 0.5 ns. In conclygiom bulk and single molecule lifetime
measurements were proved to be consistent to éaeh o

Three pairs of SM fluorescence intensity trajgciand fluorescence lifetime are
plotted in Figure 6.13. The fluorescence lifetimegdctories are built by calculating the
lifetimes of chunks of TCSPC data of which duratisr2s. The time spacing between
adjacent points of the lifetime trajectories is Each point along the lifetime trajectories
is a fitted lifetime of the single exponential dgecaodel to a measured decay built from
the 2s TCSPC data. In Figure 6.13a, the intensdjedtory made two clear levels
jumping from low to high level. Its fluorescencedetime trajectory also jumped
simultaneously with the intensity trajectory. THeofescence decay curve of the total

trajectory was clearly double exponential (data slodwn). Figure 6.13b also shows
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positive correlation between intensity and lifetitngjectories. It is interesting that the
lifetime trajectory soared up suddenly without ainange of intensity right before the

irreversible bleach. It has been observed occalbyanaSMD of organic dyes. A striking

observation is in Figure 6.13c. It shows negativeadation between intensity and
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Figure 6.13. Dual plots of fluorescence intensityok) and lifetime trajectories (thin) of
three SMDs of PDI-P1l/glass. Plots (a) and (b) shewsitive correlation between

intensity and lifetime trajectories while (c) showlsar negative correlation.
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lifetime trajectories: the lifetime trajectory clges in the opposite way to the intensity
trajectory. Out of total 15 molecules observed, @aoules showed positive correlation
and 1 molecule showed the negative correlation. [Ehgth of intensity trajectories of
PDI-P1/glass is dramatically longer than that of HPD/ATO. In Figure 6.14, the
distribution of the emission duration of PDI-P1/AT(@ray) and minimum duration of
PDI-P1/glass (slashed) are plotted together. Therman duration of PDI-P1 emission
on ATO is similar to the minimum duration on glaSke phenomenon is attributed to the
quicker appearance of long dark state of PDI-P1/AR@n the irreversible bleach on
glass. As stated in Introduction section, the ddske of PDI-P1/ATO would come much
later and last shorter than that of PDI-P1/undofe@® due to the existence of electrons
in trap state and conduction band of PDI-P1/ATOe Tinplication of the difference in
the emission duration is that the electron trangfes certainly involved in the excited
state quenching that ended up with the lifetimeaeizse. The fast bleach of dyes on ATO

was attributed to the diffusion of an electron itite nanoporous network of ATO

30

25 PDI-P1 on ATO
2 PDI-P1 on glass

15

10

Occurrence

0.5 35 6.5 9.5 125 155 185 215 245 275 305
Duration of emission(s)

Figure 6.14. Distribution of the SM emission dusatiof PDI-P1 on ATO and the

minimum duration in case of PDI-P1 on glass.



21¢

particles after the ET from the excited state @f #usorbed dye in Chapter 4. Another
implication is that energy transfer could not be tnly mechanism of the excited state
guenching because energy transfer does not hawag #goviransfer electron into the ATO

film.

[I.F.SMFL of PDI-P1on ZrO;

In Section II.C, the fluorescence decay of bulk #2lon nanoporous ZgQvas fitted to

a single exponential model with lifetime 2.2 ns aeduced chi square 3.4. The value of
lifetime ranged from 2.0 to 2.5 ns depending on gample. The bulk decay deviated
from the single exponential a little and we preslicSMFL distribution of about 1 ns
standard deviation based on the decay deviatioe. SMFL measurement was done
following the typical procedure of SMD. A nanoposafirQ; film was soaked in I8 M
PDI-P1 solution in DI water for 1 min and washedhws ml of water. The pulsed 498
nm laser was focused on the sample surface withéirfNintensity. Blank test showed
insignificant detection of impurity. Figure 6.15 asresultant distribution of SMFLs of
PDI-P1/Z2rQ. The average and standard deviation of the digtob were 2.9 ns and 1.3
ns, respectively. The standard deviation is sintathe expected value 1 ns while the
average value is clearly higher than bulk lifetirhast components below 0.9 ns were not
measured contrary to the distribution of PDI-P1/ATK)y. 6.10) because the electron
injection into the conduction band of Zr@& not energetically allowed. The distribution
looks bell shaped from 0.9 to 4 ns and there arerabmolecules of long lifetime higher

than 4 ns. Taking this PDI-P1/Zs®est as alank test of PDI-P1/ATO in terms of ET,
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we have observed clear lifetime reduction in alirfeets of SMD tests of PDI-P1/ATO in

Figure 6.10.

[11. Discussion

[11.A. SM and Bulk Lifetimesof PDI-P1on ATO

The fastest components of the double and tripleomaptial decays fitted to the
fluorescence decay of the bulk PDI-P1 on ATO weflg Bs and 0.04ns in Table 1 and
Figure 6.5 respectively. Both of them are shott@ntthe record-shortest SMFL, 0.2 ns,
in the SM PDI-P1/ATO study. Below the 0.2 ns, SMiAeasurement is difficult because
of the low quantum yield resulting from ET. Instreimt response function-limited lowest
calculable value has been known to be about 5 psiirdetection method. The reasons
that made those short lifetime componentss(Asland 0.0,.ns) measurable not in single
molecule test but in bulk test were as follows: s ety that there is a molecule that has a
lifetime 2ns and emission power 1000 cps on ETtiwacsurface. It may have the

emission power 50 cps when its lifetime is shortete0.1 ns on ATO surface. With the

1.7 25
Fluo. Lifetime (ns)
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|||HII|I| 11 | 1
3.3 9 57 65

41 4.

L I||I
1 09

0 7.3

Figure 6.15. SMFL distribution of PDI-P1 on Zx@Q\verage and standard deviation were

2.9 ns and 1.3 ns, respectively.
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typical background ~250 cps, the molecule of 50 epgssion power is unlikely to be
sampled. Even if the molecule were sampled, we nwybe able to collect enough
number of photon counts for building decay cunaing limited by the short duration of
emission on ET-active surface (Fig. 6.14). In additeven if the molecule were sampled
and survived long enough for building decay curtlee background and 0.1 ns
fluorescence decay are hard to be decomposed dieitasimilar time profile; both of
them are nearly instantaneous signal. For thos®nsa none of hundreds molecules of
0.1 ns lifetime could be sampled in SMD test andhdbappear in SMFL distribution;
but all of them could contribute to and appear utkldecay curve without loss because
all the photons emitted by them are included bkay curve. The amplitudes in Table
6.1 and Figure 6.5 show that the shorter decay ocoemts dominate the total decay
dynamics.

Figure 6.16 is the plot of emission power vs. SMHAhe emission power is
proportional to the SMFL, which implies that theeguhing of excited state was working
in the experiment. The threshold dependence ofligtebution profile in Figure 6.10 is
resultant from the same origin as the emission pal@pendence on lifetime. The pattern
of the plot in Figure 6.16 suggests that even 1y glow nanosecond time scale electron
transfer seems to be effective in determining tegirhe: 2.9 ns and 1.7 ns corresponds
to infinite and 4.1 ns characteristic injection éisrespectively, simply using the average
SMFL of PDI-P1/ZrQ 2.9 ns (Section II.F) as the lifetime without EActually, the
lifetime without ET was broadly distributed (FiguBel5). Those slow ET components
are not detectable in bulk transient IR absorptest where ET has been measured to

finish in 100 ps. As another possible mechanisrtedogeneous energy transfer to the
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Figure 6.16. Average emission power vs. range fefitne. The reduction of lifetime
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Figure 6.17. Distribution of characteristic electtoansfer time of the SMD result shown
in Figure 6.10a. The bulk lifetime of PDI-P1/Zr@Xted to single exponential decay 2.2

ns was used as a lifetime of PDI-P1 in an EC-ivaathedium.

surface plasmon was suggested in Section lll.A.Xbépter 3. However, any clear
evidence has not been found about the existeniteanergy transfer.
The distribution of characteristic ET time is péaitin Figure 6.17 using Equation

2.4. The first two bars are pronounced and the gE&T times are evenly distributed.
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However, the shapes of those distributions in gl 0, 6.16, and 6.17 are subject to
change due to the limited number of recorded maéescin SMD.

It is interesting to note that one of the molesutethe SMFL test (Figure 6.10a)
showed dynamic lifetime change as shown in Figuls.6The intensity and lifetime
trajectories are represented by the thin gray skriel and the thick black solid line,
respectively. There are two levels of intensityeitéory at 5.5 kcps (< 38 s) and 4 kcps
(>50 s). Between them, intensity changed highlymfr6.8 kcps to 6.2 kcps. The
surprising thing is that the lifetime also made texels at 1.6 ns (<38 s) and 1.2 ns (>50
s), and fluctuated simultaneously with the intgngiobm 0.2 ns to 1.7 ns by 8.5 times
between the two levels. In addition, the lifetimedaintensity gradually and
simultaneously changed in the slope marked by ek tarrow, which proves the

dynamic observation of lifetime change. The dadbeedincludes all the changes in those
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Figure 6.18. Single molecule fluorescence intensity lifetime trajectories drawn in a
graph. The thin gray solid line is the intensitgjéctory and the thick black solid line is
the lifetime trajectory. The intensity and lifetinolhanged in positive correlation. The

dashed box includes all the changes in those tmjes.
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trajectories. Assuming that (1) the PDI-P1 is sotpbhemically robust that it never have
a state in which non-radiative decay rate chanpehs and that (2) there is no dipole
orientation effect in nanoporous matrix (SectiaB lin Chapter 2), such a simultaneous
change of intensity and lifetime in positive coatedn may have to be attributed to the
dynamic electron transfer rate change. The radidifetime change seems to be unlikely.
Even if it had happened, it would not have chanipedintensity. Because all the other
physical factors are static and in equilibrium gxtder the direction of molecular axis of
PDI-P1, we could explain that the phenomena reguitem the distance fluctuation
between the adsorbed PDI-P1 molecule and ATO namicea The observed electron

transfer rate changed maximum 8.5 times:

kfast _ Tlong _ 17 ns — 85 (6.2)
Kk T 0.2ns

slow short

where, Krst and Kgow are the fast and slow ET rate constants duringflthetuation,
respectively. 7ong and znor are long and short fluorescence lifetimes durihg t
fluctuation. The relation between the ET rate ratioEquation 6.2 and the distance

between ther orbital and ATO surfacd is:

K

slow

Kios _ exr{— ﬂj =85 (6.3)
B

where,Ad = d(slow) —d(fast). d(slow) andd(fast) are the distances in slow and fast
injecting conformation, respectively? is the exponential decay constant of distance

dependent ET rate constakt=k,_, exd— d/ ﬂ). Kg=o is the rate constant when d=0. The
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fis set to 1 here, thexd is 2.1 A. We could visualize above discussiomaBigure 6.19.
The single PDI-P1 molecule seemed to pivot on théase of an ATO particle; and it
moved intermittently, gradually, and took two camtconformations.

Very similar intensity trajectories to the oneHigure 6.19 have been observed by
Liu et af. They attributed the unique trajectory to thedniolecular electron transfer in a
specially designed molecule: two PDIs are conneegtadphenyl spacer. The electron
transfer from one PDI to the other PDI made a chaeparated dark state. Different
from their observation, the data in Figure 6.18vehthe smooth simultaneous changes
marked by the arrow. The formation of charge-sdpdrdark state in the literature may
have clear on-off characteristics. Another diffeems that the intensity level from 40 s
to 47 s in Figure 6.18 is higher than backgroundellewhich indicates that the
fluorescence is not completely quenched duringithe. On the contrary, the off-state in

the literature looks completely a dark state.

Figure 6.19. Schematic diagram of ATO--PDI-P1 snginction. PDI-P1 swings in a
various mode and resultant intensity and lifetimagettory changes as shown in Figure

6.18.
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I11.B. Single Molecule and Bulk Lifetime of PDI-P1 on Glass Surface

The average (3.7 ns) SMFL of PDI-P1s on glass nedtetell with bulk lifetime fitted to
single exponential decay model (3.7 ns). The ptedistandard deviation (0.5 ns) based
on the deviation of measured bulk decay from thglsiexponential decay matched with
measured SMFL standard deviation (0.6 ns) satmfiact The distribution in Figure 6.12
is not smooth just because the total number of cutds was only nineteen.

In Section I11.B of Chapter 5, we explained the SMt#stribution of RB/glass by
the combination of the local field correction anigalle orientation effect on surface.
Following the line of the analysis, a possible SMFnge of PDI-P1l/glass was
investigated. The quantum yield of PDI-P1 in DMFswaeasured to be 1 using R101 as
a standard. The quantum yield of PDI derivativevexfy similar structure to our PDI-P1
has been reported to be 1, od herefore, we set the measured fluorescencémigeof
PDI-P1 to its radiative lifetime. The fluoresceridetime of 1uM PDI-P1 in DMF was
measured to be 4.2hs, so is the radiative lifetime. We need to knthe radiative
lifetime of PDI-P1 in the air to find the possibifetime range on glass surface using the
relation in Equation 5.3. The fully microscopic &dield correction model (Equation
2.11) are adopted to calculate the radiative tifetin the air using the refractive index of
DMF 1.43F° As a result, the theoretical radiative lifetinrethe air was 5.7 ns. The
possible lifetime curve as a function of polar angf emission dipole moment
orientation is plotted in Figure 6.20a. The meadu®dFL distribution (Fig. 6.20b) is
taken from Figure 6.12. Most of SMFLs are populatethe high polar angle region. The
range of the possible lifetime curve does not cotlex whole measured SMFL

distribution. The origin of the discrepancy shob&lfound by continued study. The
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Figure 6.20. Polar angle dependence of radiatiggrfie (a) compared with the measured

SMFL distribution (b). The polar angle of the highpopulation is about 64°.

highest population of the polar angle was abouttB4t is similar to the RB/glass case,
~66°.

It is interesting that the intensity and lifetinrajéctories made both positive and
negative correlations in Figure 6.13. The poss$jbdf the creation of non-radiative decay
channel is certainly excluded because of the negatorrelation in the plot (c); the
change of non-radiative decay rate makes only igesdorrelation (Equation 2.5a). In
addition, the PDI-P1 is believed to have negligibtan-radiative decay yield in normal
environment™*? With its quantum yield fixed to 1, the changeirtensity results from
the excitation rate change inevitably; and the rfisoence lifetime change must be a
change of radiative decay rate. It is considered tthe only mechanism that can account
for those phenomena is the dipole orientation éffecthe radiative lifetime. Figure 6.21
depicts schematically the possible configuratioristhee dipole orientation changes
resulting in the simultaneous lifetime change. e is the case of positive correlation.

A dipole (thin single headed arrow) pivots on thet Surface and is excited by the
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electric field circularly polarized on the XY plafhick double headed arrow); when its
polar angle increases, its excitation efficiency amensity increases, accompanied by
the simultaneous increase of lifetime. Picture Bnhis case of negative correlation. The
dipole pivots on the tilted surface and is excitgdthe electric field circularly polarized
on the XY plane. The tilted surface used to be nieskby AFM. When the dipole’s
polar angle increases, its excitation efficiency amensity decrease, while its lifetime
increases. Picture C is another case of negatiwvelabon. The dipole pivots on the flat
surface. In this case, the molecule is not welitmryged at the center of the laser focus
(Appendix A in Chapter 4) and falls in a region wh& component of the electric field is
dominant® when its polar angle increases, its excitatiditiehcy and intensity decrease,

while its lifetime increases. The measured rangéefifetime changes in Figure 6.13

VA
LX,Y
=L .
A B C
fa s

/ /
Figure 6.21. Schematic diagrams of the possibldigmations of dipole orientation
changes resulting in the simultaneous lifetime geai©€oordinate system is shown above.
In the picture A, B, and C, thick double-headedwas are electric field polarized along
the direction of arrows. Thin single headed arrosygesent dipoles pivoting on the glass

surfaces. A, positive correlation; B, negative etation; C, negative correlation.
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were within the span of SMFL distribution (FigurelB), not so much as the drastic
change in PDI-P1/ATO in Figure 6.18. The more feaguobservations of the lifetime
fluctuation of PDI-P1 on glass than RB is ascribe@DI-P1’s less affinity to the surface
than RB’s.

In Figure 6.13b, the sudden increase of lifetiméhatend of the trajectory is in
guestion. Such phenomenon has been observed awalsioSpectral diffusion and
oscillator strength change might not be respondirat because the intensity did not
show a noticeable change before the bleach. Foiséinee reason, dipole orientation
effect is also not likely. A tentative explanatisrthat the molecule experienced a change
of nuclear configuration for a couple of secondobefphoto-bleach. The different state
had proper photophysical parameters (radiative aod-radiative decay rates and

absorption cross-section) for the constant intgrasid increased lifetime.

I11.C. Single Molecule and Bulk Lifetime of PDI-P1 on ZrO,

The bulk lifetime fitted to 2.2 ns lifetime of silegexponential decay model and we
predicted ~ 1 ns standard deviation of SMFL distitn. The measured average SMFLs
was 2.9 ns with its standard deviation 1.3 ns. ifimerently multi-componented bulk
lifetime seemed to lose its slow components binfitivith single exponential model. The
lifetime vs. filling factor curve of PDI-P1/ZrQOs shown in Figure 6.22. The curves are
the convolutions of empty-cavity (dotted), virtievity (thick solid), and fully
microscopic (thin solid) models, with the Bruggenedfective medium approximatih
The light gray area represents the full range oF&Mistribution shown in Figure 6.15.

The dark gray area represents the part of the SMBtribution, which had sound bell
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shaped distribution. The reason for defining thé bleaped range is to consider the
possibility of treating the long lifetimes (> 4 na3 the exceptional ones that might be
governed by other theoretical model. The fillingtta inferred from the bell-shaped part
ranged from 0.48 to 1, which is similar to the rang Figure 4.28. According to the
reasoning in Section Ill.A.3 of Chapter 4, a sing@l-P1 molecule is considered to have
felt the heterogeneous effective refractive indea the local filling factor of the space,
where the molecule was adsorbed, should alwaysidieehthan the bulk filling factor
~0.2. Comparing Figure 4.20 and Figure 6.15, tis¢ridution of PDI-P1/ZrQis clearly

shifted to shorter lifetime from that of RB/Z£Qt is not known why the optically almost

------- Empty—cavity,
Bruggeman

Virtual—-cavity,
Bruggeman

Fully Microscopic,
Bruggeman

Radiative Lifetime (ns)

0 02 04 06 08 1
Filling Factor

Figure 6.22. Plot of radiative lifetime as a fuatiof filling factor based on the three
combinations of effective medium approximation dochl field correction. Dotted line,
empty-cavity and Bruggeman model; Thick solid limartual-cavity and Bruggeman
model; thin solid line, fully microscopic and Bruggan model. The light gray area
represents the full span of measured SMFL distiobuthown in Figure 6.15. The dark

gray represents the part of the SMFL distributioait had sound bell shaped distribution.
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equivalent systems had the different distributidhgs also in question why the fully
microscopic model could not explain the SMFLs I#san 2.5 ns. One conceivable
explanation is that the excited state of PDI-P&dtgd an electron to the trap states of
ZrO,. The long SMFLs over 4 ns may be resultant froenftrtuitous formation of local
structure that induced long lifetime, or just imgies from solvent. To check the
existence of quenching mechanism, the relation @d@tmemission power and lifetime is

inspected in Figure 6.23. Obviously, there was learaquenching signature.

4000

3000 -
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0+ T T T T
06~1 1~2 2~3 3~4 4~7

Lifetime Range (ns)

(cps)

Average Emission Power

Figure 6.23. Average emission power vs. rangefefilne without any proportionality

between them.

V. Conclusion

The interfacial fluorescence lifetimes of PDI-P1ARO, glass, and Zrowere measured
in the surface concentrations of bulk and singléemde levels. Consistency in the bulk
and the single molecule observations were confiriié@ multi-exponential bulk decay
of PDI-P1/ATO was resolved by SMFL distribution Wehthe faster components than

210ps were not recorded. Under the sampling listigng lifetime reduction effect has
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been observed as shown in Figure 6.24 that islactioin of plots shown already. The
plot A, B, and C are PDI-P1/ATO sampled with 70& ¢pigure 6.10a), PDI-P1/glass
(Figure 6.12), PDI-P1/zZr©(Figure 6.15), respectively. The distribution A agkearly
displaced to shorter lifetime from B and C. Botle ttlistributions B and C are ET-
inactive but their positions in lifetime axis anthredard deviations are different. The
origins of the phenomena are attributed to the ldiparientation effect (B) and
heterogeneous effective medium approximation (@ndmic lifetime fluctuations were
observed in the PDI-P1/ATO and PDI-P1/glass. Theichanisms suggested in this work

are case by case depending on the energetics aéindl@eometry at the PDI-P1/ATO
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Figure 6.24. SMFL distribution of PDI-P1 on ATO (Alass (B), and Zr9(C). Clear
lifetime shortening is shown in PDI-P1/ATO compatedthe PDI-P1 on ET-inactive

substrates glass and ZtO



23<

and PDI-P1/glass junctions. They are summarizedrigure 6.25. All the observed
fluctuations are originated from the fluctuationRIDI-P1 conformation pivoted on the
surface of ATO and glass. ET rate change by théocoration fluctuation is a function of
the distance between the HOMO of PDI-P1 and ATQaser and dipole orientation

effect is a function of the polar angle of the dgwith respect to surface normal. The

ORIGIN VARIABLE OBSERVATION
ET rate .
Distance change > Positive
i correlation
on ATO fluctuation

Conformatior Horizontal Eo

fluctuation of and flat
PDI surface

On glass Horizontal Eo Negative

Poler angle
and tilted surface> correlation (1)

fluctuation

Negative
correlation (1)

Figure 6.25. Diagram of lifetime fluctuation mecksans suggested in this work. ET rate
changed as a function of the distance between HGM® ATO surface, resulting in
positive correlation between intensity and lifetinfower loss at the glass interface
changed as a function of the polar angle of enmssiipole, resulting in positive or
negative correlation; the negative correlation wexplained in two different ways and

labeled | and II.
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orientation effect could be divided to the positared negative correlations between the
lifetime and intensity trajectories. The positivarelations are ascribed to the molecules
that are well-positioned on horizontal surface,levtihe negative correlation might result

from one of extraordinary configurations.
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