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Abstract

Within–Host Ecology and Evolution of Nasal Colonizing
Bacteria: Streptococcus pneumoniae, Haemophilus influenzae and

Staphylococcus aureus

By Elisa Margolis

Many bacteria, including Streptococcus pneumoniae, Haemophilus influenzae and
Staphylococcus aureus, colonize and reside harmlessly in the nasal passages of a sub-
stantial faction of the human population and are therefore considered commensal.
However these same bacteria are also responsible for a great deal of morbidity and
mortality. The goals of this dissertation are to understand the conditions under
which these three species of bacteria can colonize the nasal passages, how they inter-
act with each other and why they become invasive. Towards these ends, experiments
in neonatal rats were performed on nasal colonization, intra- and inter-specific inter-
actions and on the invasiveness of these bacteria. All three species readily colonized
the nasal passages of neonatal rats and regardless of the inoculum size apparently
reached a steady-state density. To ascertain how these three different species inter-
acted, I introduced either the same or different species in rats already colonized with
other strains or species. Established populations of S. aureus inhibit invasion of new
S. aureus populations. And for both S. pneumoniae and H. influenzae the invading
and established populations of the same species were able to co–exist. Previous re-
ports had suggested that hydrogen peroxide (H2O2 ) production by S. pneumoniae
reduces S. aureus’ bacterial density, however in the neonatal rat model the density
of S. aureus when colonized did not differ in the presence of a S. pneumoniae strain
that was H2O2–secreting or non–H2O2 secreting. Surprisingly, the only multi-species
interaction that we did observe was H. influenzae reaching higher densities when S.
aureus or S. pneumoniae were present.One hypothesis for the rare invasiveness of
these commensal bacteria is the evolution of invasive mutants in the population of
bacteria colonizing the nasal passage or within–host evolution. When H. influenzae
isolated from the blood and the nasal passages were re-inoculated, one out of the six
blood isolates had an increased propensity to invade the bloodstream. These results
provide support for within–host evolution as one but not the sole explanation for the
occasional invasive disease of normally commensal bacteria.
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Introduction

Why when multiple people are exposed to an infectious disease does not everyone
fall ill? Why will one person be suffering from a hacking cough, another one not
at all visibly perturbed and others be dead? The large variation in outcomes after
exposure to an infectious agent is one of the fundamental unknowns in the field
of infectious disease and leads to far more questions than answers. Is this due to
variation in the population of hosts or in the population of microbes? Can we link
it to genetic variation in a particular operon or cytokine receptor family? Does the
variation come from the presence of other microbes or differences in the amount
of iron available to the microbe? Or is it simply due to chance alone, such that
every once in a while when a pathogen and host encounter disease occurs? The
investigations contained within this dissertation begin to address these issues for
invasive bacterial diseases.

There are many examples of bacterial species (e.g. Staphylococcus aureus, Es-
cherichia coli, Neisseria meningitidis, Streptococcus pneumoniae, Haemophilus influen-
zae) which colonize and reside for extended periods of time in substantial fractions
of human populations without causing symptomatic disease and are therefore
considered commensal. Here I will consider three of these species: S. aureus, S.
pneumoniae and H. influenzae. The selection of these three particular species is due
not only to experimental tractability but also to their relevance to human disease.
In particular these normally commensal bacteria species are responsible for con-
siderable morbidity and mortality associated with meningitis, pneumonia, otitis
media, soft tissue infections, bacteremia and sepsis[88, 4, 93].
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1.1 Ecology of Nasal Colonizing Bacteria

The human epithelium, including the gut, genitals and nose, provides a habitat
for an almost inconceivable number of bacteria. In the adult human intestine
alone there are up to 100 trillion microbes[73]. The nasal mucosa, which har-
bors a diverse prokaryotic microflora, is no exception. S. aureus, S. pneumoniae
and H. influenzae together with Moraxella cattarrhalis, N. meningitidis and various
other staphylococci and streptococci make up the commensal flora of the upper
respiratory tract. The majority of these species that colonize the nose are either en-
tirely harmless or commensals that on very rare occasions cause invasive disease
(i.e. meningitis, bacteremia or endocarditis) or disease in adjacent tissues (otitis
media or pneumonia). However, very little is known about the ecology of these
human microbial flora. Beginning with early portraits of gut habitats[16] through
recent investigations into the impact of obesity[44], much of the work on micro-
bial ecology of habitats in the human body is descriptive— describing the number
of species, number of habitats/niches or more recently the number of discernible
genomes. A more dynamical approach is necessary in order to understand what
governs the number of species, the number of niches available or the number of
microbes that can reside in these habitats.

1.1.1 Epidemiology of Nasal Colonizing Bacteria

Within seconds after birth (whether cesarean section or vaginal delivery) a human
infant encounters bacteria[3], and during the first months of life the nasopharyn-
geal flora become established[20]. In fact, humans are constantly exposed to new
bacteria throughout our lives. Therefore it is no surprise that at some point in
our lives we will encounter S. aureus, S. pneumoniae or H. influenzae. Whether that
encounter leads to carriage (a persistent detectable bacterial population) or rapid
clearance depends on whether the encountered bacteria successfully colonize our
nasal passages. Every human is likely to be carriers of one or all of these bacte-
ria during a lifetime. In the case of H. influenzaecarriage is most likely when we
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are young children; as carriage rates are low in the first 6 months of life, peak
between 3 and 5 years and decline in adulthood (Figure 1.1.1)[2]. For S. aureus a
slightly different trend emerges with over 70% of newborn babies having at least
one positive nasal culture, reducing to less than 50% during the first 8 weeks to
20% in a healthy adult population[93]. While S. pneumoniae carriage varies consid-
erably from population to population and study to study it is clear that the peak
incidence of pneumococcal colonization is in 6 months – 3 year-olds (55%) with a
steady decline until 10 years of age (8%) and a further decline in adulthood[5].

Figure 1.1: Percentage Carriers by Age Group. Prevalence of S. aureus, S. pneumo-
niae and H. influenzae carriage based on epidemiological surveys[93, 69, 51].
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Nasopharyngeal colonization is a dynamic process with turnover of species,
strains or serotypes. The degree of turnover appears to vary and three pattern of
carriage can be distinguished: persistent carriage, intermittent carriage and non-
carriage. In the case of staphylococcal carriage, 20% (range 12–30) are persistent,
30% (range 16–70) are intermittent and 50% (range 16–69) are non-carriers[93].
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While the definitions vary from study to study[86], some general trends emerge.
Persistent carriers are often colonized by a single strain of a particular species over
long time periods and generally have higher densities of bacteria[59]. Intermittent
carriers often carry different strains over time. And for all three species, children
are more likely to be persistent carriers than adults[13, 28].

What determines who becomes a persistent or intermittent carrier or non-
carrier? For this (and most of the questions in this dissertation) there are three
broad answers, none of which are mutually exclusive. The first factor could be the
host. For various reasons (e.g. age, genetic background, smoking habit, obesity,
sex, etc.) there is variation in the host’s physiological and immunological makeup
allowing for bacteria to not only colonize but persist. The second factor could be
variation in the colonizing population of bacteria- either genetic or purely pheno-
typic; such that differences in physiological responses and/or gene expression al-
low that specific population of bacteria to persist. Lastly there are inter–species (or
intra–species) interactions which could determine who becomes a carrier. There is
modest evidence for all three of these factors occurring. Host characteristics play
a substantial role in determining who will be a carrier or non-carrier. (Presumably
because exposure is almost universal– the relevant host characteristics are due to
heterogenity in host susceptibility.) In a recent study where both non-carriers and
persistent carriers were challenged with a mixture of S. aureus strains, the non-
carriers eliminated the challenged S. aureus [58]. Intriguingly in the same study,
the resident S. aureus strain they had had originally was selected for in the per-
sistent carriers. This suggests that not only does variation in bacteria matter but
that there is strong selection on this variation in each individual host. While there
are numerous suggestions of inter–species interactions in the literature, perhaps
the most striking evidence is the use of introducing one bacterial species to usurp
another (probiotics). For example, introduction of a Corneybacterium species has
been demonstrated to eradicate methicillin-resistant Staphylococcus aureus [84].
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Epidemiological studies reveal two fundamental features about these nasal
commensals:

1. Carriers are the most important source of transmission within the commu-
nity [38]

2. Invasive disease is preceded by nasopharyngeal colonization (with the same
strain) [29, 20, 35]

The first can be inferred from probability: there are vast numbers of carriers of
these bacteria and only a tiny fraction of the population have disease; so carri-
ers’ contribution to the transmission cycle is much more extensive. The second
point was first reported by Danbolt in 1931[75] and widely validated for S. aureus
(including demonstrating that the nasal colonizing and infecting strain share the
same phage type or genotype[85, 89]). However it has been slower to find accep-
tance in the streptococcal scientific community, as the point was diluted by the
emphasis on defining particular serotypes as ’invasive’ and others as ’colonizing’
[8] .

1.1.2 Ecology of Bacterial Colonization

The dynamics of bacterial colonization and the bacterial load of a given habitat
is determined by three ecological levels: resources, bacteria–bacteria interactions
and predators (i.e. immune system and bacteriophage), Figure 1.2. As the nasal
mucosa is rarely an unoccupied habitat, most colonizing bacteria must confront a
plethora of resident bacteria that can affect all three ecological levels. Two scenar-
ios are predicted by ecological theory for a new bacteria population colonizing a
habitat with resident bacteria: coexistence or competitive exclusion. Competitive
exclusion is predicted in four situations, when the residents:

1. grow better on the available resources (exploitation competition; limiting
resource)

2. produce bacterocins or harmful substances (interference competition; allelopa-
thy) [9, 71]
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3. induces an immune response to which the invading population is more sen-
sitive than the resident (apparent competition; immune mediated)[26, 62].

While it was once thought that stable coexistence of ecologically similar strains or
species was unlikely [30], a large body of theoretical and experimental work sug-
gests that stable coexistence of multiple strains of the same and different species is
not only possible but may even be prevalent. Scenarios that allow for this outcome
include differential utilization of multiple resources (including metabolic byprod-
ucts) [61, 79, 39, 31, 81, 6], spatial or temporal variability in a habitat [10] and the
presence of predators (i.e. bacteriophage or the immune response) [43].

Resources

Bacteria

Immune System

Space Attachment 
sites

Nutrients

Toxin

Figure 1.2: Whether colonization can occur depends on three ecological levels:
1) Resources- how bacteria populations utilize the resources (energy sources, nu-
trients, attachment sites, etc.); 2) Bacteria- how bacteria interact with each other
(including toxin production) and 3) Immune Response- how susceptible bacteria
are to a particular immune response (phagocytosis, complement, antibodies, etc.).

There are numerous reports of residential bacteria affecting the colonization of
an invading species. In the case of same species, Wickman has shown for S. aureus
that the organism arriving first will outcompete the burn wound[94]. Lipsitch
and colleagues have demonstrated that some strains of S. pneumoniae (serotype
6B) can limit the nasal colonization of another S. pneumoniae (serotype 23F) [45].
There are notable investigations into competitive interactions in complex bacteria
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communities- for instance host inflammation leads to gut microflora dominated
by Enterobacteriaceae [47] and Bordetella pertussis increases attachment of S. aureus ,
H. influenzae and S. pneumoniae to cultured respiratory cilia[80]. In the nasal pas-
sages, α -haemolytic streptococci and viridans streptococci have been found to in-
hibit colonization by S pneumoniae, H influenzae, S aureus and M catarrhalis[83, 78].
Below is a more thorough consideration of the ecological conditions for allelopa-
thy, specifically H2O2 affect on nasal colonization, and immune–mediated compe-
tition.

H2O2 Allelopathy

An attractive hypothesis to explain why S. aureus –S. pneumoniae co-colonization is
rare than expected[4, 69, 50, 90, 49], is that S. aureus is killed by H2O2 produced by
S. pneumoniae [70]. H2O2 is produced by S. pneumoniae as a by-product of pyruvate
oxidase synthesis of acetyl phosphate. This enzyme has a role in metabolism, sig-
naling and oxidative stress[67]. The possibility of H2O2 mediated allelopathy has
wide-spread implications for nasal colonizers as some produce H2O2 (including
S. pneumoniae [64] and the viridans streptococci [82]) while many more are par-
ticularly sensitive to H2O2 (including S. aureus [70], H. influenzae , N. meningitidis
and M. catarrhalis[63]).

Ecological conditions can effect whether a toxin producing bacteria will have
a competitive advantage in a particular habitat. For instance Chao and Levin,
demonstrated that a toxin producer growing on agar surfaces was able to over-
come its fitness disadvantage as they had an increase access to resources in the
zone of inhibition around colonies[9]. In broth culture this was not the case and
toxin producing bacteria had an advantage only when they were common enough
to produce sufficient toxins (frequency-dependence). In theoretical studies, when
there is a relative cost to toxin production, toxin producing strains persist in rich
habitats where resource competition is lower.[22]. However, a patchy distribu-
tion of resources can allow for coexistence of toxin producers and toxin sensitive
bacteria[17]. Interestingly empirical studies have shown that large differences in
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growth rate, lysis rate and amount of toxin produced per bacterium translate into
relatively small differences in colonization dynamics[71].

In the case of H2O2 mediated allelopathy in the nasopharyngeal habitat, there
are three ecological conditions that are important to consider:

1. the half-life of the H2O2 ,

2. the amount of H2O2 produced per bacterium, and

3. the relative growth rates of the H2O2 –producing and sensitive bacteria.

Figure 1.3: S. pneu-
moniae H2O2 produc-
tion

H2O2 can freely diffuse across bacterial membranes
and cause single-strand nicks in DNA as well as oxida-
tion of critical respiratory chain components[32]. How-
ever, bacteria and the host epithelial cells (and all aerobic
organisms) possess enzymatic to neutralize (i.e. catalases)
and scavenge (i.e. reduced glutathione) H2O2 [12]. The
bacterial defenses alone are sufficient to lower the half-
life of the H2O2 , such that H2O2 –sensitive bacteria can
survive and multiply in the presence of H2O2 –producing
competitors[48]. The second factor, the amount of toxin
produced per bacterium, is important because in broth
when S. pneumoniae is at low densities relative to S. au-
reus there are insufficient amounts of H2O2 to inhibit the
growth of S. aureus [69]. And lastly the rate of replication
of the toxin sensitive strain may make up for the killing by
a toxin, as demonstrated by Cornejo and colleagues[11].

Immune–Mediated Competition

Immune-mediated competition requires two conditions:

1. an immune response must be elicited during colonization or be constitu-
tively present
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2. the colonizing population must be more sensitive to that immune response
than the resident (or vice versa)

Previously it had been assumed that commensal flora did not elicit immune re-
sponses as these were reserved for pathogens. However, it was recently found that
microbial commensals are recognized by Toll-like receptors (TLR) under normal
conditions and this recognition is necessary to maintain epithelial homeostasis[66].
Colonization by S. aureus, S. pneumoniae or H. influenzaelikely elicits an immune
response. For example, S. aureus colonization density has been shown to be in-
creased in TLR2-deficient mice (which are also highly susceptible to S. aureus
sepsis[77])[24]. And both S. pneumoniae and H. influenzae elicit the production
of the chemokines MIP-2 (during mouse colonization) and IL-8 (when cultured
with human respiratory epithelial cells)[68]. Together this suggests that epithe-
lial cells respond to S. aureus, S. pneumoniae or H. influenzaebacteria by generat-
ing the signals, such as cytokines, necessary to trigger inflammation. As to the
second condition, I am not aware of any studies directly comparing how differ-
ent species/strains differ in their sensitivities to specific immune responses that
might be elicited by commensal bacteria.

1.2 Evolution of Virulence

Why do infectious diseases cause harm? Or from the microbes perspective, why
be virulent? It is easier to understand why microbes are infectious, as transmission
from one host to another increases a pathogens populations’ long–term fitness. It
is much more difficult to explain why these pathogens harm their host. In fact
conventional wisdom suggests that pathogens that are dependent on their hosts
for survival- most bacteria, viruses and parasites- should eventually evolve to not
harm or kill their hosts. Yet if that is the case how can we explain why there are
so many infectious diseases.

There are a number of evolutionary explanations for why pathogens are vir-
ulent, or cause damage to the host due to their presence. The simplest (the con-
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ventional wisdom mentioned above) is that although pathogens will eventually
evolve to be benign parasites (purely commensal) those that cause disease haven’t
been in contact long enough (or their have been impediments) to their evolving
more gentle life styles. While this may be true it does not provide a mechanism to
explain how evolution evolves. The epidemiological explanation for virulence
is that the damage done to the hosts is an adaptation for the persistence of a
pathogen in the host population[1, 19]. In this case virulence induced by bac-
teria will be maintained by natural selection if it aids in the pathogen’s ability to
transmit. Alternatively parasite traits responsible for virulence may have evolved
for other functions[41]. For example, Shiga toxin may not have evolved to cause
hemolytic uremic syndrome but to protect E. coli from grazing protozoa[76]. For
invasive diseases there is an additional hypothesis: short-sighted within–host
evolution[40]. In this case, colonizing populations include or generate variants
that have a short-term advantage because they are able to replicate in sites where
virulence occurs. In the past, within–host evolution has always been character-
ized as short–sighted because for invasive disease the site where virulence occurs
is usually not where transmission occurs. However if the site of virulence is also
the sight of transmission, within–host evolution becomes a more explicit mecha-
nism for the epidemiological explanation. In theoretical studies, within–host se-
lection among competing strains can lead to higher levels of virulence[42, 60]. This
has been demonstrated for rodent malaria; more virulent parasites outcompeted
less virulent parasites and obtained higher transmission to the mosquito host[14].
This illustrates how for a given pathogen these hypotheses may not be mutually
exclusive.

While there has been extensive theoretical and some experimental work on the
evolution of virulence, the majority has ignored two aspects of infectious disease.
The first is that even though infectious disease can be responsible for serious ill-
ness and death, not all encounters with pathogens cause such extensive damage.
This is especially true for the set of organisms that I have been considering, com-
mensal bacteria (such as S. aureus, S. pneumoniae and H. influenzae) that only on
rare occasions cause invasive disease. The second aspect is that most of the work
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on evolution of virulence has seen virulence as a pathogen trait and has ignored
the hosts contribution to the damage.

1.2.1 Within–host Evolution of Invasive Bacterial Disease

Evolution is simply the process whereby variation for a trait like antibiotic suscep-
tibility in a natural population can lead to individuals with the beneficial variants
for that habitat to be more likely to propagate. Evolutionary processes while typ-
ically thought to occur over a long time scale can occur over the course of a single
bacteria infection, for instance the emergence of antibiotic resistance (Figure 1.4).
The microbial characteristics that allow evolution to occur over short periods of

Figure 1.4: Within–Host
Evolution. Variation in an-
tibiotic susceptibility that
exists in natural popula-
tions can be selected by
antibiotic treatment result-
ing in a population hav-
ing mostly individuals that
have a low sensitivity to
the antibiotic.

times (during a single infection) includes their
large population sizes, high mutation rates (for
some) and short generation times. In fact,
there are some viruses that are so extreme in
these characteristics, such as HIV where viruses
isolated from a single patient over six years
yields as much variation as influenza viruses col-
lected from sites all over the world[37]. This
within–host evolution process can lead to se-
lection of a variety of traits that are benefi-
cial for the pathogens including antibiotic resis-
tance, immune escape [33, 21], cellular tropism[91,
92] (or preference for a particular habitat) and
in the case of polio virus [87] and coxsackie
virus [23].

One explanation for the rare invasiveness of com-
mensal bacteria is the evolution of invasive mutants
in the population of bacteria colonizing the nasal
passage or within-host evolution for invasive dis-
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ease. Some of the most appealing lines of evidence for this explanation can be
found in experiments by Meynell and Stocker (1957) (and repeated by others) in-
vestigating whether invasion is an independent event for each bacterium crossing
or orchestrated cooperatively by the colonizing bacteria[53]. In these experiments,
equal frequencies of two genetically marked but otherwise isogenic strains were
inoculated into rodents. While both strains were present in the site of coloniza-
tion, in most cases only one or the other marked strain was recovered from the
blood. If in fact invasion involved many bacteria crossing into and proliferat-
ing in the bloodstream, then both marked strains would be expected to be recov-
ered. This experiment was first done with oral inoculation of Salmonella enterica
serovar typhimurium of mice [53, 52] and repeated with intranasal inoculation
of Haemophilus influenzae [56], oral inoculation of Escherichia coli K1 [65] and in-
traperitoneal inoculation of Streptococcus agalactiae [72] in neonatal rats. An alter-
native explanation for these experiments’ results (that does not assume that the
invading population of bacteria is genetically different from those colonizing) is
that by chance alone one or a few bacteria pass through the host defenses and es-
tablishes a blood population. Of note the Meynell and Stocker original experiment
has been extended with greater resolution (13 flourescence marked Salmonella en-
terica) in order to determine the intracellular demography of the bacteria.[7].

1.2.2 Contribution of Host’s Immune System to Virulence

In all of the current hypotheses for the evolution of virulence (i.e. epidemiolog-
ical, coincidental or within–host evolution) the onerous is on the pathogen and
explaining why this pathogen ends up causing harm. The host is completely pas-
sive in these interpretations. Virulence is assumed to be due to greedy parasites
which are damaging their hosts in order to exploit their host resources. Its cer-
tainly true that if not for the pathogen than the host would not be sick. But when
one looks at the immediate cause of the symptoms of most infectious diseases it is
often due to the host’s immune defenses screwing up[27]. This immune screw-up
has previously been referred to as immunopathology but I’ll refer to it as an over-
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response. In these cases, virulence is due to microbes interacting with the host
in such a manner that leads to an inappropriate or excessive immune response.
While numerous bacterial examples are presented in Chapter 4 I’ll illustrate this
concept with West Nile Virus (WNV) infection. The damage to mammalian hosts
due to WNV occurs when viruses cross into the central nervous system (CNS) re-
sulting in inflammation. What allows WNV to cross into the CNS is an excessive
immune response in the peripheral tissue that involves Toll-like Receptor (TLR) 3
recognition of WNV and the subsequent release of cytokines (IL-6, IFN and TNF-
α) which increase the permeability of the blood brain barrier[15] . Therefore the
virulence of WNV can be thought of as being primarily due to inflammation in
peripheral tissue leading to inflammation of the CNS.

1.3 Neonatal Rat model

The neonatal rat model for colonization of the nasal passages and investigating
the natural course of invasive disease, used extensively throughout this disser-
tation, was developed by Richard Moxon to study H. influenzae meningitis[57].
Nasal colonization (when inoculation density exceeds 107cfu) is followed closely
by bacteremia and meningitis; mimicking the invasive disease process seen in
children.

While there are a multitude of animal infection models for S. aureus, S. pneumo-
niae and H. influenzaebacteria (including mice[34] and cotton rats[36]), the neona-
tal rat model of colonization is unique in that it allows for all three of the species
to reliably colonize their natural habitat, the nasopharynx, with low inoculums.
One of the most important considerations (especially to the relevance) of a par-
ticular animal model of disease is whether the immune responses will be similar
to those that occur in the pathogen’s natural host. In the case of neonatal rats
their immune development may be considered to follow that of a young infants
(less than 6 months) [46, 55, 25, 54, 18], Figure 1.5. The infant rat model has also
been employed to investigate N. meningitidis and Streptococcus agalactiae [72, 74].
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Figure 1.5: Comparison of Neonatal Rat and Human Immune Development.
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In this dissertation I have extend the model to be used for both S. aureus and S.
pneumoniae nasal colonization.



1.4. Outline of the Thesis 15

1.4 Outline of the Thesis

The main aim of the research described in this dissertation is to obtain a better
understanding of the bacteria- and host-mediated factors determining nasal col-
onization and invasive disease due to normally commensal bacteria, such as S.
aureus, S. pneumoniae and H. influenzae.

Part I: Ecology of Nasal Colonization

While colonization is the necessary first step to both invasive disease and trans-
mission to another host, little is known about the factors that determine the den-
sity and structure of commensal bacterial communities, in short, the ecology of
colonization. In Chapter 2, I evaluate the role of competition from the same
species and different species in determining colonization of S. aureus, S. pneumo-
niae and H. influenzaein the nasal passages of neonatal rats. Understanding the
forces that maintain and disturb the density and structure of colonizing popula-
tions can inform efforts to develop probiotics and understanding why co-infection
with viruses, such as influenza, promotes bacterial invasive disease. More impor-
tantly by investigating the ecology of colonization of these species, predictions can
be made about the potential ecological sequelae of the wide-scale use of vaccines
directed at specific strains or species, like their replacement by other potentially
invasive strains and species.

In this vein, it has been proposed that the reduction of S. pneumoniae colo-
nization due to the pneumococcal-conjugate vaccine has lead to a loss of H2O2

-mediated interference competition and in turn an increase in staphylococcal in-
vasive infections. In Chapter 3, I directly test whether hydrogen peroxide produc-
tion by S. pneumoniae affects the nasal colonization of S. aureus .

Part II: Evolution of Virulence

One of the most important questions in infectious disease is why do microbes
cause damage to their hosts. While there has been extensive theoretical and some
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experimental work on the evolution of virulence, the majority has ignored the
role of the immune response. In Chapter 4, the different hypotheses for the evolu-
tion of virulence are summarized and the role of the host’s immune system over-
responding is considered. The technical aspects of a mouse wound abscess model
is described in Chapter 5 as I had intended to use this model to test whether ab-
scesses can be considered immune over-responses.

Why do commensal bacteria cause invasive disease in sites from which they
can not be transmitted and why do they do so in only a small minority of colo-
nized hosts? While differences in host factors (e.g. age, genetic background, etc.)
undoubtedly contributes to some hosts being more susceptible to invasive disease
by commensal bacteria, variation (whether genetic or phenotypic) in the coloniz-
ing population of bacteria may contribute. One explanation is that the colonizing
population of bacteria includes members that are selected because they have or
acquire heritable modifications that enable them to invade new sites. In Chapter
6, I tested this within–host evolution hypothesis by evaluating whether H. influen-
zae isolated from the blood is more likely than nasal isolates to establish in the
blood.

In addition to increasing a pathogen’s virulence, within-host evolution can al-
low for the emergence of antibiotic resistant mutants during antibiotic treatment.
Theoretical models of antibiotic treatment have provided hope that treatments can
be designed rationally to not only treat infections but also to prevent the emer-
gence of antibiotic resistance. However, most antibiotic treatments are still em-
pirically designed. One limitation of theoretical models of antibiotic resistance is
they have either not included the host’s immune response or assumed that its only
role is to reduce the bacteria’s growth rate. In Chapter 7, models that explicitly
consider how different immune responses can effect the within-host selection of
antibiotic resistance during antibiotic treatment are presented.
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Abstract

Background: Although nasal colonization is the necessary first step in many in-
vasive bacterial infections, little is known about the colonization process. Here,
we evaluate the role of competition from the same and different species in the
colonization of Streptococcus pneumoniae, Staphylococcus aureus and Haemophilus in-
fluenzae in the nasal passages of neonatal rats.

Methods/Results: When neonatal rats are colonized by one of any of these species
the density of bacteria in the nasal passage rapidly reaches a constant steady–state
density. To investigate intra– and inter–species competition, forty-eight hours af-
ter colonizing neonatal rats with one species we invaded with a second inoculum
of a marked strain of the same or different species. During intra–species compe-
tition, both the established and invading populations co-existed for H. influenzae
and S. pneumoniae. However established populations of S. aureus inhibit invasion
of new S. aureus populations. In inter–species competition, both in neonatal rats
and in vitro we found that H. influenzae reached higher densities when S. aureus or
S. pneumoniae were resident.
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Conclusions: The inter–species and intra–species competition results suggest that
resource limitation may influence both S. aureus and H. influenzae colonization.

2.1 Introduction

The first step in a bacterial disease is the successful establishment of a bacterial
population in a host, colonization. Although a great deal is known about the
course of bacterial diseases and factors contributing to their virulence, relatively
less is known about the necessary conditions for and dynamics of this essential
first step. Under what conditions can a bacterial population colonize a particular
site in a host? How are those conditions affected by prior colonization by bacteria
of the same or different species? What determines the number and location of bac-
teria in the colonizing population and thereby the likelihood of invasive disease,
transmission to other hosts and the presence of mutants resistant to antibiotics?

The answers to these questions are of more than just academic interest. They
are needed to evaluate the potential ecological and evolutionary sequelae of the
wide-scale use of vaccines directed at specific strains or species, resulting in their
replacement by other potentially invasive strains and species [16]. In addition, the
answers to these questions are critical to understanding the mechanisms of action
and towards evaluating the consequences of probiotics (like the use of Corneybac-
terium species to eradicate Staphylococcus aureus [39]) as well as potential negative
consequences of antibiotic prophylaxis and treatment. Finally, these answers are
central to understanding the pathogenesis of bacteria like Streptococcus pneumo-
niae, Staphylococcus aureus and Haemophilus influenzae that colonize and persist in
a large numbers of people without causing disease[32, 1].

In accordance with ecological theory, whether bacteria can colonize or not
is determined by the availability of resources (i.e. nutrients, space, attachment
space), host immune responses and the presence of toxins or harmful substances.
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As the presence of bacteria can influence all of these factors, co-inhabitants often
determine whether colonization can occur. Classical ecological theory has sug-
gested that colonization (i.e. stable coexistence) of ecologically similar strains or
species is unlikely as the one that grew faster on the available resources should
exclude the others [11]. However numerous theoretical and experimental studies
suggest that coexistence may occur in many scenarios, for example where there is
differential utilization of multiple resources [25, 37, 15, 12, 38, 3]or spatial or tem-
poral variability in a habitat [6]. In addition to resource competition, colonization
is influenced by whether the resident bacteria population produces harmful sub-
stances (like bacterocins [5, 31]) or induces a host immune response to which the
invading population is more sensitive than the resident [10, 26]. Therefore colo-
nization investigations must consider the co-inhabitants’ influences on the habitat,
namely resource availability and predation by the host’s immune response, toxins
or other harmful substances.

The nasal mucosa harbors a diverse prokaryotic microflora, including both en-
dogenous harmless and potentially pathogenic bacteria. For bacteria in this latter
category (including S. aureus, S. pneumoniae and H. influenzae) successful coloniza-
tion of this often already occupied habitat is the first step for further transmis-
sion, invasive disease (i.e. meningitis, bacteremia or endocarditis) and infection
of adjacent tissues (i.e. otitis media or pneumonia) [42, 9, 2]. Here we investi-
gate the role of inter– and intra–species competition in the nasal colonization of
neonatal rats by Streptococcus pneumoniae, Haemophilus influenzae and Staphylococ-
cus aureus. First we consider the population dynamics of nasal colonization for
each strain separately and demonstrate that by 48 hours a steady-state density
has been reached that is independent of inoculum density. To characterize the na-
ture of intra–specific competition, 48 hours after colonizing neonatal rats with one
species we pulsed with a second inoculum of a marked strain of the same species.
These pulse experiments suggest that resident S. aureus prevents co–colonization
of the same strain; while for both H. influenzae and S. pneumoniae the steady-state
density is increased to allow for the co-existence of pulsed and established popu-
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lations. We also found inter–species interactions between these three potentially
pathogenic species which in one case increased and in another decreased the den-
sity of the colonizing species.

2.2 Methods and Materials

2.2.1 Bacterial strains, media and inoculum preparation

S. pneumoniae TIGR4 [36] and Poland(6b)–20[24] were provided by Lesley McGee.
Tr7 was selected as a spontaneous rifampicin resistant mutant of TIGR4. S. aureus
PS80 (serotype 8 ATTC 27700) was obtained from American Type Culture and Pr1
was selected as a spontaneous mutant of PS80 exhibiting resistance to rifampin. H.
influenzae Eagan and its streptomycin resistant mutant Rm154 were provided by
Richard Moxon. Em4 was selected as a spontaneous mutant of Eagan exhibiting
resistance to nalidixic acid.

S. pneumoniae strains were grown in Todd-Hewitt broth supplemented with
0.5% w/v of yeast extract (THY) and plates were supplemented with 4% v/v of
sheep blood (BBL). Broth cultures and agar plates of S. pneumoniae were incubated
at 37◦C with 5% CO2. H. influenzae strains were grown in brain heart infusion
broth supplemented with 10µg of hemin and 2 µg of βNAD per ml (sBHI). S.
aureus strains were cultivated in Luria-Bertani (LB) broth cultures.

Equal fitness of antibiotic marked strains was confirmed by mixing equal den-
sities of cultures in exponential phase and sampling the initial densities and the
densities 6 hours later in broth or 48 hours later in nasal passages of neonatal
rats. For all combinations (i.e. TIGR4/Tr7, PS80/Pr1, Rm154/Em4), there was no
significant fitness difference in vitro or in vivo (data not shown).

Inoculum for all the infant rat experiments were prepared by initially growing
strains to late logarithmic phase (OD620:0.35-0.8). These were stored at −80◦C

and then thawed before suspending in 2 ml of either LB, THY or sBHI. Mid-
exponential phase cultures were centrifuged (5,000 g x 3 min) and resuspended in
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phosphate-buffered saline with 0.1% gelatin (PBSG). Note the addition of gelatin
did not lead to an increase in the inoculation density for any of these bacteria.
Bacterial densities were estimated by plating dilutions of S. aureus on LB Agar
plates or LB plates supplemented with rifampicin (40 mg/L); S. pneumoniae on
THY blood plates supplemented with either streptomycin (40 mg/L) or rifampicin
(50 mg/L) or H. influenzae on sBHI plates supplemented with bacitracin (0.3 g/L)
and either streptomycin (4 mg/L) or nalidixic acid (5 mg/L).

2.2.2 Infant Rat Model

All in vivo experiments were performed under the guidelines approved by the
Emory Institutional Animal Care and Use Committee. Three-day-old pups, born
of timed-pregnant Sprague–Dawley rats (Charles River Laboratories), were ran-
domly reassigned to dams. At 3 or 5 days of age, rats were intranasally inoc-
ulated by touching a drop of 102 – 108 bacteria of either S. aureus , S. pneumo-
niae or H. influenzae (that had been spun down and re-suspended in 5 µl PBS
supplemented with 0.1% gelatin (PBS-G)) to the right and then another 5 µl to
the left external nares[20]. The nasal flora of un-inoculated neonatal rats, deter-
mined by colony morphology on blood plates, appeared to consist primarily of
non-hemolytic streptococci and coagulase-negative staphylococci. No S. aureus,
S. pneumoniae and H. influenzaecolonies were isolated from un-inoculated neona-
tal rats.

Two days after the innoculation, nasal wash was collected from 200µl of PBS-
G instilled into a 5 cm intramedic polyetylene tubing (PE50, intramedic, Clay
Adams) placed into the trachea, and nasal epithelium was scraped from the nasal
passages after a second wash of 200µl of PBSG and removal of the frontal bones.
Up to 3 sequential nasal washes contained no significant decrease in the bacteria
density compared to the first wash. The nasal epithelium was homogenized in 1
ml of PBS-G.

In all experiments, 100µl of the nasal wash and nasal epithelium samples were
plated directly and serially diluted onto selective plates. The limit for detection
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was 10 cfu/ml. Nasal wash densities were converted to cfu in rat by multiplying
cfu/ml by 5 (200uL total vol.) and nasal epithelium by multiplying by 1 (1ml total
vol.). With the exception of the H. influenzae –S. pneumoniae interaction, data from
the nasal wash and nasal epithelium data are in agreement and only the nasal
epithelium data are presented; as nasal epithelium likely represents the persistent
colonizing population [4].

2.2.3 Experimental Design

For the population dynamics of nasal colonization, groups of 4–16 5-day-old rats
were intranasally inoculated with either 104 or 107 cfu bacteria of S. aureus, S.
pneumoniae or H. influenzaeand sampled 12–144 hours after inoculation. Inoculum
independence was confirmed by inoculating groups of 7–16 5-day-old rats with
102– 108 cfu bacteria of S. aureus, S. pneumoniae or H. influenzaeand sampling at 48
hours.

For intra–species invasion, one marked variant of a particular strain was in-
tranasally inoculated into two groups of 24–36 3-day-old rats. Fourty-eight hours
later one group was intranasally inoculated with the same species with the al-
ternative antibiotic marker while the other inoculated with PBS. At 0, 24, 48 and
96 hours after pulsing with the same species 6–8 rats were sacrificed and sam-
pled. For each pairing between antibiotic marked strains of the same species (i.e.
TIGR4/Tr7, PS80/Pr1, Rm154/Em4), this experiment was repeated with the re-
verse strain being established and pulsed.

For the inter–species invasion, experiments testing, groups of 8–12 3-day-old
rats were inoculated in both nostrils with either one species (S. aureus, S. pneumo-
niae or H. influenzae) or with PBS. All of these rats were then inoculated 48 hours
later with 106– 107 of another species (S. aureus, S. pneumoniae or H. influenzae).
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2.2.4 Immune Depletion

For systemic complement depletion, cobra venom factor (CVF; Advanced Re-
search Technologies, San Diego, CA) was administered to 4-day-old neonatal rat
by intraperitoneal injection of 500 µg/ kg of weight (dissolved in 0.1 M PBS)[7].
Systemic complement depletion was confirmed by the EZ Complement CH50 Test
kit (Diamedix, Miami, FL)[14].

For systemic neutrophil depletion, anti-neutrophil serum (ANS, absorbed rab-
bit anti-rat PMN; Accurate Chemical, Westbury, NY) was administered to 4-day-
old neonatal rat by subcutaneous injection of 6 µL/g of weight (diluted 1:1 in
PBS)[13]. Systemic neutrophil depletion was confirmed by FACS analysis of blood
and local depletion confirmed in the nasal passages using a myeloperoxidase
(MPO) assay of nasal epithelium[44].

2.2.5 Statistical Analysis

The bacterial densities (and the log10 transformed densities) during colonization
were not normally distributed. To determine whether inoculum size altered the
median bacterial density or whether the density varied from 48 to 96 hours post-
inoculation, a Kruskal-Wallis rank sum test was used to compare the ranks for
each inoculum size or time point. A Wilcoxon rank–sum test was used to evaluate
the statistical significance in inter-species competitions or the myeloperoxidase
results for different strains.

2.3 Results

2.3.1 Population Dynamics

All three species readily colonize the nasal passages of neonatal rats. Within 48
hours after one of the three species is inoculated, H. influenzae, S. aureus and S.
pneumoniae reach and maintain for at least three days a population of 100-10,000



24 Ecology of Nasal Colonization and Competition

cfu in the nasal epithelium (Figure 5.1). This colonization occurs in spite of the
fact that these neonatal rats’ nasal passages already contain bacterial flora. As the
population dynamics of nasal colonization did not differ in the nasal wash sample
with the nasal epithelium, only the nasal epithelium data are shown.
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Figure 2.1: Population dynamics of nasal colonization. Five-day-old neonatal
rats were inoculated with 107 (black circles) or 104 cfu (diamonds) of either S.
pneumoniae, H. influenzae or S. aureus. The median bacteria density in the nasal
epithelium of 4–16 rats at each time-point is plotted. Error bars represent SE.

The bacterial load for each of the species was not significantly different from
48 to 96 hours (p-values for each species determined by Kruskal-Wallis rank sum
were <0.05). While the dynamics for both a low and high inoculum density ap-
pear to be similar, we ascertained whether bacterial load is inoculum-independent
at 48 hours after inoculation. For all three species the bacterial load is invariant
over a wide range of inocula (102-108 cfu) (Figure 2.2), suggesting that nasal colo-
nization rapidly reaches a steady-state.

2.3.2 Invasion of Same Species in a Colonized Host

To test whether nasal colonization can occur in the presence of the same species,
new populations of bacteria were pulsed (104 cfu inoculated) into rats that were
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Figure 2.2: Bacterial load at 48 hours post-inoculation is independent of Inoculum
Density. Groups of 7–16 five–day–old neonatal rats were inoculated with 102-108

cfu of either S. pneumoniae, H. influenzae or S. aureus. The 25th to 75th percentiles
of nasal wash and epithelium samples taken 48 hours after bacterial challenge are
represented by the box plots, with the bold horizontal bar indicating the median
value, circles outlying values and dotted error bars SE. P values were determined
by Kruskal-Wallis rank sum which tested the null hypothesis that the bacterial
load are distributed the same in all of the inoculum groups.

already colonized by bacteria of that species. Antibiotic markers that conferred
no in vitro or in vivo fitness costs were used to distinguish the resident and pulsed
populations and each experiment was repeated reversing the strains as pulsed
or resident to control for any fitness differences. As the population dynamics
suggest that the bacterial load for each of these species is tightly controlled, we
expected that the total density (resident+pulsed) would return to the bacterial
load observed in rats without pulses. Because resident and pulsed strains of the
same species utilize the same resource (and attract the same immune responses),
co-existence of both strains is expected unless the limiting factor is available only
on a first come first serve basis.

In the case of S. aureus, regardless of whether the marked strain is resident or
pulsed, we find that the pulsed strain declines in density (faster relative to the es-
tablished) over the course of 96 hours. As the pulsed strain declines (decrease in
percent shown in dotted line) the total bacterial load of S. aureus in the rats with
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the pulsed and established strain (+ pulse) doesn’t differ from the total density of
S. aureus in the rats with only the established strain (- pulse). For S. aureus the bac-
terial density does not exceed that observed in rats without a pulse and priority is
given to the resident strain.
For both S. pneumoniae and H. influenzae there is an increase in the total density
in the rats with the pulse (+ pulse) compared to rats with only the established
strain (- pulse). As the population dynamics had suggested that bacterial load is
under tight control, we ensured that the result was not a fluke by repeating the
pulse experiments four times each for S. pneumoniae and H. influenzae. We saw the
bacterial load increase to varying degrees (more so for H. influenzae and less for
S. pneumoniae ) in every replicate (data available upon request). In both of these
species, we observe that the pulsed and resident strains co-exist with the pulse
strain becoming 25-75% of the population.
For all the species, the pulse results obtain in reciprocal experiments (switching
pulse and resident strains) confirming that the results are not due to fitness differ-
ences in the antibiotic marked strains.
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Figure 2.3: Pulse on established populations of same species. Established pop-
ulations were inoculated into 3-day-old neonatal rats 48 hours prior to pulsing
104 cfu of a marked strain of the same species or PBS. The total bacterial density
in nasal epithelium of 6–8 rats with the established and pulsed population (dark
grey) and just the established population (light grey) were tracked over 96 hours
after the pulse and expressed as the median with error bars indicating SE. In ad-
dition, the percent of the bacterial density that is pulsed is marked with points
with dotted error bars indicating SE. Antibiotic marked strains were switched to
be either pulsed or established for H. influenzae (in A and B), S. aureus (in C and
D) and S. pneumoniae (in E and F).
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2.3.3 Invasion of Different Species in a Colonized Host

Competition among the same species and particularly in the case of the same
strain (as in the above pulse experiment) is usually mediated through a limiting
resource. Competition between species, in addition to partitioning of a shared re-
source, can be mediated through inhibitory agents/toxins (allelopathy) or preda-
tors (the immune system). Previous studies suggest that S. pneumoniae produc-
tion of hydrogen peroxide may affect the densities of other species[27, 30] and
that immune-mediated competition reduces S. pneumoniae density in the presence
of H. influenzae [17]. To evaluate the contributions of these different competitive
mechanisms we performed invasion experiments (with one strain of each species:
Eagan, TIGR4 and PS80), in which one species was resident and a second was in-
troduced (an invader).

Table 2.1: Density (log10 cfu) in nasal epithelium when invading a host colonized
with another species

Residenta

Uninfected S. pneumoniae H. influenzae S. aureus
Invader Densityb Densityb p c Densityb p c Densityb p c

S. pneumoniae 3.30±0.20 3.30±0.32 0.49 3.45± 0.22 0.51
H. influenzae 3.08±0.28 5.17±0.36 0.01 4.26± 0.18 0.03
S. aureus 3.53±0.18 3.31±0.18 0.20 3.21± 0.30 0.42

a Resident bacterial density was not significantly different from un-invaded rats in any
combination of species.

b Median (± SE) bacterial density of invader in 8–16 rats in units of log10 cfu
c P value from Mann Whitney U test comparing the bacterial density of previously

uninfected rats and in those with another species already resident. Values considered
significant (< 0.05) are in bold.

We found that H. influenzae reaches a higher density when invading resident
populations of either S. aureus or S. pneumoniae (Table 1). A similar increase in
the bacterial density of H. influenzae was observed in vitro ; when mixtures of
these strains were grown in broth for 6 hours H. influenzae bacterial density was



2.3. Results 29

20%(±14) greater with S. pneumoniae and 19%(±3) greater with S. aureus present
than when grown alone.

Immune–mediated Competition

We had expected to detect immune–mediated competition between H. influenzae
and S. pneumoniae, as had been observed in a mice model of colonization by Ly-
senko and colleagues [17], however we saw no evidence with TIGR4 and Eagan
(Table 1). To follow up on why we detected no interaction between H. influenzae
and S. pneumoniae in neonatal rats, we tested an additional S. pneumoniae strain
(Poland(6b)–20). We found that this particular strain of S. pneumoniae had a re-
duced density in the nasal wash (but not the nasal epithelium) when invading in
a neonatal rat with an established H. influenzae population (Figure 2.4). This re-
duction in Poland–20’s population did not occur in neonatal rats which had been
depleted of complement or neutrophils.

To explain why we could only observe this in one of the two strains tested and
only then in the nasal wash, we hypothesized that either induction of or sensitiv-
ity to the immune system must differ in these strains and locations. We quantified
the neutrophil infiltration in the nasal epithelium by measuring the Myeloperox-
idase (MPO) activity at 48 hours after inoculation with each strain/species alone
or when Poland(6b)–20 was inoculated on an established H. influenzae population
(Figure 2.7 A).

No difference in neutrophil infiltration is observed between rats colonized by
the two different S. pneumoniae strains (TIGR4 and Poland(6b)–20). The neutrophil
infiltration observed 48 hours after Poland(6b)–20 invaded on an established H.
influenzae population (when immune mediated competition was observed in the
nasal wash) is significantly higher than rats with just Poland(6b)–20 colonizing
alone, however it was not significantly higher than in rats with only H. influenzae.
While these results suggest that H. influenzae is primarily responsible for the neu-
trophil infiltration that reduces the nasal lumen populations of some strains of S.
pneumoniae, S. pneumoniae may still have a role in eliciting the immune response.
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Figure 2.4: Immune Mediated Competition. Three-day-old neonatal rats were
treated with either anti-neutrophil serum (–neutrophil) or cobra venom factor (–
complement) or PBS and inoculated with either 106cfu of H. influenzae or PBS
(alone). Forty-eight hours later, 104 cfu of Poland(6b)–20 S. pneumoniae was in-
oculated. The 25th to 75th percentiles of nasal wash samples taken 48 hours after
S. pneumoniae inoculation are represented by the box plots, with the horizontal
bar indicating the median value and circles outlying values. Error bars indicate
the standard error. P -value from Mann Whitney U test comparing the bacterial
density of previously uninfected rats and those with established populations of
H. influenzae.

We observed that the neutrophil infiltration in response to S. pneumoniae coloniz-
ing alone increases from 48–96 hours after inoculation, compared to the constant
neutrophil presence with H. influenzae (Figure 2.7 B).
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Figure 2.5: Neutrophil infiltration: comparison of strains and species at 48 hours
and dynamics over 96 hours. A) Neutrophils in the nasal epithelium from rats
inoculated 48 hours earlier with 104 cfu of bacteria from a single species (Rm154,
TIGR4 and Poland(6b)–20) or from rats inoculated 96 hours earlier with 106 cfu of
H. influenzae and 48 hours earlier with 104 cfu of Poland(6b)–20 were quantified
using the MPO assay. Lines indicate median MPO values. P -value is calculated
by the Wilcoxon rank sum test. B) Dynamics of neutrophil infiltration in response
to nasal colonization by S. pneumoniae (TIGR4) or H. influenzae. Following inocu-
lation groups of 5–8 rats were sacrificed and neutrophil infiltration was measured
by MPO assay. Median MPO Units are plotted. Error bars represent SE.

2.4 Discussion

2.4.1 Population Dynamics

Our experiments indicate that all three species we studied (S. aureus , S. pneu-
moniae and H. influenzae ) can colonize the nasal passages of neonatal rats and
each reaches a bacterial load that is independent of the initial inoculum size –
whether inoculated at densities above or below their respective levels, the popu-
lation reaches and maintains at this density. The wide-spread variation in bacterial
load and the relatively low total densities observed mirrors what has been seen in
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human hosts [34]. That the bacterial load is invariant to changes in the initial in-
oculum size indicates that the bacteria population is tightly controlled– perhaps
by a limiting resource or a host’s immune response.

2.4.2 Invasion of Same Species in a Colonized Host

As the nasal passages are almost always coated with endogenous flora, newly in-
oculated bacteria likely face stiff competition. To investigate competition within
and between each species, we performed a series of pulse experiments with ge-
netically marked colonizing (pulsed) and resident (established) bacteria. We ex-
pected that the bacterial density in the rats with the pulse would return to the
steady-state density with either the pulsed population being competitively ex-
cluded or co-existing with the established population.

During intra–species competition, for both H. influenzae and S. pneumoniae , the
resident and the pulsed strains coexist. Presumably this means there is sufficient
access to the limiting resource for the pulsed strain to colonize or that the limiting
host’s immune response doesn’t distinguish between resident and pulsed bacte-
ria. Surprisingly following the pulse the bacterial load of S. pneumoniae and H.
influenzae increased and this result occurred in every replicate of this experiment.
While clearly baffling in light of the steady state densities we observed in follow-
ing the population dynamics of single inoculations of these strains, these results
might be attributable to an expansion in the colonization area, increased immune
suppression or the release of new resources– perhaps associated with an inflam-
matory response. While the innate immune response can reduce the amount of
iron available for bacteria [22] we are unaware of investigations into whether bac-
teria can take advantage of resources (i.e. dead cells, released metabolites) created
by an inflammatory response.

More straight forward, our results clearly indicates that invading strains of
S. aureus are at a disadvantage relative to the resident; in intra–species competi-
tion the pulsed strain is lost while the resident strain is maintained. It should be
noted that in these experiments we controlled for fitness differences by reversing
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the markers of the pulsed and resident strain. Moreover, as expected following
the loss of the pulsed S. aureus strain, the total density returns to the set point
rather than increase. These experiments suggest that S. aureus is limited by a lo-
calized resource available on a ’first-come, first-serve’ basis – perhaps attachment
sites [41, 33]. This result may explain why competing strains of S. aureus were
excluded from burn wounds[43] and from nasal colonization in persistent human
carriers[23].

2.4.3 Invasion of Different Species in a Colonized Host

We expected that inter–species competition between these three strains would re-
duce the bacterial density of these species due to overlapping resource require-
ments, allelopathy by harmful substances (i.e. bacterocins and hydrogen perox-
ide) and immune–mediated competition. However our results are consistent with
the proposition that any pairwise combination of the three species can co-exist;
as the presence of one species does not reduce the nasal epithelium colonization
density of another. In fact in the only significant interaction observed H. influenzae
reaches a higher density when invading resident populations of either S. aureus
or S. pneumoniae than it achieves in rats not colonized by these bacteria. Since
this result is also observed in vitro it seems likely due to some host-independent
mechanism like S. aureus and S. pneumoniae providing nutrients that would other-
wise limit H. influenzae . Indeed, in the past H. influenzae has been identified and
cultured due to the fact that it grew as satellites off of S. aureus colonies [8]. To
our knowledge this is the first evidence for S. aureus and S. pneumoniae providing
nutrients to H. influenzae during nasal colonization. That we were unable to detect
other previously reported/speculated multi-species interactions in the nasal ep-
ithelium of neonatal rats, provides some clues as to the conditions in which these
interactions are likely to occur.

It has been proposed that the production of hydrogen peroxide by S. pneumo-
niae may affect the densities of S. aureus and H. influenzae as both are susceptible to
hydrogen peroxide killing [27, 30, 35]. However in this and previous work [19] we
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found no evidence that hydrogen peroxide produced by S. pneumoniae limits the
colonizing populations of either of the two species. This may be because the den-
sity of S. pneumoniae is too low for sufficient hydrogen peroxide production or the
nasal epithelium inactivates the hydrogen peroxide produced. That we found no
ecological interaction between S. aureus and S. pneumoniae colonization suggests
that the epidemiological observation that S. aureus–S. pneumoniae co-colonization
is rarer than expected [1, 29, 21, 40, 18] may be due to the bacteria preferring dif-
ferent hosts.

2.4.4 Immune–mediated Competition

Previous experiments by Lysenko and colleagues in a mouse model have shown
that when H. influenzae and S. pneumoniae co-colonize, S. pneumoniae’s density in
the nasal wash is lower than when inoculated alone due to immune-mediated
competition[17]. While the results of our rat model experiments with H. influen-
zae and S. pneumoniae are consistent with their work [17], they also suggest that
this immune-mediated competitive interaction may only affect the colonizing S.
pneumoniae population in the nasal wash (not the population adhering to nasal
epithelium) and be strain-specific. Having observed this phenomenon with the
clinical strain of S. pneumoniae Poland(6b)–20 but not with TIGR4, we hypothesize
that these strains must vary either in their ability to elicit or in their suscebtibility
to the immune response that occurs in the presence of H. influenzae . We found
that both strains elicited similar neutrophil infiltration during nasal colonization.
Moreover, while we can’t exclude the possibility that H. influenzae and S. pneu-
moniae may elicit a more intense innate immune response together than when
alone [28], our results provide no evidence for this synergy. There is no difference
in the neutrophil infiltration 48 hours after inoculation in rats co-colonized with H.
influenzae and S. pneumoniae than with H. influenzae alone. However, these results
may be due to differences in the dynamics of the immune response to H. influenzae
and S. pneumoniae colonization, as S. pneumoniae doesn’t elicit much neutrophil in-
filtration until 72-96 hours after inoculation. Together our results suggest that the
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immune response primarily elicited by H. influenzae is responsible for reducing the
density of S. pneumoniae in the nasal wash and that S. pneumoniae strains may vary
in their susceptibility to this innate immune response. While we found limited ev-
idence for immune mediated competition, that the nasal epithelium population is
un–affected suggests that this competition may not effect the long–term carriage
of S. pneumoniae in the nasal passage.

2.4.5 Limitations and Significance

The most significant limitation and caveat associated with this study, is that the
neonatal rat immune system is rapidly changing during the course of these exper-
iments, thereby, limiting our ability to draw inferences about the persistence of
colonizing bacteria. While arguably a decent model for young infants, the neona-
tal rats are unlikely to be an accurate model of the nasal passages of older children
or adults. The results obtained may be strain specific and only one or two strains
for each species was tested. Furthermore, our ability to discern interactions was
limited by the large amount of variation in densities observed in individual rats.

Caveats and limitations aside, we believe that the application of an ecological
framework to the colonization of neonatal rat model with S. aureus, S. pneumoniae
and H. influenzaeis useful to our understanding the epidemiology of colonization,
disease processes and the impact of vaccination on these bacteria species. These
results are only beginning to address the mechanisms responsible for the dynamic
process of nasal colonization with turnover and replacement of species, serotypes
and strains in the complex community. For example the pulse experiments results
suggest that for S. pneumoniae and H. influenzae the presence (and turnover) of
multiple strains and serotypes would be expected in carriers. Or that H. influenzae
colonization is likely to be more successful (and possibly more likely to cause
disease if disease is density dependent) when preceded by either S. aureus or S.
pneumoniae. Ultimately the ecology of nasal colonization will be able to inform
whether vaccination (or antibiotic treatment) directed at one particular species
will lead to the unintended consequences of increased colonization by competing
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(and possibly more pathogenic) species, serotypes or strains.

2.5 Appendix

The following appendix contains experiments investigating the immune system’s
role in the population dynamics of each species when colonizing alone and as
it is very preliminary will not be included in the final published version of this
research.

To ascertain if nasal colonization is immune limited we tested whether im-
pairment of specific components of the innate immune response, specifically neu-
trophils and complement, leads to an increase in colonization density. We found
that the set points for S. aureus and H. influenzae in rats depleted of neutrophils
or complement did not differ significantly from the corresponding set points in
control animals (Figure 2.6, panel B). In contrast, the set point of S. pneumoniae
in rats depleted of neutrophils or complement was significantly greater than in
control rats when inoculated at densities in excess of 104 cfu (Figure 2.6, panel A).
An effect of immunity on the S. pneumoniae set point was not apparent at lower
inocula densities, however.

Why is S. pneumoniae limited by immunity only at high inoculum densities?
One explanation is that there is a threshold inoculum size below which elements
of the immune response are not induced. To test this hypothesis, the degrees to
which S. pneumoniae (and the other 2 species) elicited neutrophil infiltration were
measured using the myeloperoxidase (MPO) assay. In support of this threshold
hypothesis, we found that low inoculum densities of S. pneumoniae elicited a sig-
nificantly lower neutrophil infiltration than high inoculum densities. In addition,
S. aureus-colonized neonatal rats had no greater density of neutrophils in the nasal
epithelium than the uninfected controls. Colonization with H. influenzae elicited
the strongest neutrophil infiltration (Figure 2.7).

These experiments suggest that initial inoculum levels of S. pneumoniae may
determine immune response -possibly due to antigen delivery and that neither
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Figure 2.6: Nasal colonization in neutrophil or complement depleted neona-
tal rats. Twenty-four hours after treatment with either anti-neutrophil serum
(neutrophil-depleted) or cobra venom factor (complement-depleted) or PBS (con-
trol) 106 or 103 cfu of either S. pneumoniae, H. influenzae or S. aureus was inoculated.
The 25th to 75th percentiles of nasal epithelium samples taken 48 hours after bac-
terial challenge are represented by the box plots, with the horizontal bar indicating
the median value. Error bars represent standard error.

H. influenzae nor S. aureus densities in the nasal passages are affected by neu-
trophils and complement. Further experiments looking into the inoculum density
dependence- such as looking into the neutrophil infiltration elicited by heat killed
S. pneumoniae would be interesting.
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Figure 2.7: Neutrophil infiltration in response to nasal colonization of S. pneu-
moniae, H. influenzae and S. aureus. Neutrophils in the nasal epithelium from rats
inoculated 48 hours earlier with either 103 (low) or 106 (high) cfu of one of the 3
bacteria species or from uninfected controls were quantified using the MPO assay.
The p value displayed was determined by Wilcoxon Rank Sum test.
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Abstract

It has been proposed that the relative scarcity of Staphylococcus aureus and Strepto-
coccus pneumoniae co-colonization in the nasopharynx of humans can be attributed
to hydrogen peroxide-mediated interference competition. Previously it has been
shown in vitro that H2O2 produced by S. pneumoniae is bactericidal to S. aureus. To
ascertain whether H2O2 has this inhibitory effect in the nasal passages of neonatal
rats, colonization experiments were performed with S. aureus and S. pneumoniae.
The results of these experiments in neonatal rats are inconsistent with the hy-
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pothesis that hydrogen peroxide - mediated killing of S. aureus by S. pneumoniae
is responsible for relative scarcity of co-colonization by these bacteria. In mixed
inocula colonization experiments and experiments where S. aureus invades the
nasopharynx of rats with established S. pneumoniae populations, the density of S.
aureus did not differ whether the S. pneumoniae strain was H2O2 secreting or non-
H2O2 secreting strain (SpxB). Moreover, the advantage of catalase production by
S. aureus in competition with a non-catalase producing strain (KatA) during nasal
colonization is no greater in the presence of H2O2 producing S. pneumoniae than
non-H2O2 producing S. pneumoniae.

3.1 Introduction

Recent epidemiological investigations of the carriage of S. aureus and S. pneumo-
niae suggest that co-colonization by these two commensal (and occasionally in-
vasive) bacteria is negatively correlated [1, 16, 11, 25, 7]. One corollary of this
observation is that a reduction in the frequency of colonization in one of these
species would lead to a corresponding increase in the frequency of the other. In
fact it has been proposed that the reduction of S. pneumoniae colonization due to
the pneumococcal-conjugate vaccine has played a role in the increase in S. au-
reus acute otitis media and bacteraemia [24, 5]. The mechanism proposed to ac-
count for this co-colonization pattern is interference competition, or allelopathy,
mediated by the killing of S. aureus by S. pneumoniae produced hydrogen peroxide
(H2O2)[19]. In broth, high densities of S. pneumoniae mixed with S. aureus results
in S. aureus’ demise, and killing does not occur if the pneumococci genetically lack
pyruvate oxidase (SpxB) or catalase is present to neutralize the H2O2 [19]. While
much attention has been given to the appealing hypothesis that loss of H2O2 -
mediated interference competition by S. pneumoniae is responsible for the increase
in invasive S. aureus infections, there has been only indirect confirmation [14] that
this allelopathic mechanism operates during nasal colonization.

In this report, I test the effect of H2O2 production by S. pneumoniae on nasal col-
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onization of S. aureus in two scenarios where interspecies interference may occur
in a neonatal rat model: the invasion of an established population of S. pneumo-
niae by S. aureus and mixed inocula of both species. By using isogenic strains of
S. pneumoniae that either produce or do not produce H2O2 (SpxB) I demonstrate
that H2O2 production by S. pneumoniae has no effect on S. aureus colonization.
Furthermore, the advantage of catalase producing S. aureus in the presence of S.
pneumoniae is manifest whether S. pneumoniae produce or do not produce H2O2. I
discuss some potential reasons why S. pneumoniae - mediated H2O2 allelopathy is
effective against S. aureus in vitro but not in vivo.

3.2 Methods and Materials

3.2.1 Bacterial strains, media and inoculum preparation

S. pneumoniae TIGR4 [22] and an SpxB-negative variant of TIGR4 (designated
SxpB) [19] were provided by Marc Lipsitch. S. aureus PS80 (serotype 8 ATTC
27700) and Newman (NCTC 8178) were obtained from the American Type Cul-
ture collection. A catalase-deficient KatA-negative variant of Newman (desig-
nated KatA) [14] was provided by George Liu. S. aureus strains were cultivated in
Luria-Bertani (LB) broth cultures and agar plates incubated at 37◦C. S. pneumoniae
strains were grown in Todd-Hewitt broth supplemented with 5 g of yeast extract
(THY) and plates were supplemented with 40ml of sheep blood (BBL). Broth cul-
tures and agar plates of S. pneumoniae were incubated at 37◦C with 5% CO2.

Inoculum for all the infant rat experiments were prepared by initially growing
strains to late logarithmic phase (OD:0.35-0.8). These were stored at −80◦C and
then thawed on the experiment day before suspending in 2 ml of either LB or
THY. Cultures that reached mid-exponential phase were centrifuged (5,000 g x
3 min) and resuspended in phosphate-buffered saline with 0.1% gelatin (PBSG).
Inocula and animal specimen densities were estimated by plating dilutions on LB
Agar plates for Newman or PS80, LB plates supplemented with spectinomycin
(100mg/L) for KatA or S. pneumoniae on THY blood plates supplemented with
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either streptomycin (40mg/L) for TIGR4 or kanamycin (75mg/L) for SpxB.

3.2.2 Infant Rat Model

All in vivo experiments were preformed under the guidelines approved by the
Emory University Institutional Animal Care and Use Committee. Three-day-old
pups, born of timed-pregnant Sprague–Dawley rats (Charles River Laboratories),
were pooled, randomly reassigned to dams and maintained in microisolator cages
in a biocontainment facility. At 3 or 5 days of age, rats were intranasally inoculated
by touching a drop of 106 – 107 bacteria of either a mixture of S. aureus and S.
pneumoniae strains or one strain alone suspended in 5 µl PBS supplemented with
0.1% gelatin (PBS-G) to the right and then another 5 µl to the left external nares[12,
13, 9].

Two days after the innoculation, nasal wash was collected from 200µl of PBS-
G instilled into a 5 cm intramedic polyetylene tubing (PE50, intramedic, Clay
Adams) placed into the trachea, and nasal epithelium was scraped from the nasal
passages after a second wash of 200µl of PBSG and removal of the frontal bones.
The nasal epithelium, which has been suggested to represent a distinct population
[2], was homogenized in 1 ml of PBS-G.

In all experiments, 100µl of the nasal wash and nasal epithelium samples were
plated directly and serially diluted onto selective plates. Plates were incubated
overnight at 37◦C and all colonies were counted. The limit for detection at any
site was 20 cfu/ml.

3.2.3 Experimental Design

In the mixed inoculum experiments , 5-day-old rats were intranasally inoculated
with 106– 107 bacteria of a mixture of a S. aureus strain ( Newman, PS80, KatA or
mixture of Newman and KatA) and a S. pneumoniae strain (TIGR4 or SpxB ) at a
ratio of 1:5 (S. aureus : S. pneumoniae). For each pairing between a S. aureus and S.
pneumoniae strain, this experiment was replicated in three different groups of 6–12
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rats; a single replicate is shown (all others are available on www.eclf.net).
For the experiments testing whether S. aureus can invade when S. pneumoniae is

established, groups of 6 3-day-old rats were inoculated in both nostrils with 106 S.
pneumoniae (TIGR4 or SpxB ) or with PBS. All of these rats were then inoculated 48
hours later with 106– 107 S. aureus ( Newman, PS80, KatA or mixture of Newman
and KatA). For each pairing between a S. aureus and S. pneumoniae strain, this
experiment was replicated in two different groups of 6–12 rats; a single replicate
is shown (all others are available on www.eclf.net).

3.2.4 Statistical Analysis

A Welch’s t test was used to evaluate the statistical significance of H2O2 produc-
tion by S. pneumoniae on the bacterial density of S. aureus following growth on
agar surfaces or during nasal colonization. To ascertain if catalase producing S.
aureus was being selected during nasal colonization the selection rate constant
(rnk) was calculated. The selection rate is a measure of the relative recovery of the
catalase producing S. aureus (Newman) and the catalase deficient S. aureus (KatA)
inoculated into the nasal passages over the 48 hours and is given by

rnk = ln
Nn(48)

Nn(0)
− lnNk(48)

Nk(0)
(3.1)

where Nn (0) and Nk (0) are the initial densities in the inoculum of Newman and
KatA, respectively and Nn (48) and Nk (48) are the densities detected at the spe-
cific site after 48 hours in the rat [23]. A selection rate of 0 indicates that there is no
selection for catalase production and a positive rate indicates an advantage for the
catalase producing strain. The P values given for the selection rates were deter-
mined using the two-tailed probability (from the t-distribution with n-1 degrees
of freedom) of rejecting by chance the null hypothesis that the selection rate con-
stant equals zero, indicating equal fitness for the catalase producing (Newman)
and catalase deficient (KatA) strains.
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3.3 Results

Previously it has been shown that in vitro H2O2 production by S. pneumoniae limits
the growth of S. aureus in liquid culture [19]. To determine whether this occurs in
vivo, neonatal rats were used because both S. aureus and S. pneumoniae readily col-
onize the nasal passages of neonatal rats in single clone and mixed culture (with
low inoculum densities). Within 48 hours after a single species is inoculated alone,
both S. aureus and S. pneumoniae reach and maintain for at least 5 days a popula-
tion of 103 cfu/ml in the nasal wash and epithelium (data not shown). Despite
large individual variation in bacterial densities with either species, the average
bacterial density in neonatal rats are similar to the bacterial loads reported for
humans [21]. To determine if H2O2 plays a role in competition during coloniza-
tion when both S. pneumoniae and S. aureus are introduced in a mixed innoculum,
5-day-old neonatal rats were challenged with a mixture of S. pneumoniae and S.
aureus. The three strains of S. aureus were separately mixed with either a H2O2

producing S. pneumoniae strain (TIGR4) or a non-H2O2 producing S. pneumoniae
strain (SpxB). If H2O2 produced by S. pneumoniae killed the S. aureus one would
expect that S. aureus would reach a statistically significant lower density in the
presence of the H2O2 producing strain (TIGR4) compared to when inoculated with
the SpxB. This is not observed, Figure3.1.

Since the amount of H2O2 produced is proportional to the number of bacteria,
the maximum amount of H2O2 would be present when the population of pro-
ducing strain is at a high density. Consequently one would expect that H2O2

production would be most effective in preventing invasion in habitats that are al-
ready colonized by the H2O2-producing population. To ascertain whether this is
the case for S. pneumoniae H2O2 production, S. aureus was inoculated intranasally
into neonatal rats with established populations of S. pneumoniae (inoculated 48hrs
earlier) of either H2O2-producing (TIGR4) or non-H2O2 -producing (SpxB). At 48
hours, the nasal wash and epithelium were sampled and the density of both S.
pneumoniae and S. aureus estimated. The results of this experiment suggest that S.
aureus is equally able to invade populations of S. pneumoniae in the nasal passages
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Figure 3.1: Forty-eight hour densities of S. aureus and S. pneumoniae from nasal
wash and epithelium of colonized rats. Five -day-old neonatal rats were colonized
with 5 x 106 cfu of a S. pneumoniae strain which produces H2O2 (TIGR4) or one
that does not (SpxB) in the left nostril and 1 x 106 cfu of S. aureus either the PS80,
Newman or catalase deficient Newman strain (KatA).

of rats whether the S. pneumoniae strain was capable of producing H2O2 or not and
whether the S. aureus produced catalase or not, see Figure??.

One explanation for why S. aureus is uninfected by S. pneumoniae produced
H2O2 during co-colonization and is able to invade established populations of
H2O2 producing S. pneumoniae is that wild-type S. aureus produces a sufficient
amount of catalase to neutralize the H2O2. Recent results by Park and colleagues
[14] suggest that this may be the case. In their experiments with a mouse co-
colonization model S. pneumoniae producing H2O2 selects for catalase - producing
S. aureus in mixtures with otherwise isogenic KatA mutants that do not produce
catalase.

To discern whether H2O2 production by S. pneumoniae selects for catalase pro-
ducing S. aureus in the neonatal rat model, mixtures of catalase producing (New-
man) and non-producing (KatA) S. aureus were inoculated either in co-inoculation
with or invading on an established S. pneumoniae population of either H2O2 pro-
ducing (TIGR4), a non-producing (SpxB) or a PBS buffer control. The selection
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Figure 3.2: Forty-eight hour densities of S. aureus and S. pneumoniae from nasal
wash and epithelium of colonized rats. Three-day-old neonatal rats were colo-
nized with 107 cfu of a S. pneumoniae strain which produces H2O2 (TIGR4) or one
that does not (SpxB). Five-day-old neonatal rats were colonized with 106 cfu of S.
aureus either the PS80, Newman or catalase-deficient Newman strain (KatA).

rate, which compares the relative recovery of the two strains in the nasal epithe-
lium, measured the competitive performance of the catalase producing S. aureus
and the non-catalase producing S. aureus . If the selection rate constant is zero
there is no advantage for the catalase producer, while a value in excess of 0 would
mean catalase production is favored. The nasal epithelium results of this experi-
ment are presented in Table 3.3.
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Table 3.2: Selection for catalase production in S. aureus in the
Nasal Epithelium

mixed inoculum S. pneumoniae established
Selection Rate a P Selection Rate a P

(KatA+ relative to KatA-) valueb (KatA+ relative to KatA-) valueb

PBS 0.48± 0.83 0.583
TIGR4 0.48 ± 0.42 0.296 5.52 ± 0.59 0.006
SpxB 1.63 ± 0.39 0.006 3.40 ± 0.64 0.002

a Mean (± sem of the mean)
b Two-tailed probability from the t–distribution of rejecting by chance the null hypoth-

esis that the selection rate constant equals zero, indicating equal fitness for catalase

producing (new) and catalase deficient (KatA).

The catalase producing strain has a marked advantage over the non-producer
when co-inoculated with a non-H2O2 -producing strain (SpxB), however there
was no detectable selection for catalase production without S. pneumoniae present
(PBS control) or when co-inoculated with the H2O2 producing strain (TIGR4) 2.3.3.
The selective advantage for catalase production is even more pronounced when
the mixture of S. aureus strains is invading neonatal rats with established popula-
tions of S. pneumoniae. In this case the fitness advantage of the catalase production
is signigicant regardless of whether the established S. pneumoniae strain produced
H2O2. Similar results obtained when fitness was estimated from densities deter-
mined from the nasal wash (results not shown).

3.3.1 Discussion

The hypothesis that hydrogen peroxide - mediated killing of S. aureus by S. pneu-
moniae is responsible for the relative scarcity of co-colonization of these two species
of bacteria is appealing. It provides an explanation for why the increase in inva-
sive S. aureus infections could be due to the vaccine associated decrease in pneu-
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monoccal colonization. This hypothesis is supported by not only epidemiological
studies[1, 16, 11, 25, 7] but also by in vitro experiments[19] that show H2O2 pro-
duced by S. pneumoniae is bactericidal to S. aureus and limits the density which
S. aureus reaches in liquid culture. The neonatal rat nasal colonization results of
this study are inconsistent with this hypothesis. Hydrogen peroxide production
provided no advantage to S. pneumoniae in competing with S. aureus either in col-
onizing the nasal mucosa of these rats or preventing established populations of S.
pneumoniae from being colonized by S. aureus. Although the results of our exper-
iments that the production of catalase (which neutralizes H2O2) provides a com-
petitive advantage to S. aureus in the presence of S. pneumoniae - that advantage
occurred whether S. pneumoniae was H2O2 producing or not.

I propose three classes of explanations for why S. pneumoniae - mediated H2O2

killing of S. aureus is effective in vitro but fails to prevent colonization of S. aureus
in the nasal passages of neonatal rats: 1) S. pneumoniae does not produce H2O2 in
sufficient quantities in vivo ; 2) H2O2 produced in the nasal passages is inactivated
either by the host or other members of the nasal flora or 3) the rate of replication
of S. aureus more than makes up for killing by S. pneumoniae produced H2O2 . In
support of the first explanation is the observation that in broth when S. pneumo-
niae is at low densities relative to S. aureus there are insufficient amounts of H2O2

to inhibit the growth of S. aureus. [16] The same would be expected on surfaces
(plates or nasal epithelium) if the S. aureus and S. pneumoniae colonies are too far
apart for S. aureus to come into contact with the zone of inhibition formed by S.
pneumoniae. [3] This may have been the case in the nasal passages of neonatal rats
if S. aureus and S. pneumoniae are not co-localized in the nasal passages or if their
densities were too low. It should be noted that in the neonatal rat at least the re-
covered density of S. aureus or S. pneumoniae was never greater than 105 cfu/nose.
It would be of interest to ascertain whether the densities of S. pneumoniae in the
nasal passage of humans is greater than that observed in these rats. In support of
the second explanation is the observation that the nasal epithelium produces both
catalase and glutathione peroxidase (a scavenger of H2O2) [4]. As for the third ex-
planation, I am unaware of estimates of the exponential growth rates of S. aureus
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in the nasal passage much less the extent to which that growth rate is reduced by
H2O2 killing.

Although the results of these experiments are consistent with earlier obser-
vations that catalase production provides a fitness advantage to S. aureus when
co-inoculated with S. pneumoniae in a mouse model [14], they suggest that this
advantage is not due to the production of H2O2 by S. pneumoniae . In my ex-
periments, this advantage of catalase producing S. aureus over otherwise isogenic
strains that did not produce this enzyme occurred whether the S. pneumoniae in
the nasal epithelium of the rats can produce H2O2 or not. Why then would cata-
lase production provide a fitness advantage to S. aureus only when S. pneumoniae
is present? Perhaps in this habitat catalase production by S. aureus increases the
survival rate in neutrophils by reducing oxidative stress [8, 6]. Or S. pneumoniae
may indirectly select for catalase production in S. aureus; as the presence of both
species could synergistically elicit a stronger innate immune response (particu-
larly neutrophil infiltration) as has recently been observed for H. influenzae and S.
pneumoniae [15, 10].

The results of the study can be seen as a cautionary tale; the moral being that
what occurs in a flask may not predict what occurs in a bacteria’s natural habi-
tat. They also support the recent epidemiological evidence by Regev-Yochay and
colleagues [17] that H2O2 is not the major determinant to explain the pattern of
co-colonization. Why then is S. pneumoniae - S. aureus co-colonization rarer than
expected? One can speculate that the scarcity of co-colonization may be due to
either different host preferences by these bacteria species or to competitive in-
teractions other than H2O2 allelopathy - perhaps resource or immune-mediated
competition[18]. In support of the possibility of immune-mediated competition,
there was a negative association between S. pneumoniae and S. aureus colonization
only in HIV- children and not in HIV+ carriers.[11] Distinguishing between bacte-
rial interactions and host preferences is especially important to vaccination efforts;
reducing the incidence of one species with a vaccine may have the undesired con-
sequences of increasing the incidence of a competing commensal or pathogenic
species.
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3.4 Appendix

The following appendix contains a demonstration of the in vitro effects of H2O2

produced by S. pneumoniae on S. aureus and the sensitivity of the various strains
used to H2O2 and will not be included in the final published version of this re-
search.

Two lines of evidence support previous results[19] that in vitro H2O2 produc-
tion provides an advantage to S. pneumoniae in competition with S. aureus . First,
when paper disks containing 108 cfu of the TIGR4 S. pneumoniae are placed on
lawns of S. aureus of each of the three strains, there are clear zones of inhibition.
And as demonstrated by Park and colleagues [14] the zone of inhibition is greater
for the S. aureus strain that is deficient in the production of catalase (KatA) than for
the isogenic strain Newman or another catalase producing S. aureus strain PS80.
These zones of inhibition are not observed when the S. pneumoniae strain is de-
fective for the production of H2O2 (SpxB) or when 1,000 units per ml of catalase
is added to the lawn. The results of these experiments also suggest that at low
densities the amount of H2O2 produced by S. pneumoniae may not be sufficient
to engender much killing of S. aureus see fig 3.3(a). No zones of inhibition are
observed when the density of TIGR4 on the disk was 106 cfu.

Earlier results by Regev-Yochay and colleagues [16] indicated that H2O2 pro-
duction by S. pneumoniae in liquid culture at high densities was able to limit the
growth of S. aureus . To ascertain whether this competitive inhibition also occurs
when S. aureus and S. pneumoniae are competing as colonies on surfaces (where dif-
fusing toxin can only act locally) rather than planktonic bacteria (where toxin and
cells are well mixed) I performed competition experiments using the SSS protocol
[20]. On agar surfaces, hydrogen peroxide - mediated killing by S. pneumoniae also
reduces the density of S. aureus see fig 3.3(b). This limitation of the density of S.
aureus on agar surfaces by TIGR4 does not occur when catalase ( 1,000 U/ml) or
4% sheep red blood cells are added to the agar or when the plates are incubated
in anaerobic conditions (data not shown).
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Figure 3.3: a) Zones of inhibition due to H2O2 produced by S. pneumoniae . Paper
disks containing 108 CFU TIGR4, 108 CFU SpxB or 106 cfu TGR4 were placed on
lawns of either PS80, Newman or KatA S. aureus on THY plates with or without
catalase ( 1,000 U/ml). b) Bacterial density of S. aureus growing on agar surfaces
limited by H2O2 produced by S. pneumoniae . A mixture of 104 cfu S. aureus and
5X104 cfu of either S. pneumoniae TIGR4 or SpxB was spread on 2ml THY agar
slides and allowed to grow for 12 hours before being sampled.

























Mouse Wound Model

5.1 Introduction

Although the immune system has received good press for protecting innocent
people from the ravages of infectious diseases, immune ’over–responses’ in fact
are responsible for the majority of morbidity and mortality of most bacterial in-
fections. It is therefore inappropriate to assume that all aspects of the immune
responses are evolutionarily adaptive. In this chapter, I focus on the formation
of abscesses in response to bacteria. On first consideration it would seem that
abscesses would be evolutionarily adaptive because they limit bacterial dissemi-
nation. However there is evidence that abscess formation protects S. aureus and
other pathogens from being rapidly cleared and allows the bacteria to persist at
high densities for considerable periods of time.

The possibility that phagocytes, particularly neutrophils, and their role in form-
ing abscesses could contribute to S. aureus pathogenesis, increase bacterial load
and lengthen time necessary to clear infections has been hypothesized and inves-
tigated since the 1950s[8, 7, 4] More recently, evidence has been presented that
implicated increased CXC chemokine production (primarily by T cells) followed
by increased neutrophil transmigration in higher bacterial loads and increased
morbidity. These order of events have been demonstrated in CD14 (-/-) knockout
mice infected with S. pneumoniae [1] and in mice infected with S. aureus that had
been administrated CXC chemokines systemically[3, 5] or with CXC chemokine
receptors blocked [6].
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I had planned to test two hypotheses on the evolutionary benefit of abscess
formation; namely whether abscess formation (i) is essential to controlling high
density inocula or mixed infections; or (ii) is necessary to prevent systemic or
metastatic infections. First using a realistic (i.e. accurately mirrors clinical infec-
tion processes) animal model for S. aureus infections I intended to collect data on
the dynamics of both the bacteria population and the immune cellular compo-
nents. The dynamics of both the bacteria and the immune response would offer
clues as to what prevents bacteria from being cleared in an abscess and what al-
lows bacteria to be rapidly cleared when an abscess does not form. In addition, I
had planned to manipulate the immune system to prevent abscess formation and
see if mice deficient in immune components required for abscess formation had
difficulty controlling high density inocula or mixed bacterial species infections or
had a higher incidence of metastatic (infections at sites distant from primary infec-
tion site). I was unable to repeat the previously published results that suggested
abscess formation could be blocked.

5.2 Material and Methods

5.2.1 Bacterial strains, media and inoculum preparation

S. aureus PS80 (serotype 8 ATTC 27700) was obtained from the American Type
Culture collection and pr1 (Rif–R) was selected as a spontaneous mutant of PS80
exhibiting resistance to rifampin. S. aureus strains were cultivated in Luria-Bertani
(LB) broth cultures and agar plates incubated at 37◦C.
Inoculum where prepared either by the broth method or the plate metod. Aliquots
of late logarithmic phase growth frozen at −80◦C were thawed and either plated
on LB (plate method) or suspended in 2 ml of LB. For the broth method, cultures
that reached mid-exponential phase were centrifuged (5,000 g x 3 min). For the
plate method, colonies from plates which had been incubated for 24 hours were
scraped. In both cases the bacteria were resuspended in phosphate-buffered saline
(PBS). Inocula and animal specimen densities were estimated by plating dilutions



5.2. Material and Methods 65

of S. aureus on LB Agar plates or LB plates supplemented with rifampicin (40
mg/L).

5.2.2 Mouse Wound Model

All in vivo experiments were performed under the guidelines approved by the
Emory University Institutional Animal Care and Use Committee. Mice were anes-
thesized with 0.11mg/ml solution of ketamine/xylazine IP. Hair was removed of
rear leg with an electric razor. Mice were placed in sterile area exposing only leg
which was disinfected with propidium iodine. Skin was cut with a scapel (per-
pendicular to leg muscle following from front knee to hip). A 1 cm long incision
to the depth of the bone was made in the thigh muscle and a single 4-0 silk su-
ture was placed. 5µl of staph was placed below suture with pipeteman. Skin was
closed with 3–5 4-0 prolene continuous sutures. Mice were placed on heating pad
and received 100µl of 0.05 mg/ml Meloxicam.

At given time points, tissues were sampled and weighed; blood drawn by car-
diac puncture and the wound removed by cutting around muscle (.25 cm square
margins around wound and to depth of bone). Tissue was either disassociated by
homogenizing or by mincing with scissors, resuspended in 1ml PBS and drawn
through a 45micron cell filter. No difference was noted in the bacterial load for the
two tissue disassociation methods. Dilutions of tissue were either plated directly
on LB agar, frozen for MPO assay or spun for FACS.

5.2.3 Attempts to Manipulate Abscess Formation

For systemic thymocyte depletion, anti-thymocyte serum (ATS; IgG fraction goat
anti-mouse thymocyte; Inter-cell Technologies, FL) was administered to 25 g mice
by intraperitoneal injection of 0.3 mg/ g of weight (dissolved in 0.1 M PBS). Thy-
mocytes in blood collected from cardiac puncture 24 hours after treatment as
quantified by FACS (%CD45+CD3+) were 13.46 % in ATS treated mice and 0.44 %
in mice treated with IgG fraction control serum.
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For systemic neutrophil depletion, anti-neutrophil serum (ANS, IgG fraction
rabbit anti-rat PMN; Inter-cell Technologies, FL) was administered to 25 g mice
by intraperitoneal injection of 150µL of 10.3 mg/ml serum. Granulocytes in blood
collected from cardiac puncture 96 hours after treatment as quantified by FACS
(%CD45+Gr1+) were 18.79±2.76 % in ANS treated mice and 43.63±0.11 % in mice
treated with IgG fraction control serum.

T cell receptor-α knockout mice (designated TCRαKO) are mice breed from
B6.12952Tcratm1mom/J from Jackson Laboratories and are on a C57BL6/J back-
ground with a deficiency in T cell receptor α chain. Thymocytes in blood collected
by retro-orbital collection were quantified by FACS analysis and show that while
not all thymocytes are deficient, there is a deficiency in T cells of the αβ back-
ground (see ??).
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Figure 5.1: Thymocytes in TCRαKO and C57BL6/J control mice. The line repre-
sents the mean thymocyte density in blood (cells/µL) for CD45+CD3+ cells in the
first two columns and CD45+TCRβ+ in the third and fourth columns. P -value is
the two-tailed probability form the t-distribution of rejecting by chance the null
hypothesis that the mean thymocyte densities are the same.
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5.3 Results

5.3.1 Mouse Wound Model

Bacterial Population Dynamics: Abscess

S. aureus readily colonized the sutures left in the murine thigh muscle wounds.
Within 3 days after S. aureus is inoculated, the bacterial density exceeded 104 cfu/g
continuing to divide and reach the maximum bacterial load at 6 days (ranging
from 105 to 108 (Figure 5.3). At 9 days the bacterial load had already decreased at
least a hundred fold and by 14 days many of the mice had cleared the infection.
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Figure 5.2: Population dynamics of muscle wound infection. CD-1 Mice were
inoculated with 10 – 106 cfu of S. aureus. The mean bacteria density in the muscle
wound of 3–11 mice at each time-point is plotted. Error bars represent standard
error.

The number of S. aureus bacterium needed to cause infection is dramatically
lower at the site of a suture compared with healthy skin.[2] Here I found that
inoculums with as low as 10 cfu were sufficient to cause muscle wound infections.
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While the dynamics do not appear to differ for a wide range of inoculums the peak
bacterial load did increase with increasing inoculum.

Bacterial Population Dynamics: Metastatic Infections

To determine whether bacteria migrated from the primary site of infection (muscle
wound) to other sites in the mice, the blood, spleen, kidney, liver were sampled
and cultured for S. aureus bacteria. S. aureus was never detected in the blood-
stream. However, within 3 days after infection of the muscle wound S. aureus
could be found in the spleen, liver and more consistently the kidney (Figure ??).
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Figure 5.3: Metastatic S. aureus infection. CD-1 Mice were inoculated with either
10 or 105 cfu of S. aureus. The mean bacteria density in the muscle wound of 3–6
mice at each time-point is plotted. Error bars represent standard error.

5.3.2 Attempts to Manipulate Abscess Formation

The objective was to determine whether abscess formation prevents systemic dis-
ease (as commonly believed) or simply allows for bacteria to persist within the
host (prevents clearance). The hypothesis that the immune response (specifically
abscess formation) leads to bacterial persistence within the host was based on a
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McLoughlin et al. PNAS 2006 paper in which α-TCR (T cell receptor) Knockout
Mice did not form abscesses and rapidly cleared S. aureus wound infections. I
tried to extend and understand these results by testing whether anti-thymocyte
or anti-neutrophil serum would reduce abscess formation when S. aureus was in-
oculated into muscle wounds.

The first manipulation that was attempted was depletion of neutrophils using
Anti-neutrophil serum (ANS). While neutrophils were decreased (data in materi-
als and methods) in treated mice, there was no difference noted in their bacterial
load at 3-9 days after inoculation (Table 5.3.2).

Table 5.3: Bacterial Load in ANS or Control Mice

Time Point: 3 days 6 days
Log10 (cfu/g)a p b Log10 (cfu/g)a p b

ANS 6.53±0.45
0.62

6.38±0.29
0.54

Control 6.85±0.44 5.96±0.49

a Mean (± standard error) bacterial density of 3–13 mice in-
oculated with 102 cfu in mouse wound.

b P value from t-test comparing the bacterial density of con-
trol mice and those treated with Anti-neutrophils Serum
(ANS).

Next the immune system was modified to deplete thymocytes using Anti-
thymocyte serum (ATS). While T cells were decreased (data in materials and meth-
ods) in treated mice, there was no significant difference noted in their bacterial
load at 3-9 days after inoculation (Table 5.3.2).
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Table 5.4: Bacterial Load in ATS or Control Mice

Time Point: 3 days 6 days 9 days
Log10 (cfu/g)a p b Log10 (cfu/g)a p b Log10 (cfu/g)a p b

ATS 8.09±0.18
0.59

7.20±0.30
0.18

6.88±0.42 0.66
Control 7.75±0.45 8.14±0.34 5.99 ± 1.53

a Mean (± standard error) bacterial density of 3 mice inoculated with 106 cfu in
mouse wound.

b P value from t-test comparing the bacterial density of control mice and those
treated with Anti-thymocyte Serum (ATS).

As neither anti-thymocyte serum or anti-neutrophil serum reduced the bac-
terial density in the mouse wound model, I had to go back to the original sys-
tem in which abscess formation was shown to allow bacteria to persist within the
host: TCRαKO mice [6]. Unfortunately, using the specific knockout mice as in
the McLoughlin and et al. paper and repeating their experiments– same strain,
same method of inoculation preparation (in table referred to as ’plates’), same
method and same knockout mice– gave a very different outcome. Specifically I
saw no reduction in the bacterial load in TCRαKO mice compared to control mice
(C57BL/6J) (Table 5.3.2).
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Table 5.5: Bacterial Loada in TCRαKO or Control Mice

inoc. (cfu) methodb C57Bl/6J α TCR (-/-)
margolis 50 plates 3.63 ± 1.21 (n=3) 3.24 ± 0.94 (n=3)
margolis 65 broth 3.94 ± 0.79 (n=3) 4.44 ± 0.85 (n=3)
mcloughlin et al c 100 plates 6.81± 0.23 (n=7) 2.85 ± 0.95 (n=4)
margolis 4000 broth 6.01 ± 0.35 (n=8) 5.89 ± 0.49 (n=8)

a Mean (± standard error) bacterial density of 3 mice inoculated with 106 cfu in
mouse wound.

b Method of inoculum preparation bacteria were either resuspended colonies
from plates or washed bacteria from broth.

c Data taken from [[6]]

In order to discern whether the discrepancy was due to our knockout mice not be-
ing deficient for α TCR+ T cells, I ran a FACS analysis of blood collected from
these infected mice and determined the density of CD3+ T cells and α TCR cells.
The knockout mice were indeed deficient in α TCR+ T cells (data presented in
materials and methods). The McLoughlin et al 2006 paper mentions that abscess
formation occurs in the knockout mice when the inocula is greater than 1000 cfu,
however repeated experiments at lower density inoculum did not give the result
of the paper. Through extensive email correspondence with Jean Lee (correspond-
ing author of McLoughlin et al 2006) we could find no differences in our method-
ologies that could explain the differences observed.

5.4 Summary

The wound infection model is an accurate model of S. aureus infections which
occur after surgical procedures. The bacterial dynamics suggest that bacteria in
these infections rapidly divide and that after a certain lag-time the bacterial den-
sity is controlled. However there is an additional lag time before the bacteria are
cleared and metastatic disease (especially in the kidneys) is common while blood
cultures are uniformly negative.
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Blocking abscess formation by using TCRαKO mice is either not a robust result
or is not reproducible. Other methods used to manipulate the immune response
failed to affect abscess formation and the bacterial load in muscle wounds.
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M A J O R A R T I C L E

Within-Host Evolution for the Invasiveness
of Commensal Bacteria: an Experimental
Study of Bacteremias Resulting
from Haemophilus influenzae Nasal Carriage

Elisa Margolis and Bruce R. Levin
Department of Biology, Emory University, Atlanta, Georgia

Background. Many bacteria responsible for clinically relevant disease reside harmlessly in a large fraction of
humans. Three explanations have been proposed to account for why these normally commensal bacteria occasionally
cause invasive disease: host susceptibility, stochasticity in the host-bacteria interaction, and the evolution of invasive
mutants in colonized hosts. Here we test the third of these hypotheses for the rare invasiveness of commensal
bacteria: within-host evolution.

Methods and Results. Using neonatal rats intranasally colonized with pairs of marked Haemophilus influenzae
type b strains, we demonstrate that the resulting bacteremias are derived from single organisms. To test the within-
host evolution hypothesis we explored the relative ability of bacteria isolated from the blood and nasal passages
of bacteremic rats to colonize the nasopharynx and invade the bloodstream.

Conclusions. Our results provide support for within-host evolution as one but not the sole explanation for
the invasiveness of these bacteria. We discuss the implications of these results for both the rare invasiveness of
commensal bacteria and the general observation that bacteria isolated from the sites of human invasive disease
are almost invariably monoclonal.

A number of bacteria (e.g., Staphylococcus aureus, Esch-

erichia coli, Neisseria meningitidis, Streptococcus pneu-

moniae, and Haemophilus influenzae) colonize and per-

sist for extended periods of time in substantial fractions

of the human population without causing symptomatic

disease and thereby are considered commensals. How-

ever, these same species of bacteria are responsible for

significant morbidity and mortality due to the occa-

sional invasive infection [1–3]. Although there is ge-

netic variability in these species and some variants are

more likely to cause invasive disease than others, even

for the most virulent strains colonization rarely results
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in disease [3–7]. How do these bacteria, which are

maintained and transmitted from sites where they are

harmless, pass through the host defenses and proliferate

in sites where they cause symptoms but are unlikely to

be transmitted? And why do they do so in only a small

minority of colonized hosts?

There are 3 not-mutually-exclusive answers to these

questions. First is host susceptibility; at any given time

the immune defenses of a small fraction of hosts are

not sufficient to prevent colonizing bacteria from in-

vading. This variation in susceptibility can be physio-

logical—due to age, concomitant infections (e.g., viral

infections [8, 9]), or chronic conditions (e.g., diabetes

mellitus [10])—or genetic (e.g., immune deficiencies

[11–13]). The second explanation is stochasticity; as a

consequence of chance alone, even in hosts with per-

fectly functional defenses there would be a low prob-

ability that bacteria enter and replicate in sites where

they cause disease. The third explanation is within-host

evolution [14, 15]; the colonizing population of bacteria

may include members that are selected within colonized

hosts because they have or acquire heritable modifi-
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cations that enable them to invade and replicate in new sites.

Although the first explanation is widely accepted [16], the

latter 2 appear to have been given less consideration, despite

evidence that can be interpreted in their support. Natural pop-

ulations of the commensal bacteria responsible for rare invasive

disease are genetically very diverse [17–20], and at any given

time humans are commonly colonized with multiple types [21,

22]. Nevertheless, the bacteria isolated from sites of invasive

disease in individual patients are almost invariably monoclonal,

and these invasive clones differ among patients [23]. Further-

more, in experiments in which bacteremias occur in rodents

that are colonized with pairs of marked strains of bacteria, only

one or the other marked strain can be isolated from the blood

[24–28]. These 2 observations suggest that the low frequency

of invasive disease is due to rare events occurring in the bacterial

population. Here, we ascertain whether these rare events are

due to random chance encounters between the colonizing bac-

teria and holes in the host defenses or to the generation and

ascent of invasive mutants in the colonizing population.

We used an H. influenzae–neonatal rat model similar to that

developed by Richard Moxon and colleagues [26, 29] and dem-

onstrate, through statistical analysis, that single organisms are

responsible for founding the bacteremias that occur from nasal

colonization. We test whether bacteria isolated from the blood

of these bacteremic rats were more likely than those from nasal-

wash isolates to establish populations in the blood of new rats.

We interpret our results as evidence that within-host evolution

is one but not the unique reason for the rare invasiveness of

commensal bacteria and the monoclonality of invasive dis-

ease. We discuss the limitations of these finding and their im-

plications for understanding the mechanisms responsible for

invasive disease.

MATERIALS AND METHODS

Microorganism. H. influenzae Eagan strain and its spontaneous

streptomycin-resistant mutant Rm154 (Str-R) were provided by

R. Moxon (Weatherall Institute of Molecular Medicine, Univer-

sity of Oxford, Oxford, UK). Em6 was selected as a spontaneous

nalidixic acid–resistant mutant (Nal-R) of Eagan.

Inocula preparation and storage. Inocula for all of the

infant rat experiments were prepared by resuspending a frozen

aliquot of a midexponential-phase culture in 250-mL flasks that

contained 50 mL of brain-heart infusion (BHI) broth supple-

mented with 10 mg of hemin and 2 mg of bNAD/mL. Shaking

cultures that reached the midexponential phase were centri-

fuged (at 5000 g for 3 min) and resuspended in PBS with 0.1%

gelatin (PBSG).

Bacteremia studies. All experiments were preformed under

the guidelines of and approved by the Emory University In-

stitutional Animal Care and Use Committee. Two-day-old

pups, born to timed-pregnant Sprague-Dawley rats (Charles

River Laboratories), were pooled and randomly reassigned to

dams. Groups of 30 five-day-old rats were intranasally inoc-

ulated by touching a 10-mL drop of 107 or 108 bacteria of a

mixture of equal densities of Str-r and Nal-r to the external

nares [29, 30]. These doses were higher than that used in pre-

vious studies, because this hanging-drop method resulted in

more initial loss of inoculum than did the scalp-vein needle

method used by Moxon and Murphy [26]. Two days after the

infection, 0.5 mL of blood was collected by cardiac puncture;

nasal-wash samples were collected from 200 mL of PBSG in-

stilled into a 5-cm Intramedic polyetylene tubing (PE50) placed

into the thorax; and nasal epithelium was scraped from the

nasal passages after a second wash with 200 mL of PBSG and

removal of the frontal bones. The nasal epithelium, which has

been suggested to contain a distinct, potentially invasive pop-

ulation [31], was homogenized in 1 mL of PBSG. Then, 100

mL of the blood, nasal-wash, and nasal epithelium samples were

plated directly and serially diluted onto BHI agar plates with

bacitracin (0.3 g/L) with either streptomycin (4 mg/L) or nal-

idixic acid (5 mg/L). Plates were incubated overnight at 37�C

with 5% CO2. The limit for detection at any site was 10 cfu/

mL. The density of bacteria in bacteremic rats ranged from 500

to cfu/mL. Bacteremias were considered to be of only54 � 10

one type if at least 50 colonies were observed on one of the

antibiotic plates (Nal or Str) but no colonies on the other.

Rare invasion model. Details of the model and the statis-

tical analysis can be found in the Appendix.

Invasiveness studies. For the experiments testing the within-

host evolution hypothesis, single colonies were picked at random

from antibiotic-containing plates of blood and nasal-wash sam-

ples from rats that were bacteremic 48 h after nasal inoculation.

These colonies were grown to the midexponential phase in 2 mL

of BHI, after which 200 mL of glycerol was added, and they were

frozen at �80�C as 100-mL aliquots. In each of 3 independent

replicates, 10–20 neonatal rats received intranasal inoculation

(prepared as indicated above) of mixtures of blood and nasal

isolates; invasiveness was determined from blood samples of these

rats at 48 h.

The following statistical procedure was used to determine

whether the blood isolates were significantly more invasive than

the ancestral strains. The invasiveness of the ancestral strains

(Em6 and Rm154) was determined from the relationship be-

tween the density of a mixed inoculum (105–109 cfu) and the

frequency of bacteremias where [32]

�27.84 + 3.52 [log (dose)]e
Fraction with bacteremia p .

�27.84 + 3.52 [log (dose)]1 + e

From this function we calculated the anticipated fraction of
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Figure 1. Mixed-culture colonization experiments. A, Experimental de-
sign. Equal densities of nalidixic acid–resistant mutant (Nal-r) and strep-
tomycin-resistant mutant (Str-r) Haemophilus influenza bacteria were in-
oculated into nasal passages of 5-day-old rats. Then, 48 h later, nasal
washes and blood were sampled. B, Results. The Nal-r bacteria fraction
in positive blood cultures for 2 different inoculation densities (107 and
108) is shown.

invasions for the ancestral strain with the dose set for that used

in each replicate, the null hypothesis. We then compared (using

the x2 test) the observed number of bacteremias for each of

the 6 blood isolates in each replicate to that anticipated from

this null model. Each replicate of the same pair of blood and

nasal isolates were analyzed separately because they represented

different inoculum densities given their independent culturing

from frozen aliquots. The frequency of bacteremias should be

no different from that observed with the ancestral strains if the

blood and nasal isolates were equally likely to invade. If the

blood isolates were inherently more likely to invade, then the

fraction of rats with bacteremias would differ from the null.

Relative fitness. Relative fitness of the ancestral strains, na-

sal isolates, and blood isolates was measured in 3 environments:

in vitro, nasal passage, and bloodstream. In vitro fitness was

determined by sampling initial and final densities after 8 h of

growth from mixed (50:50) liquid cultures. Nasal passage fit-

ness was determined by inoculating sets of 10–25 five-day-old

rats with 50:50 inoculum; 48 h later we sampled nasal-wash

and epithelium samples as described for bacteremia studies.

Because there were no venous access points without surgical

manipulation in rats of this age, intraperitoneal inoculation of

∼100 bacteria suspended in 100 mL of PBSG into a set of 3

neonatal rats and subsequent 48-h blood cultures were used to

determine the relative fitness in the blood. For relative fitness,

we used the selection rate rsn, which is a measure of the relative

recovery of the Nal-r and Str-r bacteria inoculated into the

nasal passages over the 48 h and is given by

N (48) N (48)s nr p ln � ln ,sn N (0) N (0)s n

where Ns(0) and Nn(0) are the initial densities in the inoculum

of Str-r and Nal-r, respectively, and Ns(48) and Nn(48) are the

densities detected at the specific site after 48 h [33]. A selection

rate of 0 indicates no fitness difference between the strains and

a positive rate indicates an advantage for the Str-r strain.

RESULTS

Bacteremias derived from single organism. Rats were inoc-

ulated into the nasal passage with a mixture of 107 Nal-r and

107 Str-r H. influenzae type b Eagan strain. The design of this

experiment is illustrated in figure 1A. Of 29 rats with mixed

nasal colonizations, 5 were bacteremic at 48 h; of these, 3

yielded only Nal-r colonies and 2 yielded only Str-r colonies

(figure 1B). With a 10-fold increase in the initial inoculum, 14

of 30 rats were bacteremic; of these, 4 bacteremias were due

to purely Str-r organisms, 6 were due to purely Nal-r organisms,

and 4 were due to mixed infections.

We compared these results with the predictions of a statistical

model that assumes that bacteria enter and establish a popu-

lation in the blood (invade) at random (table 1). In this model

(detailed in the appendix), bacteremias with both Nal-r and

Str-r bacteria are generated in 2 ways: by bacteria of both types

establishing a population in the blood in a single invasion event

or bacteria establishing populations separately in multiple in-

vasion events. The expected number of independent invasions

of the bloodstream in each rat for the 107 and 108 inoculation

doses was calculated using Poisson distribution. The assump-

tion in this model that both strains were equally likely to invade

was confirmed, because both strains had similar invasion rates

(data not shown), and we failed to detect differences in the in

vivo fitness between the strains (table 2). By using binomial

distribution, we determined for a certain number of bacteria

invading in each invasion the expected number of blood in-

fections caused by a single type of bacteria (Nal-r or Str-r) and

the expected number caused by both types (Nal-r and Str-r).

In table 1, we compared this expected number of rats with a
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Table 1. Comparison of the no. of blood cultures with 1 or 2 types of bacteria observed and expected
from a statistical no.

Bacteria

108 dose (14 bacteremic rats) 107 dose (5 bacteremic rats)

Rats with
1 type

Rats with
2 types P

Rats with
1 type

Rats with
2 types P

Observed 10 4 5 0
Expected from the statistical model

if the no. of bacteria is
1 bacterium 11.82 2.18 .33 4.76 0.24 .52

2 bacteria 5.45 8.55 .006 2.33 2.67 .014
3 bacteria 2.62 11.38 1.001 1.15 3.85 1.001
4 bacteria 1.28 12.72 1.001 0.57 4.43 1.001

NOTE. Rats with 1 type have either nalidixic acid–resistant mutant or streptomycin-resistant mutant bacteria in their
blood cultures. P values where the model does not significantly differ from observes values are in bold type.

Table 2. Selection rate of ancestral strains and the evolved blood isolate (Em091).

Strain (Str-r/Nal-r)
Nasal wash

(n p 25)
Nasal epithelium

(n p 25)
Blood

(n p 6)
In vitro
(n p 6)

Rm154/Em6 (ancestral) �0.199 � 0.159 �0.087 � 0.205 0.070 � 0.615 �0.151 � 0.262
Em091/Em092 (blood/nasal) 0.129 � 0.189 0.256 � 0.190 0.069 � 0.599

NOTE. The selection rate is a measure of fitness calculated from

N (48) N (48)S Nr p ln � ln ,sn N 0 N (0)S N

where is the density of the streptomycin-resistant mutant (Str-r) strain at t h and is the density of the nalidixicNs(t) N (t)N

acid–resistant mutant (Nal-r) strain. A selection rate of 0 indicates no difference in the Str-r and Nal-r strain fitness. Data
are mean � SE. The blood isolate is in bold type.

bacteremia of a single strain for different numbers of bacteria

establishing blood populations to the observed numbers of bac-

teremias (with 107 and 108 inoculation doses). For both the 107

and 108 inoculation doses, the most probable number of bac-

teria establishing blood infections is 1.

Evidence for within-host evolution. To test whether the

bacteremias were caused by a mutant in the bacterial population

with a greater propensity to invade the blood, we isolated single

colonies of bacteria (3 Nal-r and 3 Str-r) from the blood and

nasal-wash samples of 6 separate bacteremic rats. These isolates

were grown to the midexponential phase and stored in aliquots

at �80�C. Each of the blood isolates was paired with nasal

isolates with the alternative marker (from the same bacteremic

rat) and introduced in equal frequency into the nasal passages

of a new set of rats. The design of this experiment is illustrated

in figure 2A.

Five of the 6 blood isolates provided no evidence for an

increase or decrease in the likelihood of blood invasion relative

to the nasal isolates (figure 2C). However, 1 blood isolate

(Em091) showed significant increases in relative invasiveness

in 3 independent trials ( , , and , cal-P 1 .001 P 1 .031 P 1 .004

culated from a comparison with the ancestor’s invasiveness for

that inoculation density) (figure 2B).

To determine whether the apparent increased invasiveness of

Em091 was due to a competitive advantage in either the nasal

passage or blood, we estimated its fitness relative to a nasal

isolate in these sites. As can be seen in table 2, there was no

evidence for an increase (or decrease) in Em091’s fitness in the

nasal wash or epithelium after nasal inoculation or in the blood

after intraperitoneal inoculation. This was also the case for the

5 blood-isolated clones, for which we detected no enhanced

ability to invade the blood (data not shown). We were unable

to detect a trade-off between invasiveness and colonization in

the strains tested.

DISCUSSION

We interpret the results of these experiments as evidence that

the rare invasiveness of commensal bacteria and the mono-

clonality of the invasive populations can be attributed to rare

events in the colonizing bacteria, either by the random success

of one bacterium in establishing an invasive population or a

random mutation in the colonizing population producing an

invasive clone.

The results of our experiments are consistent with those of

previous rodent model studies with H. influenzae as well as
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Figure 2. Test of within-host evolution. A, Experimental design. Blood
and nasal isolates with alternative markers from a bacteremic rat were
used to prepare a mixed inoculum for the second infection. At 48 h, the
blood was sampled to determine the relative invasiveness of the blood
and nasal isolates. B, Results. The nasal isolate fraction in positive blood
cultures of rats for blood isolate Em091 (no. of rats colonized) from 3
separate sets of second infections with inoculation dose of cfu73.5 � 10
is shown. C, Results. The nasal isolate fraction in positive blood cultures
of rats for representative trial of the other 5 isolates (no. of rats colonized)
is shown.

other bacteria (Salmonella enterica, E. coli, and Streptococcus

agalactiae) [24–28]; bacteremias resulting from experimental

colonizations with pairs of genetically marked strains can be

attributed to one or the other strain but rarely to both. This

has been interpreted as evidence that these bacteremias are the

products of very few bacteria [26]. Our statistical analysis not

only supports this interpretation but also suggests that the ma-

jority of the bacteremias are due to 1 rather than to a few

bacteria. It should be noted that our results and analysis do

not preclude the possibility that 11 bacterium enter the blood-

stream but rather indicate that all of the bacteria recovered

from the blood are derived from a single cell.

Our experiments also provide support for within-host evo-

lution as one but not the unique explanation for why these

bacteremias were founded by single bacterium. One of the 6

clones of bacteria that we isolated from the blood was more

invasive than the corresponding nasal isolate. This genetic mod-

ification either occurred within a few generations after the bac-

teria were introduced into the nasopharynx or may have existed

in the inoculum. Regardless of when these mutants arose, their

ascent within the host was precipitous, and most likely a single

genetic modification in the bacteria produced the invasive

clone. This evolution is not the same as has been observed

elsewhere [34, 35] in passage experiments in which selection

in successive hosts favors bacteria that are ever more capable

of replicating in the blood. Likewise, it is different from the

evolution that takes place in chronic bacterial infections, such

as those of Pseudomonas aeruginosa in patients with cystic fi-

brosis [36] or of Helicobacter pylori [37]. Although this phe-

nomenon has been observed in viruses [38], to our knowledge,

this is the first experimental evidence for precipitous virulence

resulting from within-host evolution in bacteria. These results

are consistent with observations that suggest that single point

mutations can dramatically augment bacterial virulence [39].

For example, in Streptococcus pyogenes, mutations in the 2-

component system, CsrR/CsrS, were found to evolve during

experimental murine skin infections and lead to more necrotic

lesions [40].

Our test of the within-host evolution hypothesis was stringent;

the genetic modification had to be not only heritable but also

stable. It was not lost during storage (at �80�C) or during the

preparation of the inocula, which requires growth for 115 gen-

erations in liquid culture. This stability of the genetic modifi-

cation makes a strong case for either a single point mutation, a

transitory genetic mechanism (such as phase variation of con-

tingency loci [41]) or a gene amplification [42] that was selected

for during colonization. Interestingly, the increased likelihood of

blood invasiveness that we observed could not be attributed to

the evolved clone (Em091) having a superior fitness in the nose

or in the blood. This suggests that invasion is not simply a

byproduct of the bacteria’s ability to maintain long-term carriage,

as has been suggested for pneumococci [31].

Although supporting within-host evolution, the present results

also indicate that it is not the sole reason for the rare virulence

of commensal bacteria or the monoclonality of the invasive pop-
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ulations. This would have been the case even if all rather than

just 1 of the 6 blood isolates that we tested were inherently more

invasive. That we were unable to detect heritable increases in

invasiveness for 5 of the 6 clones points to the importance of

stochastic processes other than mutation in the bacteria as re-

sponsible for the rare invasiveness of commensal bacteria and

the monoclonality of the invasive populations.

We do not interpret the results of these experiments as evi-

dence against the conventional wisdom that the rare invasive-

ness of commensal bacteria can be attributed to variation in

host susceptibility [16]. There is good evidence for inherited

variation in human susceptibility to infectious disease [43, 44]

and a plethora of noninherited mechanisms, including age and

underlying disease [45, 46], that could account for how col-

onizing populations of bacteria become invasive. Although host

variation may play a prominent role in whether colonizing

bacteria will or will not lead to invasive disease, in itself vari-

ation in host susceptibility cannot account for the monoclon-

ality of invasive bacterial populations. It seems unlikely that,

when confronted with millions of bacteria, only a single bac-

terium would pass through the hole(s) in the defenses of a host

with physiologically or genetically compromised immune de-

fenses. The invasion process is likely to involve a number of

steps: the bacteria must adhere to and pass through the epi-

thelium and replicate within the bloodstream, all the while

avoiding opsonization and evading the host’s other immune

responses. It is easy to imagine why at each of these successive

steps there are fewer and fewer bacteria; this may well explain

why bacteria normally do not succeed in establishing popu-

lations in the blood. But if the invasion of the blood is due to

an even transitory defect in one of these barriers, it is hard to

explain why many bacteria would not exploit this defect.

That is not to say that the monoclonality of infections ex-

cludes host susceptibility from playing a prominent role in the

rare invasiveness of commensal bacteria. The monoclonality in

the invasive population of bacteria could be due to secondary

processes, such as selective or random purging of the variation

from the invading population. Another possibility for this sec-

ondary process is a host response to the invasion. For example,

it has been proposed that inflammation induced during the

invasion of one clone may preclude the invasion of others [47].

We set out to test the hypothesis that the rare virulence of

commensal bacteria can be attributed to selection for mutants

within the colonizing populations that are capable of invading

sites where they cause disease: within-host evolution. Although

the results of these experiments provide some evidence in sup-

port of this hypothesis, they also point to the importance of

alternative mechanisms. Most important, the results of our

experiments indicate that whatever mechanisms are responsible

for commensal bacteria becoming invasive, they must account

for the monoclonality of the invasive population.
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APPENDIX

STATISTICAL MODEL FOR NUMBER OF
INVADING BACTERIA

To statistically evaluate the number of bacteria involved in

establishing blood populations, we constructed a model that

assumes that bacteria enter and establish a population in the

blood—invade—at random. In the first part of our analysis,

we calculated the expected number of independent invasions

of the bloodstream in the same rat for the 107 and 108 inoc-

ulation doses. The number of independent invasion events, k,

can be calculated from the observed fraction of infections that

did not yield bacteremias and from that anticipated from a Pois-

son distribution. Let l be the expected number of bacteremias

in a group of rats inoculated with a given dose of bacteria placed

in the nasal passages. In accord with Poisson distribution, the

probability of not having bacteremia is orl p � ln [P(k p 0)]

. With the 107 inoculum, our estimate is�lP(k p 0) p e

or , and with the 108 in-24 24P(k p 0) p l p � ln ( ) p 0.1929 29

oculum, the estimate is .l p 0.63

From these estimates of l and the full Poisson distribution,

we can calculate the distribution of rats with different numbers

of invasion events ( , 1, 2):k p 0

kl
�lP(k;l) p e .

k!

From a binomial distribution, we then calculate the expected

number of blood infections caused by a single strain (Nal-r or

Str-r) and the expected number caused by both strains (Nal-r

and Str-r) for different numbers of bacteria invading in each

event. As in the case of heads and tails in a coin toss, we assume

that the Nal-r and Str-r strains are equally likely to invade. The

parameter w is the number of bacteria that are responsible for

establishing the blood population in each invasion event, equiv-

alent to the number of tosses of the coin. From the binomial
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distribution, the probability of either all Nal-r or all Str-r (all

heads or all tails) in the blood is then

1 1
P(all Nal-r or all Str-r; k) p + wkwk .

2 2

We then can determine the expected number of rats with

bacteremia caused by a single (Nal-r or Str-r) strain or both

(Nal-r and Str-r) strains for different numbers of bacteria es-

tablishing blood populations by multiplying the probability of

having a bacteremia due to k invasion events by the probability

that k events are all of one strain.
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Exploring the role of the immune
response in preventing antibiotic
resistance

Immune Response Preventing Antibiotic Resistance Journal of Theo-
retical Biology (in press) Andreas Handel, Elisa Margolis and Bruce R. Levin

7.1 Abstract

For many bacterial infections, drug resistant mutants are likely present by the time
antibiotic treatment starts. Nevertheless, such infections are often successfully
cleared. It is commonly assumed that this is due to the combined action of drug
and immune response, the latter facilitating clearance of the resistant population.
However, most studies of drug resistance emergence during antibiotic treatment
focus almost exclusively on the dynamics of bacteria and the drug and neglect the
contribution of immune defenses. Here, we develop and analyze several mathe-
matical models that explicitly include an immune response. We consider different
types of immune responses and investigate how each impacts the emergence of
resistance. We show that an immune response that retains its strength despite a
strong drug-induced decline of bacteria numbers considerably reduces the emer-
gence of resistance, narrows the mutant selection window, and mitigates the ef-
fects of non-adherence to treatment. Additionally, we show that compared to an
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immune response that kills bacteria at a constant rate, one that trades reduced
killing at high bacterial load for increased killing at low bacterial load is some-
times preferable. We discuss the predictions and hypotheses derived from this
study and how they can be tested experimentally.

7.2 Introduction

By the time bacterial infections cause symptoms and thereby call for antibiotic
treatment, the bacterial population is often so large that it likely includes mutants
that are resistant to the treating antibiotic [21, 19]. One might therefore expect
treatment with single antimicrobial agents to fail. One reason why this is fre-
quently not the case is the host’s immune defense, which contributes to bacteria
clearance [51, 26]. Despite the general recognition of the important role of the
host’s defenses, most studies of the within-host dynamics of bacteria and antibi-
otics focus almost exclusively on the pharmacokinetics (PK) and the pharmacody-
namics (PD) of the drug and bacteria, without explicitly considering the immune
response [41, 48, 43, 21, 57, 16, 47, 10, 2, 1].

Such omission of the immune response also applies to models that are specif-
ically intended to develop treatment protocols to prevent the ascent of resistant
mutants, like those based on the Mutant Selection Window (MSW) theory [61, 30,
18, 62]. The MSW is defined as the range of drug concentrations for which the
drug is strong enough to remove the sensitive population, but not strong enough
to remove the (partially) resistant population. In the absence of an immune re-
sponse, this is expected to lead to selection of the resistant mutant, which can as-
cend to high levels [49, 20]. As we show here, the presence of an immune response
can alter the MSW. Several theoretical and experimental studies have addressed
the role of the immune response during antimicrobial treatment, and the issue has
also been studied in the context of viral infections [14, 34, 58, 12, 29, 4, 11]. But,
to our knowledge, the interactions between antibiotics and the host’s immune re-
sponse as it affects the emergence of resistance during bacteria infections has not
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been addressed.
While the lack of data precludes the development of detailed and quantita-

tively accurate models of the contribution of the immune response for the an-
tibiotic treatment of specific bacterial infections, simple mathematical models can
provide a way to generate hypotheses for the design and interpretation of future
experiments. We develop such simple mathematical models and use them to ana-
lyze the effects of different types of immune responses on the ascent of resistance
during antibiotic treatment. We show that an immune response that retains its
strength despite a strong drug-induced decline of bacteria numbers considerably
reduces the emergence of resistance, narrows the mutant selection window, and
mitigates the effects of non-adherence to treatment. Additionally, we show that
compared to an immune response that kills bacteria at a constant rate, one that
trades reduced killing at high bacterial load for increased killing at low bacterial
load is sometimes preferable. We discuss the implications of these theoretical re-
sults to antibiotic treatment and how the hypotheses generated from our analysis
can be tested experimentally.

7.3 The Mathematical Models

7.3.1 Bacteria and drug dynamics

To describe bacterial growth, pharmacokinetics (PK) and pharmacodynamics (PD),
we use a model that has previously been shown to successfully fit data from in
vitro experiments on the emergence of fluoroquinolone (ciprofloxacin) resistance
in Staphylococcus aureus [8, 9]. We consider two populations of bacteria, one sus-
ceptible to the antibiotic (Bs) and the other resistant (Br). The susceptible and
resistant bacteria grow at rates gs and gr. Growth slows down as the total number
of bacteria approaches a maximum population size, N0. During growth, suscepti-
ble bacteria generate resistant mutants at a rate µ; back mutations to the sensitive
genotype are ignored. The antibiotic is administered at a dose C0 every T hours.
It decays according to a standard first-order pharmacokinetic function with an ex-
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ponential decline in concentration at rate d. The antibiotic kills bacteria according
to a hyperbolic (Monod like)Emax function with maximum kill rates ks and kr and
half-maximum antibiotic concentrations Cs

50 and Cr
50, for the sensitive and resis-

tant bacteria respectively. (This corresponds to a Hill function with Hill-coefficient
of 1 [55]). Note that the resistant bacteria are not fully resistant to the drug, instead
they require higher drug concentration for clearance, which reflected in the val-
ues of the kill and half maximum kill concentrations, i.e. kr < ks and Cr

50 > Cs
50.

This is the type of resistance usually found in experimental or clinical situations.
The model is expressed by the set of coupled differential equations (a dot denotes
differentiation as a function of time)

Ḃs = (1− µ)gsBs(1− Bs +Br

N0

)− ksC

C + Cs
50

Bs, (7.2)

Ḃr = (gsµBs + grBr)(1− Bs +Br

N0

)− krC

C + Cr
50

Br, (7.3)

Ċ = −dC, C(t) = C(t) + C0 every T hours. (7.4)

While the model was shown to describe in vitro data, it is not clear how it applies
to an in vivo situation. However, since not enough is known about the in vivo
dynamics of bacteria and drugs during the process of resistance generation, we
decided to choose the present model because of the availability of experimentally
measured values for the model parameters (Table 7.6).

7.3.2 Immune Responses

The important and novel aspect of our study is that we explicitly model the dy-
namics of an immune response. The immune response is immensely complex;
many interdependent players, such as different cell types and cytokines, partic-
ipate at varying degrees. This complexity, combined with the experimental dif-
ficulty in accurately measuring all the different immune response components,
leads to a lack of detailed, quantitative data. Because of this lack of data, we do
not try to create a detailed model of the immune response for a specific infec-
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symbol meaning values
Bs(0) susceptible bacteria inoculum 103

Br(0) resistant bacteria inoculum 0
N total bacteria Bs +Br

N0 carrying capacity 109

gs maximum sensitive growth 1h−1

gr maximum resistant growth 0.65h−1

ks maximum kill rate of sensitives 1.5h−1

kr maximum kill rate of resistant 1.1h−1

Cs
50 half-maximum kill rate of sensitives 0.25 µg/ml

Cr
50 half-maximum kill rate of resistant 5 µg/ml

µ mutation rate 10−8

d drug decay rate 0.15h−1

T times at which drug is administered varied
C0 drug dose administered at times T varied

Table 7.6: Variables and parameters for the part of the model describing bacteria
and drug dynamics. Parameter values are chosen in accordance with [8, 9].

tion, such as S aureus. Instead, we employ several simple, heuristic models that
are meant to capture known aspects of immune response dynamics, while at the
same time realizing that these are simplified caricatures and the obtained insights
are therefore conceptual. We consider the following four models:

Immune Response Model 1. For the first model, we consider an immune re-
sponse, I , that is triggered upon onset of infection and increases exponentially
at rate gi (clonal expansion [6, 3, 15]), independent of the bacteria. Pathogen in-
dependent aspects of the expansion dynamics have recently been found for CD4
and CD8 T-cells [31, 46, 59, 5, 35], which are known to play important roles against
obligate or facultative intracellular bacteria, such as Listeria monocytogenes and S.
aureus [50, 44]. The immune response saturates once it reaches some maximum
strength. Such dynamics seems to hold for CD4 and CD8 T-cells in the lung after
tuberculosis infection [33, 32]. Since I is given in arbitrary units, we choose the
maximum strength to be Imax = 1. This leads to a term for the immune dynamics
given by İ = giI(1 − I). We set the immune response at the beginning of the in-
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fection to I0 = 10−6 and a rate of expansion of gi = 1h−1. These values was chosen
based on data from CD4 and CD8 T-cells [6]. However, the exact choices are not
important, the results presented below also hold for different values. Killing of
bacteria by the immune system is assumed to occur at a rate directly proportional
to the strength of the immune response, with a killing rate constant b. In all our
immune response models, killing of sensitive and resistant bacteria occurs in the
same manner. This leads to the terms−bIBs and−bIBr added to the equations for
sensitive and resistant bacteria, respectively. This mass-action type killing term is
consistent with observations from CD8 T-cells and neutrophils [39, 54, 60].

Immune Response Model 2. For the second model, we consider the same dy-
namics of the immune response as in model 1, but now the rate at which bacteria
are killed saturates at some maximum level as the bacterial load increases. We im-
plement this by scaling the killing term with the total number of bacteria present,
so that these terms become−bIBs/(N+s) and−bIBr/(N+s), whereN = Bs +Br

and s is a saturation constant for the killing rate. This captures the observation
that immune cells need time to kill and under these conditions, the mass-action
formulation of model 1 breaks down at high pathogen load [53, 45]. This has been
observed experimentally for neutrophils and is also likely to apply to CD8 T-cell
mediated killing at high infected cell densities [36, 40, 54, 60].

Immune Response Model 3. For the third model, we change the dynamics of
the immune response. We assume that the immune response grows proportional
to the bacterial load and decays at a fixed rate. This leads to the term İ = giN−diI .
If the decay of the immune response is reasonably fast – and we will focus on that
situation in the following – this model approximates an immune response that
closely tracks the bacterial load, i.e. I ≈ gi

di
N . Such dynamics might apply to

cytokines or highly activated immune cells [22, 27, 25]. For the killing, we again
assume a mass-action term, as described for model 1.

Immune Response Model 4. The fourth model uses the same assumption
for the dynamics of the immune response as model 3, and combines it with the
saturated killing term of model 2.

We want to again stress that these four models we use here are simple and
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IR model IR term killing term
model 1 İ = giI(1− I) −bIBn

model 2 İ = giI(1− I) − bIBn

N+s

model 3 İ = giN − diI −bIBn

model 4 İ = giN − diI − bIBn

N+s

Table 7.7: Summary and parameters of the immune response (IR) models. n = s, r
representing the sensitive and resistant subpopulations. Values for the parameters
are given in the results section.

Figure 7.1: Graphical representation of the differences between the four models.
IR = immune response.
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heuristic, meant to capture aspects of the spectrum of possible immune response
dynamics. Figure 7.1 shows graphically the different conditions for the models
just described, Table 7.7 summarizes the model equations. All models were imple-
mented in Matlab R2007a (The Mathworks), the code is available from the authors
upon request.

7.4 Results

7.4.1 Resistance emergence in the absence of an immune response

We start by considering the dynamics of susceptible and resistant bacteria in a
situation where there is no immune response. The infection starts with a few
drug sensitive bacteria. As the bacteria grow, resistant mutants are generated and
because they also replicate (at a lower rate compared to the drug sensitive popu-
lation), they too increase. Both the resistant and susceptible populations level off
when the total bacterial load reaches the saturation level. In the absence of drug
treatment, the less-fit resistant population constitutes a small fraction of the total
population. Once antimicrobial treatment is started, the sensitive population is
cleared by the drug and the total bacterial load falls below the saturation level.
This allows the resistant population to increase until its net growth rate equals the
rate of killing by the antibiotic (Fig. 7.2). (Recall that resistance is not complete,
the drug can kill the resistant population, albeit at a very low rate).

7.4.2 Resistance emergence in the presence of immune responses

In the worst case, even the combined effect of antimicrobial drug and immune re-
sponse can not eradicate the susceptible population. While this will likely prevent
the ascent of the resistant population, this scenario represents treatment failure not
due to resistance but simply due to an ineffective drug. We do not consider this
situation further. If the immune response alone is not strong enough to clear the
susceptible population, but a combination of antimicrobial treatment and immune
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Figure 7.2: Dynamics of infection in the absence of an immune response. An-
timicrobial treatment is started at day 4. Every T=24h, a dose of C0 = 4µg/ml is
administered. Parameters as given in Table 7.6.

response can do so, two possibilities exist for the resistant subpopulation: Either
the immune response (together with the weak effect of the antibiotic on the re-
sistant mutants) can prevent the emergence of the resistant population. This will
likely occur if the cost of resistance is non-negligible (Fig. 7.3A, black lines). Or,
alternatively, the immune response can not prevent the emergence of resistance.
This might be the case if the fitness of the resistant strain is close to that of the sen-
sitive strain (Fig. 7.3A, gray lines), or if the immune response is less potent (e.g.
a value for b half that shown for the first scenario in Fig. 7.3A leads to resistance
emergence. Graph not shown).

The type of killing can also impact the outcome. If the killing rate saturates
for high bacterial load (model 2) and the rate is the same as for the non-saturating
model at low bacterial load, the result is a weaker immune response and less good
control of the resistant population (compare Figs. 7.3A and B, black lines). In
contrast, if the killing at low bacterial load is more effective, it can lead to better
clearance of the resistant subpopulation once the drug has reduced the sensitive
subpopulation, even if the killing strength at high bacterial load is much weaker
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Figure 7.3: Dynamics of infection in the presence of immune responses. Dotted
lines show immune response (with axis label on the right side), solid and dashed
lines show the drug resistant and drug sensitive bacteria. Drug dosing as de-
scribed in legend of Figure ??. The parameters b, gr, di, gi are all given in units of
1/hour. All parameter values are as given in Table 7.6 unless otherwise stated. A)
Model 1. Black: low-fitness (growth rate) resistant strain (gr = 0.65), prevention
of resistance. Gray: high-fitness resistant strain (gr = 0.9), resistance emerges.
(Killing rate b = 0.5). B) Model 2. Black: maximum killing at low bacterial load is
the same as in model 1, killing rate declines once the bacteria increase beyond 1%
of the carrying capacity and is about one-hundredth that of model 1 for N → N0

(s = N0/100, b = 0.5s, gr = 0.65). Gray: Maximum killing at low bacterial load
is twice that of model 1 but still only one-fiftieth that of model 1 for N → N0

(s = N0/100, b = s, gr = 0.9). C) Model 3. Black: the immune response changes
rapidly as bacterial load changes (b = 5, di = 0.25, gi = di/N0). Gray: the im-
mune response changes less rapidly as bacterial load changes (b = 5, di = 0.05,
gi = di/N0). D) Model 4. Black: maximum killing at low bacterial is the same as
in model 3, killing rate declines once the bacteria increase beyond 1% of the max-
imum carrying capacity and is about one-hundredth that of model 3 for N → N0

(s = N0/100, b = 5s, di = 0.25, gi = di/N0). Gray: Maximum killing at low bac-
terial load is twice that of model 1 but still only one-fiftieth that of model 1 for
N → N0 (s = N0/100, b = 10s, di = 0.25, gi = di/N0).
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compared to the non-saturating, mass-action killing (compare Fig. 7.3A and B
gray lines).

For the two models considered so far, the immune response quickly reaches a
constant level and remains at this level, independent of the bacteria dynamics. We
now turn to models 3 and 4 to investigate how an immune response that depends
on bacteria numbers affects resistance emergence. If the immune response decays
quickly (di large), a decline in bacteria due to drug treatment will result in a rapid
decline of the immune response and subsequent emergence of resistance is likely,
even if the immune response is very potent. The black lines in Figure 7.3C show
this for a scenario where resistance emerges, even though the killing rate, b, is ten
times larger compared to model 1. Note how closely the immune response (dotted
line) tracks the bacterial load. If the decay of the immune response is slower, it
will lead to less immediate tracking of the bacteria decline and improved ability to
control the resistant population. the gray lines in Fig. 7.3C show a situation where
resistance emergence is almost prevented. A further reduction in the decay rate
leads to a situation that approaches the pathogen-independent immune response
shown in panels A+B, where resistance emergence is prevented (not shown).

As seen for models 1 and 2, a saturating immune response that kills less ef-
ficiently at high bacterial load but more efficiently at low bacteria numbers can
help to prevent resistance emergence. This is also true if the immune response
declines almost immediately as the bacteria decline. The higher killing efficiency
at low bacteria numbers can make the difference between resistance emergence or
clearance (compare Fig. 7.3C and D, gray lines).

7.4.3 Immune responses can reduce the mutant selection win-

dow

So far, we have shown illustrative examples how different types of immune re-
sponses can affect the emergence of resistance. We now investigate the impact
of the different immune responses in more detail. We begin by exploring how the
immune response can change the size of the mutant selection window (MSW). The
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MSW is defined as the range of drug concentrations for which the drug is strong
enough to remove the sensitive population, but not strong enough to remove the
resistant population. In the absence of an immune response, this is expected to
lead to selection of the resistant mutant, which can ascend to high levels [49, 20].
Figure 7.4 illustrates the MSW idea.

0.01 0.1 1 10 1000

100

200

300

400

500

Drug Concentration (µg/ml)

Ti
m

e 
of

 e
m

er
ge

nc
e 

(h
 p

os
t t

xt
) Eradication of resistant population

by drug

Suppression of resistant population
by susceptible population

Eradication of susceptible population,
emergence of resistant population

Mutant Selection Window:

Figure 7.4: The mutant selection window (MSW) in the absence of an immune
response. Shown is the time of resistance emergence following treatment (txt),
as a function of drug concentration (C0). Emergence is defined as the resistant
population reaching 10% of the carrying capacity. The simulation is run until 14
days post treatment start. If the resistant population has not reached 10% by day
14, the time of emergence is set to infinity. At low drug concentrations, the drug
sensitive population is not removed and the resistant population can not emerge.
Very high drug doses kill both sensitive and resistant populations. Intermediate
drug doses clear the sensitive population only, and thereby allow the resistant
population to reach high levels.

The presence of an immune response is expected to change the MSW. One
would expect to see the MSW shrink at the right side, for high drug concentra-
tions, simply because in the presence of additional killing by an immune response,
a lower drug dose is required to remove both the susceptible and the (partially)
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resistant subpopulations. This is indeed what one finds (Fig. 7.5). Also, as ex-
pected, the immune responses that do not tightly follow the decline of bacteria
(models 1 and 2) are able to shrink this part of the window by a larger amount,
though model 4, which declines in strength as bacterial load declines, but at the
same has an increasing killing rate, is able to perform almost as good as models 1
and 2.
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Figure 7.5: The MSW in the presence of the different immune responses. Time to
emergence is defined as described in the caption for Figure 7.4. Immune responses
are chosen as in Figure 7.2 with gr = 0.65, b = 0.5 (model 1), s = N0/100 and b = s
(model 2), b = 5, di = 0.25, gi = di/N0 (model 3), and s = N0/100, b = 10s,
di = 0.25, gi = di/N0 (model 4).

Less intuitively obvious is why the MSW shrinks at the left side, for low drug
concentrations. Since the immune response acts together with the drug, the sensi-
tive population is cleared at lower drug concentrations. One might therefore also
expect resistance to emerge at lower, not higher, drug concentrations compared
to the situation without an immune response. This would indeed be the case
if the immune response were to act only on the sensitive population. However,
it affects both populations equally. In the absence of an immune response, any
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drug-induced decline of the sensitive population allows the resistant population
to quickly increase in numbers. In contrast, if an immune response is present, it
can prevent the resistant population from growing, even if some of the competi-
tive pressure is removed by a reduction in the sensitive population. It therefore
takes higher drug doses, corresponding to a stronger selective pressure in favor
of the resistant population, before resistance can emerge. Since at high bacteria
loads, the saturating immune responses (models 2 and 4) are rather weak, they
are not very good in preventing resistance to emerge at low drug concentrations
(Fig. 7.5, green diamonds and magenta stars). In contrast, the mass-action mod-
els retain a potent response at high bacteria numbers, therefore preventing the
emergence of resistance (Fig. 7.5, blue squares and red triangles) and significantly
shrinking the MSW at the left side.

7.4.4 Immune responses can dampen the effect of imperfect ad-

herence to treatment

The emergence of resistance is often due to the failure of patients to follow a pre-
scribed antibiotic treatment protocol. A prominent example is treatment failure
of long-term infections like tuberculosis [42, 23, 24]. It is therefore of interest to
understand how the immune response might modulate the effect of imperfect ad-
herence to an antibiotic treatment regime. As our model for non-adherence we
use a scheme similar to one of those considered previously [41]. In this scenario,
patients are less likely to take the prescribed drug dose as symptoms reduce. We
assume that symptoms are proportional to bacterial load. This is implemented by
assuming that a dose is taken with probability p = 0.25+0.75 log10(N)/ log10(N0)).
This means that for maximum bacterial burden (N = N0), adherence is perfect.
As bacteria load declines, so does the probability that the patient takes the drug.
At very low bacteria load, the probability that the patient takes the antibiotic is
reduced to≈25%. We simulate 5000 infections using a Monte Carlo routine where
at each scheduled dosing interval the drug will be taken with probability p. Figure
7.6 shows the MSW for perfect and imperfect adherence in the absence or presence



7.4. Results 95

of immune responses. We plot the median value for the time to resistance emer-
gence, defined as previously. As expected, in the absence of an immune response,
non-adherence increases the MSW (Fig. 7.6, open and filled circles). The pres-
ence of an immune response dampens the impact of non-adherence. The immune
response models with a bacteria load-dependent killing (models 2 and 4) seem
to perform slightly better, compared with the bacteria load-independent killing
models (models 1 and 3). This is presumably because killing in these models is
improved at low bacteria numbers, which is exactly the regime where the proba-
bility of taking the prescribed drug dose is the lowest.
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Figure 7.6: The mutant selection window for imperfect adherence (empty mark-
ers). For comparison, results for complete adherence are replotted from Figure 7.5
(solid markers). Everything else as described for Figure 7.5.

7.4.5 Immune responses can change optimal dosing strategies

The goal of an optimal treatment strategy is to achieve all specified goals (e.g.
clearance, prevention of resistance emergence), while at the same time ensuring
that the smallest possible amount of drug is used (to reduce toxicity and financial
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costs). Additionally, one might want to reduce the frequency at which the drug
is administered. If the killing action of the drug (the PD) is well described by an
Emax model, such as the one we use here, overall killing of bacteria is larger if
a given amount of drug is administered in frequent small doses instead of few
large ones [41]. Because the Emax model applies to both the sensitive and resistant
populations, we expect that in the absence of an immune response, more frequent
drug doses are better at killing the resistant strain and clearing the infection. This
is indeed the case (Fig. 7.7, black circles). We also find that this holds for the
immune response models 1 and 3, which kill at a rate independent of bacterial
load (blue squares and red triangles). Interestingly, the bacterial load-dependent
killing models, model 2 and 4, behave differently. For model 2 (green diamonds),
small frequent doses can prevent resistance emergence, but so can few large ones.
The reason for this is that a high drug dose strongly reduces the sensitive popu-
lation, which leads to improved per-capita killing by the immune response and
subsequent clearance of the resistant population. For model 4, this latter mech-
anism works as well, while the improved overall killing by the drug due to the
Emax PD has less impact.

Note that we chose the total drug dose administered over the 24 hour inter-
val (Ĉ) for the different models such that a change in dosing frequency lead to
a switch between resistance emergence and resistance prevention. There are of
course a wide range of values for the drug concentration that lead to less interest-
ing results, namely resistance emergence or bacteria clearance, no matter how the
dosing schedule over a 24 hour period is chosen. While it is not clear if for a re-
alistic situation, any of the results shown in Fig 7.7 might occur, it is nevertheless
important to illustrate what could happen, and how the complicated dynamical
interactions between the antibiotic, bacteria and immune response can lead to un-
expected outcomes, which depend on the details of the immune response.
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Figure 7.7: Bacteria clearance or resistance emergence as a function of dosing
regime. Drug is administered at the indicated time intervals, in doses such that
the total amount of drug administered over one day, Ĉ, remains fixed. Ĉ for the
situation without immunity and the four immune responses models are 10, 0.75,
1.5, 8 and 2.5 µg/ml (see text). Everything else as described for Figure 7.5.
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7.5 Discussion

Help from the immune response is often necessary to clear bacterial infections,
even in the presence of antibiotic treatment. An example is the success of drugs
that – at least in vitro – are only bacteriostatic [52]. Here we developed math-
ematical models that combine the dynamics of bacteria and drugs with different
models for the immune response. We used these models to analyze the emergence
of resistance during the course of treatment.

7.5.1 Caveats and limitations

As with all mathematical (as well as verbal) models of biological systems, the
models employed in this study represent strong simplifications of the complex
interactions between bacteria, antibiotics and the host’s immune response. Al-
though the equations for bacteria and drug dynamics provided a reasonable fit
to data for S. aureus and ciprofloxacin generated in vitro [8, 9], it is not clear how
well such models apply in vivo. In fact, S. aureus readily evolves resistance to
ciprofloxacin [13] which makes this fluoroquinolone a less than optimal drug for
treating staphylococcal infections.

However, the focus of this study was not on direct clinical relevance but rather
to generate a conceputal framework for addressing questions about the contribu-
tion of the immune response to preventing the evolution of antibiotic resistance
during the course of therapy. With minor modifications, this same theory could
apply to many different antibiotics and bacteria for which resistance can be gen-
erated by mutation. Of particular relevance in this regard is multi-drug therapy
in situations where mutants resistant to single drugs are almost always present
[42, 56]. Although our model of the immune response is a simplistic caricature of
the plethora of host responses to a bacterial infection, it is based on biologically
realistic assumptions and captures aspects of the anticipated dynamics of the host
response. More specifically, we chose scenarios were the strength of the immune
response is independent of or strongly dependent upon the bacterial load, and
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where the rate of immune-mediated killing does and does not saturate at high
bacterial load. We believe these models capture aspects of the dynamics of the
induction, buildup and waning of the immune defenses and immune-mediated
killing of bacteria.

Our models focused on resistance generated by genetic mutation through a
one-step process. We did not formally consider non-inherited resistance due to
physiological processes, biofilm formation or persistence, which can prolong ther-
apy and promote the generation and ascent of inherited resistance [28, 24, 37, 17,
38]. We also assumed that a resistant population already existed prior to treat-
ment start. As mentioned in the introduction, we chose this setup because it is
likely to occur for many clinical infections, where the bacteria have reached such
high numbers by the time symptoms occur and treatment starts that the existence
of a resistant subpopulation is likely. For a situation where resistance had not
yet emerged at the beginning of the treatment period, an immune response that
helps to eradicate the sensitive population as quickly as possible – and thereby
minimize the chance that a resistant mutant is created – is expected to perform
best.

7.5.2 Predictions and hypotheses

Our results suggest that the presence of an immune response narrows the mutant
selection window, helps to mitigate the negative effects of non-adherence, and
influences the optimal dosing strategy. We find that if antibiotic drug concentra-
tions can be maintained at relatively high levels (the right border of the MSW),
the synergism between immune response and drug in reducing resistance emer-
gence is best for immune response components that are largely independent of
the dynamics of the pathogen (Fig. 7.5, models 1 and 2). Such dynamics ap-
plies probably most strongly to parts of the adaptive immune responses. For an
immune response that is tightly linked to pathogen load (cytokines, parts of the
innate immune response, highly activated CD8 T-cells), trading reduced killing
at high bacterial load for increased killing at low bacterial load can be better at
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preventing resistance emergence (Fig. 7.5, model 4). In contrast, if antibiotic drug
concentrations cannot reach levels that are high enough to be above the MSW (for
instance due to toxicity), immune responses that do not saturate in their strength
of killing at high bacterial load will perform best (Fig 7.5, models 1 and 3). Satu-
rated killing might be unavoidable due to biological constraints (e.g. time it takes
to kill [53]), one can speculate that reduced killing at high pathogen load might be
a “choice” made by the immune response in certain situations to prevent exces-
sive immunopathology. It is worth pointing out that the type of killing function
depends on the exact numbers of immune players and bacteria and the killing
mechanism, and can switch from non-saturated to a saturated regime in some but
not other situations. In general, a higher number of immune players (e.g. a cer-
tain type of immune cell) and a faster killing process will reduce the potential for
killing saturation at high bacterial load.

The predictions from our models can be tested experimentally in laboratory
animals. One can use a “resistance competition assay” [49, 7], whereby animals
are inoculated with low numbers of bacteria resistant to the treating antibiotic
and high numbers of the susceptible population, and the changes in frequency
of resistance during the course of antibiotic treatment are followed. In addition
to measuring the bacterial load and concentrations of antibiotics in these experi-
ments, different components of the immune responses should also be quantified.
Applying this protocol to laboratory animals with normal immune systems and
animals with specific components of the immune system impaired can provide
information into the role different components of the immune response play in
affecting the mutant selection window, dosing strategies, etc. [19]. We would ex-
pect that animals with impaired immune response components which are largely
independent of bacterial load, both in their dynamics and their killing behavior,
will be most susceptible to resistance emergence, compared with healthy animals
or animals that have bacteria load-dependent immune dynamics or killing. Of
course, the main problem with such experimental tests (and the direct applicabil-
ity of our results) is the fact that immune response components tightly interact,
therefore it might be difficult to knock out certain components without affecting
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the performance of others.
To summarize, we have shown that the host’s immune defenses can play an

important role in the emergence or prevention of drug resistance. This highlights
the need for further studies that consider the joint impact of the immune response
and antimicrobial drug treatment on the emergence of resistance. Eventually, such
a combination of experimental and theoretical studies should allow us to design
treatment protocols that prevent resistance emergence and lead to complete bacte-
ria clearance, while also optimizing drug dose, robustness against non-adherence
and treatment schedule.





Conclusions

The main aim of this research was to understand the bacteria- and host–mediated
factors that determine nasal colonization and invasive disease due to normally
commensal bacteria, specifically S. aureus, S. pneumoniae and H. influenzae. A
few general conclusions emerge from this research such as the predominance of
stochastic processes in colonization and invasion or the importance of host re-
sponses in both virulence and antibiotic emergence. But more often than not, this
research has called attention to all the unknowns in our understanding of compe-
tition, invasive disease, antibiotic emergence and the specific role of the immune
system in these bacterial processes. Here, I will attempt to highlight the numer-
ous unanswered questions that may serve as future directions in this scientific
endeavor.

8.1 Part I: Ecology of Nasal Colonization

Why is there large variation in the bacterial load of individual rats colonized
with S. aureus, S. pneumoniae and H. influenzae?
When inoculated alone the median bacterial load for each of these species ap-
pears to be maintained for at least 96 hours and invariant over a large range of
inoculums (Chapter 2). However, there is a considerable amount of variability in
individual rats. This variability among individual rats could easily be dismissed
as resulting principally from heterogeneity in the susceptibility of the individ-
ual (out–bred) rats. However, it seems more likely that this variability arises



104 Conclusions

from (self-reproducing) bacteria acting independently (i.e. not synchronized or
cooperating- which was confirmed in Chapter 6) as this has been demonstrated
to have a much larger impact on bacterial infection experimental systems than
differences in host susceptibility[4]. Further investigations into the relative role of
host susceptibility and stochastic processes in determining the bacterial density of
colonizing populations may be informative to disease prevention.

What is the mechanism for established S. aureus populations excluding subse-
quent S. aureus from colonizing?
During intra–species competition in the nasal passage, established populations of
S. aureus are capable of excluding other S. aureus strains (Chapter 2). This con-
firms prior results that demonstrated that prior inoculated strains in burns ex-
cluded subsequent strains[9] and provides an explanation for why when human
persistent carriers of S. aureus were incoulated with a mixture of strains, the strain
they had originally out-competed the others[5]. Determining whether this exclu-
sion is due to occupation of limiting resources like attachment sites or spatially
deposited resources or other mechanisms may aid in designing means to limit S.
aureus colonization.

Why does introducing a second population of S. pneumoniae or H. influenzae in
rats with an established population increase the bacterial load?
Population dynamics, especially inoculum independence, had suggested that the
bacterial density of the colonizing population for all three strains was in a steady-
state where tight control (either by a limiting resource or an immune response)
limited the colonizing population from exceeding this density. However, this ap-
parent carrrying capacity increased after the introduction of a second S. pneumo-
niae or H. influenzae population (a pulse; Chapter 2). One explanation is that the
apparent steady state observed in the population dynamics for these strains is
the result of an extremely large bottleneck in the inoculating population, thus the
colonizing population isn’t being controlled as much as the size of the found-
ing population is independent of the inoculum density. Alternatively the second
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pulse could have modified the population size limiting factors- either freeing up
a limiting resource or suppressing an immune response. These results were not
straight-forward but are not likely to be artifacts as they occurred in multiple (at
least 4) repeats.

In addition, these experiments could be repeated with different strains (prefer-
ably with known or no fitness differences) and serotypes to determine what is
likely to occur during strain/serotype replacement.

Why and what is responsible for the relatively low density of bacteria in the
nasal passages?
Clearly both host and bacterial factors influence the density achieved by colo-
nizing populations. In Chapter 2, I investigated the role of already established
bacterial populations but did not identify the mechanisms of resource or immune
limitation in hosts without other species present. There are hints from the compe-
tition experiments: S. pneumoniae’s may be limited by neutrophil and complement
killing (from interaction with H. influenzae ), S. aureus limited by a priority resource
(pulse experiment) and H. influenzae limited by a nutrient (which can be increased
by S. pneumoniae or S. aureus colonization). However more research is needed into
the ecological conditions, including investigating the role of other immune com-
ponents and identifying limiting resources that maintain and disturb the density
and structure of colonizing populations.

How do S. pneumoniae strains differ in their susceptibility to H. influenzae in-
duced immune responses?
Only one of the two S. pneumoniae strains tested (TIGR4 and Poland(6b)–20) was
susceptible to neutrophil and complement–mediated reductions when invading
the nasal passages with an established H. influenzae population, and this competi-
tion was only observed in the nasal wash (not the nasal epithelium sample; Chap-
ter 2). The proposed mechanism for this immune–mediated competition is that
the presence of S. pneumoniae and H. influenzae together elicits a synergistic im-
mune response (neutrophils and complement) to which S. pneumoniae is sensitive
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and this may occur through antigen (presumably of H. influenzae origin) delivery
being increased in the presence of S. pneumoniae’s pneumolysin. However this
mechanism does not account for the differences in the two strains (both have the
pneumolysin gene) or why the decrease in S. pneumoniae population was only in
the nasal wash. That it could only be observed at one site and not in the nasal
epithelium, presumably where the more tightly adhering bacteria are present,
suggests that this competition may not have much effect on the persistence of
S. pneumoniae in the nasal passages. In addition, the two strains did not differ
in the neutrophil infiltration they elicited during nasal colonization (Chapter 2).
This provides some support for the notion that S. pneumoniae serotypes/capsules
(or at least 6b and 4) differ in their sensitivity to neutrophil/complement immune
responses.

Why is S. pneumoniae–S. aureus co-colonization rarer than expected?
The results presented in Chapter 3 are inconsistent with hydrogen peroxide pro-
duction by S. pneumoniae reducing the nasal colonization of S. aureus . In ad-
dition to the relative scarcity of S. aureus and S. pneumoniae not being due to
H2O2 –mediated interference competition, I could find no evidence for any other
bacteria-bacteria interaction between S. aureus and S. pneumoniae(Chapter 2). An
alternative explanation for the epidemiological observation is that S. aureus and
S. pneumoniae have different host preferences and that the carriage population can
be sub-divided into these host preferences. Distinguishing between bacterial in-
teractions and host preferences is especially important to vaccination efforts, as
bacterial interactions but not host preferences may lead to vaccination having the
undesired consequence of increasing the incidence of a competing species.

Why does catalase production provide a fitness advantage to S. aureus only
when S. pneumoniae is present?
I found that catalase production by S. aureus provides a fitness advantage during
colonization of neonatal rat when co–inoculated with S. pneumoniae but that this
is not due to the production of H2O2 by S. pneumoniae (Chapter 3). While catalase
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protects against free radicals, why would it be selected for only when S. pneumo-
niae is present. Two explanations warrant more investigations: S. pneumoniae in-
creases the free radical mileu indirectly through the immune response (principally
neutrophils which use free radicals to kill bacteria) or directly through toxins.

If H2O2 does not provide a competitive advantage against S. aureus , why would
S. pneumoniae produce it?
I found no evidence for hydrogen peroxide production by S. pneumoniae providing
it with a competitive advantage against S. aureus. The gene coding for pyruvate
oxidase, which produces H2O2, was identified in a screen directed at bacterial el-
ements required to bind S. pneumoniae to epithelial cells of the nasopharynx and
lung.[8] The mutant (Spxb) which does not produce H2O2 had a 70% reduction
in binding to epithelial cells and specifically decreased adherence to glycogonju-
cates. Furthermore, pyruvate oxidase is implicated in protecting against oxidative
stress[6] , competence[1] and spontaneous pneumococcal death during stationary
phase[7]. There are multiple possible reasons for the higher fitness of H2O2 pro-
ducing strains seen during colonization[7] and disease (pneumonia and sepsis)[8].

8.2 Part II: Evolution of Virulence

How much of virulence is due to microbial factors and how much is due to the
host’s immune response?
While Chapter 4 offers multiple examples of where the host immune response
causes damage during infection processes, it is not clear how wide–spread this is
as a phenomenon. In addition to the three bacterial exceptions noted in Chapter 4
(i.e. tooth caries, gastro-intestinal and neuronal bacterial toxins) most intracellular
pathogens (whether bacteria, viral or parasites) have to burst out of the host cells
as part of their life-cycle, which clearly causes virulence in the process. Whether
most virulence is due to microparasite’s life history traits or to the host’s immune
response (often an ’over–response’) is still unresolved.
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In the cases when bacterial virulence is due to a host’s immune (over-)response,
why hasn’t selection on the host’s immune system tempered the response?
I propose three hypotheses for why selection on the host has not tempered im-
mune over-responses ( Chapter 4). The first is that disease mediated selection can
be relatively weak as not everyone exposed to a disease becomes infected (max-
imum intensity of selection is equal to the frequency of symptomatic infections)
and even then it takes considerable time to evolve tempering mechanisms. Sec-
ond hypothesis is that selection on the immune system may be constrained as it
is primarily selecting for speed and breadth of immune defenses which may be in
direct opposition to selection on the magnitude of reactions or tempering mecha-
nisms. Lastly selection on the immune system may be constrained by the immune
system’s other roles— such as defending against cancer, maintaining blood-flow
homeostasis (clotting) or its roles in pregnancy. In support of the first hypothesis,
research into the TB-mediated selection on humans has found no evidence that se-
lection by TB has been strong in the human population[3]. There is little evidence
for either of the latter two hypotheses.

Is abscess formation an example of an immune over–response?
As I was unable to reproduce a blockade of abscess formation using a TCRαKO
mouse model, the role of the immune response in abscess formation and preven-
tion of bacterial clearance from wounds is still unsettled.

When within–host evolution for bacterial invasiveness does not occur, what
determines whether invasive disease will occur?
In our test of within–host evolution for invasive H. influenzae infections (Chapter
6), I found that only 1 out of the 6 blood isolates I tested had acquired an increased
propensity to cause bacteremia. What was responsible for the bacteremia in the
other 5 isolates? Were these bacteremias linked to disruptions in nasal coloniza-
tion ecology or (as discussed below) changes in densities of colonizing bacterial
populations? What determines whether within–host evolution occurs? For exam-
ple, during Coxsackie virus infections, within–host evolution occurred in elderly
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mice but not in young mice [2]. The only factor I have elucidated is population
size, as bacteremias only occurred with inoculum greater than 107 cfu but there
likely are other factors.

What is the relationship between the density of colonizing bacteria and dis-
ease?
It seems quite logical that the more colonizing bacteria the likelihood of invasive
disease or infections in adjacent sites would increase. In fact this is implied by
the experiments in Chapter 6 where the likelihood of bacteremia increases with
the inoculation density. However the results of Chapter 2 make the relationship
more nebulous, as I demonstrated that the inoculation density is independent of
the colonizing bacterial load. While an increased density of colonizing bacteria
may increase disease likelihood, this hypothesis has to my knowledge not been
conclusively demonstrated.

Does within–host evolution for invasive disease occur with other bacterial
species?
I only tested the possibility of within–host evolution for H. influenzae and bac-
teremia, however there are many other pathogens where within–host evolution
may play a role in disease pathogenesis. Given that S. pneumoniae readily colonize
neonatal rat it would be a natural starting place to investigate the role of within–
host evolution in pneumococcal bacteremia and pneumonia.

How do immune responses affect the likelihood of antibiotic resistance emer-
gence?
The details of immune response dynamics and killing can have a strong effect on
the ability of the immune response to prevent resistance emergence Chapter 7.
Importantly for many bacterial infections the dynamics (expansion and contrac-
tion) and killing rate/mechanisms of specific immune compentents is not known.
Therefore quantitative experimental studies which investigate both the immune
response and bacteria dynamics are necessary.
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