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Abstract 
 

Comparison of Warfarin and Aspirin in Preventing Symptoms Caused by 

Atherosclerotic Intracranial Arterial Stenosis by Using Principal Stratification   
 

Yaping Wang 

 

When estimating causal effects, most currently available methods focus on adjusting 

pre-treatment variables, while ignoring the post-treatment variables. However, the 

post-treatment variables are also important in sample classification and need to be 

considered in causal effect estimation. Recently, the principal stratification strategy 

provides a way to take account of post-treatment variables in causal inference. The 

object of this study is to compare the efficiency and safety of aspirin and warfarin in 

preventing the risk of stroke by using principal stratification strategy. 

The dataset used in our study came from Warfarin-Aspirin Symptomatic Intracranial 

Disease (WASID) study, where 569 patients were enrolled. The dose of warfarin was 

controlled by making the target International Normalized Ratio (INR) in the range from 2 

to 3, and the dose of aspirin was 1300 mg/day.  The INR score was treated as a post-

treatment variable, which was potentially influenced by the use of warfarin. 

 Based on the principal stratification models, the estimated Odds Ratio of primary end 

point for warfarin versus aspirin treatment is 0.78 [95% CI (0.38, 1.60)], which is 

attributable to the INR ranges.  From the results obtained by applying principal 

stratification, we conclude that warfarin and aspirin are not significantly different in 

preventing the outbreak ischemic stroke, brain hemorrhage, or death from vascular 

causes other than stroke. Moreover, warfarin is found to be associated with significantly 

higher rates of death and major hemorrhage[1]. Hence, the common practice of 

administering warfarin rather than aspirin for symptomatic intracranial arterial stenosis 

is not supported.  
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Chapter 1 – Introduction 
 

1.1 Stroke 

 

A transient ischemic attack (TIA) is caused by the changes in the blood supply to a 

particular area of the brain; resulting in brief neurologic dysfunction that persists, by 

definition, for less than 24 hours; if symptoms persist then it is categorized as a stroke. 

There were about as much as 900,000 strokes or transient ischemic attacks in the 

United States every year [2]. Atherosclerotic stenosis of the major intracranial arteries 

was believed to be one of the most important causes of transient ischemic attack (TIA) 

or stroke, and it could cause about 8 – 10% of the strokes or transient ischemic attacks 

every year in the United States [3, 4]. Moreover, the risk of recurrent stroke of these 

patients, which had the history of atherosclerotic stenosis of the major intracranial 

arteries, can be as high as 15% per year [5-9]. 

To lower the risk of stroke, several anti-clotting agents were used. Among these, 

aspirin's efficacy as an anti-clotting agent was proved by some studies from the 1960s to 

the 1980s.  Hence, it was widespread used as a preventive treatment for heart 

attacks and strokes from the last decades of the twentieth century. In addition to aspirin, 

another anticoagulant, warfarin, which was initially marketed as a pesticide against rats 

and mice, was also frequently used for the treatment of intracranial stenosis based on 

the results of several retrospective studies, some of which suggested that warfarin may 

be more effective than aspirin [6, 7, 10, 11]. Both aspirin and warfarin were usually used 
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for the treatment of intracranial stenosis, but it was still not clear which strategy is 

better. A recent survey illustrated uncertainty about optimal antithrombotic therapy for 

intracranial arterial stenosis. It showed that the number of neurologists who prefer 

warfarin therapy for this disease was similar with that of those who prefer aspirin 

therapy in the United States [12]. Given the importance of intracranial stenosis and lack 

of studies to compare treatments [13], a clinical trial was conducted to compare the 

effects between aspirin and warfarin in patients with this disease [14]. 

 

1.2 WASID Study Design 

 

As a randomized, double-blind, multi-center clinical study, the main object of Warfarin-

Aspirin Symptomatic Intracranial Disease (WASID) study was to compare the effects and 

safety of aspirin with those of warfarin in preventing stroke and vascular death in 

patients with symptomatic stenosis of a major intracranial artery. The dose of warfarin 

was controlled by making the target International Normalized Ratio (INR) in the range 

from 2 to 3, and the dose of aspirin was 1300 mg/day. 

Patients with history of transient ischemic attack TIA or stroke, which were caused 

by ≥50% stenosis of a major intracranial artery, were assigned to warfarin or aspirin 

groups randomly. The common termination date was at 4.4 years after enrollment for 

all the participants on average. An outbreak of ischemic stroke, hemorrhagic stroke, or 

vascular death was defined as primary end point. The study was designed using a two-

sided Type I error (α) of 0.05 and 80% power.  
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There were two kinds of packs of medication in each medication kit, which was assigned 

to each patient based on the group they belonged. Of the two packs in each medication 

kit, one was labeled as warfarin/placebo (containing 100 × 2 mg warfarin or placebo 

warfarin tablets), and the other was labeled as aspirin/placebo (containing 100 × 325 mg 

aspirin or placebo aspirin tablets). One of these packs contained active drug, the other 

contained placebo agent. Hence, patients in the trial received either active warfarin and 

placebo aspirin or active aspirin and placebo warfarin, but not both. 

 

1.3 WASID Study Results 

 

Based on the analysis by Chimowitz M. et al.[1], two study groups (aspirin vs. warfarin) 

were created, and the 569 patients were randomly assigned to the two groups. The 

follow-up time was 1.8 years for each patient on average. 13 participants (2.3%) 

withdrew from the trial after six months. By the end of the study, 128 patients (22.5%) 

were permanently discontinued totally, and the discontinuation rate is significantly 

higher in the warfarin group (28.4%) than in the aspirin group (16.4%) (P<0.001). 

In the wafarin group, the maintenance time is defined as the follow-up period after the 

first INR ≥2.0 was achieved. In the warfarin group, the percentages of the maintenance 

time that patients spent at the pre-specified INR ranges were shown in table 1. In the 

aspirin group, the percentage of follow-up time at a dose of 1300 mg per day was 93.7%. 
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No baseline characteristic was found to be significantly different between the two 

treatment groups (Table 2). 22.1% of the patients in the aspirin group were terminated 

with primary end point, and the primary end rate in the warfarin group was 21.5% 

[hazard ratio, 1.04; 95% CI is (0.73, 1.48); P=0.83] (Table 3). 

 

1.4 Question 

 

Chimowitz M. et al[1] did not find any significant difference between aspirin and 

warfarin in preventing the outbreak of primary end point, but they reported that INRs of 

less than 2.0 were associated with a significantly higher risk of ischemic stroke (P<0.001) 

and major cardiac events (P<0.001), whereas INRs greater than 3.0 were associated with 

a significantly higher risk of major hemorrhages. 

Considering the INRs were affected by the warfarin usage, and a post hoc on-treatment 

analysis of the patients assigned to warfarin showed that ischemic stroke, major cardiac 

events, and major hemorrhages were less likely to occur when the INR was at least 2.0 

but not more than 3.0, we thought a causal analysis using principal stratification might 

be proper to estimate the causal effect of the treatments. 
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Chapter 2 – Method 

 

2.1 Causal Analysis 

 

Causal Analysis seeks to identify and understand the reasons why things are as they are, 

and hence enable focus on change activity. The basic object of causal analysis is to find 

causes that you can treat. Hence, appropriate evaluation of competing causes is 

important in making decisions in medicine, public health, and social policy. It is broadly 

viewed the causal inference is the extraction of information about such comparisons. 

There are several methods for the estimation of causal effects. A statistical method for 

causal inference based on “potential outcomes”, often termed as Rubin’s causal model 

[15], was developed recently. In this method, each unit is considered at a particular 

place and time; each treatment is applied to each unit from each group; and potential 

outcomes are all the outcomes that would be observed from each of the units. Then, a 

causal comparison between two treatments is a comparison of the potential outcomes 

from two groups of units under the two treatments respectively. 

 

2.2 Principal Stratification 

 

Most methods just focused on adjusting pre-treatment variables, when estimate causal 

effects. However, the post-treatment variables, which are also important in sample 

classification, were always neglected. To adjust for post-treatment variables, a method, 

which estimates principal effects based on principal stratification, was developed. In this 
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method, named Principal Stratification, all the subjects were cross-classified with 

respect to the joint potential values of a post-treatment variable. Principal effects are 

defined as causal effects within a principal stratum. The advantage of principal strata is 

that it is not affected by treatment; that means samples in the same principal strata are 

identical. As a result, the principal effects are always actual casual effects. 

The mechanism of principal stratification can be summarily described as follows. 

Suppose we are considering a trial, which compares two treatments �� �  1, 2� in a 

group of units 	 � 1,… , �, where each unit can be potentially assigned either a 

standard treatment �� � 1� or a new treatment �� � 2�. As the response to the 

treatment, an outcome ���� is measured at a specific time for each unit, where ���� is 

the value of � of unit 	 that is assigned treatment �. Then, a comparison between two 

sets of potential outcomes, 

 ���1� �  	 � ����� ��� ���2� �  	 � �����        (2.1) 

is defined as a causal effect, if ���� and ���� are identical[16, 17]. 

However, the causal effects are not detectable usually, since the potential outcomes are 

not always measurable. As an alternative, subgroup causal effects of the assignment can 

be detected by comparing potential outcomes in the subgroup of unites, when other 

pre-treatment variables are measured. 

In the principal stratification, a post-treatment variable is taken into account to classify 

subgroups. To apply this method, a post-treatment variable ���� is measured with a 
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potential outcome �, after a treatment �  is assigned to each unit 	. To make it simple, 

we assume the variable ���� is a binary variable. 

In principal stratification, features of the units and assignments are usually implied by 

the variable ����. For example, in the WASID study, the post-treatment variable implied 

the influence of the warfarin use to the change of the INR score. By using principal 

stratification, we pay our attention on comparing the treatments effects on � after 

adjusting for the post-treatment variables. 

Since post-treatment variables are always affected by assignment strategy, they are 

usually adjusted by comparing the two distributions as below: 

Pr ����!���� � �, � � 1" ��� Pr �����|���� � �, � � 2�,    (2.2) 

where ���� � ���� is the observed outcome for unit 	 when it was treated by �.  By 

applying this strategy, the outcomes from both groups were compared in a same 

stratum (���� � �). The comparison in the same stratus is named as “net treatment” of 

assignment � , adjusting for the post-treatment variable ���� [18]. 

For simplicity, the treatment assignment �  is assumed to be completely random. Then 

the net treatment comparison (2.2) can be rewritten as the comparison between 

Pr �����1�!�����1� � �" ��� Pr ������2�|�����2� � ��,     (2.3) 
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Since subject in groups {�����1� � � } and {�����2� � � } may not be in the same 

stratum, it is necessary to make sure the treatment has no effect on the post-treatment 

variable[18], if we want to use (2.3) to estimate the causal effect. 

Summarily, the reason that causal effects can be estimated by adjusting for the post-

treatment variable is because the potential outcomes are compared in a set of people 

with identical characters. Considering all the importance of the post-treatment variable 

in the estimation of causal effects, the following definition for principal stratification and 

principal effect were conducted to classify subjects by post-treatment variables. 

DEFINITION (a) Two units 	, $ are defined to be in the same stratum, if  ��1� � �%�1� and 

��2� � �%�2�. The basic principal stratification &' with respect to post-treatment 

variable � is the partition of units 	 � 1,… , � to these stratums. (b) A principal 

stratification with respect to post-treatment variable is a partition of the units whose 

sets are unions of sets in the basic principal stratification &'. 

Generally, a principal stratification generates the following estimands. 

DEFINITION (b) Let & be a principal stratification with respect to the post-treatment 

variable �, and let �( indicate the stratum of & to which unit 	 belongs. Then, a principal 

effect with respect to that principal stratification is defined as a comparison of potential 

outcomes under standard versus new treatment within a principal stratum ) in & , that is, 

a comparison between the ordered sets 

���1�: �( � )���� ���2�: �( � )�       (2.4) 
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The expectation of principal effects relies on stratification of principal strata. Based on 

the definition of principal stratification; the value of pair ���1�, ��2�� should be same 

as ��%�1�, �%�2��, if units 	, $ are in the same stratum; the order is not affected by 

treatment. Hence, we have properties shown as below: 

PROPERTY 1 The stratum �( , to which unit 	 belongs, is not affected by treatment for 

any principal stratification & . 

And, by definition (2.1), we also have: 

PROPERTY 2 Any principal effect, as defined in (2.1), is a causal effect. 

Based on the definitions and properties above, stratifying the subjects by �( means 

adjusting for the subjects characteristics reflected in the post-treatment variable 

without introducing treatment selection bias caused by the principal stratification  . 

 

2.3 Brief Review of Principal Effect in Needle Exchange Program 

 

In the study by Frangakis et al. [19], they evaluated the effect of a partially controlled 

longitudinal treatment using principal stratification in the Needle Exchange Program[20, 

21].  

The study was partly based on the following assumptions: (1) Subjects’ follow-up time 

cannot be directly controlled by the study; (2) subjects’ exposure to the treatment of 

interest cannot be directly controlled by the study, and it may vary over time; (3) 
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another factor, which can affect subjects’ exposure to the treatment of and subjects’ 

follow-up time, is controlled by the study. It is not proper to estimate the treatment 

effects by standard methods, when the first two conditions are present. Hence, the 

strategy of principal stratification was applied to estimate the causal effects in this 

situation.  

1,170 injection drug users were enrolled and followed, in the needle exchange program 

(NEP).  The subjects were offered blood tests for human immunodeficiency virus (HIV), 

at each regular 6-month visit. With the hope to reduce HIV transmission, the NEP also 

operated some sites where drug users can exchange used needles for clean ones. The 

NEP staff controlled the places of the NEP sites. Hence, they treated the distance as a 

controlled factor to provide an indirect evaluation of the NEP’s effect on HIV 

transmission. 

In NEP study, distance were binarized to two levels, D=1 when the drug users lived 

within 3 miles from any NEP site, and D=2 when farther than 3 miles. After applying the 

Principal Stratification Model, the Odds Ratio of HIV seroconversion for close versus far 

from NEP sites is 0.11 (95% CI: 0.0003, 2.23), which is attributable to the needle 

exchange indirectly. 
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Chapter 3 – Construct Principal Stratification 
 

We return to the WASID study. Our goal is to evaluate the Warfarin’s versus Aspirin’s 

impacts on the primary end point with the Principal Stratification Model.  First, we 

discuss the background of our dataset. 

 

3.1 WASID  dataset 

 

In the WASID dataset, none of the baseline characteristics differed significantly between 

the two treatment groups (Table 2). 22.1 percent of the patients in the aspirin group 

and 21.8 percent of those in the warfarin group ended with primary end point occurred 

(Table 3). 

The format of our data is a frame where each row contains information for a subject at 

one time point. The variables includes: subject id, fixed (not varying with time) 

covariates, time, controlled factor (Warfarin or Aspirin), exposure (INR levels), outcome 

(time-varying), and censoring indicator (time varying). The time varying variables were 

measured at each visit. Five baseline variables were used as fixed covariates; they were 

Sex, IS (History of ischemic stroke), Hyper (History of hypertension), Diab (History of 

diabetes), and Cad (History of coronary artery disease). The exposure variable (E) is 

binary indicating the INR levels of subject at each time point. The outcome variable (Y) is 

binary indicating whether the subject got primary outcome or not. If a patient drops-out 

at a particular time point, then the outcome is designated as “-999” at that point. 
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In the WASID study, there were 569 patients. Each subject has a unique ID. Time ranges 

are different between different patients. 

 

3.2 Models used in Principal Stratification 

 

Our goal is to evaluate the effect of warfarin versus aspirin on the primary outcome, 

which is attributable to INR ranges, using principal stratification.  The three models that 

were applied to estimate the principal effect are shown as below: 

Logistic model for the ordinal principal strata �,+ , �: 

-./	�0123�,+ , �!4,+ � 5, 6,+ � 1, 7�8�9: � 7;
�8� < -	�=�8��5, ��7>8,  (3.1)  

where -	�=�8��5, �� is a link function. 

Logistic model for the target probability of the primary outcome � � 1: 

-./	�0123�,+��� � 1!4,+ � 5, 6,+ � 1, �,+ � �?, 7�@�9: � -	�=�@���, �?, 5, ��7�@�, (3.2) 

where -	�=�@���, �?, 5, �� is a link function. 

Logistic model for the analogous probability of censoring A � 1 of the event: 

-./	�0123A,+��� � 1!4,+ � 5, 6,+ � 1, �,+ � �?, 7�B�9: � -	�=�B���, �?, 5, ��7�B�, (3.3) 

where -	�=�B���, �?, 5, �� is a link function. 

 Then, we can obtain the likelihood of observing the data of person 	 at time �, as 

-��?, �, C, D, 5, �; 7� 

�� 123�,+ � �?!4,+ � 5, 6,+ � 1, 7�8�9 
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F  123�,+��� � C!4,+ � 5, 6,+ � 1, �,+ � �?, 7�@�9"��GH�
 

F 12�A,+��� � D|4,+ � 5, 6,+ � 1, �,+ � �?, 7�B��, 

Then, using the previous likelihood function, we can obtain a partial likelihood function: 

I�7� � ∏ ∏ ∑ -��, L,+, M,+, 6,+, �; 7���8�NO,P,QO,P�:RO,PS�+ . 

Frangakis C. et al. developed a program for maximizing I�7� for general levels of 

principal strata � and time �, using an EM algorithm[19, 22]. 
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Chapter 4 – Result 

 

To estimate the causal effect, and to have the models for outcome and censoring satisfy 

the compound exclusion restriction[19], we fitted the link function introduced in (3.1)-

(3.3) as 

-	�=�8�34,+, �97���
�8� �� 7���

�8�T < 7�UG�
�8� V,+G� < 7�;G�

�8� L,+G� < 7�+�
�8�� ,   (4.1) 

-	�=�@�3L,+, �,+, 4,+, �97@ �� 7�'�
�@� < 7���

�@�T < 7�UG�
�@� V,+G� < 7�;G�

�@� L,+G� < 7�+�
�@�� <

7���
�@��,+ < 7��,;�

�@� V�8,N���,+, L,+�,       (4.2) 

-	�=�B�3L,+, �,+, 4,+, �97@ �� 7�'�
�B� < 7���

�B�T < 7�UG�
�B� V,+G� < 7�;G�

�B� L,+G� < 7�+�
�B�� <

7���
�B��,+ < 7��,;�

�B� V�8,N���,+, L,+�,       (4.3) 

Our software was based on the PSpack, a software package for evaluating the causal 

effect of a longitudinal treatment on a binary outcome using the method of principal 

stratification. [19]. 

To estimate the causal effects by using principal stratification in our study. The variables 

D (Drug) and E (Exposure) were assigned as below: 

WL � 1,X5�� Y�2Z�2	� X�� [���;  L � 2,X5�� \�1	2	� X�� [���
V � 1,X5�� ]^M � 02, 3:;  V � 0 X5�� ]^M � �0, 2� a �3,<∞� c 

Then, the causal effect for Warfarin versus Aspirin is expg7��,;�
�@� �1 h 0�i � exp �7��,;�

�@� �. 

Hence, the causal effect can be estimated by applying principal stratification models 
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jointly (4.1)-(4.3). The estimated Odds Ratio of primary end point for warfarin versus 

aspirin treatment is 0.78 [CI of (0.38, 1.60)], which is attributable to the INR ranges. 

Based upon analysis above, we cannot conclude that warfarin and aspirin are different 

in preventing the outbreak of primary end points (ischemic stroke, brain hemorrhage, or 

death from vascular causes other than stroke).  
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Chapter 5 – Discussion 

 

5.1 Result compared to WASID study 

 

Compared to the WASID study by Chimowitz et al, the results we obtained by applying 

principal stratification are consistent with theirs. Moreover, warfarin was found to be 

associated with significantly higher rates of death and major hemorrhage. Furthermore, 

no evidence was found to support warfarin provided advantage over aspirin in the 

prevention of ischemic stroke, brain hemorrhage, or death from vascular causes other 

than stroke. The rate of death from any cause was significantly higher in the warfarin 

group than in the aspirin group (P=0.02)[1].  Based on both studies, the common 

practice of administering warfarin rather than aspirin for symptomatic intracranial 

arterial stenosis is not supported.  

  

5.2 Implication for Practice 

 

The results of this study have important implications for clinical practice. We verified the 

previous results by applying principal stratification, and we support the conclusion that, 

aspirin, rather than warfarin, should be used to treat intracranial arterial stenosis. 

Although there was no significant difference between Aspirin and Warfarin in 

preventing primary end points, Warfarin may cause more permanent interruptions 

caused by other diseases.  
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Using aspirin rather than warfarin in these patients will substantially lower the risk of 

other risks that caused permanent interruption in this study, and eliminate the 

inconvenience of using warfarin. In addition, considerable savings can be achieved by 

avoiding the costs of warfarin, INR testing, and treatment of warfarin associated 

hemorrhages.[23]   

 

5.3 Limitation of findings 

 

Based on Chimowitz M. et al., INRs greater than 3.0 were associated with a significantly 

higher risk of major hemorrhages (P<0.001) than INRs of 3.0 or less[1], we could 

construct an optimization problem. However, since we did not have any variables for 

advent effects in our dataset which included the major hemorrhages, it was impossible 

to get the highest INR score, which attributes to the low total outbreak rate of primary 

end point and adverse event. 

 

5.4 Recommendations 

 

Information from more other end point variables is needed. This information may be 

helpful to construct an optimization model to calculate the highest INR score, which 

provides advantage to lowing primary end point rate, and doesn’t cause too many 

adverse events.  
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Tables 

 

Table 1. Percentages of maintenance time at the prespecified INR ranges in WASID 

INR Percentage (%) 

INR<2.0 22.7 

2.0≤INR≤3.0 63.1 

3.1≤INR≤4.4 12.9 

4.5≤INR 1.2 
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Table 2. Baseline Characteristics of the Patients[1] 

* No significant differences were found between the two groups at the P=0.05 level. ACE is the short for angiotensin-

converting enzyme. 

 

 

 

 

 

Characteristic Aspirin 

(N=280) 

Warfarin 

(N=289) 

Age — yr 62.8±11.3 64.3±11.5 

Male sex — no. (%) 168/280 (60.0) 182/289 (63.0) 

Race — no. (%)   

       Black 83/280 (29.6) 91/289 (31.5) 

       White 162/280 (57.9) 169/289 (58.5) 

       Other 35/280 (12.5) 29/289 (10.0) 

History of hypertension — no. (%) 230/280 (82.1) 247/287 (86.1) 

History of diabetes — no. (%) 101/279 (36.2) 115/289 (39.8) 

History of a lipid disorder — no. (%) 188/274 (68.6) 203/278 (73.0) 

Blood pressure — mm Hg   

       Systolic 139.0±16.7 140.6±17.4 

       Diastolic 76.6±10.3 77.1±10.4 

Glycosylated hemoglobin — % 7.8±2.5 7.9±2.3 

Cholesterol — mg/dl   

       High-density lipoprotein 43.6±13.1 43.4±12.1 

       Low-density lipoprotein 124.6±38.0 126.2±37.3 

Smoking status — no. (%)   

       Never 96/280 (34.3) 106/289 (36.7) 

       Previously 115/280 (41.1) 131/289 (45.3) 

       Currently 69/280 (24.6) 52/289 (18.0) 

History of coronary artery disease — no. (%) 68/273 (24.9) 83/284 (29.2) 

History of ischemic stroke — no. (%) 58/271 (21.4) 80/286 (28.0) 

Qualifying event   

       Stroke 164/280 (58.6) 183/289 (63.3) 

       Transient ischemic attack 116/280 (41.4) 106/289 (36.7) 

Use of antithrombotic therapy at time of qualifying event — no. (%) 143/280 (51.1) 156/288 (54.2) 

Time from qualifying event to randomization — days 18.0±14.0 16.0±12.0 

Concomitant medications at randomization — no. (%)   

       Statin 163/280 (58.2) 184/289 (63.7) 

       Diuretic 64/280 (22.9) 68/289 (23.5) 

       ACE inhibitor or angiotensin II receptor blocker 113/280 (40.4) 121/289 (41.9) 

Stenotic artery   

       Internal carotid 55/271 (20.3) 64/280 (22.9) 

       Middle cerebral 92/271 (33.9) 87/280 (31.1) 

       Vertebral 53/271 (19.6) 54/280 (19.3) 

       Basilar 55/271 (20.3) 57/280 (20.4) 

       Multiple arteries 16/271 (5.9) 18/280 (6.4) 

Percent stenosis of affected artery 64.1±16.5 63.3±16.0 

       <50 — no. (%) 34/276 (12.3) 36/285 (12.6) 

       50–69 — no. (%) 138/276 (50.0) 142/285 (49.8) 

       70–99 — no. (%) 103/276 (37.3) 105/285 (36.8) 

       100 — no. (%) 1/276 (0.4) 2/285 (0.7) 
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Table 3. Primary End Points and Permanent Interrupiton in WASID 

Event Aspirin (N=280) 

Patients with an Event no. (%) 

Warfarin (N=289) 

Patients with an Event no. (%) 

P Value 

Primary end point 

Ischemic stroke, brain 

hemorrhage, or death 

from vascular causes other 

than stroke 

62 (22.1) 63 (21.8) 0.83 

Permanent Interruption 46 (8.1) 82 (14.4) <.01 
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Appendix: SAS and R code 

 

SAS Code: 

 

libname wasid 'D:\Thesis\Data'; 

options FMTSEARCH=(wasid.formats); 

 

*list the format library; 

proc format library=wasid.formats FMTLIB; 

run; 

 

 

* all baseline info; 

data baseline; 

    set wasid.base_char; 

run; 

 

 

data baseline_sub; 

    set baseline; 

    keep ID SEX; 

run; 

 

 

data status; 

    set wasid.vickistatus; 

run; 

 

 

proc sort data=status; 

 by ID; 

run; 

 

 

data inr_temp; 

    set wasid.vickiinr; 

run; 

 

 

proc sort data=inr_temp; 

    by ID CDATE; 

run; 

 

 

data wasid01; 

    merge inr_temp (in=x) status (in=y); 

    by ID; 
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    if x=1 and y=1; 

run; 

 

 

data wasid02; 

    merge baseline_sub (in=x) wasid01 (in=y); 

    by ID; 

    if x=1 and y=1; 

 if PRIEND=0 then PRIEND_GRP=0; 

    else PRIEND_GRP=1; 

 keep ID SEX INRSEQ INR TREATMNT PRIEND_GRP PERMANENT; 

run; 

 

 

data wasid03; 

    set wasid02; 

    if INR=. then delete; 

    time=INRSEQ; 

 if TREATMNT="W" then D=1; 

    else D=2; 

 if (INR<2 OR INR>3) then E=0; 

    else E=1; 

 Y=PRIEND_GRP; 

 if PRIEND^=0 then C=1; 

    else C=0; 

    drop INRSEQ INR TREATMNT PERMANENT PRIEND_GRP PRIEND; 

run; 

 

 

proc sort data=wasid03; 

 by ID time; 

run; 

 

 

data wasid04; 

 set wasid03; 

 by ID time; 

 if C=1 and last.ID=1 then y=-999; 

 else C=0; 

run; 

 

R code: 

 

# load all the required functions and libraries 

 

source("routines.r") 
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dyn.load("routines.dll") 

require(MASS) 

rngseed(12345) # Initial seed for the random numbers generation 

 

# Step 1. get big object, databig, with columns: (id,fixed 

X's,time-dependent Z's,time,D,E,Y,C) 

# 

# Input: datawide with columns: (id,fixed 

X's,Z1.1,Z1.2,...,Z1.K,Z2.1,...,Zp.K,D.1,...,D.K, 

# E.1,...,E.K,Y.1,...,Y.K)                 so  

 

nvary <- 0 

nfix <- 1 

databig.temp <- read.csv(file="Full05.short.csv", head=T, sep=",") 

databig <- model.matrix(~id + Sex + time + D + E + Y + C, 

databig.temp) 

databig<- databig[,-1] 

databig <- data.frame(databig) 

 

 

 

# Step 2. Create auxiliary variables, such as lagged distance and 

exposure (lag=1), 

#  needed for defining models. Add these variables to databig. 

# Inputs: databig, idcol, dcol, ecol; in the colume E, 1: 

Warfarin, 0: Aspirin 

 

idcol <- 1  # column no. of the subject ID variable in databig 

dcol <- as.integer(1+nfix+nvary+2)  # column no. of Distance 

variable in databig 

ecol <- as.integer(dcol+1)   # column no. of Exchange variable in 

databig 

 

lagvar <- makelagvars(data=databig,id=idcol,dcol=dcol,ecol=ecol) 

databig$Dm1 <- lagvar$Dlag 

databig$Em1 <- lagvar$Elag 

 

 

 

# Step 3. make the "full" object, datafull. 

# Inputs: databig, dcol, ecol 

# In additional to dataful, other outputs are: 

# sbig: a random draw from the allowable principal strata for 

each subject-time unit 

# nsbig: number of allowable principal strata for each subject-

time unit 

 

fullobj <- makefull(data=databig,dcol=dcol,ecol=ecol) 

datafull <- fullobj$datafull 

sbig <- fullobj$sbig 
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nsbig <- fullobj$nsbig 

 

 

 

# Step 4. define formulas and design matrices in full dimensions. 

# INPUT: formulas 

 

y.fmla <- as.formula("Y ~ SexMale + Dm1 + Em1 + time + S + E") 

c.fmla <- as.formula("C ~ SexMale + Dm1 + Em1 + time + S + E") 

s.fmla <- as.formula("as.factor(S) ~ SexMale + Dm1 + Em1 + time") 

 

 

 

# Step 5. Obtain good initial starting values for the EM 

algorithm 

# Input: formulas, sbig, databig 

 

theta.0 <- 

EMstart(smodel=s.fmla,ymodel=y.fmla,cmodel=c.fmla,sbig,data=datab

ig) 

 

 

 

# Step 6. Run the EM algorithm until convergence 

# Input: formulas, sbig, theta.0, nsbig, datafull, 

rel.tol(convergence criterion), and 

#   maxiter(maximum number of iterations). 

# Ouputs:  Converged parameter values and hessian matrix 

 

ans <- 

EM.ps(smodel=s.fmla,ymodel=y.fmla,cmodel=c.fmla,theta.0,nsbig,dat

a=datafull, rel.tol=1.e-04, maxiter=100) 

theta <- ans$par 

theta[length(theta)]  # causal effect parameter 

se <- sqrt(diag(ans$vcov)) 

 

CI.low <- exp(theta[length(theta)]-se[length(se)]) 

CI.up <- exp(theta[length(theta)]+se[length(se)]) 

CI.OR <- c(CI.low, CI.up) 

CI.OR 

################################################################# 
 

 

 

Clinical Coordinating Center (CCC) 

 

M. Chimowitz, H. Howlett-Smith, A. Calcaterra, 

N. Lessard, B. Stern 

Emory University, 1364 Clifton Road, Suite A, 

4307, Atlanta, GA 30322 (USA) 
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Statistical Coordinating Center (SCC) 

M. Lynn, V. Hertzberg, G. Cotsonis, S. Swanson, 

T.Tutu-Gxashe, P. Griffin, A. Kosinski 

Emory University, Rollins School of Public Health, 

1518 Clifton Road, Atlanta, GA 30322 (USA) 

 

Pharmacy Coordinating Center (PCC) 

C. Chester, W. Asbury, S. Rogers 

Emory University Hospital, 1364 Clifton Road, 

Atlanta, GA 30322 (USA) 

 

Steering and Publication Committees (2000–

2001) 

M. Chimowitz, B. Stern, M. Frankel, H. Howlett-

Smith, V. Hertzberg, M. Lynn, S. Levine, S. 

Chaturvedi, C. Benesch, A. Woolfenden, C. Sila, 

R. Zweifler, P. Lyden 

 

Scientific Advisory Committee 

H. Barnett, D. Easton, A. Fox, A. Furlan, P. 

Gorelick, R. Hart, H. Meldrum, D. Sherman 

 

Central Neuroradiology Committee 

H. Cloft, P. Hudgins, F. Tong 

 

Neurology Adjudication Committee 

L. Caplan, D. Anderson, V. Miller 

 

Cardiology Endpoint Committee 

L. Sperling, W. Weintraub, J. Marshall, S. 

Manoukian 

 

Clinical Sites (Sites with Highest Enrollment 

Listed First) 

Emory University 

M. Chimowitz, B. Stern, M. Frankel, O. Samuels, 

H. Howlett-Smith, N. Lessard, B. Lane, J. Braimah, 

S. Sailor-Smith, B. Asbury, C. Chester  

 

Wayne State University 

S. Chaturvedi, S. Levine, D. Wiseman, J. 

Andersen, A. Sampson-Haggood 

 

University of Pennsylvania 

S. Kasner, D. Liebeskind, B. Cucchiara, J. Chalela, 

M. McGarvey, J. Luciano, S. Shaw, M. Corrozi, 

K. Rockwell, Jr 

 

University of Rochester 

C. Benesch, J. Zentner, S. Bean, D. Cole 

 

Cleveland Clinic Foundation 

C. Sila, I. Katzan, N. Rudd, M. Horvat, L. Bragg, K. 

Begany, G. Mazzoli 

 

Vancouver General Hospital 

A. Woolfenden, P. Teal, C. Johnston, D. Synnot, J. 

Busser 

 

University of California, San Diego/San Diego, 

VA Medical Center 

P. Lyden, C. Jackson, J. Werner, N. Kelly, T. 

McClean, J. Gonzales, C. Adams 

 

University of Miami 

J. Romano, A. Forteza, A. Hidalgo, M. Concha, S. 

Koch, A. Ferreira 
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Johns Hopkins Medical Center 

R. Wityk, E. Aldrich, K. Lane, S. Rice, L. White, T. 

Traill 

 

University of California, San Francisco/San, 

Francisco General Hospital 

C. Hemphill, W. Smith, L. Hewlett, C. Reed, S. 

Fields, J. Nehira 

 

University of Pittsburgh 

L. Wechsler, J. Gebel, S. Goldstein, T. Jovin, S. 

De-Cesare, B. Harbison, R. Bernstein 

 

University of South Alabama 

R. Zweifler, J. Mendizabal, D. Alday, R. Yunker, E. 

Umana, T. Neal 

 

Saint Louis University 

S. Cruz-Flores, J. Selhorst, E. Leira, E. Holzemer, J. 

Armbruster, H. Walden, T. Olsen 

 

Buffalo General Hospital 

R. Chan , P. Pullicino, S. Harrington, L. Hopkins, K. 

Crone, S. Seyse 

 

MetroHealth Medical Center, Cleveland 

J. Hanna, M. Winkelman, A. Liskay, M. Schella, N. 

Lewayne, L. Gullion, N. Thakore 

 

Stanford Stroke Center 

D. Tong, M. Garcia, S. Kemp, H. Shen, M. 

Tuholski 

 

Neurological Institute of Savannah 

E. LaFranchise, S. Reel, R. Maddox, D. Rice 

 

Henry Ford Hospital 

P. Mitsias, N. Papamitsakis, J. Reuther, P. 

Marchese, S. Kaatz, J. McCord 

 

Indiana University 

A. Bruno, A. Sears, T. Pettigrew 

 

University of Texas Southwestern 

D. Unwin, M. Johnson, D. Graybeal, A. Redhead, 

J. Stanford, C. Croft, R. Lee 

 

Syracuse VA Medical Center 

A. Culebras, M. Vertino, M. Dean, J. Ayers, J. 

Zaleski 

 

University of Florida, Jacksonville 

S. Silliman, W. Ray, K. Ballew, D. Darracott, K. 

Robinson, K. Malcolm 

 

University of Virginia 

K. Johnston, E. Haley, B. Nathan, K. Maupin, C. 

Grandinetti, A. Adams 

 

Long Island Jewish Medical Center 

R. Libman, R. Benson, R. Bhatnagar, R. Gonzaga-

Camfield, Y. Grant, T. Kwiatkowski, K. Alagappan 

 

University of California, Los Angeles 
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J. Saver, C. Kidwell, D. Liebeskind, M. Leary, K. 

Ferguson, J. Llanes, F. Melamed 

 

West Los Angeles VA Medical Center 

S. Cohen, T. Krauss, T. Jolly, L. Date, G. Abedi, 

A .Song, M. Wells 

 

Melbourne Internal Medicine Associates, Florida 

B. Dandapani, A. Waddill, L. Parker, R. Vicari, M. 

Howard 

 

Mt. Sinai Medical Center 

S. Tuhrim, P. Wright, S. Augustine, J. Ali, J. 

Halperin, E. Rothlauf 

 

Louisiana State University 

R. Kelley, A. Pajeau, P. Jinkins, Y. Wang, A. Booth, 

M. Middlebrook 

 

University of Texas, Houston 

J. Grotta, M. Campbell, S. Shaw, R. Boudreaux, J. 

Hickey 

 

Evanston Hospital 

R. Munson, D. Homer, T. McGinn, B. Small, A. 

Feinberg, B. Shim 

 

Medical College of Georgia 

F. Nichols, M. Sahm, A. Kutlar 

 

Maine Medical Center 

J. Belden, D. Diconzo-Fanning, A. Carr, W. Allan, 

R. Spiro 

 

New England Medical Center 

D. Thaler, T. Scandura, L. Douglass, M. Libenson 

 

Boston University 

C. Kase, E. Licata-Gehr, J. Ansell, M. McDonough 

 

Boston VA Medical Center 

V. Babikian, N. Allen, M. Brophy, C. Reilly 

 

Ohio State University 

A. Slivka, P. Notestine, L. Marcy 

 

University of Arizona 

L. Anderson, E. Labadie, D. Bruck, D. Rensuold, J. 

Devine, S. Kistler 

 

Field Neuroscience Institute, Saginaw 

K. Gaines, F. Abbott, K. Leedom, S. Beyer 

 

Oregon Stroke Center 

H. Lutsep, W. Clark, A. Vaishnav, M. Gaul, A. 

Doherty, S. Pasco, J. Brown 

 

Rochester General Hospital 

J. Hollander, G. Honch, C. Weber, A. Sass, B. 

Porter, J. Lynch 

 

Beth Israel Deaconess Medical Center 

C. Chaves, I. Linfante, C. Horkan, L. Barron, P. 

Ryan, D. Tarsey 
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Marshfield Clinic 

P. Karanjia, E. St. Louis, L. Stephani, C. Matit, M. 

Bachhuber, W. Thorne 

 

Rush-Presbyterian – St. Luke’s Medical Center 

M. Schneck, K. Whited, D. Frame, G. Ruderman 

 

St. Thomas Medical Plaza West, Nashville 

C. Johnson, M. Kaminski, L. Hill, D. Pitts, A. 

Naftilan 

 

Cleveland Clinic Florida 

B. Dandapani, V. Salanga, R. Patino-Pauo, M. 

Piccarillo, M. Grove, R. Rosenthal 

 

Harbin Clinic 

M. Sloan, L. Shuler, S. Vaughan, B. Chacko 

 

Medical College of Ohio 

G. Tietjen, A. Korsnack, S. Scotton 

 

Duke University 

M. Alberts, L. Goldstein, G. Edwards, B. Thames 

 

University of Mississippi 

Y. Mohammad, C. Roach, T. Martin, J. King 

 

Texas Tech 

D. Hurst, M. Tindall, K. Beasley, R. Sleeper 

 

Williamson Medical Center, Franklin, TN 

K. Gaines, C. Johnson, H. Kirshner, B. Sweeney, K. 

Haden, M. Abbatte, K. Gateley 

 

St. Luke’s/Roosevelt Hospital Center 

S. Azhar, E. Latwis-Viellette, A. Cameron 

 

Central Arkansas VA 

S. Nazarian, W. Metzer, E. Epperson, P. Sanders, 

B. Powell 

 

University of California, Davis 

P. Verro, N. Rudisill, A. Kelly-Messineo, J. Branch, 

L. Ramos 

 

Scripps Clinic 

M. Kalafut, J. Kampelman, M. Perlman, M. Lewis 

 

University of Maryland 

M. Wozniak, S. Kittner, N. Zappala, S. Haines, A. 

Seitzman-Siegel 

 

Ochsner Foundation Clinic & Hospital 

R. Felberg, J. Soldani, S. Deitelzweig, C. Frisard 

 

University of Michigan 

S. Hickenbottom, K. Maddox, A. Ahmed, H. 

Tamer 

 

Statistical Consultant: B. Tilley 

Anticoagulation Consultant: J. Ansell 
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Internal Safety Monitor: K. Smith 

Internal Clinical Event Monitor: J. Khan 

NIH/NINDS Liaison: B. Radziszewska, J. Marler 

Performance and Safety Monitoring Board 

(PSMB): W. Powers, J. Thompson, R. Simon, L. 

Brass, K. Furie 

 

Support from Pharmaceutical Companies 

Bristol-Myers-Squibb (after incorporating 

DuPont Pharma) are supplying the warfarin 

(Coumadin) and placebo warfarin tablets, and 

Bayer are supplying the aspirin and placebo 

aspirin tablets for the trial. Neither of these 

companies is supplying direct funding for the 

trial. The FDA has assigned an IND number of 

57,138 for Coumadin (warfarin sodium) for this 

trial. 
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