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Abstract

Increasing paths in edge-ordered hypergraphs

By Bradley Fitzgerald Elliott

In this thesis, we study many variations on a classic problem of ordering the vertices

or edges of a graph and determining the maximal possible length of “increasing” paths

in the graph. For finite graphs, the vertex-ordering problem is completely solved, and

there has been recent progress on the edge-ordering problem. Here, we prove the

hypergraph version of the vertex-ordering problem: every vertex-ordered hypergraph

H has an increasing path of at least χ(H)−1 edges. We also provide upper bounds for

the edge-ordering problem with respect to complete hypergraphs and Steiner triple

systems.

For countably infinite graphs, a similar problem is studied. A result of Müller,

Reiterman, and Rödl [12, 14] states that a countable graph has a subgraph with all

infinite degrees if and only if any ordering of the vertices (or edges) of this graph

permits an infinite increasing path. Here we study corresponding questions for hy-

pergraphs and directed graphs. For example we show that the condition that any

vertex-ordering of a simple hypergraph permits an infinite increasing path is equiva-

lent to the condition that the hypergraph contains a subhypergraph with all infinite

degrees. We prove a similar result for edge-orderings. In addition we find an equiv-

alent condition for a graph to have the property that any vertex-ordering permits a

path of arbitrary finite length. Finally we study related problems for orderings by

Z (instead of N). For example, we show that for every countable graph, there is an

ordering of its edges by Z that forbids infinite increasing paths.
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Chapter 1

Introduction

My primary research interest is extremal graph theory. Generally, an extremal graph

problem may ask, “If a graph has property X, how large or small can some other

graph property Y be?” In this thesis we particularly focus on what graph properties

imply the existence of long paths with certain characteristics. In this chapter we

define many of the terms we will use, give a background of our topics, and describe

our results.

1.1 Definitions

Here we formally define graphs, hypergraphs, and digraphs, along with many of their

properties.

1.1.1 Graphs

A graph G = (V,E) is an ordered pair, where V is called the vertex set of G, and

E ⊆
(
V
2

)
is a family of unordered pairs of vertices called the edge set of G. Graphs are

useful mathematical structures for modeling any system in which some pairs of objects

share a certain relationship. For example, one could model Facebook’s users and their
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friendships with a graph: the vertex set would represent the set of all Facebook users,

and the edge set would represent all Facebook friendships, since a friendship is just a

relationship between pairs of users. See Figure 1.1(a) for an example of a graph.

Figure 1.1: (a) A finite graph on 5 vertices
(b) A 3-uniform hypergraph, in which each oval represents an edge
(c) A directed graph, in which each arrow represents the direction of the oriented
edge

The vertex set of a graph is typically finite, but we present some results for which

the vertex set is countably infinite. We call a graph countable if its vertex set is

countably infinite. We say a graph is complete if it contains an edge between every

pair of vertices, and we denote by Kn the complete graph on n vertices.

1.1.2 Hypergraphs

For r ≥ 2, an r-uniform hypergraph H = (V,E) is a generalization of a graph in which

each edge in E contains exactly r vertices. More formally, the edge set E ⊆
(
V
r

)
. We

sometimes refer to r-uniform hypergraphs as r-graphs and to elements of their edge

sets as r-tuples. We denote by K
(r)
n the complete r-graph on n vertices, which contains

every possible r-tuple. See Figure 1.1(b) for an example of a 3-graph.

1.1.3 Directed graphs

A directed graph D = (V,E) is a graph in which each edge has an orientation from

one of its vertices to the other. In other words, the edges of a directed graph are
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ordered pairs of vertices. For u, v ∈ V , we write that (u, v) ∈ E if there is an edge

in E directed from u to v. We sometimes refer to directed graphs as digraphs and to

the edges of digraphs as arcs. See Figure 1.1(c) for an example of a digraph.

1.1.4 Paths

A path in a graph G = (V,E) is a non-repeating sequence of vertices {v1, v2, . . . , vp} ⊂

V such that {vi, vi+1} ∈ E for all 1 ≤ i ≤ p− 1. Alternatively we may define a path

as a sequence of distinct edges {e1, . . . , ep−1} ⊂ E for which |ei ∩ ej| = 1 if and only

if |i− j| = 1. In a digraph, it is required for a path that each edge be directed from

vi to vi+1; that is, (vi, vi+1) ∈ E. There are several notions of paths in k-uniform

hypergraphs that we will discuss throughout this thesis. Generally, in a “tight path,”

two consecutive edges of the path share k − 1 common vertices; in a “loose path,”

two consecutive edges share just 1 common vertex. In Figure 1.1, the graph (a) has

a path containing four edges, the 3-graph (b) has a loose path containing two edges,

and the digraph (c) has a directed path containing three edges.

1.2 Background

1.2.1 Finite graphs

For a finite graph G = (V,E), an ordering (or labeling) of the vertices of G is a

bijection from V to [|V |], the set of integers from 1 to |V |. In a graph with vertex-

ordering φ, an increasing path is a path {v1, v2, . . . , vp} such that φ(vi) < φ(vi+1) for

all 1 ≤ i ≤ p−1. Let fφ(G) be the maximum length (i.e. maximum number of edges)

of an increasing path in G with vertex-ordering φ, and let

f(G) = min
φ
fφ(G),
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so that G contains an increasing path of length f(G) regardless of how its vertices are

ordered. This function f(G) was determined independently by Gallai, Hasse, Roy,

and Vitaver [6, 9, 16,17].

Theorem 1.2.1 (Gallai-Hasse-Roy-Vitaver Theorem). For a graph G, f(G) = χ(G)−

1, where χ(G) is the chromatic number of G.

Similarly, for a finite graph G = (V,E), an ordering of the edges of G is a bijection

from E to [|E|]. In a graph with edge-ordering φ, an increasing path is a path

{e1, e2, . . . , ep} such that φ(ei) < φ(ei+1) for all 1 ≤ i ≤ p − 1. Let gφ(G) be the

maximum length (i.e. maximum number of edges) of an increasing path in G with

edge-ordering φ, and let

g(G) = min
φ
gφ(G).

Perhaps surprisingly, g(G) seems much harder to determine than f(G). Since Chvátal

and Komlós [5] first asked what is g(Kn) in 1971, significant effort has been put into

bounding this function of n. Graham and Kleitman [7] showed that Ω(
√
n) ≤ g(Kn) ≤

(3/4)n. The upper bound was subsequently improved by Rödl [15] to (2/3 + o(1))n,

by Alspach, Heinrich, and Graham (unpublished, see [4]) to (7/12 + o(1))n, and by

Calderbank, Chung, and Sturtevant [4] to (1/2 + o(1))n. After over 40 years, the

lower bound was finally improved by Milans [11] to Ω((n/ log n)2/3). Inspired by that

paper, Bucić et al. [3] raised the lower bound to

n

2O(
√
logn log logn)

= n1−o(1),

nearly closing the gap between upper and lower bounds.

For graphs other than Kn, similar results are known. Let G be a finite graph with

n vertices and average degree d. Of course g(G) ≤ d, since G may be a disjoint union

of (d + 1)-cliques. Rödl [15] proved g(G) = Ω(
√
d). For sufficiently dense graphs,

Milans [11] improved this to g(G) = Ω(d/n1/3(log n)2/3), and Bucić et al. [3] further
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improved it to

g(G) ≥ d

2O(
√
log d log logn)

when d ≥ 2.

1.2.2 Countable graphs

For a countable graph G = (V,E) an ordering of the vertices of G by N is a bijection

from V to N = {0, 1, 2, . . .} and an ordering of the edges by N is a bijection from E

to N. Given a countable graph G = (V,E) and an ordering φ of V by N, we say G

contains an infinite increasing path with respect to φ if there exists an infinite path

of vertices {vi}∞i=1 in G such that φ(vi) < φ(vi+1) for all i ≥ 1. Similarly, given a

countable graph G = (V,E) and an ordering φ of E by N, we say G contains an

infinite increasing path with respect to φ if there exists an infinite path of edges

{ei}∞i=1 in G such that φ(ei) < φ(ei+1) for all i ≥ 1. In 1982, Müller and Rödl [12]

showed that a countable graph G contains an infinite increasing path with respect to

any ordering of its vertices by N if and only if G contains a subgraph in which every

vertex has infinite degree, i.e. there exists a subgraph G′ of G so that for all v ∈ V (G′),

|{u ∈ V (G′) : {v, u} ∈ E(G′)} = ∞. In their paper Müller and Rödl asked whether

or not the condition of having a subgraph with all infinite degrees is also necessary

for containing an infinite increasing path with respect to any edge-ordering of G by

N. This was confirmed to be true by Reiterman [14] in 1989. Together these two

results are formulated below.

Theorem 1.2.2. Let G = (V,E) be a countable graph. Then the following are equiv-

alent:

(1) G contains a subgraph G′, such that any v ∈ V (G′) has infinite degree in G′.

(2) any ordering of V by N permits an infinite increasing path.
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(3) any ordering of E by N permits an infinite increasing path.

1.3 Results

In this thesis we give many results concerning increasing paths in edge-ordered hy-

pergraphs. We also give some results on vertex-orderings, graphs, and digraphs. We

consider both finite and countable graphs, and we discuss the existence of increasing

paths of arbitrarily large finite length. In this section we state all of our results, whose

proofs are provided in Chapters 2 and 3. This is joint work with Andrii Arman and

Vojtěch Rödl, some of which appears in [2].

1.3.1 Finite hypergraphs

If H = (V,E) is an r-graph, a tight path in H is a sequence of edges {e1, e2, · · · , e`} ⊂

E so that there exist distinct vertices v1, v2, · · · , v`+r−1 ∈ V with

ei = {vi, vi+1, · · · , vi+r−1}

for 1 ≤ i ≤ `. A tight path is increasing with respect to an edge-ordering φ if

φ(ei) < φ(ei+1) for all 1 ≤ i ≤ ` − 1. Let gφ(H) be the maximum length of an

increasing tight path in H with respect to a given edge-ordering φ, and let

g(H) = min
φ
gφ(H),

so that for every edge-ordering φ there is an increasing tight path of length at least

g(H) in H.

Theorem 2.1.1. For any δ > 0 and any integer r ≥ 2 there is an n0 = n0(δ, r) such

that if n ≥ n0, then

g
(
K(r)
n

)
<

(1 + δ)r

r + 1
n.
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A Steiner triple system (STS) is a 3-graph in which every pair of vertices is con-

tained in exactly one edge (or triple). STSs exist on n vertices if and only if n ≡ 1

or 3 (mod 6), and they contain no tight paths, because no pair of vertices in an STS

share two edges. A loose path in an r-uniform hypergraph is a sequence of edges

{e1, . . . , e`} ⊂ E so that there exist distinct vertices v1, v2, . . . v`(r−1)+1 ∈ V with

ei = {v(r−1)(i−1)+1, v(r−1)(i−1)+2, . . . , v(r−1)(i−1)+r}.

Let s(n) be the maximum k so that every STS on n vertices, regardless of how its

edges are ordered, contains an increasing path of length k. Trivially s(n) ≤ (n−1)/2,

since each edge in a path introduces two new vertices, except the first edge which

uses three. We provide an upper bound on s(n) for certain n.

Theorem 2.2.1. If n = 9p for some p ∈ Z, then

s(n) ≤ n− 1

4
.

For completeness, we extend the Gallai-Hasse-Roy-Vitaver Theorem (1.2.1) to

r-graphs.

Definition 1. Given an r-uniform hypergraph H = (V,E) with a vertex-ordering φ,

an increasing loose path of length ` inH is a loose path with vertex set {v1, v2, . . . , v`(r−1)+1}

and edges {e1, . . . , e`}, where

(1) each ei = {v(r−1)(i−1)+1, v(r−1)(i−1)+2, . . . , v(r−1)(i−1)+r} for 1 ≤ i ≤ `,

(2) all vj-s are distinct, and

(3) φ(vj) < φ(vj+1) for 1 ≤ j ≤ `(r − 1).

Let fφ(H) be the maximum number of edges of an increasing loose path in H with
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respect to vertex-ordering φ, and let

f(H) = min
φ
fφ(H).

Then

Theorem 2.3.1. f(H) = χ(H)− 1.

1.3.2 Countable graphs, hypergraphs, and digraphs

Ordering by Z

In [12], Müller and Rödl considered only graphs ordered by ordinals. Specifically, their

Theorem 1.2.2 concerns orderings by N. In Section 3.1 we consider countable graphs

with vertices and edges ordered by Z, which is not an ordinal. This new style of

ordering allows us to consider paths that continue infinitely in both directions. Given

a countable graph G = (V,E) and an ordering φ of V by Z, an infinite increasing

two-sided path in G is an infinite path {vi : −∞ < i < ∞}, with φ(vi) < φ(vi+1) for

all i. For the existence of an infinite increasing two-sided path we find the following

equivalent condition.

Theorem 3.1.2. For a countable graph G = (V,E) the following are equivalent.

(1) For every partition of V into infinite sets V1, V2, there exist W1 ⊆ V1, W2 ⊆ V2

so that

(a) for i = 1, 2 and for all v ∈ Wi, v has infinite degree in Wi, and

(b) there exists an edge w1w2 ∈ E with w1 ∈ W1 and w2 ∈ W2.

(2) Any ordering of V by Z permits an infinite increasing two-sided path.

Perhaps somewhat unexpectedly, for edge-ordering the following holds.
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Proposition 3.1.3. For every countable graph G = (V,E) there exists an ordering

of E by Z such that there is no infinite increasing path in G.

Hypergraphs

Our main motivation for Section 3.2 is to find a hypergraph extension of the Müller-

Reiterman-Rödl Theorem (1.2.2). We would like to retain the condition of “G contains

a subgraph G′, such that any v ∈ V (G′) has infinite degree in G′” from this theorem.

For this condition to imply the existence of infinite paths, though, we need to consider

“simple” (also known as “linear”) hypergraphs; these are hypergraphs in which each

pair of vertices share at most one edge. This is because there exist many examples of

non-simple hypergraphs in which every vertex has infinite degree but which do not

contain any infinite paths. For example, take the 3-graph with vertex set V = N and

edge set E = {{0, i, j} : 1 ≤ i < j}, which contains no infinite path because every

edge contains the same vertex. For this reason, all the theorems below are for simple

hypergraphs, though they still hold if “simple” is replaced by “each pair of vertices

have finite co-degree”. Because all hypergraphs considered here are simple, all paths

in this section are loose paths.

We actually consider two hypergraph generalizations of graph paths. The first,

defined in Definition 2, uses the fact that in a graph path, every two consecutive edges

of the path share exactly one vertex. The second, defined in Definition 4, uses the

fact that in a graph path, every vertex except the first one is contained in two edges

of the path.

Definition 2. Given a k-uniform hypergraph H = (V,E), an infinite path in H is

an infinite path with vertex set {vj}∞j=1 and edges {e0, . . . , ei, . . .}, where

(1) each ei = {v(k−1)i+1, v(k−1)i+2, . . . , v(k−1)i+k} for i ≥ 0, and

(2) all vj-s are distinct.
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Given a k-uniform hypergraph H = (V,E) and an ordering φ of V by N, an infinite

increasing path in H is an infinite path with the added property that

(3) φ(vj) < φ(vj+1) for j ≥ 1.

In the graph case, the condition of containing a subgraph with infinite degrees

implies existence of an infinite increasing path under any vertex-ordering, and this

condition is a natural candidate for the hypergraph case; however, the notion of a

subgraph with infinite degrees has multiple interpretations in the hypergraph case.

Definition 3. Let ` ≤ k. We say that a k-graph H = (V,E) has property C` if there

is a set V ′ ⊆ V such that ∀v ∈ V ′, |{e ∈ E : v ∈ e and |V ′ ∩ e| ≥ `}| =∞. That is, if

there is a set V ′ ⊆ V so that every vertex in V ′ in in infinitely many edges that each

have at least ` vertices in V ′.

For a k-graph H, property Ck is perhaps the most natural hypergraph extension

of the graph condition, and is equivalent to H containing an induced subhypergraph

in which every vertex has infinite degree. It turns out property Ck implies more than

just containing an infinite increasing path under any vertex-ordering of V (H). It

implies existence of what we call an infinite increasing (k − 1)-branching tree.

Definition 4.

(1) The infinite (k − 1)-branching tree is the unique k-uniform hypergraph so that

each pair of vertices is connected by a unique path and so that all vertices have

degree 2, except for a root vertex, which has degree 1. See figure 1.2.

(2) In an infinite (k− 1)-branching tree, t(v) will denote the depth of a vertex v in

the tree, i.e. the number of edges on the path from v to the root.

(3) Given a k-uniform hypergraph H = (V,E) and an ordering φ of V by N, an

infinite increasing (k−1)-branching tree in H is an infinite (k−1)-branching tree

in H with the property that that for any x, y ∈ V with t(x) < t(y), φ(x) < φ(y).
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Figure 1.2: An example of an infinite 3-branching tree, which is a 4-uniform hyper-
graph. Each gray polygon here represents an edge.

Theorem 3.2.1. For a countable, k-uniform hypergraph H = (V,E) the following

are equivalent

(1) H has property Ck.

(2) Any ordering of V by N permits an infinite increasing (k− 1)-branching tree in

H.

(3) Any ordering of V with N permits an infinite increasing path in H.

For edge-orderings of k-uniform hypergraphs, infinite increasing paths and (k−1)-

branching trees are defined similarly:

Definition 5. Given a k-uniform hypergraph H = (V,E) and an ordering φ of E

by N, an infinite increasing path in H is an infinite path {e1, . . . , ei, . . .} such that

{φ(ei)}∞i=1 is an increasing sequence.

Definition 6.

(1) In an infinite (k − 1)-branching tree, t(e) will denote the depth of an edge e in

the tree, i.e. the number of edges on the path from e to the root. E.g. t(e) = 1

for the edge e that contains the root.
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(2) Given an ordering φ of E by N, an infinite increasing (k − 1)-branching tree in

H is an infinite (k − 1)-branching tree in H with that property that for any

e1, e2 ∈ E with t(e1) < t(e2), φ(e1) < φ(e2).

It turns out that property C2 is a sufficient condition for containing an infinite

increasing path under any edge-ordering and a necessary condition for containing an

infinite increasing (k − 1)-branching tree under any edge-ordering.

Theorem 3.2.3. Let H = (V,E) be a simple, countable, k-uniform hypergraph. Then

for the following conditions, (1)⇒ (2)⇒ (3).

(1) Any ordering of E by N permits an infinite increasing (k− 1)-branching tree in

H.

(2) H has property C2.

(3) Any ordering of E by N permits an infinite increasing path in H.

We also notice that in the theorem above (2) 6⇒ (1). Consider a complete countable

graphG with vertices V = {v1, v2, . . .} and complement every edge e = {vi, vj} by k−2

new vertices ui,j,1, ui,j,2, . . . , ui,j,k−2 to form a k-uniform hypergraph H = (V ∪ U,E)

with E = {{vi, vj, ui,j,1, ui,j,2, . . . , ui,j,k−2} : i, j ∈ N}. The original vertex set V

satisfies (2). On the other hand, there is no infinite (k − 1)-branching tree in H

because every hyperedge contains k − 2 vertices of degree 1.

It remains unknown to us if (2) is equivalent to (3) or not, even for the case k = 3.

Directed Graphs

In Section 3.3 we consider directed graphs whose vertices or edges are ordered by N or

Z. These results correspond to theorems previously given about undirected graphs.

Proposition 3.3.1. For a directed graph D = (V,E), the following are equivalent.
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(1) There exists an induced subgraph D′ of D of which all vertices have infinite

out-degree in D′.

(2) Any ordering of V by N permits an infinite increasing directed path in D.

(3) Any ordering of E by N permits an infinite increasing directed path in D.

Definition 7. Given a directed graph D = (V,E) and an ordering φ of V by Z, we

say D contains an infinite two-sided directed path if there exists an infinite directed

path {vi}∞−∞ in D with φ(vi) < φ(vi+1) for all i.

Proposition 3.3.8. For a directed graph D = (V,E), the following are equivalent.

(1) For every partition of V into infinite sets V1, V2 there exist W1 ⊆ V1, W2 ⊆ V2

so that

(a) for all v ∈ W1, v has infinite out-degree in D[W1],

(b) for all v ∈ W2, v has infinite in-degree in D[W2], and

(c) there are vertices wi ∈ Wi for i = 1, 2, such that (w2, w1) ∈ E.

(2) Any ordering of V by Z permits an infinite two-sided directed path.

Proposition 3.3.10. For every countable directed graph D = (V,E) there exists an

ordering of E by Z such that there is no infinite increasing directed path in D.

Paths of finite length

In [12], the authors also showed for a graph G = (V,E) that for any well-ordered set L

and any labeling of V by L there exists an arbitrarily long increasing path if and only

if the chromatic number of G is infinite. The main theorem in Section 3.4 is about

restricting L to N, i.e. it is about finding an equivalent condition for a countable

graph G to contain an increasing path of arbitrary finite length under any ordering of

vertices by N. Theorem 1.2.2 implies that if G has a subgraph with infinite degrees,



14

then under any ordering of vertices by N we can find an infinite increasing path.

Hence the only interesting case to study is when G does not have a subgraph with all

infinite degrees.

Definition 8. We say that a countable graph G = (V,E) has a property FIN if for

any ordering of V by N and for any k ∈ N there exists an increasing path of length

k in G, but there exists a vertex-ordering of G with no infinite increasing path.

Definition 9. We define χ∗(G) to be the minimum k so that V (G) can be partitioned

into k classes V1, . . . , Vk in such a way that for all 1 ≤ j ≤ k,

(1) each Vj is an independent set, and

(2) each vertex in Vj has finite degree into V1, V2, . . . , Vj−1.

If no such k exists, set χ∗(G) =∞. Clearly, χ∗(G) ≥ χ(G).

The condition χ∗(G) =∞ is inspired by the condition used in Theorem 1.2.1, and

this condition is sufficient to imply that for any ordering of V by N and for any k ∈ N

there exists an increasing path of length k in G. The main result of Section 3.4 is the

following.

Theorem 3.4.2. A graph G has property FIN if and only if χ∗(G) =∞ and G does

not have a subgraph in which all degrees are infinite.

Note that the conditions of χ∗(G) =∞ and G not having a subgraph in which all

degrees are infinite do not imply each other, so both are needed in the statement of

Theorem 3.4.2. In particular, the complete graph on infinitely but countably many

vertices has χ∗(G) =∞ but is itself a graph in which all degrees are infinite. On the

other hand, any union of vertex-disjoint finite graphs has no subgraph in which all

degrees are infinite and it has finite χ∗(G).

We show that χ∗ cannot be changed to χ in the statement of the theorem above

by constructing a bipartite graph G that has property FIN. So for property FIN, the
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chromatic number of a graph has insignificant impact on the existence of an infinite

increasing path when V (G) is ordered by N, in contrast to the case when the labels

can be elements of any well-ordered set L.
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Chapter 2

Finite Hypergraphs

In this chapter we prove theorems on finite hypergraphs of different structures, con-

cerning both edge- and vertex-ordering.

2.1 Tight Paths in Hypergraphs

Recall the definition of g(H) on page 6.

Theorem 2.1.1. For any δ > 0 and any integer r ≥ 2 there is an n0 = n0(δ, r) such

that if n ≥ n0, then

g
(
K(r)
n

)
<

(1 + δ)r

r + 1
n.

We use the following claim in the proof of Theorem 2.1.1.

Claim 2.1.2. For the complete r-uniform hypergraph K
(r)
2r on 2r vertices,

g
(
K

(r)
2r

)
< r + 1.

Proof. For any edge e ∈ E
(
K

(r)
2r

)
there is exactly one other edge e′ ∈ E

(
K

(r)
2r

)
for

which e ∩ e′ = ∅. Let φ be an edge-ordering of K
(r)
2r so that for any such pair of

edges e, e′ ∈ E
(
K

(r)
2r

)
where e ∩ e′ = ∅, φ(e) and φ(e′) are consecutive integers. The
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statement of the claim follows from the observation that for a tight path of length

r + 1 in K
(r)
2r , the initial and terminal edges are disjoint.

The proof of Theorem 2.1.1 presented relies on the existence of certain block

designs. A set B of q-tuples B ∈
(
[n]
q

)
is called a design with parameters (n, q, r, λ)

if every r-tuple of [n] belongs to exactly λ elements of B, i.e. to exactly λ “blocks”

B. For the existence of such a design, it is necessary that
(
q−i
r−i

)
| λ
(
n−i
r−i

)
for all

0 ≤ i ≤ r − 1. (To see why, consider any i-tuple S ∈
(
[n]
i

)
. There are

(
n−i
r−i

)
r-

tuples containing S, and each appears in λ blocks of B. Each block covers
(
q−i
r−i

)
of

these r-tuples containing S.) In a celebrated paper, Keevash [10] showed that this

necessary condition is also sufficient for the existence of a (n, q, r, λ)-design, provided

n is sufficiently large. Specifically, Keevash’s result gives us the following.

Theorem 2.1.3 ( [10]). If n is sufficiently large and
(
2r−i
r−i

)
|
(
n−i
r−i

)
for all 0 ≤ i ≤ r−1,

then there exists a (n, 2r, r, 1)-design B.

Since [10] is not yet published, we also offer another proof of Theorem 2.1.1 in

Appendix A that relies on an approximate version of [10].

Proof of Theorem 2.1.1. While n, the order of K
(r)
n , may not satisfy the divisibility

conditions of Theorem 2.1.3, we claim that there exists some n′ with n ≥ n′ ≥ n−(2r)!

such that
(
2r−i
r−i

)
|
(
n′−i
r−i

)
for all 0 ≤ i ≤ r − 1. Indeed, let n′ = `(2r)! + r − 1 where

` ∈ N is maximized with the constaint that n′ ≤ n. For the divisibility conditions to

be satisfied, it is needed that

(2r − i)(2r − i− 1) · · · (2r − i− r + 1)
∣∣∣(n′ − i)(n′ − i− 1) · · · (n′ − i− r + 1)

for all 0 ≤ i ≤ r − 1. Since the right-hand side (n′ − i)(n′ − i− 1) · · · (n′ − i− r + 1)

contains a factor of n′ − r + 1 for all i, it always contains a factor of (2r)!. Since the

left-hand side (2r − i)(2r − i− 1) · · · (2r − i− r + 1) is always a divisor of (2r)!, the

divisibility condition is met for all i. Note that for large n, n′

n
→ 1.
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Label the vertices of K
(r)
n by [n], let K

(r)
n′ be the induced subhypergraph on the

first n′ vertices of K
(r)
n . Let B be a (n′, 2r, r, 1)-design on K

(r)
n′ , the existence of which

is guaranteed by Theorem 2.1.3. The design B has the following properties.

(1) Each edge e ∈ E
(
K

(r)
n′

)
=
(
[n′]
r

)
appears in exactly one block B ∈ B.

(2) Each (r − 1)-subset of [n′] appears in exactly n′−(r−1)
r+1

blocks of B.

(3) For any two distinct (r − 1)-subsets I and J of [n′], |I ∪ J | ≥ r. By (1) above,

I ∪ J appears in at most one block of B.

We introduce the following claim, whose proof is postponed until after the proof

of Theorem 2.1.1.

Claim 2.1.4. For k =
⌊
(1+ δ)n

′−(r−1)
r+1

⌋
there exists a partition of the blocks of B into

classes F1, . . . ,Fk so that for all i = 1, . . . , k, and all distinct B,B′ ∈ Fi,

|B ∩B′| ≤ r − 2.

Let our design B be partitioned into F1, · · · ,Fk as described by Claim 2.1.4. We

define φ to be an edge-ordering of K
(r)
n′ satisfying the following.

i) The ordering φ labels the r-subsets of each B ∈ B as in Claim 2.1.2.

ii) For any B ∈ Fi, B′ ∈ Fj with i < j, make φ(e) < φ(e′) for all r-subsets e ⊂ B,

e′ ⊂ B′.

This ordering is well-defined, by (1) above. Note that for distinct blocks B,B′ ∈ Fi,

no increasing tight path in K
(r)
n′ uses both an edge e ⊂ B and an edge e′ ⊂ B′, since

the intersection of the blocks has order at most r−2 while two consecutive edges of a

tight path must have intersection of order exactly r− 1. Along with Claim 2.1.2, this

implies that an increasing tight path with respect to φ in K
(r)
n′ uses at most r edges
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from each partition class Fi. Fixing any δ′ < δ, we have

g
(
K

(r)
n′

)
≤ rk ≤ r(1 + δ′)

n′ − (r − 1)

r + 1
<

(1 + δ′)r

r + 1
n′.

To determine g
(
K

(r)
n

)
, we extend the edge-ordering φ of K

(r)
n′ to an edge-ordering

ψ of K
(r)
n . For e ∈ E

(
K

(r)
n′

)
, we let ψ(e) = φ(e). Then we label the edges from

E
(
K

(r)
n

)
\ E

(
K

(r)
n′

)
arbitrarily with the integers {

(
n′

r

)
+ 1,

(
n′

r

)
+ 2, . . . ,

(
n
r

)
}. Any

increasing path with respect to ψ in K
(r)
n can start by using at most g

(
K

(r)
n′

)
edges

of K
(r)
n′ . Then it must use edges from E

(
K

(r)
n

)
\E

(
K

(r)
n′

)
, meaning at least one out

of every r vertices must be from V
(
K

(r)
n

)
\ V

(
K

(r)
n′

)
, since r consecutive vertices

from K
(r)
n′ would mean an edge of K

(r)
n′ had been used. Since there are n− n′ ≤ (2r)!

such vertices in V
(
K

(r)
n

)
\ V

(
K

(r)
n′

)
, the original increasing path from K

(r)
n′ can be

extended by at most r(2r)! edges. So

g
(
K(r)
n

)
≤ (1 + δ′)r

r + 1
n′ + r(2r)! ≤ (1 + δ)r

r + 1
n

Now it remains only to prove Claim 2.1.4. The proof uses the following result of

Pippenger and Spencer [13]. Let D(A) be the maximum degree of A, d(A) be the

minimum degree of A, and C(A) be the maximum co-degree of A (i.e., the maximum

number of edges of A all containing the same pair of vertices).

Theorem 2.1.5 ( [13]). For every ` ≥ 2 and δ > 0, there exists δ′ > 0 and n0 such

that if A is an `-uniform hypergraph on v(A) ≥ n0 vertices satisfying

d(A) ≥ (1− δ′)D(A)

and

C(A) ≤ δ′D(A),
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then the edges of A can be partitioned into (1 + δ)D(A) matchings.

Proof of Claim 2.1.4. Define an auxiliary hypergraph A with

V (A) =

(
[n′]

r − 1

)
, and

E(A) =
{( B

r − 1

)
: B ∈ B

}
.

The hypergraph A has the following properties.

(a) Each edge of A corresponds to a distinct block of B.

(b) Each vertex of A has degree exactly n′−(r−1)
r+1

. This follows from (2) on page 18.

(c) For any pair of vertices in A, they share at most one edge of A. This follows

from (3) on page 18.

(d) Two edges of A are disjoint if and only if the corresponding blocks of B share

at most r − 2 vertices.

By (d), a matching in A corresponds to a set of blocks of B in which each pair of

blocks shares at most r− 2 vertices. Any partition of E(A) into k disjoint matchings

(for some k) gives a partition of B into classes F1,F2, . . . ,Fk so that for all i = 1, . . . k,

and all distinct B,B′ ∈ Fi,

|B ∩B′| ≤ r − 2.

In order to keep the number k of disjoint matchings in A small, we use [13]. By

(b), d(A) = D(A) = n′−(r−1)
r+1

, and by (c), C(A) ≤ 1. Then by Theorem 2.1.5, the

edges of A can be partitioned into (1 + δ)n
′−(r−1)
r+1

matchings, so the number k of

partition classes F1, · · · ,Fk of B is at most
⌊
(1 + δ)n

′−(r−1)
r+1

⌋
.
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2.2 Loose Paths in Steiner Triple Systems

Recall the definitions of a Steiner triple system and of s(n) on page 7.

Theorem 2.2.1. If n = 9p for some p ∈ Z, then

s(n) ≤ n− 1

4
.

The foundation of this theorem is that the edges of an STS on 9 vertices can be

ordered so all increasing paths have length at most 2. We then construct larger STSs

of order 9p and order their edges based on this initial ordering of STS(9). If one

wanted to lower the factor of 1/4 in the statement of the theorem, one could consider

an STS on 15 vertices. If its edges could be ordered so every increasing path had

length at most 3, then the 1/4 factor could be lowered to 3/14 for n = 15p.

Proof. We prove the theorem by induction on p. First, if p = 1, then n = 9, and

there is only one Steiner triple system on 9 vertices, namely the affine plane of order

3 (see Figure 2.1), denoted STS(9). The edges of STS(9) can be partitioned into 4

perfect matchings of 3 edges apiece, and note that any pair of edges from two different

matchings must intersect at exactly one vertex.

Order the edges of STS(9) so that the edges within each matching receive consec-

utive integer labels. Any increasing path under this ordering uses at most one edge

from each matching. An increasing path cannot use edges from 3 different matchings,

since the first and last edge (being from different matchings) would intersect. There-

fore the longest increasing path under this edge-ordering of STS(9) uses 2 edges, and

s(9) = 2.

We start the proof of the inductive case with the following fact and a labeling of

a graph based on that fact.

Fact 1. There exists an affine plane of order 9. That is, there exists a 9-graph with
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Figure 2.1: STS(9), the only Steiner triple system on 9 vertices, where each monochro-
matic set of line segments represents a matching.

81 vertices and 90 edges whose edges can be partitioned into ten matchings with the

property that any pair of edges from two different matchings share exactly one vertex.

We will call such graph P—for explicit constructions of this graph, see e.g. [8]. If

we label V (P ) by F2
9, then E(P ) can be partitioned into the following sets E1, E2, in

which every aj,i ∈ [0, 8]:

E1 = {



(0, a0,i),

(1, a1,i),

...,

(8, a8,i)


: 1 ≤ i ≤ 81}, E2 = {



(i, 0),

(i, 1),

...,

(i, 8)


: 0 ≤ i ≤ 8}

Since E2 is itself a matching, letM0,M1, . . . ,M8 ⊂ E1 represent the other nine disjoint

matchings within E.

The idea of the proof of the inductive case is to build a Steiner triple system H on

9p vertices by starting with nine Steiner triple systems (B0, B1, . . . , B8), each on 9p−1

vertices, and adding edges between the Bi-s. To determine the structure of the new
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edges we add, we construct a 9-graph called F whose edges use one vertex from each

Bi. The edges of F are based on the edges of P , which we’ve just defined. We build

E(F ) in such a way that it too can be partitioned into perfect matchings, and so

every pair of edges in F share at most one vertex. For each edge in F , we will place a

copy of STS(9) in our graph on B0 ∪ · · · ∪B8, which results in a Steiner triple system

on 9p vertices. We then order the edges of this Steiner triple system (exploiting the

matchings in F and the edge-ordering of the base case) to prevent long increasing

paths.

Now assume the theorem is true for p − 1 and we prove it for p. Let STS(9p−1)

represent the Steiner triple system on 9p−1 vertices from the inductive hypothesis.

There exists an edge-ordering of STS(9p−1) with no increasing path longer than 9p−1−1
4

.

Take nine distinct copies of STS(9p−1) and call them B0, B1, . . . , B8. We will construct

a Steiner triple system on B0 ∪ · · · ∪B8 and assign it an edge-ordering.

Label the vertices of each Bi with the elements of {i} × Fp−19 , so each vertex of

B0∪· · ·∪B8 is labeled by a distinct p-tuple in Fp9. We define a 9-graph F with vertex

set V (F ) = V (B0) ∪ · · · ∪ V (B8) and edge set

E(F ) = {



(0, a0,i1 , a0,i2 , . . . , a0,ip−1),

(1, a1,i1 , a1,i2 , . . . , a1,ip−1),

...,

(8, a8,i1 , a8,i2 , . . . , a8,ip−1)


: 1 ≤ i1, i2, . . . , ip−1 ≤ 81},

where these are the same aj,i-s as in P .

Claim 2.2.2. For any two vertices

(x, ax,i1 , ax,i2 , . . . , ax,ip−1), (y, ay,i1 , ay,i2 , . . . , ay,ip−1) ∈ E(F )

with x 6= y, there exists exactly one edge in E(F ) containing both vertices.
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Proof. For each k ∈ [1, p − 1], Fact 1 implies there is exactly one edge ek ∈ E(P )

containing both vertices (x, ax,ik) and (y, ay,ik). Therefore for every other z ∈ [0, 8],

z 6= x, y, the vertex (z, az,ik) in ek is uniquely determined. There is therefore exactly

one edge in E(F ) that also uses these values of az,ik .

Claim 2.2.3. The edges of F can be partitioned into 9p−1 perfect matchings, each of

order 9p−1.

Proof. Recall that M0, . . . ,M8 ⊂ E1 are disjoint matchings in P . For each j =

(j1, j2, . . . , jp−1) ∈ Fp−19 , define Nj ⊂ E(F ) as

Nj = {



(0, a0,i1 , a0,i2 , . . . , a0,ip−1),

(1, a1,i1 , a1,i2 , . . . , a1,ip−1),

...,

(8, a8,i1 , a8,i2 , . . . , a8,ip−1)


: for each k ∈ [1, p−1],



(0, a0,ik),

(1, a1,ik),

...,

(8, a8,ik)


∈Mjk}.

First we show that for all j, Nj is a matching. To see this, suppose for some j that

there exist edges e, e′ ∈ Nj with |e ∩ e′| ≥ 1, and we will see that indeed e = e′. Let

(x, ax,i1 , ax,i2 , . . . , ax,ip−1) ∈ e ∩ e′

for some 0 ≤ x ≤ 8. For each k ∈ [1, p− 1], there is only a single edge m ∈Mjk that

has (x, ax,ik) as one of its vertices (since Mjk is itself a matching). This implies that

for every other y ∈ [0, 8], y 6= x, the vertex (y, ay,ik) in m is uniquely determined.

There is therefore exactly one edge in E(F ) that also uses theres values of ay,ik , so

e = e′.

There are clearly 9p−1 of these matchings Nj based on our choice of j. Because

the edges in each Nj are constructed based on choosing one edge from each matching

Mj1 , . . . ,Mjp−1 , and because each |Mjk | = 9, each matching Nj contains exactly 9p−1

edges. Because F is a 9-graph with 9p vertices, each matching Nj must be a perfect
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matching.

Construct a hypergraph H by starting with the vertices and edges of B0∪· · ·∪B8,

and for all e ∈ E(F ), place a copy of STS(9) on V (e) in H; that is, for the nine vertices

in H corresponding to V (e), add 12 edges to H in the same configuration as the edges

of STS(9). We claim that H is a Steiner triple system. To verify this, we must verify

that every pair of vertices in H share exactly one edge. If u, v ∈ V (H) are both

from the same Bi, then they are never in any edge of F together, so we know by

induction that they share exactly one edge in H (because Bi is itself an STS(9p−1)).

Now suppose u ∈ Bi and v ∈ Bj with i 6= j. Then by Claim 2.2.2, these two vertices

share exactly one edge e ∈ E(F ). By placing an STS(9) on V (e) in H, we have

ensured that u and v share exactly one edge in our hypergraph H. Therefore H is a

Steiner triple system, and we will denote it by STS(9p).

Now we define an edge-ordering of STS(9p). Let N0, N1, . . . , N9p−1−1 be the match-

ings described by Claim 2.2.3. For 0,≤ j ≤ 9p−1 − 1, let

Ej = {e ∈ E(H) : ∃n ∈ Nj with e ⊂ n},

so that Ej is the set of edges in H resulting from the edges of Nj. Let

E9p−1 =
8⋃
i=0

E(Bi),

so that E9p−1 is the set of edges inherited from the nine couples of STS(9p−1). Then

E0, E1, . . . , E9p−1 partition the edges of STS(9p). Order the edges of STS(9p) by N

with the following scheme:

1. The edges within each Ej are labeled with consecutive integers.

2. For 0 ≤ j ≤ 9p−1 − 1, within each Ej, the edges of each copy of STS(9) are

labeled with consecutive integers, in the same way that the edges of STS(9)
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were labeled in the base case.

3. For E9p−1 , the edges of each copy of Bi are labeled by the inductive assumption,

and those labels are then shifted upward until all edge-labels of E(H) are unique.

An increasing path in STS(9p) under this edge-ordering can use at most 2 edges from

each Ej, 0 ≤ j ≤ 9p−1−1, because the copies of STS(9) in each Ej are vertex-disjoint

and only 2 edges can be used from any STS(9) (as in the base case). Within E9p−1 , an

increasing path can use edges only from a single Bi, since the subgraphs B0, . . . , B8

are vertex-disjoint in E9p−1 . Therefore, using the inductive assumption,

s(9p) ≤ 2(9p−1) + s(9p−1) ≤ 2(9p−1) +
9p−1 − 1

4
=

9p − 1

4
.

It is worth noting that a similar argument to that used in [3] can be applied to

Steiner triple systems, giving

s(n) ≥ n1−o(1).

Indeed, such an argument applies to any simple hypergraph.

2.3 Vertex-orderings in Hypergraphs

Recall the definitions of an increasing loose path and of f(H) on page 7.

Theorem 2.3.1. f(H) = χ(H)− 1.

Proof. First, we show f(H) ≤ χ(H) − 1. With k = χ(H), let χ : V → [k] be any

proper k-coloring of H. Let φ be any ordering of V such that for any u, v ∈ V ,

φ(u) < φ(v) if χ(u) < χ(v). That is, φ should map all vertices of the same color class

onto a single interval. Let P =
{
{v(r−1)(i−1)+1, v(r−1)(i−1)+2, . . . , v(r−1)(i−1)+r}

}`
i=1

be
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an increasing loose path in H consisting of ` edges. This implies that

χ(v(r−1)(i−1)+1) ≤ χ(v(r−1)(i−1)+2) ≤ · · · ≤ χ(v(r−1)(i−1)+r)

for all 1 ≤ i ≤ `. Because χ is a proper coloring, it cannot be that χ(v(r−1)(i−1)+1) =

χ(v(r−1)(i−1)+2) = · · · = χ(v(r−1)(i−1)+r) for any 1 ≤ i ≤ `, so we have that χ(v(r−1)(i−1)+1) <

χ(v(r−1)(i−1)+r). Since χ is a k-coloring and by the definition of φ, ` can be at most

k − 1. Therefore f(H) ≤ χ(H)− 1.

Second, we show f(H) ≥ χ(H)− 1. Fix some ordering φ of V so that the longest

increasing loose path in H has f(H) edges. We define a partition of V iteratively in

the following way. Let H1 = H, and let

V1 =
{
v ∈ V (H1) : ∀e ∈ E(H1) with v ∈ e, ∃u ∈ e with φ(u) < φ(v)

}
,

i.e. V1 consists of vertices of H that are never the least in any edge. Let H2 =

H[V \ V1], the induced subhypergraph on V \ V1, and let

V2 =
{
v ∈ V (H2) : ∀e ∈ E(H2) with v ∈ e, ∃u ∈ e with φ(u) < φ(v)

}
,

i.e. V2 consists of vertices of H2 that are never the least in any edge of H2. Note that

for every vertex v ∈ V2 there is an edge {vu1u2 · · ·ur−1} ∈ E(H) with φ(v) < φ(uj)

for all 1 ≤ j ≤ r − 1, or else v would have been in V1. In general, let

Hi = H
[
V \

i−1⋃
j=1

Vj

]

and let

Vi =
{
v ∈ V (Hi) : ∀e ∈ E(Hi) with v ∈ e,∃u ∈ e with φ(u) < φ(v)

}
.
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Let m be the largest integer so that Vm is non-empty, so that {Vi}mi=1 is a partition of

V . For every vertex v ∈ Vi, 2 ≤ i ≤ m, there is an edge {v, u1, u2, . . . , ur−1} ∈ E(H)

with φ(v) < φ(uj) for all 1 ≤ j ≤ r − 1 and with uj ∈ Vkj for some kj ≥ i − 1, or

else v would have been in some Vk, k ≤ i− 1.

An increasing loose path can be formed in H by first taking any vertex v1 ∈ Vm.

Select any edge {v1, v2, . . . , vr} for which φ(v1) < φ(v2) < · · · < φ(vr). The vertex vr is

either in Vm−1 or Vm. Continue by selecting any edge {v(r−1)+1, v(r−1)+2, . . . , v(r−1)+r}

for which φ(v(r−1)+1) < φ(v(r−1)+2) < · · · < φ(v(r−1)+r). We know that vertices

v(r−1)+2, . . . , v(r−1)+r have not already appeared in the path because we are choosing

vertices whose labels are increasing, so we do indeed construct a loose path, not a

walk. The vertex v(r−1)+r will be in some Vj for j ≥ m − 2. Continue in this way,

forming an increasing loose path by taking the vertex v(r−1)(i−1)+1 and selecting any

edge

{v(r−1)(i−1)+1, v(r−1)(i−1)+2, . . . , v(r−1)(i−1)+r}

for which

φ(v(r−1)(i−1)+1) < φ(v(r−1)(i−1)+2) < · · · < φ(v(r−1)(i−1)+r).

The vertex v(r−1)(i−1)+r will be in some Vj for j ≥ m − i. In this way an increasing

loose path of at least m− 1 edges can be formed, so f(H) ≥ m− 1. Define a coloring

χ : V → [m] so that χ(v) = i if v ∈ Vi. Note that no edge in H has all of its vertices

in a single partition set Vi, so χ gives a proper coloring of H by m colors. Therefore

χ(H) ≤ m ≤ f(H) + 1, completing the proof.
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Chapter 3

Countable Graphs, Hypergraphs,

and Digraphs

In this chapter we prove several theorems on countably infinite graphs, hypergraphs,

and digraphs.

3.1 Countable Graphs

Whereas Theorem 1.2.2 considers vertex-orderings of a graph by the natural numbers

N, we start this chapter by considering orderings by all integers Z. Given a countable

graphG = (V,E) and an ordering φ of V by Z, we sayG contains an infinite increasing

path if there exists an infinite path of vertices {vi}∞i=1 in G such that φ(xi) < φ(xi+1)

for all i ≥ 1.

Proposition 3.1.1. For a countable graph G = (V,E) the following are equivalent.

(1) For every subset V1 ⊆ V where both V1 and V \ V1 are infinite, there exists

W1 ⊆ V1 such that all v ∈ W1 have infinite degree in W1.

(2) Any ordering of V by Z permits an infinite increasing path in G.
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Proof. One implication is clear. Suppose (1) and let φ be any ordering of V by Z.

We let

V1 = {v ∈ V : φ(v) > 0}

V2 = {v ∈ V : φ(v) ≤ 0}.

By (1) there exists a set W1 ⊆ V1 so that for all v ∈ W1, v has infinite degree in

G[W1]. Then by Theorem 1.2.2, there exists an infinite increasing path in G[W1] and

hence in G.

Now suppose (1) does not hold. Then there exists a partition of V into infinite

sets V1, V2 so every subset W1 ⊆ V1 has a vertex of finite degree in G[W1]. Then

by Theorem 1.2.2, there exists a vertex-ordering of G[V1] by N containing no infinite

increasing path. Order the vertices of V2 arbitrarily by Z \ N. Since all vertices with

positive label are contained in G[V1], and since G[V1] contains no infinite increasing

path, neither does G.

Ordering using Z instead of N allows us to consider paths that continue infinitely

in both directions. Recall the definition of an infinite increasing two-sided path on

page 8.

Theorem 3.1.2. For a countable graph G = (V,E) the following are equivalent.

(1) For every partition of V into infinite sets V1, V2, there exist W1 ⊆ V1, W2 ⊆ V2

so that

(a) for i = 1, 2 and for all v ∈ Wi, v has infinite degree in Wi, and

(b) there exists an edge w1w2 ∈ E with w1 ∈ W1 and w2 ∈ W2.

(2) Any ordering of V by Z permits an infinite increasing two-sided path.

Proof. One implication is clear. Suppose (1) and let φ be any ordering of V by Z.

We let

V1 = {v ∈ V : φ(v) ≥ 0},
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V2 = {v ∈ V : φ(v) < 0}.

Let W1 and W2 be the subsets of V1 and V2 respectively that are ensured by (1), and

let w1 ∈ W1 and w2 ∈ W2 be the adjacent vertices. Let v1 = w1, and for i ≥ 1, let

vi+1 be a neighbor of vi in W1 so that φ(vi+1) > φ(vi). Since each vi has infinitely

many such neighbors, {vi}∞i=1 forms an infinite increasing path in W1. Similarly let

v0 = w2 and for i ≤ 0, let vi−1 be a neighbor of vi in W2 so that φ(vi−1) < φ(vi). Since

v1 and v0 are connected by an edge in G, the path formed by {vi : −∞ < i <∞} is

an infinite increasing two-sided path in G.

Now suppose (1) does not hold. Then there are two possible cases.

Case I - there exists a partition of V into infinite sets V1, V2 such that for i = 1

or i = 2 no subset Wi ⊆ Vi induces a subgraph with all infinite degrees. Then by

Proposition 3.1.1, there is an ordering of V by Z with no infinite increasing path.

Such an ordering clearly forbids an infinite increasing two-sided path.

Case II - there exists a partition of V into infinite sets V1, V2 so that for any subsets

W1 ⊆ V1, W2 ⊆ V2 with all vertices of Wi having infinite degree in Wi, there is no

edge between vertices of W1 and W2. For i = 1, 2, consider the familyWi of such sets

Wi, where Wi is partially ordered by inclusion, and observe that each Wi contains

a maximal element. Fix vertex-maximal subsets W1 ∈ Wi and W2 ∈ Wi. With

Ui = Vi \Wi for i = 1, 2, the vertex-maximality of Wi implies

(i) every nonempty subset U ⊆ Ui contains a vertex v ∈ U with finite degree in

G[U ],

(ii) every v ∈ Ui has finite neighborhood in Wi.

By (i), Theorem 1.2.2 implies that there is an ordering φU of U1 by N that forbids

infinite increasing paths in U1. By (ii) we can form an ordering φ of V1 by positive

integers that preserves φU (i.e. φ(u1) < φ(u2) iff φU(u1) < φU(u2) for all u1, u2 ∈ U1)

and where φ(u) > φ(w) for all u ∈ U1, w ∈ W1 with u adjacent to w. Since φ
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preserves φU , U1 contains no infinite increasing path with respect to φ.

Now follow a similar procedure for V2 and W2, with U2 = V2 \W2. Here we order

V2 by negative integers to prevent any infinite decreasing path. Construct an ordering

ψ of V2 by negative integers so that for any u ∈ U2, w ∈ W2 with u adjacent to w,

ψ(u) < ψ(w), and so that U2 contains no infinite decreasing path with respect to ψ.

Finally, for all v ∈ V (G), let

γ(v) =


φ(v) v ∈ V1

ψ(v) + 1 v ∈ V2,

where we add 1 to ψ(v) so that 0 is used as a label. Note that γ is an ordering of

V (G) by Z and γ(V1) = N, γ(V2) = Z \ N. Observe the following with respect to γ:

(3)


there are no infinite increasing paths in U1,

there are no infinite decreasing paths in U2,

there are no edges from W1 to W2.

We claim that there is no infinite increasing two-sided path in G with respect to γ.

Suppose {vi : −∞ < i < ∞} is such a path, and without loss of generality assume

v0 ∈ V2, v1 ∈ V1. If v1 ∈ U1, then all vertices v2, v3, . . . must be in U1, and so

v1, v2, . . . is an infinite increasing path in U1, contradicting (3). Similarly if v0 ∈ U2,

then v−1, v−2, . . . ∈ U2, so there is an infinite decreasing path in U2, contradicting

(3). Consequently, v1 ∈ W1, v0 ∈ W2, which contradicts (3). Therefore G contains no

infinite increasing two-sided path.

Perhaps interestingly, when ordering edges by Z, the result is entirely different

from the vertex-ordering case, as the next result shows.
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Proposition 3.1.3. For every countable graph G = (V,E) there exists an ordering

of E by Z such that there in no infinite increasing path in G.

Proof. Suppose G contains a matching M with infinitely many edges. Define an

ordering φ of E by Z so that φ(e) > 0 only if e ∈ M . Then there is no infinite

increasing path in G, since no two edges with positive labels are incident.

Now suppose G contains no infinite matching. Then G does not contain an infinite

path, regardless of how the edges are ordered, since any infinite path must contain

an infinite matching as a subgraph.

Proposition 3.1.3 immediately implies

Corollary 3.1.4. For every countable graph G = (V,E) there exists an ordering of

E by Z such that there is no infinite increasing two-sided path in G.

3.2 Countable Hypergraphs

3.2.1 Vertex-ordering

We start this section by proving Theorem 3.2.1. Recall Definitions 2, 3, and 4.

Theorem 3.2.1. For a countable, k-uniform hypergraph H = (V,E) the following

are equivalent.

(1) H has property Ck.

(2) Any ordering of V by N permits an infinite increasing (k− 1)-branching tree in

H.

(3) Any ordering of V with N permits an infinite increasing path in H.

In the proof of this theorem we use Theorem 1.2.2.
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Proof of Theorem 3.2.1. (1) ⇒ (2). Let V ′ be the subset of V with the property

described by (1). Then for any ordering of V with N any increasing (k−1)-branching

tree of depth ` that uses vertices of V ′ can be extended to an increasing (k − 1)-

branching tree of depth ` + 1 using vertices of V ′. Consequently there exists an

infinite increasing (k − 1)-branching tree.

(2) ⇒ (3). This is obvious, since an infinite increasing path can be found in any

infinite increasing (k − 1)-branching tree along some branch of the tree.

(3) ⇒ (1). In a hope to derive a contradiction suppose (3) holds but (1) does

not. Then there is a well-ordering ≺ of V so that for every v ∈ V , the set

{e ∈ E : v ∈ e and ∀u ∈ e with u 6= v, v ≺ u}

is finite. For any edge e ∈ E let ve be the minimal vertex of e, i.e. ve ≺ u for all

u ∈ e, u 6= ve). Let

Se =
{
{ve, u} : u ∈ e, u 6= ve

}
be a (2-uniform) edge set of a star with center in ve. Consider a graph G defined by

V (G) = V (H),

E(G) =
⋃

e∈E(H)

Se.

Observe that for any v ∈ V (G), the set

{
u : {v, u} ∈ E(G), v ≺ u

}

remains finite. Therefore there is no subset V ′ ⊆ V (G) with degG[V ′](v) = ∞ for

every v ∈ V ′. Consequently by Theorem 1.2.2, there is a vertex-ordering φ of V (G)

by N so that G contains no infinite increasing path.



35

By our assumption of (3) let P = e0, . . . , ei, . . . be an infinite increasing path in

H with respect to φ, and let V (P ) = {v1, v2, . . .} where φ(vi) < φ(vi+1) for i ≥ 1.

In particular ei = {v(k−1)i+1, v(k−1)i+2, . . . , v(k−1)i+k} for i ≥ 0. For each i let ui =

v(k−1)i+1 and wi = v(k−1)i+k be the minimal and maximal vertex of ei with respect to

φ. Note that ui is not necessarily equal to vei , which is the minimal vertex of ei with

respect to the well-ordering ≺.

In order to arrive at a contradiction we construct an infinite increasing path P ′ in

G as a union of edges and 2-paths as follows. For each i = 0, 1, . . . define a path Pi

to be

• uiwi if vei ∈ {ui, wi}.

• uiveiwi if vei 6∈ {ui, wi}.

Finally, set P ′ to be a path that is the concatenation of Pi-s with increasing labels on

vertices, which contradicts our claim that G contains no infinite increasing path.

For a k-uniform hypergraph, property C` clearly implies property C`−1, for ` ≤ k.

In order to see that property C`−1 does not imply property C`, consider a k-uniform

hypergraph H obtained from an infinite complete (` − 1)-uniform hypergraph, the

edges of which are extended by pairwise disjoint (k − ` + 1)-tuples. H clearly has

property C`−1 but not property C`.

However for property C2 we still get a result analogous to Theorem 3.2.1.

Definition 10. Let H = (V,E) be a k-uniform hypergraph. For an ordering φ of

V by N we say that infinite loose path e0, . . . , ei, . . . is skip-increasing if there exist

vertices v0, v1, v2, . . . so that for every i ≥ 0, φ(vi) < φ(vi+1) and {vi, vi+1} ⊂ ei.

By mimicking the proof of Theorem 3.2.1 one can get the following:

Proposition 3.2.2. For a countable, k-uniform hypergraph H = (V,E) the following

are equivalent.
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(1) H has property C2.

(2) Any ordering of V by N permits an infinite skip-increasing path in H.

3.2.2 Edge-ordering

Now, we consider edge-orderings of hypergraphs. Unfortunately we were not able to

find sufficient and necessary conditions. Recall Definitions 5 and 6.

Theorem 3.2.3. Let H = (V,E) be a simple, countable, k-uniform hypergraph.

Then for the following conditions, (1)⇒ (2)⇒ (3).

(1) Any ordering of E by N permits an infinite increasing (k− 1)-branching tree in

H.

(2) H has property C2.

(3) Any ordering of E by N permits an infinite increasing path in H.

Proof. We start with showing the easier implication (2)⇒ (3). Let H have property

C2, that is, there is a set V ′ ⊆ V such that

∀v ∈ V ′, |{e ∈ E : v ∈ e and |V ′ ∩ e| ≥ 2}| =∞.

Let φ be any ordering of E by N and let e1 ∈ E be such that |V ′ ∩ e| ≥ 2. Assume

we have constructed an increasing path e1, e2, . . . , ej and assume there exists some

vertex v ∈ ej \ ej−1 with v ∈ V ′. Since H is simple and v has infinite degree, there

are infinitely many edges e containing v with ei ∩ (e \ {v}) = ∅ for all i = 1, . . . , j

and with φ(e) > φ(ej). Choose any one of these edges to be ej+1, and observe that

there exists some vertex u ∈ ej+1 \ ej with u ∈ V ′. In this inductive way we form the

infinite increasing path e1, e2, e3, . . ..
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Now, we show (1) ⇒ (2). We will show that if H does not satisfy (2) it does not

satisfy (1) as well. Due to our assumption of not (2), there exists a well-ordering ≺

of V so that for every v ∈ V , the set

{{v, u1, . . . , uk−1} ∈ E : v ≺ ui for some i}

is finite. Consequently we have

Fact 2. For any vertex v ∈ V , there are finitely many edges in E in which v is not

the maximal vertex with respect to ≺.

Consider also an arbitrary ordering of V by N, where order is denoted by <. If

e = {v1, v2, . . . , vk} with v1 < v2 < · · · < vk, we say `(e) = v1 and s(e) = v2, for the

least and second-least vertices. Divide the edges of E into Type I edges (EI) and

Type II edges (EII) so that

EI = {e : `(e) is not the maximum vertex of e with respect to ≺}

EII = E \ EI .

Due to Fact 2 and the fact that every natural number has only finitely many prede-

cessors, we infer that

Proposition 3.2.4. Any vertex v ∈ V can be in only finitely many Type I edges.

We will construct separate orderings of EI and EII , each of which forbids an

infinite increasing (k− 1)-branching tree. Let HI = (V,EI). Note that each vertex of

HI has finite degree.

Claim 3.2.5. There is an edge-ordering φ by N of HI with no infinite increasing

path.
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Proof of Claim. The edge set EI can be partitioned into finite sets E1, E2, . . . so that

for all edges e ∈ Ei, any edge f ∈ EI incident to e is in Ej, j ≤ i+ 1. (For instance,

we may set Ei to be the edges that are distance i− 1 away from some fixed edge e.)

Give to EI an ordering φ by N so that for all i ∈ N,

φ(e) < φ(f) for all e ∈ E2i−1, f ∈ E2i,

φ(f) > φ(e) for all f ∈ E2i, e ∈ E2i+1.

If an increasing path in EI uses an edge from any E2i−1 or E2i, then the path cannot

later use any edges from Ej for any j ≥ 2i+ 1. Such a path must be finite, so HI can

contain no infinite increasing path.

Of course Claim 3.2.5 implies there is an edge-ordering φ by N of HI with no infinite

increasing (k − 1)-branching tree.

Let HII = (V,EII). We now construct an ordering ψ by N on EII in the following

way. Suppose e1, e2 ∈ HII and recall the definitions of `(e) and s(e) from page 37.

1. If s(e1) < s(e2), then ψ(e1) < ψ(e2).

2. If s(e2) = s(e1) and `(e1) ≺ `(e2), then ψ(e1) > ψ(e2).

Recall that we want to show that HII does not contain an infinite increasing (k− 1)-

branching tree with respect to ψ. Assume the contrary, that is that HII contains

such a tree T . We now recursively construct a branch of T that is a path e1, e2, e3, . . .

(with t(ei) = i) satisfying `(e1) � `(e2) � `(e3) � · · · . Assume we have constructed a

path e1, . . . , er with `(e1) � `(e2) � · · · � `(er) for some r ≥ 1. We choose to extend

the path through either `(er) or s(er). At least one of these vertices is not in er−1 (or

not a root in case r = 1), and that vertex is incident to an edge er+1 ∈ E(T ) with

ψ(er+1) > ψ(er). Recall that `(e) � v for all v ∈ e, v 6= `(e) for any Type II edge e.
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Let v = er ∩ er+1 and consider the following exhaustive cases, of which only three are

possible.

1. If v = `(er) = `(er+1), then of course `(er) � `(er+1).

2. It is impossible that v = `(er) and v 6= `(er+1). If so then v ≥ s(er+1), implying

s(er+1) ≤ v = `(er) < s(er). This contradicts that ψ(er+1) > ψ(er).

3. If v = s(er) and v = `(er+1), and since `(er) � s(er) for all Type II edges,

`(er) � v = `(er+1).

4. If v = s(er) = s(er+1), then since ψ(er+1) > ψ(er), by the definition of ψ, it

must be that `(er) � `(er+1).

5. It is impossible that v = s(er) and v > s(er+1). If so then s(er+1) < s(er),

which contradicts to ψ(er+1) > ψ(er).

So for all possible ways in which er+1 intersects er, we have `(er) � `(er+1), and so

`(e1) � `(e2) � `(e3) � · · · . There are no consecutive equalities (otherwise three

edges on a loose path would intersect at a single vertex). But this is a contradiction,

since � is a well-ordering and so every decreasing sequence must be finite. Hence,

HII has no infinite increasing (k − 1)-branching tree with respect to ψ.

Having shown that for both HI and HII there exist edge-orderings φ and ψ by

N that forbid any infinite increasing (k − 1)-branching trees, we will construct an

edge-ordering γ of H forbidding any infinite increasing (k − 1)-branching trees.

Let γ be an ordering of E by N so that

for all e, f ∈ EI , γ(e) < γ(f) iff φ(e) < φ(f),

for all e, f ∈ EII , γ(e) < γ(f) iff ψ(e) < ψ(f), and

for all e ∈ EI , f ∈ EII with e incident to f, γ(e) < γ(f).
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This third restriction on γ is possible because each vertex in H has finite degree in

HI , so f can only intersect finitely man edges in EI . The label of f can be chosen

such that it’s larger than the labels of all its incident edges in EI .

The ordering γ inherits the ordering of EI by φ and the ordering of EII by ψ.

Neither of these edge sets contains an infinite increasing (k − 1)-branching tree with

their respective ordering. Suppose H contains an infinite increasing (k−1)-branching

tree T by γ. At least one edge e ∈ EII must be used, and then every edge following

e in T must also be from EII , by the definition of γ. This would require that EII

contains an infinite increasing (k− 1)-branching tree, a contradiction. So there exists

an ordering of E by N containing no infinite increasing (k − 1)-branching tree.

3.3 Countable Digraphs

Let D = (V,E) be a directed graph where an edge (u, v) ∈ E is oriented from u to v.

Proposition 3.3.1. For a directed graph D = (V,E), the following are equivalent.

(1) There exists an induced subgraph D′ of D of which all vertices have infinite

out-degree in D′.

(2) Any ordering of V by N permits an infinite increasing directed path in D.

(3) Any ordering of E by N permits an infinite increasing directed path in D.

The proof of Proposition 3.3.1 mimics the proof of Theorem 1.2.2, and so we start

by proving the following lemma. We say D is in Vinf if for any ordering of V by N,

there exists an infinite increasing directed path in D.

Lemma 3.3.2. Let D = (V,E) be a directed graph and let the sets Vi, i ∈ N, form

a partition of V such that the digraphs Di = D[Vi] do not belong to Vinf . If for all
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i ≥ 1 and each x ∈ Vi the set

{
(x, y) ∈ E : y ∈

∞⋃
j=i+1

Vj

}

is finite, then D does not belong to Vinf .

Proof. Let V = v1, v2, . . .. For each v ∈ V , we say h(v) = i if v ∈ Vi. Let ≤i be an

ordering of Vi so that there is no infinite increasing directed path in Di with respect

to ≤i. For any set M ⊆ V , define

R(M) = M ∪
{
y ∈ V : ∃x ∈M with (x, y) ∈ E, h(x) < h(y)

}
,

R|k(M) = {x ∈ R(M) : h(x) ≤ k}, and

U(M) =
{
y ∈ V : ∃x ∈M with h(y) = h(x) and y ≤h(y) x

}
.

We say that (U ◦R|k)1M = U(R|k(M)) and for all i ≥ 1,

(U ◦R|k)i+1M = U(R|k((U ◦R|k)iM)).

We define sets Qn, Pn ⊂ V and positive integers kn inductively. Let Q0 = ∅. Now

assume Qn is already given. Let Xn+1 = Qn ∪ {vn+1} and

kn+1 = max
{
h(x) : x ∈ R(Xn+1)

}
.

We define

Pn+1 =
{
y ∈ (U ◦R|kn+1)

kn+1Xn+1

}
.

Finally, let

Qn+1 = U(R(Pn+1)).
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Observe that U(R|kn+1(Pn+1)) = Pn+1. It is clear that Qi and Pi are finite for all i,

the sequence {ki} is non-decreasing, and that Q0 ⊂ Q1 ⊂ · · · and
⋃∞
i=0Qi = V .

Note 1. If x ∈ Qi and h(x) ≤ ki for some i, then x ∈ Pi.

We can then define an ordering ≺ of V in the following way: we say that x ≺ y iff

either x ∈ Qi, y 6∈ Qi for some i,

or x, y ∈ Qi+1 \Qi for some i and h(x) > h(y),

or x, y ∈ Qi+1 \Qi for some i and h(x) = h(y) and x ≤h(x) y.

Claim 3.3.3. If x ∈ Qi \Qi−1 for some i, y ∈ Qi, and h(x) < h(y), then x � y.

Indeed, either y ∈ Qi−1 or y ∈ Qi \ Qi−1, both cases of which are clear from the

definition of ≺. The following lemma proves a useful property about the ordering ≺.

Lemma 3.3.4. For an edge (x, y) ∈ E, if h(x) ≤ kn < h(y) for some n, then x � y.

Proof. Let x ∈ Qj \ Qj−1 for some j. Then y ∈ Pj+1, meaning h(y) ≤ kj+1, and

kn < kj+1. Thus h(x) ≤ kj, and Note 1 implies x ∈ Pj. So y ∈ Qj, and Claim 3.3.3

implies x � y.

Suppose now that G contains an infinite increasing directed path {(xi, xi+1)}∞i=1

with respect to the ordering ≺. Choose j such that h(x1) ≤ kj. Then by Lemma 3.3.4

we know h(xi) ≤ kj for all i. Since Qj is finite, we can fix an index i0 so that xi 6∈ Qj

for all i ≥ i0. We prove that h(xi+1) ≤ h(xi) for all i ≥ i0. Suppose on the contrary

that h(xi+1) > h(xi) for some i ≥ i0. Let xi ∈ Qr \ Qr−1 for some r > j, then

h(xi) ≤ kj < kr. By Note 1, xi ∈ Pr and so xi+1 ∈ Qr. But then, by Claim 3.3.3,

xi+1 ≺ xi, a contradiction.

Therefore, for some t, h(xt) = h(xt+1) = h(xt+2) = · · · . Notice that the restriction

of the ordering ≺ to the set Vi is just the ordering ≤i. From the properties of ≤i,

it follows that every set Vi contains only a finite number of vertices of the sequence

x1, x2, x3, . . .. Thus the increasing directed path cannot be infinite, and D 6∈ Vinf .
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Corollary 3.3.5. Let D be a countable directed graph with deg(v) < ∞ for all v ∈

V (D). Then D 6∈ Vinf .

Proof. Let Di = {vi} so that |Di| = 1 for all i ≥ 1 and
⋃∞
i=1Di = V (D).

Proof of Proposition 3.3.1. Clearly (1)⇒ (2) and (1)⇒ (3).

To show (2)⇒ (1), we define the sets Mα, Vα where α is a countable ordinal. We

let

M1 = {v ∈ V : degoutD (v) <∞},

Vα = V \
⋃
β<α

Mβ

Mα = {v ∈ Vα : degoutD[Vα](v) <∞}.

Set s(D) = min{α : Mα = ∅}, and let ω1 denote the first uncountable ordinal. First

we prove
⋃
α<ω1

Mα = V . Suppose not, and let

V ∗ = V \
⋃
α<ω1

Mα,

D∗ = D[V ∗],

and α0 = s(D). For any v ∈ V ∗, if degoutD∗ (v) < ∞ then v ∈ Mα for some α < ω1, a

contradiction. So degoutD∗ (v) =∞ for every v ∈ V ∗, which contradicts (1).

Now we prove by transfinite induction on s(D) that there exists an ordering of

V (D) by N not containing an infinite increasing path. Lemma 3.3.2 and Corol-

lary 3.3.5 prove the statement for s(D) = ω0 with Vi = Mi.

Assume that we proved this statement for all ordinals smaller than s(D). If s(D)

is a successor, then V = Vs(D)

⋃
α<s(D)Mα is a partition of V into two sets, each of

which has a labelling without an infinite increasing path. By Lemma 3.3.2, there is

an ordering of V (D) with the same property.
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If s(D) is a limit ordinal, then s(D) = limn→∞ αn, where {αi}∞1 is an increasing

sequence. In this case V =
⋃∞
n=1

(⋃
αn−1<α≤αnMα

)
is a partition of V into sets

Un =
⋃
αn−1<α≤αnMα, each of which has an ordering without an infinite increasing

path by the induction hypothesis. Again, by Lemma 3.3.2, there is an ordering of

V (D) with the same property.

To show (3) ⇒ (1), we mimic Reiterman’s proof of Theorem 1.2.2. Assume not

(1), so there exists a well-ordering ≺ of V such that for all v ∈ V , {(v, u) ∈ E : v ≺ u}

is finite. We may assume V = N with the usual ordering ≤. For an edge e ∈ E, let

`(e) be the vertex of e that has the smaller label in the ordering ≤. Conversely, r(e)

represents the vertex with larger label. Let

L =
{
e ∈ E : `(e) ≺ r(e)

}
, and

Lu =
{

(u, v) ∈ L
}
,

so that the two orderings ≤ and ≺ agree on the edges L. Note that for all u ∈ V ,

there are finitely many (u, v) ∈ E with v ≤ u, and there are finitely many (u, v) ∈ E

with u ≺ v. So each set Lu is finite, and the out-degree of u in L is finite.

Claim 3.3.6. The subgraph D′ = (V, L) is not in Vinf , so there is an ordering φ of

D′ with no infinite increasing directed path.

Proof of Claim 3.3.6. Since the out-degree of every vertex in V is finite in L, L can

be partitioned into finite sets K1, K2, . . . so that for all edges (v, u) ∈ Ki, any edge

(u,w) is in Kj for some j ≤ i+ 1. Give to L an ordering φ by N so that for all i ∈ N,

φ(e) < φ(f) for all e ∈ K2i−1, f ∈ K2i,

φ(f) > φ(e) for all f ∈ K2i, e ∈ K2i+1.
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If an increasing directed path in L uses an edge from any K2i−1 or K2i, then the path

can use no edges from Kj for any j ≥ 2i+ 1. Such a path must be finite.

Now we give an ordering ψ to E \ L, where the orderings ≤ and ≺ disagree. Let

Ki =
{

(v, i), (i, v) ∈ E \ L : v ≤ i
}
.

Note that sets Ki are finite and K1, K2, . . . forms a partition of E \ L. Suppose ψ is

an ordering defined on
⋃
j<iKj, and proceed by induction. Define ψ on Ki so that

for all e ∈ Ki and all f ∈
⋃
j<i

Kj, ψ(e) > ψ(f),

for all e, f ∈ Ki, ψ(e) > ψ(f) iff `(e) ≺ `(f).

Finally, let γ be an ordering of E by N so that

for all e, f ∈ L, γ(e) < γ(f) iff φ(e) < φ(f),

for all e, f ∈ E \ L, γ(e) < γ(f) iff ψ(e) < ψ(f), and

for all (u, v) ∈ E \ L, (v, w) ∈ Lv, γ((v, w)) < γ((u, v)),

which is possible because Lv is a finite set.

Observe that if an edge (u, v) ∈ E \ L, then for all (v, w) ∈ E with γ((u, v)) <

γ((v, w)), (v, w) ∈ E \ L. Indeed, for all (v, w) ∈ L, (v, w) ∈ Lv, so γ((v, w)) <

γ((u, v)). Hence an increasing directed path in D with respect to γ cannot ever use

an edge of L after using an edge of E \ L.

Claim 3.3.7. If (u, v), (v, w) ∈ E \ L and γ((u, v)) < γ((v, w)), then `((u, v)) �

`((v, w)).

Proof. If u < v < w, then u � v because (u, v) ∈ E \ L, so `((u, v)) � `((v, w)). If
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u < v and w < v, then (u, v), (v, w) ∈ Kv, so the claim follows from the definition

of γ and ψ. If v < u and v < w, then `((u, v)) = `((v, w)). Finally, it is not

possible to have w < v < u because this would imply, by the definition of ψ, that

ψ((u, v)) > ψ((v, w)) and hence γ((u, v)) > γ((v, w)).

We claim that D does not contain an infinite increasing directed path with respect

to γ. Suppose that {(vi, vi+1)}∞i=1 is such a path. This path cannot contain edges

only from L, because γ extends φ, so there exists a j such that for all i ≥ j edges

(vi, vi+1) ∈ E \ L. Claim 3.3.7 gives that `((vi, vi+1)) � `((vi+1, vi+2)) � · · · for all

i ≥ j. Since ≺ is a well-ordering, the set {`((vi, vi+1))}∞j contains a minimal element,

so for some k, `((vk, vk+1)) = `((vk+1, vk+2)) = · · · . But this is impossible since no

more than two edges of a path can use the same vertex, so γ is an edge-ordering of

D that forbids any infinite increasing path, implying not (3).

We now considering edge-orderings of directed graphs by Z.

Proposition 3.3.8. For a directed graph D = (V,E), the following are equivalent.

(1) For every partition of V into infinite sets V1, V2 there exist W1 ⊆ V1, W2 ⊆ V2

so that

(a) for all v ∈ W1, v has infinite out-degree in D[W1],

(b) for all v ∈ W2, v has infinite in-degree in D[W2], and

(c) there are vertices wi ∈ Wi for i = 1, 2, such that (w2, w1) ∈ E.

(2) Any ordering of V by Z permits an infinite two-sided directed path.

Before proving Proposition 3.3.8, we most prove the following.

Proposition 3.3.9. For a directed graph D = (V,E), the following are equivalent.

(1) For every infinite subset V ′ ⊆ V , there exists W ⊆ V ′ so that for all v ∈ W , v

has infinite out-degree in D[W ].
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(2) Any ordering of V by Z permits an infinite increasing directed path.

Proof of Proposition 3.3.9. Suppose (1), and let φ be any ordering of V by Z. Set

V ′ = {v ∈ V : φ(v) > 0}.

By (1) there exists a set W ⊆ V ′ so that for all v ∈ W , v has infinite out-degree in

D[W ]. Then by Theorem 3.3.1, there exists an infinite increasing directed path in

D[W ] and hence in D.

Now suppose (1) does not hold. Then there exists an infinite subset V ′ ⊆ V so ev-

ery subset W ⊆ V ′ has a vertex of finite out-degree in D[W ]. Then by Theorem 3.3.1,

there exists a vertex-ordering of D[V ′] by N containing no infinite increasing directed

path. Order the vertices of V \ V ′ arbitrarily by Z \ N; if V \ V ′, then partition V ′

into two infinite subsets, ordering one by N as above and ordering the other along

with V \ V ′ by Z. Since all vertices with positive label are contained in D[V ], and

since D[V ] contains no infinite increasing directed path, neither does D.

Now we are ready to prove Proposition 3.3.8.

Proof of Proposition 3.3.8. The proof is analogous to the proof of of Theorem 3.1.2.

One implication is clear. Suppose (1) and let φ be any ordering of V by Z. We let

V1 = {v ∈ V : φ(v) ≥ 0},

V2 = {v ∈ V : φ(v) < 0}.

Let W1 and W2 be the subsets of V1 and V2 respectively that are ensured by (1),

and let w1 ∈ W1 and w2 ∈ W2 be vertices of some edge (w2, w1). Let v1 = w1, and

for i ≥ 1, let vi+1 be some vertex in W1 so that (vi, vi+1) ∈ E and φ(vi+1) > φ(vi).

Since each vi has infinitely many such neighbors, {vi}∞i=1 forms an infinite increasing
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directed path in W1. Similarly let v0 = w2 and for i ≤ 0, let vi−1 be a vertex in W2

so that (vi−1, vi) ∈ E and φ(vi−1) < φ(vi). Since (v0, v1) ∈ E, the path formed by

{vi : −∞ < i <∞} is an infinite increasing two-sided directed path in D.

Now suppose (1) does not hold. Then there are two possible cases.

Case I - there exists a partition of V into infinite sets V1, V2 such that either no subset

W1 ⊆ V1 induces a subgraph with all infinite out-degrees, or no subset W2 ⊆ V2 in-

duces a subgraph with all infinite in-degrees. In the former case, by Proposition 3.3.9,

there is an ordering of V by Z with no infinite increasing directed path. Such an or-

dering clearly forbids an infinite increasing two-sided directed path. In the latter case,

let D be a directed graph defined by

V (D) = V (D)

E(D) = {(u, v) : (v, u) ∈ E(D)}

Then by Proposition 3.3.9, there is an ordering φ of V (D) by Z with no infinite

increasing directed path. Define the ordering ψ of V (D) by Z such that

ψ(v) = −φ(v)

for all v ∈ V (D). Clearly D contains no infinite decreasing anti-directed path (that

is, no path {(vi−1, vi) : ψ(vi−1) < ψ(vi), i ≤ −1}) with respect to ψ, so it contains no

infinite increasing two-sided directed path.

Case II - there exists a partition of V into infinite sets V1, V2 so that for any

subsets W1 ⊆ V1 with all vertices having infinite out-degree in W1 and W2 ⊆ V2

with all vertices having infinite in-degree in W2, there is no edge between vertices

of W1 and W2. For i = 1, 2, consider the family Wi of such sets Wi, where Wi is

partially ordered by inclusion, and observe that eachWi contains a maximal element.
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Fix maximal subsets W1 ∈ Wi and W2 ∈ Wi. With Ui = Vi \Wi for i = 1, 2, the

maximality of Wi implies

(i) every nonempty subset U ⊆ U1 contains a vertex v ∈ U with finite out-degree

in G[U ],

(i) every nonempty subset U ⊆ U2 contains a vertex v ∈ U with finite in-degree in

G[U ],

(iii) for every v ∈ U1, there are finitely many u ∈ W1 with (v, u) ∈ E,

(iv) for every v ∈ U2, there are finitely many u ∈ W2 with (u, v) ∈ E.

By (i), Theorem 3.3.1 implies that there is an ordering φU of U1 by N that forbids

infinite increasing paths in U1. By (iii) we can form an ordering φ of V1 by positive

integers that preserves φU (i.e. φ(u1) < φ(u2) iff φU(u1) < φU(u2) for all u1, u2 ∈ U1)

and where φ(u) > φ(w) for all u ∈ U1, w ∈ W1 with (u,w) ∈ E. Since φ preserves

φU , U1 contains no infinite increasing directed path with respect to φ.

Now follow a similar procedure for V2 and W2, with U2 = V2 \W2. Here we order

V2 by negative integers to prevent any infinite decreasing anti-directed path (recall

definition on page 48). Construct an ordering ψ of V2 by negative integers so that

for any u ∈ U2, w ∈ W2 with (wu) ∈ E, ψ(u) < ψ(w), and so that U2 contains no

infinite decreasing anti-directed path with respect to ψ.

Finally, for all v ∈ V (G), let

γ(v) =


φ(v) v ∈ V1

ψ(v) + 1 v ∈ V2,

where we add 1 to ψ(v) so that 0 is used as a label. Note that γ is an ordering of
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V (G) by Z and γ(V1) = N, γ(V2) = Z \ N. Observe the following with respect to γ:

(3)


there are no infinite increasing directed paths in U1,

there are no infinite decreasing anti-directed paths in U2,

there are no directed edges from W2 to W1.

We claim that there is no infinite two-sided directed path in G with respect to γ.

Suppose {(vi, vi+1) : i ∈ N} is such a path, and without loss of generality assume

v0 ∈ V2, v1 ∈ V1. If v1 ∈ U1, then all vertices v2, v3, . . . must be in U1, because

γ(v) > γ(w) for all v ∈ E1 and w ∈ W1, and so v1, v2, . . . is an infinite increasing

directed path in U1, contradicting (3). Similarly if v0 ∈ U2, then v−1, v−2, . . . ∈ U2, so

there is an infinite decreasing anti-directed path in U2, contradicting (3). Therefore,

v1 ∈ W1, v0 ∈ W2, which contradicts (3) once again. Therefore G contains no infinite

increasing two-sided directed path.

Proposition 3.3.10. For every countable directed graph D = (V,E) there exists an

ordering of E by Z such that there is no infinite increasing directed path in D.

Proof. This proposition follows directly from Proposition 3.1.3.

3.4 Arbitrary Finite Paths in Countable Graphs

3.4.1 Paths of Arbitrary Finite Length

We first prove the following claim concerning χ∗. Recall the definitions of property

FIN (Definition 8) and χ?(G) (Definition 9).

Definition 11. We say that for an integer k a graph G has property FINk if for any

ordering of vertices of G by N there exists an increasing path with k vertices, but
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there exists an ordering with no increasing path of k+ 1 vertices. If no such k exists,

then G has property FIN.

The following is a simple modification of the well-known Gallai-Hasse-Roy-Vitaver

Theorem (1.2.1).

Claim 3.4.1. A graph G has property FINk if and only if χ∗(G) = k.

Proof. Let G = (V,E) have property FINk and consider an ordering of V by N so

that G does not contain any increasing path of more than k vertices. Let Vk be the

set of vertices that are maximal (i.e. are not adjacent to any vertex of larger label).

Note that Vk cannot be empty, or else G would contain an increasing path of infinite

length. Delete Vk from V to obtain the set Uk−1 = V − Vk and consider Gk−1, the

subgraph of G induced on Uk−1. Let Vk−1 be the set of all vertices that are maximal

within Gk−1. We delete Vk−1 from Uk−1 to obtain Uk−2 and let Gk−2 be induced on

Uk−2. We continue this way until we exhaust all vertices of G. Note that for all

j ∈ [k− 1] and every vertex v ∈ Vj, there is a vertex u ∈ Vj+1 adjacent to v and with

larger label (otherwise, v itself should belong to Vj+1, not Vj). Now we show that V0

is empty. If there were some vertex v0 in V0, we would have an increasing path of

length k + 1 beginning at v0. Consequently V1, V2, . . . , Vk constitutes a partition of

V .

Further, observe that each set Vi, 1 ≤ i ≤ k, is an independent set, since two

adjacent vertices in some graph cannot both be maximal. We say that vertex w

dominates v if {w, v} ∈ E and label of w is larger than of v. Since vertices are

ordered by integers, each vertex v ∈ Vi can dominate only finitely many vertices of

V1, V2, . . . , Vi−1 and cannot be dominated by any vertices in those sets, so v has finite

degree into V1, V2, . . . , Vi−1. So, if G has property FINk, then χ∗(G) ≤ k.

On the other hand if χ∗(G) = k with partition V1, . . . , Vk, we can label vertices

of V1 arbitrarily and then label vertices of V2, . . . , Vk in succession, always making
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sure that the label of any vertex v ∈ Vj is higher than that of its neighbors from

V1, . . . , Vj−1. This is possible because v has finite degree into V1, . . . , Vj−1 by χ∗(G).

This ordering prevents an increasing path of k+ 1 vertices. Therefore G has property

FINj for some j ≤ k.

Finally, if χ∗(G) = k, then we have that G has property FINj for some j ≤ k and

then k = χ∗(G) ≤ j ≤ k, which implies that G has property FINk. Also, if G has

property FINk, then χ∗(G) = k.

Now we are ready to prove Theorem 3.4.2.

Theorem 3.4.2. A graph G has property FIN if and only if χ∗(G) =∞ and G does

not have a subgraph in which all degrees are infinite.

Proof. First, suppose G has property FIN. Since for every ordering of V (G) by N there

is an increasing path of arbitrary finite length, G does not have property FINk for

any k, and hence by Claim 3.4.1, χ?(G) =∞. Also, G cannot contain a subgraph in

which all degrees are infinite, for otherwise Theorem 1.2.2 implies that every ordering

of V (G) by N would contain an infinite increasing path, which would contradict FIN.

Now suppose G does not have property FIN. Then either there exists an ordering

of V (G) by N forbidding increasing paths of length k for some k, or for every ordering

of V (G) there is an infinite increasing path. In the former case, G has property FINj

for some j < k, implying by Claim 3.4.1 that χ?(G) = j < ∞. In the latter case,

Theorem 1.2.2 implies G has a subgraph in which all degrees are infinite.

3.4.2 A Counterexample

Clearly, if there is an ordering of V (G) by N that prevents an increasing path of k+ 1

vertices, then χ(G) ≤ k. Unfortunately, the converse is not true.

Proposition 3.4.3. There exists a bipartite graph H that has property FIN.
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Hence, we cannot replace condition χ∗(G) =∞ with χ(G) =∞ in the statement

of Theorem 3.4.2. To prove Proposition 3.4.3, we first define a “half-graph” and then

construct graph H.

Definition of a half-graph

Start with I and F – two copies of N. Let G = (V,E) be a graph with V (G) = I ∪F

and

E = {{x, y} : x ∈ I, y ∈ F, x ≤ y}.

Graph G defined on I ∪ F in such a way is called the half-graph and is denoted by

G[I, F ]. Note that all vertices of I have infinite degree in G, while vertices of F have

finite degree. See Figure 3.1 for an illustration.

Figure 3.1: Each x ∈ I has infi-
nite degree, each y ∈ F has finite
degree.

Figure 3.2: Each x ∈ V L
i has finite degree to

UR
i and infinite degree to V R

j for 1 ≤ j < i.
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Construction of H

Let L and R be again two copies of N. Then set V (H) = L ∪R. To define E(H) we

need some preliminary definitions. For each i ≥ 1,

Li = {n ∈ L : n = 2i−1(2j − 1), j ∈ N},

Ri = {n ∈ R : n = 2i−1(2j − 1), j ∈ N},

Note, that from this definition we have that L =
⋃∞
i=1 Li and R =

⋃∞
i=1Ri. Notice

that we can view each Li (or Ri) as a copy of N with the order inherited from L (or

R).

We define a graph H1 on V (H) where, for each i, there is a copy of G between

sets Li and Rj for each j > i (Li is the set with finite degrees in G). More precisely,

E(H1) =
∞⋃
i=1

(
∞⋃

j=i+1

G[Rj, Li]

)
.

Each vertex in L has finite degree in H1, and each vertex in R has infinite degree in

H1. Similarly we define a graph H2 on V (H) where, for each i, there is a copy of G

between sets Ri and Lj for each j > i (Ri is the set with finite degrees in G). More

precisely,

E(H2) =
∞⋃
i=1

(
∞⋃

j=i+1

G[Lj, Ri]

)
.

Each vertex in R has finite degree in H2, and each vertex in L has infinite degree in

H2. Also note that E(H1) ∩ E(H2) = ∅. Then

E(H) = E(H1) ∪ E(H2).

Notice that, by a construction, H is bipartite. See Figure 3.2 for an illustration.
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Proof of Proposition 3.4.3.

Claim 3.4.4. H does not contain a subgraph with infinite degrees.

Proof. Assume that H does contain a subgraph H ′ with all degrees infinite. Let

x ∈ Lt be a vertex of H ′ with the smallest possible t.

Notice that x has a finite degree into each
⋃∞
i=t+1Ri, since there are only finitely

many vertices in R less than or equal to x. Also, x has no neighbours in Rt. So in

order for x to have infinite degree in H ′, H ′ has to contain infinitely many vertices

of
⋃t−1
i=1Ri. Let y be the smallest vertex in V (H ′) ∩

⋃t−1
i=1Ri such that xy ∈ E(H ′).

Assume that y ∈ Rs for some s < t. Now, y has finite degree in
⋃∞
i=s+1 Li and none

of the vertices of H ′ are in
⋃s−1
i=1 Li (by minimality of t). Hence, y has a finite degree

in H ′, a contradiction.

Hence by Theorem 1.2.2 there is an ordering of V (H) by N with no infinite in-

creasing path.

Claim 3.4.5. Any ordering of H by N contains an increasing path of arbitrary length.

Proof. Notice that any vertex v of Lt+1 has infinite neighborhood in Rt for any t ≥ 2.

Let V (H) be ordered by N and let k be an integer. Then for any v1 ∈ Lk+1 there is

v2 ∈ Rk adjacent to v1 and with larger label. Similarly for v2 ∈ Rk there is v3 ∈ Lk−1

adjacent to v2 and with larger label. Continuing this way we obtain an increasing

path of length k.

Therefore, H has property FIN.
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Appendix A

Alternative Proof of Theorem 2.1.1

Here we give another proof of Theorem 2.1.1 that avoids using the unpublished paper

of Keevash [10]. Instead we use the following theorem of Alon and Yuster [1], which

gives an approximate version of Keevash’s result. For hypergraph H = (V,E) let

δ(H), ∆(H), and ∆2(H) denote the minimum degree, maximum degree, and maxi-

mum co-degree of H, respectively, and let g(H) = ∆(H)/∆2(H). If F ⊂ 2V , we say

a matching M of H is (α,F)-perfect if for each F ∈ F , at least α|F | vertices of F

are covered by M . Let s(F) = minF∈F |F |.

Theorem A.0.1 ( [1]). For any integer r ≥ 2, a real C > 1, and a real ε > 0 there

exists a real µ = µ(r, C, ε) and a real K = K(r, C, ε) so that the following holds: If

the r-uniform hypergraph H = (V,E) on N vertices satisfies:

(i) δ(H) ≥ (1− µ)∆(H),

(ii) g(H) > max{1/µ,K(lnN)6},

then for every F ⊂ 2V with |F| ≤ Cg(H)1/(3r−3)
and with s(F) ≥ 5g(H)1/(3r−3) ln(|F|g(H))

there is a (1− ε,F)-perfect matching in H.

To replicate our original proof above of Theorem 2.1.1, ideally we would pack K
(r)
n

with exactly
(
n
r

)
/
(
2r
r

)
copies of K

(r)
2r . The following claim, which is a generalization of
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Theorem 3.1 of [1], allows us to find a “nearly-perfect” packing of K
(r)
2r in K

(r)
n . The

proof of A.0.2 is similar to that of Theorem 3.1 of [1], though we consider `-tuples L

and the corresponding edge-sets FL where the original proof used just vertices v ∈ V

and the edge-sets Fv.

Claim A.0.2. Let `, k, t be integers with 1 ≤ ` < k < t. For n sufficiently large there

is a K
(k)
t -packing of K

(k)
n with order at least (1− o(1))

(
n
k

)
/
(
t
k

)
so that each `-tuple of

vertices is contained in at most o(nk−l) k-tuples not covered by a copy of K
(k)
t .

Proof of Claim A.0.2. We apply Theorem A.0.1 with some small ε > 0, r =
(
t
k

)
, and,

say, C = 1.1. Given K
(k)
n we create an auxiliary hypergraph H = H(n, k) as follows.

The vertices of H are the edge of K
(k)
n . The edges of H are the copies of K

(k)
t in K

(k)
n .

Notices that H is r-uniform and has N =
(
n
k

)
vertices. Also, ∆(H) = δ(H) =

(
n−k
t−k

)
.

Notice that any two edges of K
(k)
n appear together in at most

(
n−k−1
t−k−1

)
copies of K

(k)
t .

Thus ∆2(H) ≤
(
n−k−1
t−k−1

)
and g(H) ≥ (n− k)/(t− k). For each `-tuple L ∈

(
[n]
`

)
let

FL = {e ∈ E
(
K(k)
n

)
: L ⊂ e}.

Note that FL is a subset of the vertices of H and |FL| =
(
n−`
k−`

)
. Let

F = {FL : L ∈
(

[n]

`

)
}.

Thus |F| =
(
n
`

)
and s(F) =

(
n−`
k−`

)
. Let K and µ be the constants from Theorem A.0.1.

For n (and thus N) sufficiently large, the conditions of Theorem A.0.1 are satisfied.

Therefore H has a (1− ε,F)-perfect matching. This in turn implies there is a K
(k)
t -

packing of K
(k)
n such that each `-tuple of vertices is contained in at most ε

(
n−`
k−`

)
uncovered k-tuples. Such a packing has order at least (1− ε)

(
n
k

)
/
(
t
k

)
. Letting ε→ 0

gives the result.

Alternative proof of Theorem 2.1.1. Apply Claim A.0.2 to K
(r)
n with k = r, t = 2r,
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and ` = r − 1, and let B represent the family of copies of K
(r)
2r packing K

(r)
n . Let

K(n,B) be the subgraph of K
(r)
n with edge set {e ∈ E

(
K

(r)
n

)
: ∃B ∈ B with e ⊂ B}.

We first show how to order the edges of K(n,B). Then we show how to order the

remaining edges of K
(r)
n . Similar to the above proof of Theorem 2.1.1, B has the

following properties:

(1) Each edge e ∈ E
(
K

(r)
n

)
=
(
[n′]
r

)
appears in at most one set B ∈ B.

(2) Each (r − 1)-subset of [n] appears in at most n−(r−1)
r+1

sets of B. Also each

(r− 1)-subset of [n] appears in at least (n−o(n))−(r−1)
r+1

sets of B, since as a result

of Claim A.0.2 each (r − 1)-subset is contained in at most o(n) r-tuples not

covered by an element of B.

(3) For any two distinct (r − 1)-subsets I and J of [n], |I ∪ J | ≥ r. By (1) above,

I ∪ J appears in at most one set of B.

The following claim and its proof are nearly identical to Claim 2.1.4, but we

include them for completeness.

Claim A.0.3. For k =
⌊
(1 + δ)n−(r−1)

r+1

⌋
there exists a partition of the sets of B into

classes F1, . . . ,Fk so that for all i = 1, . . . , k, and all distinct B,B′ ∈ Fi,

|B ∩B′| ≤ r − 2.

Let our family B be partitioned into F1, · · · ,Fk as described by Claim 2.1.4. We

define φ to be an edge-ordering of K(n,B) satisfying the following.

i) The ordering φ labels the r-subsets of each B ∈ B as in Claim 2.1.2.

ii) For any B ∈ Fi, B′ ∈ Fj with i < j, make φ(e) < φ(e′) for all r-subsets e ⊂ B,

e′ ⊂ B′.
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This ordering is well-defined, by (1) above. As in the proof of Theorem 2.1.1, note

that for distinct sets B,B′ ∈ Fi, no increasing tight path in K(n,B) uses both an

edge e ⊂ B and an edge e′ ⊂ B′, since the intersection of the blocks has order at

most r − 2. Along with Claim 2.1.2, this implies that an increasing tight path with

respect to φ in K(n,B) uses at most r edges from each partition class Fi, giving

g (K(n,B)) ≤ rk ≤ r(1 + δ)
n− (r − 1)

r + 1
<

(1 + δ)r

r + 1
n.

Now we consider the set of r-tuples not covered by some K
(r)
2r ∈ B. Let

U = E
(
K(r)
n

)
\ E (K(n,B)) .

As a result of Claim A.0.2, each (r − 1)-tuple of vertices in K
(r)
n is contained in at

most o(n) sets in U . Therefore, for each e ∈ U , the number of other edges e′ ∈ U for

each |e ∩ e′| = r − 1 is at most
(
r
r−1

)
o(n) = o(n). We can then partition U into at

most o(n) sets Ui so that for any two distinct e, e′ ∈ Ui, |e ∩ e′| ≤ r − 2.

To determine g
(
K

(r)
n

)
, we extend the edge-ordering φ of K(n,B) to an edge-

ordering ψ of K
(r)
n . For e ∈ E (K(n,B)), we let ψ(e) = φ(e). Then for each set

Ui, have ψ map its edges to consecutive integers. Note that no two edges from the

same set Ui can be used in an increasing path, since their intersection has order at

most r − 2. Any increasing path with respect to ψ in K
(r)
n can start by using at

most g (K(n,B)) edges of K(n,B). Then it must use edges from U . Since there are

o(n) partition classes Ui of U , each of which can contribute at most one edge to an

increasing class, we have

g
(
K(r)
n

)
≤ (1 + δ)r

r + 1
n+ o(n) ≤ (1 + 2δ)r

r + 1
n
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Proof of Lemma A.0.3. Define an auxiliary hypergraph A with

V (A) =

(
[n]

r − 1

)
, and

E(A) =
{( B

r − 1

)
: B ∈ B

}
.

The hypergraph A has the following properties.

(a) Each edge of A corresponds to a distinct set of B.

(b) Each vertex of A has degree at most n−(r−1)
r+1

and degree at least (n−o(n))−(r−1)
r+1

.

This follows from (2) above.

(c) For any pair of vertices in A, they share at most one edge of A. This follows

from (3) above.

(d) Two edges of A are disjoint if and only if the corresponding sets of B share at

most r − 2 vertices.

By (d), a matching in A corresponds to a family of sets of B in which each pair of

sets shares at most r−2 vertices. Any partition of E(A) into k disjoint matchings (for

some k) gives a partition of B into classes F1,F2, . . . ,Fk so that for all i = 1, . . . k,

and all distinct B,B′ ∈ Fi,

|B ∩B′| ≤ r − 2.

In order to keep the number k of disjoint matchings in A small (and thus the

number of partition classes of B small), we again use Theorem 2.1.5 above. By (b),

d(A) ≥ (n− o(n))− (r − 1)

r + 1
≥ (1− δ′)n− (r − 1)

r + 1
≥ (1− δ′)D(A),

and by (c),

C(A) ≤ 1 ≤ δ′D(A).
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Then by Theorem 2.1.5, the edges of A can be partitioned into (1 + δ)n−(r−1)
r+1

match-

ings, so the number k of partition classes F1, · · · ,Fk of B is at most
⌊
(1 + δ)n−(r−1)

r+1

⌋
.
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