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Abstract 

 

Comparing Measures of Global and Local Material Properties of Polystyrene under Different 

Boundary Conditions: Smooth, Chain-Tethered, and Rough Walls 

 By Xinru Huang 

 

 

In this dissertation, I measure both global and local material properties of polystyrene 

(PS) under different substrate conditions using ellipsometry and fluorescence. The first part of 

my dissertation focuses on investigating the correlation between the temperature-dependent 

specific volume vsp and the variations in the glass transition temperature Tg for supported PS 

films. I find that both liquid and glassy vsp behave nonmonotonically as a function of film 

thickness h. They start to deviate from bulk at ~120 nm, and at 65 nm have a maximum increase 

of (0.4 ± 0.2) % before dropping back to the bulk value at ~40 nm. This small amount of increase 

in vsp is the same order of magnitude as Lipson’s theoretical prediction and all within the 

experimental error of previous studies ± 1 %. The dramatic density increase for films thinner 

than 30 nm is consistent with some previous studies, but I believe this is not real due to the 

breakdown of Lorentz-Lorenz formula. 

For rest parts of this dissertation, I use fluorescence spectroscopy to locally measure the 

glass transition temperature Tg near end-tethered and rough substrates without the free surface 

effect, which is ill-defined and uncontrollable. To achieve such local measurements, a 12 ± 1 nm 

chemically labeled PS layer with trace amounts of a fluorescent Tg sensitive pyrene dye is 

inserted at a position z away from different interfaces, thereby mapping out local Tg(z) profiles. I 

observe an optimum grafting density of σ = 0.011 chains/nm2 that results in a maximum Tg 

increase of 49 ± 2 K, which corresponds to the “mushroom-to-brush” crossover regime. The 

length scale over which this Tg(z) perturbation persists from the interface is ~100-125 nm. Then, 

I make rough interfaces by exposing flat silica substrates to hydrogen fluoride vapor for different 

lengths of time to achieve various roughnesses. The local Tg(z = 0) right at the rough substrates 

increases monotonically up to 111 ± 2 ⁰ C with increasing root-mean-square roughness Rrms 

from 0.5 nm to 10.9 nm. Comparing these two studies suggests chain tethering plays a dominant 

role in deciding the long length scale of Tg(z) near dissimilar polymer-polymer interfaces.  
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Chapter 1  

Introduction 

This dissertation is about measuring global and local material properties of polystyrene 

(PS) under different boundary conditions, as measured by ellipsometry and fluorescence. In this 

introductory chapter, I will briefly discuss some basics of polymers, the glass transition and how 

it is known to change in thin films due to different polymer interfacial interactions. This will 

provide some necessary background to understand this dissertation and provide a sense of the 

state of the field prior to my contributions. I will end with an overview of the following chapters.  

1.1 Polymer basics 
 

Polymers are long molecules consisting of many repeat units. One of the first things we 

must consider is what the “size” of a polymer molecule is. There are two possibilities: one has to 

do with the contour length of a polymer chain and the other to the spatial extent. In the former 

case, the standard term is molecular weight (MW) with the unit of g/mol. A closely related 

concept, the degree of polymerization N is also commonly used, which is given by the ratio of M, 

the molecular weight of a given chain, to the molecular weight of the repeat unit M0 ( 𝑁 =
M

𝑀0
). A 

real polymer system contains many molecules with a variety of degrees of polymerization, so we 

use the number-average molecular weight Mn and weight-average molecular weight Mw in this 

dissertation to denote the molecular weight of polymers. The ratio of Mw to Mn is defined as the 

polydispersity index PDI, providing the information about the breath of the chain length 

distribution. In the latter case, because of the easy access through experiments, we commonly 
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use radius of gyration Rg, which is the average distance of all monomers from the center of mass, 

representing how much space a polymer coil occupies. For polymer chains resembling a random 

walk, Rg ~ N
1/2

, with usually, Rg on the scale of tens nanometers. These long flexible chains 

cause entanglements in polymer systems and give polymers mechanical strength, flexibility, 

elasticity, etc.. More physical properties of polymers can also be obtained or tuned by the 

structure of polymers (branches, stars, brushes …), physical stereoregularity of polymer chains 

(isotactic, syndiotactic and atactic), polymer compositions (polymer mixtures, polymer 

nanocomposites …) and so on. Nevertheless, for this dissertation I will stick to simple and linear 

polystyrene chains.    

The long chain aspect of polymers results in one of their most distinctive features, 

viscoelasticity. A material is viscoelastic when it behaves like a solid on short time scales and 

like a liquid on long time scales.
1
 As virtually all polymers are processed in the liquid state, the 

viscosity part of polymer materials plays a central role in the optimization and control of 

processing. On the other hand, solid polymers have broad applications due to their various 

mechanical properties. The scientific reason behind this viscoelastic behavior is the multiple 

relaxation time scales in polymer systems.  

To better understand the multiple time scales in polymer systems, we can take a look at 

the modulus master curve shown in Figure 1.1. At short timescales or above the glass transition 

temperature (see section 1.2), the modulus is that of a rigid solid of order GPa, and then it drops 

by 3~4 orders of magnitude to MPa for long entangled polymers. For those long entangled 

polymers, the existence of entanglements makes the moduli stay constant to a longer time scale 

and postpones the terminal liquid flow. This is the so-called rubbery plateau. The difference 
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between long entangled polymers and small molecules is that, for small molecules and low 

molecular weight unentangled polymers, their moduli drop to zero and immediately flow like a 

liquid. The transition of the modulus change from GPa to MPa is associated with the glass 

transition (see section 1.2). The glass transition is formally only defined on cooling, typically 

corresponding to when the cooperative segmental relaxation (α-relaxation) time reaches ~100 s, 

which is roughly the middle of the transition zone in Figure 1.1. The glass transition for 

polymers is associated with packing frustration at a segmental level and not that of the entire 

chain. Thus, theories universally applied to structural glasses can be equally applied to polymers.  

The effect of chain connectivity for polymers comes in when they enter the liquid state 

above Tg. The Rouse model is the first successful molecular model of polymer dynamics to 

describe the different relaxation modes of the chain, a bead-spring model where the chain is 

represented as N + 1 beads connected by N springs. The shortest relaxation time within the 

Rouse model is that of a single bead-spring segment τseg, while the longest Rouse mode 

relaxation time accounts for the whole polymer chain, with a total of N relaxation times. The 

relaxation time τe corresponds to the Rouse mode for the average length of chain found between 

entanglements. To describe how entanglements with other chains in the melt restrict flow to even 

longer time scales, de Gennes used the concept of the tube, originally proposed by Edwards,
2
 to 

introduce the reptation model to describe chain motion under such effects of entanglements. 
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Fig. 1.1: Modulus master curve as a function of logarithmic time for polymers of molecular 

weight below and above the entanglement density. The dashed red curve shows low MW flow 

right after the glass transition zone with modulus dropping to zero. Solid red line is an 

illustration of the viscoelastic response of highly entangled polymer melts going through 

multiple relaxation regimes. Due to the existence of entanglements, a rubbery plateau postpones 

terminal flow until the reptation time τrep is reached. 

 

            The reptation model was originally developed to study a flexible chain trapped in a 

permanent polymer network,
3
 after which Doi and Edwards extended this theory to describe the 

linear and nonlinear rheological response of polymer melts.
4
 Imagine a chain trapped in a field of 

obstacles with spacing d and we can define a confining “tube” of diameter d with a set of fixed 

obstacles, shown in Figure 1.2.  To realize large scale motions, the polymer chain needs to 
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escape from the confining tube and erase its original memory, but unfortunately, the polymer 

chain is unable to move tangentially to the direction of the tube and moves in a one dimensional 

diffusion process along the length of the tube, which is called reptation. The relaxation time 

corresponding to the moment when the middle segments of the chain finally escape from the 

tube is defined as the reptation time τrep, the time needed to completely erase the confining tube’s 

memory. For times between the end of glass transition and τrep, the modulus is almost constant in 

time and most of the deformation energy is stored rather than dissipated, the material behaves as 

a rubbery solid with 3-4 orders of magnitude smaller in modulus compared to the glassy state. 

This so-called rubbery plateau can persist for some decades in time depending on the molecular 

weight of the polymer. The release of the initial constrains after a time of τrep finally gives way to 

flow in the terminal regime, allowing for viscous flow like a liquid.  
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Fig. 1.2: A single chain (red solid curve) trapped in an array of obstacles (gray disks), spaced at 

an average distance d.  The obstacles can be replaced by a tube with diameter d and the chain 

eventually loses its memory of the original tube through reptation, when the middle part of the 

chain moves out of the tube.  

 

Among these relaxation regimes, the rubbery plateau is unique to polymers because of 

long chain entanglements. The length of this rubbery plateau associated with the reptation time 

τrep is mainly affected by the molecular weight of polymers. Within the “tube” model, reptation 

time τrep can be approximated by the following equation:
5
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𝜏𝑟𝑒𝑝 ≈
𝑀3

𝑀0
2𝑀𝑒

𝜏𝑠𝑒𝑔   (1) 

where M is the molecular weight, M0 is the monomer molecular weight, and Me is the molecular 

weight in between entanglements. The reptation model predicts that the viscosity 𝜂 of an 

entangled polymer melt is linearly proportional to the reptation time τrep.
4
  As a result, the 

reptation model gives us that the viscosity of polymers is proportional to
 
M 

3
. However, the 

experimental scaling observed 𝜂~𝑀 3.4  has a stronger molecular weight dependence than that 

predicted simply by reptation. These deviations at high MW (M > Me) are partially because the 

displacement of monomers at the two ends of the tube fluctuate, leading to an additional stress 

relaxation process, so in reality polymer chains relax faster than simple reptation predictions. 

Besides free chain-end fluctuations, we can bring reptation predictions into closer agreement 

with experiments by adding other additional relaxation processes such as constraint release and 

contour length fluctuations.
6
 Deviations from the 3.4 power law at low MW (M < Me) are 

because those chains are too short to be entangled. 

The complete span of time scales from the segmental relaxation time to the reptation 

time can reach 12 or more orders of magnitude for high MW polymers,
7
 so it is impossible to 

collect the modulus master curve of Figure 1.1 by one single experiment. The Rouse model as 

well as other molecular models describing the motion of polymer chains, assumes that the 

relaxation time associated with each mode has the same temperature dependence. The 

consequence of this is the expectation that it should be possible to superimpose linear 

viscoelastic data taken at different temperatures, commonly known as time-temperature 

superposition (TTS). TTS tells us a measurement at a certain temperature and time is equivalent 

to a measurement at a higher temperature and shorter times. Experimentally, this is 
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extraordinarily useful such that a plot like Figure 1.1, that covers more than 10 orders of 

magnitude in time, far larger than the range of any technique, can be gathered simply by 

collecting data at different temperatures and then building a master curve by shifting the 

timescales until all of the data overlap.  For TTS to apply, the materials need to be homogeneous 

and isotropic, which are both true for the PS systems I am studying in this disertation. 

 

1.2 Glass Transition 

 
At high temperatures, materials are equilibrium liquids, as we cool them down, some of 

them will go through crystallization and solidify into crystals with well-defined unit cells, while 

others will vitrify into amorphous glasses with no long-range order or symmetry in the packing 

of the molecules. Glasses are non-equilibrium materials that have many relaxation procedures 

going on. When a material vitrifies into an amorphous glass, we say that this material is going 

through the glass transition and we associate with each material a glass transition temperature, Tg.  

The value of Tg is the most important material property I am studying in this dissertation.  

Figure 1.3 shows two common ways of measuring Tg, one is to measure the change in the slope 

of volume V or enthalpy H as a function of temperature T, and the other is to measure the step 

change in temperature of the thermal expansion coefficient α (𝛼 =
1

ℎ0

𝑑ℎ

𝑑𝑇
 ) or heat capacity cp 

(𝑐𝑝 =
𝜕𝐻

𝜕𝑇
 ). The glass transition is typically broad such that the exact position of the measured Tg 

can vary from experimental method to method, which will be discussed later in Chapter 2. The 

glass transition occurs when the molecular rearrangements required to reach equilibrium become 

slower than the rate at which the temperature is being changed. This demonstrates the value of Tg 



Chapter 1    9                                                                                                                              

  

 

is cooling rate dependent. Also for polymers, the value of the glass transition temperature Tg 

does not depend on MW after an initial saturation value of a couple of hundred monomers.
8
 In 

the sense that the glass transition turns materials into non-equilibrium glasses and Tg is cooling 

rate dependent, generally we treat the glass transition as a kinetic phenomenon where the 

amorphous material is dynamically arrested. However, it is still debatable whether or not there is 

a thermodynamically “ideal” glass that can be formed under infinitely slow cooling rates.
9
 

 
Fig. 1.3: Sketch of two ways to determine Tg. Left panel: volume V or enthalpy H as a function 

of temperature T. Tg is defines as the temperature when the slope changes from the liquid to 

glassy regimes on cooling. Right panel: thermal expansion coefficient α or heat capacity cp as a 

function of temperature T. Tg is often associated with the midpoint of the step change. 

 

To date, there is not yet a single theory that can completely explain the glass transition 

behavior mainly because of the remarkable changes in dynamics that occur in the supercooled 

region, defined as the temperature range in between Tg and the theoretical crystallization 

temperate Tm.
10

 For example, viscosity is extraordinarily sensitive near Tg such that it can 
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reasonably change by ~14 orders of magnitude in 50 K approaching Tg.
11,12,13

 The relaxation 

time of a glassy system approaching Tg fits well to the Kohlrausch-Williams-Watts (KWW) 

function,
13

 whose stretching exponent informs us the glass transition is heterogeneous in time. 

Experimental and simulation evidence suggests that spatial heterogeneity happens near the glass 

transition with fast and slow regions.
12,14,15

  

The running joke is that there are more theories than theorists in our field trying to 

understand these dramatic changes in glassy systems. Thus, I will simply mention some of the 

most popular theories and the ones that are meaningful to my dissertation.  In 1965, Adam and 

Gibbs proposed the concept of a cooperatively rearranging region (CRR) with the idea that 

subunits of the material need to move in a cooperative fashion to make any significant change 

occur.
16

 In 1984, Lentheuss et. al.
17

  and Bengtzelius et. al.
18

 used Mode Coupling Theory (MCT) 

to explain glassy dynamics dealing with a cage effect formed by a given particle’s surrounding 

neighbors. In order to move at least the diameter of a particle, the cage has to be opened and this 

requires the cooperative rearrangement of many other neighbors. However, MCT does not work 

at lower temperatures when approaching Tg, as a result, MCT does not anticipate any properties 

of glassy dynamics, singularities, power laws and the like.
19

 Long and Lequeux
20

 introduced a 

percolation type model to explain the local dynamics in glassy materials. Percolation theory is 

the simplest fundamental model in statistical mechanics that exhibits critical phenomena signaled 

by the emergence of giant connected subunits of the material.
21

 Sadly, the specific percolation 

thresholds are dependent on the lattice structure used in the model, which is not quantitatively 

meaningful for glassy systems with no long-range order. The Adam and Gibbs hypothesis, MCT, 

and Long and Lequeux’s percolation model all assume the subunits of the materials are 
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independent, but Random First Order Transition (RFOT)
22

 theory and a recent theory proposed 

by Schwiezer
23,24,25

 introduce different interactions among the subunits of the materials. Despite 

the difficulties in studying glassy systems theoretically, the non-equilibrium glassy state has 

many  interesting practical properties including memory effects,
26

 structural recovery,
27,28

 and 

physical aging.
29,30

 

 

1.2.1 Glass transition in thin polymer films  
 

Polymer thin films have many applications ranging from protective coatings, separation 

membranes, adhesives, lubrication layers to sensors and devices. However, shrinking the size of 

polymer films may make them more vulnerable to the surrounding environment and eventually 

change their material properties. The glass transition temperature Tg, which is one of the most 

important parameters for a certain application, also changes as a function of film thickness. This 

variation in Tg for polymer thin films was first observed by Keddie, Jones and Cory in 1994, who 

measured Tg as a function of film thickness h for supported PS films on hydrogen passivated 

silicon wafers with single wavelength ellipsometry.
31

 They found a monotonic decrease in Tg 

starting from ~60 nm down to 12 nm with a maximum Tg change of 30 K. This behavior was not 

found to be molecular weight dependent, implying this thin film effect is not simply due to chain 

confinement and distortion of chain conformations.
32,33

 Keddie, Jones and Cory fit their data to a 

semi-empirical equation with three fitting parameters:  

𝑇𝑔(ℎ) = 𝑇𝑔
𝑏𝑢𝑙𝑘 [1 − (

𝐴

ℎ
)
𝛿
]   (2) 
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Their best fit resulted in a Tg
bulk

 = (373.8 ± 0.7) K, a characteristic length A = (3.2 ± 0.6) nm, and 

exponent δ = 1.8 ± 0.2. Interestingly, Tg starts to deviate from the bulk behavior at a thickness 

around 60 nm which is much bigger than the characteristic length A and the ~1-3 nm cooperative 

length scale found in polymers near Tg.
12,34,35

 This suggests there may exist a longer length scale 

also associated with the glass transition. 

Keddie, Jones and Cory proposed  competing effects from both the substrate interface 

and the free surface lead to an overall Tg change in thin supported films.
31,36

 This has since been 

tested experimentally using local Tg measurements next to different interfaces by Torkelson’s 

group.
37,38

 The presence of the free surface leads to fewer constraints on relaxations and alters 

cooperative motion to occur more easily near the free surface.
10,39,40

 The increasing mobility at 

the free surface eventually makes it harder to “freeze” the system such that the glass transition 

happens at a lower temperature. Similarly, different interactions between polymers and the 

substrate will change the local mobility near the substrate which results in changes in Tg, see 

Section 1.2.1.2. Keddie, Jones and Cory’s work set off the field of polymer thin films and the 

same Tg reduction behavior has since been observed using X-ray reflectivity, dielectric 

spectroscopy, positron annihilation lifetime spectroscopy (PALS), local thermal analysis and 

fluorescence.
41

  

The next interesting question was to understand how the altered dynamics from near a 

free surface (or substrate) propagates into the film, eventually recovering bulk dynamics far from 

the interface. The first direct measurement was done experimentally by Ellison and Torkelson in 

2003 with a fluorescence technique designed to locally measure Tg.
37

 They created a multilayer 

sample to isolate either the effect from the free surface or substrate. The key to this method, 
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which differed from their previous work,
42

 is to covalently bond pyrene dye to the PS backbone. 

The advantage of doing this is that covalent bonding stops the pyrene dye from diffusing 

throughout the whole polymer film and makes the entire fluorescence signal come from a 

specific location. By inserting the pyrene labeled PS layer in between different PS layers, they 

achieved measuring local material properties of PS. When isolating the substrate interface, they 

observed no Tg change for PS next to a silica substrate, while, Tg was reduced by 32 K at the free 

surface and found to propagate ~30-40 nm into the polymer film before bulk dynamics were 

recovered.
37

 Many simulation works also have studied the local dynamics inside polymer films 

and similar gradient in dynamics near an interface are observed.
40,43,44

  

 

1.2.1.1 Polymer-air interface (free surface)  

Besides adding an underlayer to isolate the free surface effect, a more efficient way to 

have a double influence from the polymer-air interface is to perform measurements on 

freestanding polymer films. Forrest et al.
45–47

 and Mattsson et al.
48

 found that for PS freestanding 

films with Mw < 368 kg/mol, Tg(h) follows the same functional form as Eq. (2) but with Tg 

roughly equivalent to that measured for supported films of half the film thickness, consistent 

with double the amount of free surface being present. For freestanding films that have Mw > 575 

kg/mol, Tg(h) was found to decrease linearly and have a very strong dependence on the 

molecular weight. This strong molecular weight dependent behavior was later confirmed with 

dielectric spectroscopy,
49,50

 Raman spectroscopy,
51

 X-ray reflectivity
52

 and fluorescence,
53

 but 

there does not exist a well-accepted explanation. 
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 In 2011, using transmission ellipsometry, Pye and Roth measured the thermal expansion 

and glass transition behavior of high molecular weight PS (Mn > 820 kg/mol) freestanding films 

over an extended temperature range.
54

  They observed two distinct reduced Tgs, separated by up 

to 60 K for films thinner than 70 nm. The upper glass transition is stronger with no MW 

dependence, while the lower transition follows the previously seen MW dependent, linear Tg(h) 

behavior seen in high MW freestanding PS films. This result suggests two mechanisms can 

propagate enhanced mobility from the free surface into the polymer films simultaneously, and 

helped explain why low and high MW PS freestanding films have different MW behaviors.  

 

1.2.1.2 Polymer-substrate interface (wall) 
 

For supported polymer thin films, polymer-substrate interactions affected by different 

polymer species can significantly alter Tg behavior. For example, previous studies on supported 

poly(2-vinyl pyridine) (P2VP) films on silicon wafers showed a monotonic Tg increase up to ~ 

40 K as a function of decreasing film thickness using both ellipsometry and fluorescence.
38,55,56

 It 

is worth noting that a more recent study from Glor et al. observed two Tgs in the same system 

and the higher Tg also increases as a function of decreasing film thickness h.
57

 The side group of 

P2VP can form a hydrogen bond with the SiOx substrate presumably leading to a mobility 

decrease, as a result, the Tg increase at the polymer-substrate interface wins over the faster 

dynamics at the free surface, showing an overall Tg increase in supported P2VP films.
38

 Similarly, 

the average Tg of supported poly(methyl methacrylate) (PMMA) films shows only a small 

increase in Tg with decreasing film thickness due to the competing effects from the perturbative 

interfaces effectively canceling each other out. For PMMA, it seems the perturbations from 
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hydrogen bonding with SiOx are comparable to those from the polymer-air interface.
58

 On the 

other hand, PS does not interact with the silicon substrate and provides the best example of a 

solely free surface perturbation.
37

  

The strength of different interactions near substrates not only depends on the chemistry 

of particular polymers, but also can be affected by grafting polymer chains and changing the 

surface roughness at substrates. Grafting polymer chains onto interfaces has many applications 

since it can provide an efficient way to tune the interfacial energy between the polymer matrix 

and the substrate. These substrates can be either flat like silicon wafers
59-60

 or curved like rods
61

 

or particles.
62

 It is popular for people in the polymer nanocomposites field to tether polymer 

chains to nanoparticles in order to enhance their material properties such as optical clarity, self-

passivation, and reduced permeability.
63

 Besides their use in polymer nanocomposites, grafted 

polymer chains are well-suited to offer performance gains in biotechnology, including prevention 

of bacterial adherence, cell attachment and formation of colloidal crystals.
64

  

There are two methods to tether polymer chains to different substrates,
65

 called “grafting 

to” and “grafting from”, shown in Figure 1.4.  The “grafting to” technique uses a chemical 

reaction between functionalized polymers with a surface containing a complementary functional 

group. Very narrow polydispersity brushes can be obtained by this method depending on the 

original functionalized polymer used.
66

 We can regulate the grafting density by simply changing 

the allowed reaction time and any residual ungrafted polymers can be removed by solvent 

extraction. However, this “grafting to” method does not produce very high grafting densities 

because the attachment of chains can be impeded by the presence of previously attached chains. 

Zhou et al. pushed the upper limits of grafting density for the “grafting to” method by 
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crystallizing polymer chains in advance to increase the density of adsorbing sites.
67

 On the other 

hand, the “grafting from” technique involves in situ polymerization of an initiator functionalized 

surface with monomers. Many living and conventional vinyl polymerizations have been applied 

using this method.
65,68

 The biggest advantage of the “grafting from” method is that it can produce 

polymer brushes of high grafting density because there is little steric impediment to monomers 

approaching the surface to polymerize to grafted sites. Nevertheless, this chemically more 

complex method also is limited by initiator surface coverage and efficiency. The effect of side 

reactions may also be more prevalent than in bulk polymerizations, leading to a broader 

molecular mass distribution. In order to know exactly what the molecular weight is for the 

resulting brushes, chains need to be removed from the substrate to be measured by some size 

exclusion measuring instrument like gel permeation chromatography (GPC).  

 

 
Fig. 1.4: Comparison of two different grafting methods. Left panel: “grafting to” technique 

requires end-functional groups (red circles), as a part of polymer chains to chemically react with 

complementary groups on the substrates. Right panel: “grafting from” method involves an in situ 

polymerization procedure. Yellow circles correspond to the original initiator spread on the 

substrate, which regulates the bonding position of grown polymer brushes. 
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Roughening of the substrate theoretically provides another efficient way to tailor the 

interfacial interactions between the polymer matrix and the substrate.
69

 Experimentally, no 

published study has yet measured glass transition polymer dynamics next to a rough wall. An 

attempt by Panagopoulou et al. looked into how surface roughness influenced the segmental 

mobility of thin polymer films using dielectric spectroscopy.
70

  However, their results contradict 

with the slowing down motion observed in many simulation works.
71–75

 There are many 

experimental difficulties associated with such studies next to a rough substrate. First is the 

important question of what is an appropriate roughness scale to perturb local glass transition 

dynamics, and how to meaningfully quantify surface roughness since there are numerous 

roughness parameters to choose from? Then the next challenge is how to make a roughened 

surface without changing the surface chemistry and substrate compliance.  

There are many existing methods that can be used to make rough surfaces, but in general, 

they are either mechanical operations or chemical erosions. Popular machining methods are 

lapping, sand blasting, evaporation, sputtering and so on. For the former two techniques, typical 

roughnesses are on the micrometer scale.
76

 Even though physical vapor deposition methods can 

easily reach nanometer scale roughness, their upper limit in roughness is constrained by the 

highest deposition rate which is usually only a couple of nanometers per second. Alternatively, 

chemical etching methods provide a continuous range of roughness from nanometers to 

micrometers. For a silica substrate, use of hydrofluoric acid creates a violent chemical reaction.
77

 

To have more control of these extremely fast chemical reactions, people usually use buffered 
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oxide etching (BOE), a solution which is a mixture of ammonium fluoride (NH4F) and  hydrogen 

fluoride (HF) to create a constant slow etching rate.
78

  

Fully characterizing a rough surface is an impossible mission because the real surface 

geometry is so complicated that a limited number of roughness parameters cannot provide a full 

description. If the number of parameters used is increased, a more accurate description can be 

obtained. Then the tricky question is how to choose from a big pool of surface roughness 

parameters
79

 to get a sufficient description of a rough surface. The following introduction of 

some amplitude (vertical direction) and spacing (horizontal direction) roughness parameters can 

help you better understand my choices in Chapter 5. All the roughness quantifications are based 

on a mean surface level line defined mathematically as,
80

  

∑ 𝑧𝑖
𝑁
𝑖=1 = 0                        (3) 

with N height measurements of z, shown as the dashed black line in Figure 1.5.  

 

 
Fig. 1.5: Cartoon sketch of the surface profile on a random rough interface. The dashed line is 

the mean surface level, above which measured heights are positive and negative below the line. 
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The bar chart on the far right is the height distribution function projected from the measured 

heights zi. The shape of this height distribution function defines skewness (symmetry) and 

kurtosis (sharpness), which tells us about the deviations of heights from the normal distribution. 

 

Root-mean-square roughness Rq (frequently denoted as Rrms) is the most commonly used 

amplitude roughness parameter. It is defined as,
80

 

𝑅q = ∑ √
(𝑧𝑖−𝑧𝑜)2

𝑁
𝑁
𝑖=1                     (4) 

where (𝑧i − 𝑧o) is the distance between the i
th

 vertical coordinate and the mean plane. Another 

very close roughness parameter to Rq is the mean roughness Ra, which can be calculated as,
80

 

𝑅a =
1

𝑁
∑ |𝑧𝑖|

𝑁
𝑖=1    (5) 

If a surface has a profile that contains no large deviations from the mean surface level, the values 

of Rq and Ra will be similar.  However, neither Rq nor Ra informs us about the preferences of 

bumps or holes on the surface. To extract more information about up and downs on the surface, 

we need to first introduce the idea of a height distribution function. A height distribution function 

is the projection of measured height values onto a probability graph. Depending on the shape of 

the height distribution function, we can define skewness and kurtosis to separately describe its 

symmetry and sharpness:
80

 

𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
1

𝑅q
3

1

𝑁
∑ 𝑧𝑖

3𝑁
𝑖=1                (6) 

      𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
1

𝑅q
4

1

𝑁
∑ 𝑧𝑖

4𝑁
𝑖=1                           (7) 
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Skewness is a nondimensional quantity which is typically evaluated in terms of positive or 

negative. A skewness of zero suggests an even distribution of data around the mean plane. When 

skewness is strongly non zero, an asymmetric, one-tailed distribution is indicated, such as a flat 

plane having a small, sharp spike (>0), or a small, deep pit (<0). Graphically, kurtosis indicates 

whether data are arranged flatly or sharply about the mean plane. The kurtosis of any normal 

distribution is 3, so it is common to compare the kurtosis of a distribution to 3. When kurtosis is 

< 3, it means the z value distribution has fewer and less extreme outliers; while when kurtosis is > 

3, it means more extreme z values exist. 

The power-spectral-density (PSD) function is the most common spatial roughness 

parameter people use. As the Fourier transformation of the real rough surface, it informs us of 

the characteristic length scales constructing the specific roughness profile.
80

 Figure 1.6 shows 

two extreme examples of periodic and totally irregular rough surfaces. A totally irregular rough 

surface has continuous spatial frequencies, where the lowest frequency will be restricted by the 

scanning window size.  
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Fig. 1.6: The power-spectral-density (PSD) functions for two rough surfaces. Left panel: PSD for 

a periodic surface only has one characteristic length scale, resulting in a delta function. Right 

panel: PSD for a fully irregular surface which ideally has an infinite number of characteristic 

length scales.  

 

Besides using rough walls to perturb polymer systems and make changes in dynamics, 

rough walls have great applications across different scientific and engineering fields. For 

example, rough metal surfaces enhance heat transfer of electronics cooling leading to better 

thermal management in microprocessors.
81

 Understanding how rough interfaces alter 

microscopic properties at the nanoscale is a fundamental goal for both material engineering and 

polymer science. 

 

1.2.1.3 Polymer-polymer interface  
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With the invention of new synthesis and processing technologies, polymer blends and 

new block copolymers with domain sizes reaching ~100 nm scale are possible for macroscopic 

material fabrication.
82-83

 Understanding how dynamics couple across polymer-polymer interfaces 

at the nanoscale becomes essential in designing functionalities of polymer blends. Besides the 

engineering benefits of studying polymer-polymer interfaces, scientifically, it provides another 

type of perturbation that can effectively alter the cooperative dynamics of polymer materials.  

Previously, Baglay and Roth
84-85

 studied the local Tg(z) profiles across and near 

dissimilar polymer-polymer interfaces and found the perturbations in local Tg can be quite long-

ranged (spanning 350-400 nm) and asymmetric (biased to the glassy side). This is in contrast to 

expectations based on miscible blends, which would predict a sharp transition in dynamics across 

a dissimilar polymer-polymer interface essentially following the composition profile. However, 

the measured dynamics do not correlate with the ~5 nm wide symmetric composition profile of 

the interface.
84

 The local Tg(z) length scales appear to be universally grouped according to the 

measured Tg.
85

 If the polymer side has a higher or lower Tg compared to the other side, then this 

is referred to as hard or soft confinements.
85

 Most recently, they sandwiched a 300 nm thick PS 

film in between two bulk poly(n-butyl methacrylate) (PnBMA) films to mimic periodic boundary 

conditions used in simulations.
87

  

Comparing polymer-polymer interfaces to the other two perturbations mentioned earlier 

in Section 1.2.1(polymer-air interfaces and polymer-substrate interfaces), Baglay and Roth
85

 

proposed three possible factors that may help explain these hundred nanometer long length 

scales in the Tg(z) profiles. First, there is a broadening of the interfacial region during annealing 

of the polymer-polymer interfaces. The interfacial width at a polymer-air interface is only about 
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0.5 nm, which is ten times smaller than the equilibrium interfacial width at polymer-polymer 

interfaces. Depending on the interaction parameters between PS and the other polymers, the 

interfacial width can be varied. For instance, the interfacial width for a PS/PMMA interface is 5 

nm
86

  compared to 7 nm for PS/PnBMA.
84,88

 In general, the polymer-polymer interfacial width 

for the polymer pairs studied by Baglay and Roth is around 5 nm.
85

 Second, chain connectivity 

across the interface could also play an important role in modifying polymer-polymer interfacial 

dynamics. Third, an increased interfacial roughness at polymer-polymer interfaces due to the 

reduced interfacial energy compared to polymer-air and polymer-substrate interfaces is also 

expected.  

Chapter 4 in this dissertation aims to study how chain connectivity alters the local 

dynamics by measuring Tg right next to tethered substrates. The “grafting to” method mentioned 

in Section 1.2.1.2 provides an efficient way to tailor the interfacial energy between polymer and 

a “hard” confinement interface by varying the grafting density of tethered chains on silica 

substrates. Unfortunately, there only exists theory and simulation works that study how the 

interfacial roughness affects the local dynamics next to rough substrates.
69,71,73–75

 Chapter 5 of 

this dissertation is the first experimental study of measuring the local glass transition temperature 

Tg next to rough interfaces with tunable surface roughness. One of the biggest contributions of 

my dissertation is to disentangle the impact of these factors proposed by Baglay and Roth,
85

 

studying individually how surface tethering and roughness affect the local cooperative dynamics 

of polymer films. 

 

1.3 Outline of dissertation 
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This dissertation is comprised of six chapters detailing the research I accomplished 

towards the goal of understanding how different boundary conditions affect both global and local 

glass transition and related properties of polymers. Chapter 2 describes the two main 

experimental apparatuses I use to measure the glass transition behavior of polymer films. The 

details of ellipsometry and fluorescence techniques are presented, including a brief history of 

these techniques, components parts of the instruments and their working principles. Towards the 

end of Chapter 2, I also compare the reported Tg difference between ellipsometry and 

fluorescence.  

The fundamentals of the Tg(h) decrease behavior of supported PS thin films have 

puzzled the field for more than two decades.
31

 An open question at present is what other material 

properties change in PS thin films corresponding to the large shifts in Tg(h). In 2011, White and 

Lipson proposed a thermodynamic model with no adjustable parameters and predicted that a 

small ~0.5 % increase in the specific volume may explain the decrease in Tg(h) for freestanding 

PS thin films.
89

 To test White and Lipson’s theory,
89

 in Chapter 3, I use ellipsometry to 

investigate the temperature-dependent specific volume for supported polystyrene (PS) films of 

different thicknesses. Using the Lorentz-Lorenz parameter as a measure of the relative change in 

film density, I calculate the specific volume from temperature-dependent measurements of the 

index of refraction. I find that both the liquid and glass specific volume start to deviate from bulk 

at ~120 nm, and at 65 nm has a maximum increase of (0.4 ± 0.2) % before dropping back to the 

bulk value at ~40 nm. This percent increase in specific volume is the same order of magnitude as 

Lipson’s theoretical prediction
89

 and all within the experimental error of previous studies ± 

1 %.
90,91

  For films thinner than 30 nm, we see a dramatic density increase which is consistent 
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with some previous studies but I believe this is not real due to the breakdown of Lorentz-Lorenz 

formula. A version of this chapter was published as: 

Xinru Huang and Connie B. Roth, Changes in the Temperature-Dependent 

Specific Volume of Supported Polystyrene Films with Film Thickness. Journal of 

Chemical Physics 144, 234903 (2016). 

 

The specific volume study in Chapter 3 is under the influence of the free surface, whose 

perturbation to the dynamics is not well understood. For the rest of this dissertation, I am going 

to avoid the free surface effect and only focus on perturbations from the polymer substrate 

interfaces. In Chapter 4, I end-graft polystyrene (PS) chains to silica substrates and measure the 

local glass transition temperature Tg as a function of distance z from the substrate interface.  I 

observe an optimum grafting density of σ = 0.011 chains/nm
2
 that results in a maximum Tg 

increase of 49 ± 2 K, which corresponds to the “mushroom-to-brush” crossover regime. Within 

this near substrate region, only ~10 % is the end-tethered PS chains, which tells us it does not 

take many grafted chains to have a big impact on Tg. The length scale over which this Tg(z) 

perturbation persists from the interface is ~100-125 nm, and it is comparable to our group’s 

recent work of PS next to a higher-Tg polymer such as polysulfone. This suggests to us that chain 

tethering may play a dominant role in deciding the long ranged Tg(z) profiles across polymer-

polymer interfaces. A version of this chapter was published as: 

Xinru Huang and Connie B. Roth, Optimizing the Grafting Density of Tethered 

Chains to Alter the Local Glass Transition Temperature of Polystyrene near Silica 

Substrates:  the Advantage of Mushrooms over Brushes. ACS Macro Letters 7, 

269-274 (2018). 

 

Another way to alter interfacial interactions is roughening the substrate. To date, only 

theory and simulation work exists on studying polymer behavior next to rough walls.
69,71,73-75

 

Hanakata et al. found that roughness, stiffness and polymer-substrate interactions can all change 
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the local glass transition temperature Tg and fragility m of polymers as a function of film 

thickness h.
73,74

 In Chapter 5, I create rough substrates with root-mean-square roughness Rq 

ranging from 0.5 nm to 10.9 nm without changing the surface chemistry through exposing silica 

substrates to HF vapor for different lengths of time. Analysis using the power-spectral-density 

(PSD) function indicates that the rough interfaces do not have a characteristic length scale. The 

local Tg(z = 0) right at the rough substrates increases monotonically with increasing Rq up to 111 

± 2 ⁰C. These results suggest that interfacial roughness may not play as important a role as chain 

tethering in deciding the Tg(z) profiles next to dissimilar polymer-polymer interfaces. A version 

of this chapter is prepared as: 

Xinru Huang, Michael F. Thees and Connie B. Roth, Experimental Study of 

Substrate Roughness on the Local Glass Transition of Polystyrene. Journal of 

Chemical Physics, to be submitted. 
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Chapter 2  

Experimental Methods 

In this chapter, I am going to describe two approaches to characterize the glass transition 

temperature Tg in polymers: ellipsometry and fluorescence spectroscopy. In fact, there are many 

other possible experimental probes, but these two are the ones used in this dissertation. 

Ellipsometry is a very old technique, the fundamental principles of which are well known for 

studying surfaces and thin films. The fluorescence technique to measure Tg was originally 

developed by Ellison and Torkelson.
1
 We can utilize it to characterize the local dynamics inside 

polymer films, understanding how strong the perturbations at different interfaces are and how 

they propagate across polymer systems.  

2.1 Measurements with ellipsometry 

 
In general, ellipsometry measures the change in the polarization state of elliptically 

polarized light reflected off or transmitted through films. According to this description, the 

instrument of ellipsometry (an ellipsometer) requires: a light source, an optical element to 

convert unpolarized light to linearly polarized light, an optical element to convert linearly 

polarized light to elliptically polarized light, a sample of interest, an optical element to determine 

the state of polarization of the resulting light beam and a detector for measuring light intensity.
2
 

Thanks to the appearance of many optical elements in the late 1800s, especially “quarter 

undulation plate”  by Spottiswoode,
3
 ellipsometry was in practice already in 1890s but without 

an official name. In 1901, Drude described an early optical instrument used for studying changes 

in polarization upon reflection with a polarizer, an analyzer and a compensator.
4
 The name of 
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“ellipsometry” was introduced in 1945 by Alexandre Rothen when measuring the thickness of 

barium films on stainless steel slides.
5
 For many years, the detector used to determine the null 

position of the analyzer was a human eye because the charge couple device (CCD) was not 

invented until 1969.
6
  

In our lab, a J. A. Woollam M-2000 ellipsometer is used and its schematic is shown in 

Figure 2.1. Our light source is a quartz tungsten halogen (QTH) bulb with wavelengths from 350 

nm to 1200 nm, which covers the entire visible light regime. The fixed polarizer (+ 45⁰) converts 

the unpolarized light from the QTH bulb to linearly polarized light, and then sends it into a 

continuously rotating compensator  ̶  a quarter-wave plate. The compensator introduces a phase 

difference in the light polarized perpendicular (s) and parallel (p) to the plane of incidence, 

resulting in elliptically polarized light (circular if the polarized light is parallel to the fast axis of 

the quarter-wave plate) traveling through the sample. It is worth noting that the sample is also an 

optical element and it reflects the polarized light into another fixed analyzer (- 45⁰) with a 

different polarization state. Eventually, a detector measures hundreds of wavelengths 

simultaneously when the light beam disperses across a CCD array. Data is fit to all wavelengths, 

but we choose to report the index of reflection n at 632.8 nm for historical reasons.  
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Fig. 2.1: A schematic of J. A. Woollam M-2000 ellipsometer. The light source is a QTH bulb, 

which emits light with wavelengths from 350 nm to 1200 nm. The fixed polarizer and analyzer 

are orthogonal. The rotating compensator introduces elliptically polarized light and by measuring 

the phase and magnitude difference after reflecting off the sample, we can extract sample 

information including thickness, refractive index, and adsorption coefficient. The reflected light 

is dispersed onto a CCD detector array to allow spectroscopic measurements. 

 

The reason why we need to introduce an elliptically polarizing element in the light path 

is that elliptically polarized light has a phase and magnitude difference between the orthogonal 

and parallel polarization components. Both of these parameters can be found through measuring 

the complex reflectivity ratio ρ:
2
  

𝜌 =
𝑟𝑝

𝑟𝑠
= tan (Ψ)𝑒𝑖Δ 

where rp and rs are the Fresnel reflection coefficients of p and s polarized light, tan(ψ) is the 

amplitude ratio of the p and s polarizations, i is the imaginary unit, and Δ is the phase shift 

between the polarizations. Ellipsometry is measuring ψ and Δ as a function of wavelength λ. 

However, in reality, samples are usually multilayers and this causes the problem of translating 

ψ(λ) and Δ(λ) into useful sample properties. As a result, we need to establish a sample model 

with distinctive layers depending on what specific system we are interested in.  

In this dissertation, I have a three layer model including a silicon substrate, with a 1.25 

nm thick native silicon oxide layer, and a PS film, which is modeled as a Cauchy layer:
7
 

𝑛(𝜆) = 𝐴 +
𝐵

𝜆2
+

𝐶

𝜆4
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where A, B and C are the fitting parameters in this dispersion function for transparent materials. 

To accommodate the requirement of the modeled layer being transparent, we only fit the data 

from 400 nm to 1000 nm for PS samples. The way the computer finds the desired values for the 

film thickness h and refractive index n(λ) of the film is to generate model ψ(λ) and Δ(λ) values 

for the specific layer model of the sample. By minimizing the difference between the measured 

and the modeled ψ(λ) and Δ(λ), the best fit results determine the film’s properties. 

To determine the glass transition temperature Tg of polymer films, we need to plot the 

film’s properties as a function of temperature (as was illustrated in Fig. 1.3). Most commonly, Tg 

can be defined as the intersection of the extrapolated liquid and glassy fit lines of a film 

thickness h vs. temperature T plot. Also, we can use the derivative of h(T) data to calculate the 

thermal expansion coefficient 𝛼 =
1

ℎ

𝑑ℎ

𝑑𝑇
 as a function of temperature, where Tg is determined 

from the midpoint in the step change. All of this works perfectly for relative thick films, 

however, for very thin films, the glass transition broadens and this leads to difficulties in 

selecting temperature regimes for the fits in the liquid and glassy regimes, and significant noise 

in the data for thin films becomes amplified during differentiation.
8
 To obtain reliable measures 

of the thermal expansion coefficient in such a case, we usually average the data or the thermal 

expansion coefficient is calculated by the slope of a linear fit to the film thickness vs. 

temperature plot. 

Ellipsometry, just like every other technique, has its own limitations. First of all, it has 

difficulty measuring extremely thin films. Figure 2.2 shows ψ vs. Δ trajectories for various 

refractive indices. Each curve is constructed for a different value of n with a given curve traced 

out counterclockwise for increasing film thickness starting with zero thickness at the film-free 
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point. The curves shown in Figure 2.2 are all for an angle of incidence 𝜑 = 65⁰  at a wavelength 

of 𝜆 = 632.8 nm, where the periodicity d of these curves can be calculated by:
2
 

𝑑 =
𝜆

2√𝑛2 − (sin𝜑)2
 

Near the film-free point, the different index of refraction curves are very close to each other 

causing difficulty during ellipsometry fitting to distinguish them. Especially for films thinner 

than 10 nm, the fits become poorly defined.
9
 Measurements of such thin films are routinely done, 

but part of the fitting parameters (A, B and C) of index of refraction are held fixed because of this 

issue.  

 

Fig. 2.2: ψ vs. Δ trajectories for different refractive indices n with an angle of incidence 𝜑 = 65⁰  

at a wavelength of 𝜆 = 632.8 nm. All the curves trace out counterclockwise with increasing film 

thickness starting with zero thickness at the film-free point. Near the film-free point or period 

point, fitting ellipsometry results becomes difficult because the different index of refraction 
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curves are very close to each other. To reliably determine the fits for films thinner than ~10 nm, 

we hold the fitting parameters C fixed or A, B and C fixed at their bulk values to reduce the 

number of fitting parameters.   

 

2.2 Measurements with fluorescence  

Fluorescence spectroscopy and time-resolved fluorescence are considered to be primary 

research tools in biochemistry and biophysics. However, it was not until the last 15 years that 

fluorescence spectroscopy was used in measuring the local glass transition temperature Tg of 

polymer thin films. In 2002, Ellison and Torkelson found that the pyrene dye could be used to 

measure the glass transition temperature of a polystyrene matrix.
10,11

  Their initial papers were 

done by exciting doped pyrene in polymer thin films and collecting the emission signal at single 

wavelengths of 374 nm, 384 nm and  395 nm corresponding to the first, third and fourth peaks of 

the emission spectra of pyrene, as the temperature was dropped by 5⁰C  in successive steps upon 

cooling. Later, they focused on integrating the full emission spectrum to reduce noise in the data. 

By doing this, they reproduced the Tg reduction behavior of a single layer PS film on silica 

substrate upon decreasing film thickness as first observed by Keddie, Jones and Cory using 

ellipsometry.
12

 They attributed the sensitivity of pyrene to Tg as:  fluorescence from the excited 

state of pyrene is in a constant competition with non-radiative decay processes. Pyrene in the 

excited electronic state also relaxes by non-radiative processes where excitation energy is not 

converted into photons like the radiative process, but is dissipated by thermal processes such as 

vibrational relaxations.
13

 As the temperature decreases, a slightly denser environment reduces the 

non-radiative processes leading to increase in fluorescence signal. Superimposed on this is the 
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sensitivity to the local density of the nanoscale environment of pyrene, so the change in the 

temperature dependence of the fluorescence intensity at Tg is thus a result of the shift in the 

temperature dependence of sample density. Besides doping films with pyrene, Ellison et al. were 

able to chemically attach a 1-pyrenyl butyl methacrylate monomer to the backbone of PS during 

polymerization and measured the same Tg as previously reported.
1
 This became the origin of 

using pyrene labeled polymer thin films to locally measure the glass transition temperature inside 

a polymer matrix.  

In 2003, Ellison and Torkelson constructed bilayer PS films of a neat (polymer with no 

dye) 270 nm thick PS underlayer with a pyrene labeled PS layer on top.
1
 Thermally annealing 

the sample to consolidate the two layers into one sample, they observed a Tg reduction starting at 

~40 nm with decreasing labeled layer thickness. The substantially reduced Tg at the free surface 

indicates that the segmental mobility is significantly faster than in bulk PS, demonstrating that 

the origin of the Tg reduction in supported PS films comes from the free surface. Then they 

inserted a 14 nm thick pyrene labeled PS layer inside the PS matrix at different distances away 

from the free surface to measure the local glass transition temperature Tg, finding that bulk PS Tg 

is recovered at ~30-40 nm deep into the film.
1
 They also inserted the labeled layer in the middle 

of the film and right next to the silica substrate demonstrating bulk PS Tg is recovered under both 

circumstances.
1
 Applying the same idea of these experiments, over the last decade Torkelson’s 

group has measured various physical properties of polymer systems under different confinements 

using fluorescence spectroscopy, investigating physical aging,
10,14,15

 polymer blends,
16–18

 and 

effects of plasticization.
19,20

  

The experimental apparatus used to locally measure Tg in this dissertation is called a 

spectrofluorometer, as shown in Figure 2.3. A xenon arc lamp provides continues light output 
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from 250 nm to 700 nm, with a number of sharp lines occurring near 450 nm and above 800 nm. 

Then a dual grating monochromator picks out the desired excitation. A beam splitter separates 

the excitation light into two rays, one going to the reference cell and the other directly to the 

sample. The emitted fluorescence signal from the sample is passed to the detector through 

another monochromator, to a photomultiplier, and a photon counting device to record 

fluorescence intensity as a function of wavelength. At the first glance, it seems easy to perform 

fluorescence experiments. However, there are numerous factors that can compromise the data 

and invalidate the results. For example, photobleaching caused by adverse chemical reactions of 

the fluorophore in the presence of UV light, heat, and oxygen can permanently destroy some 

fraction of the dyes.
21

 This occurs more readily at higher temperatures, which can limit the 

measurement range of the glass transition. To verify that my samples had remained stable during 

the course of the experiment and no photobleaching occurred, all samples were reheated to the 

starting temperature after each run to ensure that the same initial fluorescence intensity was 

recovered. Unlike the fluorescence apparatus from Torkelson’s group, we add a neutral density 

(ND) filter to attenuate light before sending it to the sample.  
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Fig. 2.3: A schematic of the spectrofluorometer from Photon Technology International (now 

HORIBA Instruments Inc.). The light source is a xenon arc lamp, which emits continuous light at 

wavelength from 250 nm to 700 nm. A dual grating monochromator picks out the specific 

excitation wavelength and sends it through a neutral density (ND) filter to attenuate light equally 

at all wavelengths. After passing the beam splitter, excitation light will shine directly onto the 

sample temperature stage. Finally, the emitted fluorescence signal goes through another dual 

grating monochromator before arriving at the detector.   

 

There are mainly two different protocols that can be used to determine the glass 

transition temperature Tg using the intensity change of pyrene, as shown in Figure 2.4.  Left 
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panel corresponds to the procedure I am using to determine Tg in Chapter 4 and Chapter 5, which 

is a method modified by our group by Rauscher et al.
22

 Figure 2.4a plots fluorescence intensity at 

379 nm as a function of temperature for a 196 nm thick PS single layer film labeled with 1-

pyrenyl butyl methacrylate monomers. Initially, films were annealed at 130 °C for 20 minutes 

and then cooled at 1 °C/min while measuring the pyrene fluorescence intensity at 379 nm for 3 s 

every 30 s, using an excitation wavelength of 330 nm (band-pass 5-6 nm). Samples were 

reheated to the starting temperature to ensure no photobleaching occurred (< 5 %). The glass 

transition temperature Tg is defined as the intersection of extrapolated liquid and glassy lines. 

Compared to the original method developed by Torkelson’s group,
1,11,23

 our lab’s modification of 

enabling temperature ramping has the advantages of increasing the number of data points 

collected, while still minimizing photobleaching by decreasing the time pyrene is exposed to 

excitation light. Right panel of Figure 2.4 shows the original method from Torkelson’s group in 

measuring Tg using the same 1-pyrenyl butyl methacrylate monomers. Figure 2.4b plots the 

integrated fluorescence intensity as a function of temperature for 545 nm and 17 nm thick pyrene 

labeled PS films cooling from 135 °C.
1
 First, the samples were heated to the starting temperature 

and allowed to equilibrate for at least 10 minutes. An excitation spectrum was recorded, and each 

subsequent spectrum was taken 5 minutes after the sample had cooled to the next temperature 

setting. By integrating the area underneath each spectrum and plotting the total fluorescence 

intensity as a function of temperature, they also identified Tg as the intersection of linear fits to 

the glassy and liquid regimes. Both of these two protocols measuring the Tg reduction with film 

thickness for single-layer PS films agree with the data previously reported.
12

  



Chapter 2    42                                                                                                                              

  

 

 

Fig. 2.4: Two main methods to determine Tg from fluorescence spectroscopy. a)  Fluorescence 

intensity at 379 nm as a function of temperature upon cooling at 1 ⁰C/min, while measuring the 

pyrene fluorescence intensity for 3 s every 30 s for a 196 nm thick PS labeled film. The glass 

transition temperature Tg is defined as the intersection of extrapolated liquid and glassy lines. b) 

Integrated fluorescence intensity as a function of temperature for a 545 nm bulk film (square) 

and a 17 nm thin film (diamond). Each excitation spectrum was taken after equilibrating at a 

given temperature for 5 minutes. Tg is also determined as the intersection of the linear fits of 

glassy and liquid regimes. (Figure reproduced from Ref. 1 with permission from Springer 

Nature: Nature Materials, The distribution of glass-transition temperatures in nanoscopically 

confined glass formers, C. J. Ellison and J. M. Torkelson, 2003) 

 

2.3 Comparison of Tg values reported by ellipsometry and 

fluorescence  

Both ellipsometry and fluorescence techniques agree well with each other quantitatively 

in measuring Tg(h) of polymer films, however, there are still some minor differences. Figure 2.5 
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shows literature glass transition temperature Tg a function of film thickness measured by 

ellipsometry
8,12,24–26

 and fluorescence spectroscopy.
1,10,11,19

 Tg values reported by ellipsometry 

exhibit a spread for PS film thickness below ~40 nm, while fluorescence measurements show 

greater reduction in Tg with a much tighter data points compared to ellipsometry. A number of 

possible causes can be associated with the range in Tg(h) reduction behavior in thin PS supported 

films. First, there may be investigator-to-investigator variation in the sample preparation and 

analysis methods used to define the average Tg of PS films. Also, different heating/cooling stages 

from various groups will naturally cause difference in reported Tg values. These are likely the 

main explanations for the spread in ellipsometry data. All the fluorescence Tg values only come 

from Torkelson’s group. Furthermore, as mentioned in Chapter 1 the glass transition becomes 

broader and weaker with decreasing film thickness due to the increasing influence of the free 

surface.
8
 Also the collected raw data inherently will be noisier because less material is being 

measured. As a result, thinner films inherently make it more difficult to accurately define a 

single Tg within a PS film, thereby leading to some variation of Tg values. Finally, there is the 

issue as to whether various experimental methods are reporting different average Tg values 

across a film because they might be more sensitive to one region to the film than another. 

Fluorescence measurements rely on the quantum yield of pyrene fluorophores inside the polymer 

matrix. However, the quantum yield of pyrene at the free surface is expected to be smaller than 

the quantum yield in the bulk since mobility is greater at the free boundary.
27

 As film thickness 

decreases, the free surface dominates and the “average” Tg response as measured by the 

temperature dependence of fluorescence intensity or quantum yield may be slightly overweighed 

to the free surface layer with increasing levels of nanoconfinement. This could potentially 

explain why Tg values reported by fluorescence spectroscopy are smaller compared to 
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ellipsometry measurements. However, ellipsometry may also overweight the response from the 

free surface region as the thermal expansion of the liquid state is higher than that of the glass. 

 

Fig. 2.5: Tg reduction as a function of film thickness for supported PS thin films reported by 

ellipsometry and fluorescence spectroscopy. Red circles correspond to literature data collected 

by ellipsometry by different research groups.
8,12,24–26

 Blue triangles are the Tg values measured 

by fluorescence from Torkelson’s group.
1,10,11,19

   

  

Figure 2.6a plots the thermal expansion coefficient α as a function of temperature to 

quantify the breadth of the glass transition of a supported PS film.
27

 This step in the α(T) data is 

fit using three straight lines. The two intersections of the fitted lines represent the onset and 

endpoint of the glass transition region and they are denoted as T+ and T-. Within this transition 

zone, Kim et al.
27

 also defined the midpoint and the three-quarter point as Tmid and T3/4. Figure 
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2.6b shows the thickness dependence of T+ - T+(bulk), T- - T-(bulk), Tmid - Tmid(bulk), and T3/4 -

T3/4(bulk) of PS films as determined from ellipsometry measurements of the thermal expansivity 

and compares them to the best-fit curves obtained by Keddie et al. from ellipsometry
12

 and 

Ellison et al. from fluorescence data.
10,28

 It turns out that the fluorescence data from Ellison et 

al.
10,28

 are most closely consistent with T3/4 - T3/4(bulk) data while the Tg - Tg(bulk) data from 

Keddie et al.
12

 through ellipsometry are in closer agreement with Tmid - Tmid(bulk) data. This 

indicates that the difference between the ellipsometry and fluorescence data points from Figure 

2.5 is more likely from two experimental methods reporting average Tg values at different 

locations within the broadening glass transition with decreasing thickness. 

 

Fig. 2.6: a) Thermal expansion coefficient α as a function of temperature. By fitting the step like 

function with three straight lines, Kim et al. defined the intersections as the onset point (T+) and 

endpoint (T-) of the glass transition.
27

 Also, Tmid and T3/4 are denoted as the midpoint and three-

quarter point on the curve. b) T+ - T+(bulk), T- - T-(bulk), Tmid - Tmid(bulk), T3/4 - T3/4(bulk) of PS 

films determined from ellipsometry measurements of thermal expansivity as a function of film 

thickness. Dashed curve is the best fit curve from Keddie et al.
12

 by ellipsometry and it is in a 
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close agreement with the Tmid - Tmid(bulk) data. Both solid curves are the best fit of Ellison et 

al.’s 
10,28

 fluorescence data and they are more closely consistent with T3/4 - T3/4(bulk) data. 

(Figure reproduced from Ref. 27 with permission from Springer Nature: the European Physical 

Journal E: Soft Matter, Confinement effects on glass transition temperature, transition breadth, 

and expansivity: Comparison of ellipsometry and fluorescence measurements on polystyrene 

films, S. Kim, S. A. Hewlett, C. B. Roth, and J. M. Torkelson, 2009)  
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Chapter 3 

Changes in the Temperature-Dependent Specific 

Volume of Supported Polystyrene Films with 

Film Thickness 

A version of this chapter was published as Xinru Huang and Connie B. Roth, Journal of 

Chemical Physics 144, 234903, 2016. 

“Copyright 2016 by the American Institute of Physics” 

  

3.1 Synopsis 

 
Recent studies have measured or predicted thickness-dependent shifts in density or 

specific volume of polymer films as a possible means of understanding changes in the glass 

transition temperature Tg(h) with decreasing film thickness, with some experimental works 

claiming unrealistically large (25-30 %) increases in film density with decreasing thickness.  

Here we use ellipsometry to measure the temperature-dependent index of refraction of 

polystyrene (PS) films supported on silicon and investigate the validity of the commonly used 

Lorentz-Lorenz equation for inferring changes in density or specific volume from very thin films.  

We find that the density (specific volume) of these supported PS films do not vary by more than 

± 0.4 % of the bulk value for film thicknesses above 30 nm, and that the small variations we do 

observe are uncorrelated with any free volume explanation for the Tg(h) decrease exhibited by 

these films.  We conclude that the derivation of the Lorentz-Lorenz equation becomes invalid for 

very thin films as the film thickness approaches ~20 nm, and that reports of large density 

changes greater than ± 1 % of bulk for films thinner than this likely suffer from breakdown in the 
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validity of this equation or in the difficulties associated with accurately measuring the index of 

refraction of such thin films.  For larger film thicknesses, we do observed small variations in the 

effective specific volume of the films of 0.4 ± 0.2 %, outside of our experimental error.  These 

shifts occur simultaneously in both the liquid and glassy regimes uniformly together starting at 

film thicknesses less than ~120 nm, but appear to be uncorrelated with Tg(h) decreases; possible 

causes for these variations are discussed. 

 

3.2 Introduction 
 

The experimentally observed large changes in the glass transition temperature Tg of 

ultra-thin supported and free-standing polymer films with decreasing thickness h have puzzled 

the field for more than two decades.
1-15

  Studies of local dynamics near the free surface
16-18

 and 

local Tg within the film
19-21

 have led to the understanding that decreases or increases in the 

average Tg of the film
2,6,22

 are typically the result of competing dynamical perturbations from the 

interfaces.  The free surface with its reduced number of intermolecular contacts tends to increase 

the local dynamics and reduced Tg, while the polymer-substrate interface can lead to a decrease 

in mobility and increase in Tg, especially if specific interactions such as hydrogen bonding are 

present.   

 An open question at present is what other material property changes occur in these thin 

films, and in particular which correspond to the large shifts in Tg(h).  To date, studies have 

looked at physical aging,
23-27

 viscosity,
17,28,29

 modulus,
30-33

 and permeability.
34

  Here, we 

investigate changes in the temperature-dependent specific volume (inverse density) with 

decreasing film thickness of polystyrene (PS) films supported on silicon using ellipsometry.  It 



Chapter 3    50                                                                                                                              

  

 

has been extensively reported that such supported PS films show a large ~30 K decrease in 

average film Tg as the thickness is decreased below ~60 nm down towards ~10 nm.
1,5,19,35

  Our 

work was motivated by recent theoretical efforts from White and Lipson
36

 that predict a small 

(~0.5 %) increase in the liquid-line specific volume (decrease in density) with decreasing film 

thickness that may account for the observed Tg(h) shifts.  All previous experimental efforts 

measuring the density of thin films have only investigated the glassy regime with experimental 

errors of ± 1 %.
37-41

  Although the focus of the present study is to comment on these 

measurements of the average film density and theoretical efforts to explain Tg(h) shifts based on 

the predicted temperature dependence of the average film specific volume, we note that 

computer simulations have previously compared depth-dependent density profiles near free 

surface and substrate interfaces with local mobility, and generally find these quantities to be 

uncorrelated.
42-47

  Less frequently commented on in these studies is whether the density of thin 

films is the same as bulk.  One study by Baschnagel and coworkers
43

 has shown that in computer 

simulations, even though the local density near interfaces varies considerably, the local density at 

the interior of the film is the same as bulk, provided that the film is sufficiently thick that bulk 

density can be recovered in the interior.
42

   

 Changes in mass density (or specific volume) in thin polymer films have been little 

studied.  There was some early interest in the topic during the 1990s when Tg(h) shifts were first 

observed.  In 1998, Wallace et al.
37

 used neutron reflectivity to investigate if the density of 

ultrathin PS films supported on silicon was reduced, as a possible explanation for the observed Tg 

reductions.  Such an observation would correlate with the ideas behind the original free volume 

models of Tg,
48-51

 although they have since been disproven.
52,53

  Wallace et al. found no evidence 
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of density changes to within ± 1 % for PS films supported on silicon measured at room 

temperature down to film thicknesses of 6.5 nm.
37

  This conclusion was corroborated by Forrest 

et al.
38

 using Brillouin Light Scattering to measure the acoustic phonon velocities, related to the 

film’s mass density and mechanical stiffness, finding them to be equivalent to the bulk glassy 

values within ± 1 % at room temperature for free-standing PS films down to film thicknesses of 

29 nm.  Given that these early studies saw no change in mass density to within ± 1 % with 

decreasing film thickness, and the experimental challenge with measuring such small changes 

within ultrathin films with small sample sizes, this issue has remained relatively dormant.   

 However, more recently a couple of studies have reported increases in density with 

decreasing film thickness below ~40 nm by as much as 30 % for ~5 nm thick films as measured 

by x-ray reflectivity,
39,40

 or corresponding increases in index of refraction from ellipsometry.
39-41

  

Such large increases in density seem unrealistic given that so-called stable glasses that are slowly 

formed by physical vapor deposition to optimize molecular packing, obtaining material densities 

equivalent to glasses that have been aged for thousands or millions of years to reach equilibrium 

well below the typical glass transition temperature measured, still only show an increase in 

density of ~1 %  relative to ordinarily cooled glasses.
54-56

  Even samples of amber glass that have 

been aged for millions of years, the density increases are only ~2 %.
57,58

  In particular, Vignaud 

et al.
39

 measured supported PS films (Mw = 136 kg/mol) reporting an increase in mass density of 

the film of 26 % below 25 nm relative to bulk values that varied within ± 1 % between 30-140 

nm thick films as measured by the electron density profile from x-ray reflectivity measurements.  

They also used spectroscopic ellipsometry (λ = 250-1700 nm) to measure the index of refraction 

of the PS films at 20 
o
C using three different angles of incidence (65

o
, 70

o
, and 75

o
) and 
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determined the density of the PS films using the Lorentz-Lorenz equation, where values for the 

polarizability α were estimated by benchmarking the index values for bulk films to the known 

bulk density for PS.  These ellipsometry data also reported an increase in density of 30 % below 

40 nm relative to bulk values that varied within ± 1 % between 40-150 nm thick films.  In 

support of these results, they cited work by Ata et al.
40

 that reported similar measurements for 

supported PS films (Mw = 980 kg/mol) measured using x-ray reflectivity and ellipsometry, also 

analyzed using the Lorentz-Lorenz equation, as well as index of refraction values reported by Li 

et al.
41

 for supported PS films (152 kg/mol and 590 kg/mol) showing an increase in index with 

decreasing thickness.  To within experimental error, these studies report the same index of 

refraction despite the varying molecular weights used, while simultaneously suggesting that the 

film’s thickness relative to the polymer’s radius of gyration Rg and chain distortion (and hence 

molecular weight) may be important factors.  We also note that all these studies report only on 

the density or index of refraction at room temperature in the non-equilibrium glassy state.   

 Recently, White and Lipson
36

 have used a thermodynamic lattice model to predict the 

temperature-dependent specific volume for the liquid state of thin free-standing PS films.  This 

equation-of-state model uses bulk pressure-volume-temperature (PVT) data for PS (literature 

data for a molecular weight of 110 kg/mol was used
36

) to determine the relevant model 

parameters:  nearest neighbor non-bonded segment interaction energy, lattice site volume, and 

number of segments per chain.  In addition, data for the temperature dependence of surface 

tension is used to define an additional surface parameter f representing the fraction of missing 

contacts or interactions at the free surface.  With these model parameters so defined, predictions 

for temperature-dependent material properties in thin films can be made with no further 
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adjustable parameters.  The core foundation of this thermodynamic model has been shown to 

work well describing the miscibility and phase behavior of polymer blends,
59-62

 and bulk glass 

transition values across different polymers.
63

  The 2011 work on free-standing PS films uses this 

thermodynamic model to predict the temperature-dependent specific volume for the equilibrium 

liquid-line above Tg.
36

  The model’s equation-of-state predicts an increase in the specific volume 

liquid-line with decreasing thickness of about 0.3 % for 30 nm and 0.8 % for 10 nm thick films 

of free-standing PS relative to the bulk value.  In the model, this film expansion with decreasing 

thickness arises from a reduction in the attractive energy between polymer segments due to 

missing contacts at the free surface.  The study then goes on to estimate an anticipated Tg(h) for 

the films by determining the intersection point of this predicted specific volume liquid-line from 

the model with a glassy-line.  As the equilibrium thermodynamic model is unable to make 

predictions about the non-equilibrium thermodynamic glassy state, the authors simply assumed 

that the glassy line remains fixed at the bulk value obtained from PVT data.  Given the lack of 

any other information at the time, this was as reasonable an assumption as any.  Thus, based on 

the small predicted increase in specific volume of the liquid-line, the intersection temperature 

with the assumed bulk glassy-line was identified as Tg(h) and found to decrease by ~40 K with 

decreasing film thickness in remarkable agreement
36

 with experimental data for low molecular 

weight free-standing PS films from the literature
64

 given that the theory had no adjustable 

parameters.  More recently, they have also expanded this model to incorporate substrate 

interactions and treat supported polymer films.
65

  To clarify, the thermodynamic model, which 

has a strong theoretical foundation and proven record in blends and bulk systems, predicts a 

driving force for film expansion (increase in specific volume) with decreasing film thickness.  

However, the subsequent prediction of a corresponding decrease in Tg(h) is less theoretically 
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sound because it relies on the untested assumption that the glassy-line specific volume remains 

the same as bulk.   

 Here, we test the predictions of this thermodynamic model by using ellipsometry to 

measure the temperature dependence of the index of refraction and calculate the Lorentz-Lorenz 

parameter as a proxy for film density in order to compare the relative specific volume between 

thin and thick films.  Because of the experimental challenges with measuring ultrathin free-

standing films, we focus here on PS films supported on silicon with a 1.25-nm native silicon 

oxide layer.  It has been previously demonstrated that the PS/silicon-oxide interface is neutral 

when it comes to Tg perturbations; the local Tg of a thin PS layer next to a silicon-oxide interface 

reports the bulk value.
19

  In addition, the Tg(h) behavior of low molecular weight free-standing 

PS films has the same Tg(h) functional form as that for PS films supported on silicon, but with 

the magnitude of the Tg reduction at a given film thickness h being twice as large.
64

  This is 

consistent with the free surface being the source of the enhanced mobility leading to the Tg(h) 

reduction with free-standing PS films (two free surfaces) having a Tg(h) value in agreement with 

supported PS films (one free surface) of half the thickness, Tg(h/2).
66

  Thus, supported PS films 

should exhibit the same phenomenon as free-standing PS films, if only weaker by a factor of two.   

 From our investigation, we find that both the liquid and glassy lines of specific volume 

show equivalent shifts with decreasing thickness in supported PS films, negating the assumption 

made by White and Lipson
36

 to explain the Tg(h) decrease that the glassy-line specific volume 

remains unshifted and the same as bulk.  Yet, for film thicknesses of ~120 to 65 nm, we do 

observe an increase in specific volume (decrease in density) of 0.4 ± 0.2 % consistent in 

magnitude with the film expansion, shifted specific volume liquid-line prediction of White and 
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Lipson based on their detailed thermodynamic model.
36

  But then, for film thicknesses below 65 

nm, where the Tg(h) decrease is observed, we find that the specific volume decreases returning 

back to the bulk value at ~40 nm suggesting that if the film expansion prediction from the 

thermodynamic model is correct, some additional factor acts to counteract the effect for very thin 

films where the Tg(h) decrease is observed.  Below ~30 nm, we observe a large unrealistic 

increase in apparent film density (~5 % increase for a 10 nm thick film), consistent with some of 

the more recent reports.
39-41

  We believe such unrealistic values in apparent film density likely 

arise from difficulties in measuring the index of refraction of very thin films and breakdown in 

validity of the Lorentz-Lorenz formula (a continuum approach assuming an isotropic medium
67

) 

as the film thickness is no longer ‘large’ relative to the monomer size.  Also of note, in 

agreement with previous reports,
68-70

 we find that the slope of the liquid-line (thermal expansion 

coefficient) remains constant upon confinement, and the Tg(h) decrease is accompanied by a 

broadening of the transition and a small increase in the glassy-line thermal expansion, consistent 

with a larger fraction of the sample remaining liquid to lower temperatures.   

 

3.3 Experimental Methods 

 
Films were made by dissolving monodisperse, weight average molecular weight Mw = 

650 kg/mol, Mw/Mn = 1.06 (Pressure Chemical) polystyrene in toluene and spin coating onto 2 

cm × 2 cm silicon wafers with 1.25 nm native oxide layers (Wafernet).  All samples were 

annealed under vacuum at 120 
o
C for at least 16 h to evaporate residual solvent and allow the 

chains to relax, and then cooled to room temperature.  Ellipsometry measurements of the 

temperature-dependent film thickness h(T) and index of refraction n(T) were initiated by 
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increasing the temperature of the sample from room temperature to 130 
o
C over a span of 10 min, 

and equilibrating the film at 130 
o
C for 30 min.  A second alignment of the sample was then 

performed at 130 
o
C immediately before beginning the 1 

o
C/min cooling run.    

 Ellipsometry measurements were performed on a J.A. Woollam M-2000D rotating 

compensator instrument that measures the change in polarization state (all four Stokes 

parameters) of the light reflected off the sample.  The raw data are expressed as Ψ(λ) and Δ(λ) 

data representing the amplitude ratio and phase shift of the p- to s- polarized light.  Although this 

was varied as described in detail below, typically measurements were taken at an angle of 

incidence of 65
o
 every 10 s on cooling at 1 

o
C/min.  The PS film thickness h and index of 

refraction n(λ) were determined by fitting the transparent PS film with a Cauchy layer over the 

wavelength range of 400-1000 nm atop a semi-infinite temperature-dependent silicon substrate 

containing a 1.25-nm native oxide layer.  Unless otherwise noted, the index of refraction values 

reported are those at a wavelength of λ = 632.8 nm (corresponding to a HeNe laser) obtained by 

evaluating the best fit Cauchy parameters at n(λ = 632.8 nm). 

 

3.4 Results and Discussion 

 
3.4.1 Temperature-dependence of film thickness and index of refraction 

 Measurements of the temperature-dependent film thickness h(T) and index of refraction 

n(T) were collected by ellipsometry on cooling at a rate of 1 
o
C/min for PS films of different 

thicknesses supported on silicon.  Figure 3.1 graphs the PS film thickness as a function of 

temperature for four different thicknesses:  977, 330, 65, and 31 nm.  In order to compare the 

shape of the h(T) data for the different film thicknesses, the datasets have been normalized by the 
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film thickness at 110 
o
C, evaluated based on a linear fit to the liquid-line data from 105-125 

o
C.  

From the data, we can clearly see that the liquid-line thermal expansion is the same for all film 

thicknesses, as has been reported previously by other studies,
68-71

 along with an overall 

broadening of the transition.  As the glass transition temperature Tg decreases with decreasing 

film thickness, it is the glassy  line that deviates.  The 65-nm data show a slightly reduced Tg 

value, but the glassy-line slope is essentially parallel to the thick (bulk) films.  In contrast, the 

31-nm data show a larger slope in the glassy line, at least down to 30 
o
C, consistent with a 

significant fraction of this film remaining liquid-like to lower temperatures.   

 

Fig. 3.1: Temperature-dependent film thickness h(T) measured by ellipsometry on cooling at 1 

o
C/min for supported PS (Mw = 650 kg/mol, Mw/Mn = 1.06) films on silicon.  Data for four 

different film thicknesses (977, 330, 65, and 31 nm) have been superimposed at 110 
o
C to 

demonstrate that the slope of the equilibrium liquid-line is the same for all thicknesses, while it is 

the glassy thermal expansion that deviates for thinner films as the glass transition decreases and 

broadens. 
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 We have determined Tg(h) values from the h(T) data in the usual manner by determining 

the intersection of linear fits to the liquid and glassy regions of the data.
1,5,70

  The corresponding 

fit ranges used, 40-80 
o
C (glassy) and 105-125 

o
C (liquid), come from consideration of fitting the 

data away from the transition.  For consistency, the film thickness values reported for the 

corresponding Tg(h) values were all evaluated at 30 
o
C from a linear fit to the glassy-line data, to 

closely match the room temperature thickness values typically reported in such studies.  Figure 

3.2 plots our measured Tg(h) values from the present work, along with data from previous 

literature studies
1,69,72-74

 (data collated in the review by Roth and Dutcher
5
), showing our data are 

in excellent agreement with existing studies.  The y-axis has been graphed relative to Tg
bulk

, the 

Tg value reported for thick films in each study, in order to accommodate small differences in 

Tg
bulk

 values between different studies.  Based on an average of films thicker than 200 nm, the 

Tg
bulk

 for our samples is 95.8 
o
C, typical for ellipsometry measurements.  The data clearly show 

that below ~60 nm in film thickness the average glass transition temperature Tg(h) of the film 

begins to decrease quite substantially.  The reported decrease in Tg(h) for 10-15 nm thick films 

vary considerably from -10 K to greater than -35 K, which likely reflects the broadening of the 

transition in thin films as shown in Fig. 3.1.   
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Fig. 3.2: Film thickness h dependence of the average glass transition temperature Tg(h) for PS 

films supported on silicon as measured by ellipsometry (solid symbols).  The Tg(h) data are 

plotted relative to their bulk value Tg
bulk

 measured for thick films to facilitate comparison 

between different studies.  Literature data (open symbols) measured by ellipsometry are from 

Refs. [1,69,72-74].   

 

 Figure 3.3 graphs the temperature-dependence of the index of refraction n(T) for the PS 

layer (at λ = 632.8 nm), for the same four films as the thicknesses shown in Fig. 3.1.  

Surprisingly, we find that the absolute values of the index of refraction at any given temperature 

in both the liquid and glassy regimes are not constant, but vary with film thickness in a non-

monotonic manner.  Multiple measurements on different samples find this non-monotonic trend 

to be very reproducible with comparable film thicknesses giving similar absolute values in 

refractive index, as shown in Fig. 3.3.  The n(T) slopes of the liquid-line are all similar as would 

be expected for an equilibrium liquid; in contrast, the slopes in the glassy region vary slightly 
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with film thickness indicating differences in how the films fall out of equilibrium on cooling.  

 

Fig. 3.3: Temperature dependence of the index of refraction n(T) measured by ellipsometry on 

cooling at 1 
o
C/min for supported PS (Mw = 650 kg/mol, Mw/Mn = 1.06) films on silicon.  Data 

for four different film thicknesses (977, 330, 65, and 31 nm, the same films as shown in Fig. 3.1) 

demonstrate that the absolute refractive index varies non-monotonically with film thickness.  

Data for comparable film thicknesses (71 nm gray triangles and 35 nm gray squares) give similar 

values of refractive index demonstrating reproducibility of the non-monotonic behavior. 

 

 To characterize the small vertical shifts in the n(T) data with film thickness, we have 

evaluated the index of refraction at 110 
o
C and 50 

o
C, in the liquid and glassy regimes, 

respectively, by taking a linear fit of the n(T) data between 105-125 
o
C and 40-80 

o
C, and 

evaluating the best fit parameters at n(T = 110 
o
C) and n(T =50 

o
C).  These refractive index 

values are plotted in Figure 3.4 as a function of film thickness, in the liquid regime at n(T = 110 

o
C) and the glassy regime at n(T = 50 

o
C).  We find the same small vertical shifts in the absolute 
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value of the refractive index for both the liquid and glassy regimes.  At film thicknesses above 

200 nm, the film’s index of refraction remains constant at 1.5712 ± 0.0007 in the liquid regime 

and 1.5801 ± 0.0008 in the glassy regime.  Below 200 nm, the refractive index decreases until a 

minimum is reached at 65 nm before increasing again.  In both the liquid and glassy regimes, the 

minimum in refractive index at 65 nm, 1.5685 in the liquid state and 1.5772 in the glassy state, is 

more than three times bigger than the variability observed for bulk films (h > 200 nm).  Below 

this minimum in refractive index at 65 nm, the data increase again returning to the bulk index 

value for thicknesses of ~30 nm.  Below 20 nm, the measured index of refraction is observed to 

apparently increase substantially, consistent with recent reports in the literature.
39-41

 

 

3.4.2 Ellipsometry data fitting 

 Before proceeding any further, we should consider the accuracy of the index of refraction 

values obtained from fitting of the ellipsometry Ψ(λ) and Δ(λ) data, defined as:   

    𝜌 ≡
𝑟𝑝

𝑟𝑠
= tanΨ e𝑖Δ    ,     (1) 

where 𝑟𝑝 and 𝑟𝑠 are the reflection coefficients for the p- and s- polarizations.
75

  Formally, there is 

no generally accepted method to quantify the measurement accuracy of ellipsometry, primarily 

because the sensitivity of modern ellipsometers has exceeded the accuracy with which known 

reference samples can be created.
76

  Thus, the most reasonable measure of the error for our 

results, especially given we are primarily interested in relative differences between bulk and thin 

films, is the sample-to-sample variability in the index of refraction data for nominally identical 

bulk films, which we have found to be less than ± 0.001 for films thicker than 200 nm.  Even for 



Chapter 3    62                                                                                                                              

  

 

the thinner films ~65 nm where we observe the decrease in refractive index, the sample-to-

sample variability remains less than ± 0.001.  For comparison, the variability in the refractive 

index data for repeated measurements of a single sample is much less (± 0.0002), even for the 

thinnest films, indicating stability of the films over time.  (Note, no evidence of dewetting was 

observed for these high molecular weight films, even after multiple temperature ramps of the 

thinnest films, as determined by atomic force microscopy.)  However, this all assumes we are 

accurately fitting the Ψ(λ) and Δ(λ) data with a valid layer model, and that the fits remain robust 

as the film thickness is decreased.   

 The common method of fitting ellipsometry data for transparent polymer films is to 

model the wavelength dependence of the index of refraction of the polymer layer using a Cauchy 

model: 

    𝑛(𝜆) = 𝐴 +
𝐵

𝜆2 +
𝐶

𝜆4 + ⋯    ,    (2) 

where the absorption term of the index is taken to be zero.  Eq. (2) represents an expansion of the 

Sellmeier model,  

    𝑛2(𝜆) = 1 + ∑
𝐴𝑖 𝜆

2

𝜆2−𝜆𝑖
2𝑖      ,    (3) 

which can be derived from the Lorentz model where the absorption frequencies 𝜈𝑖 =
𝑐

𝜆𝑖
 of the 

material are approximated by a simple spring-bonded electron model.
77

  Far from the 

characteristic absorption wavelengths 𝜆𝑖 of the material, the Cauchy and Sellmeier models are 

identical.  We have fit some of the data at representative thicknesses treating the index of the PS 

film with the Sellmeier model (taking only a single term in the sum of Eq. (3)) and found there to 
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be no difference in fitted index values to within the reproducibility of the measurement, as 

expected for wavelengths λ = 400-1000 nm where PS has no characteristic absorptions.     

 The layer model we use is comprised of air, the PS film modeled as a Cauchy layer, and a 

silicon substrate with a 1.25 nm native oxide layer.  The known index values for the silicon and 

native oxide layer, including the temperature dependence for the index of silicon 𝑁(𝜆) ≡ 𝑛(𝜆) −

𝑖𝑘(𝜆) are taken from the literature,
78

 and provided as part of the Woollam software.  When using 

the Cauchy model for the PS layer, employing the standard three parameters (A, B, and C) 

provides the best fit.  However, we have found that for film thicknesses less than 300 nm, the 

third parameter C is not well defined during fitting; when it is allowed to vary in thin films, 

additional noise is introduced into the B parameter to compensate random fluctuations in C.  

These wavelength-dependent fitting parameters become less robust for thinner films because, as 

the film thickness and hence path length of the light through the film decreases, more of the 

ellipsometry signal comes from the interface and less from the dispersion (wavelength 

dependence) in the material.  To be consistent with all the data presented in this manuscript, we 

have chosen to fit only the two parameters, A and B in Eq. (2), while holding the parameter C = 

0.00038, a value determined from the average of bulk films with thicknesses greater than 800 

nm.
79

  Other ellipsometry studies have also reduced the number fitting parameters when 

modeling very thin films.
71

  (We have verified that the small shifts in refractive index with film 

thickness discussed in Fig. 3.4 do not change if a different value of C is used.)  For these very 

thick films, we have also included an additional non-uniformity parameter into the fitting to 

account for small variations in film thickness across the measurement spot size common in films 

greater than a micron in thickness.  The silicon oxide layer was held fixed at 1.25 nm, a value 
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determined from many measurements of bare silicon wafers.  Analysis of the data using a 

different value for the SiOx layer thickness (e.g., 2.0 nm) does not change the results appreciably 

(by less than 0.3 % even for the thinnest PS films of 10 nm in thickness), and that the same film-

thickness dependent trends in PS index are observed.   

 

Fig. 3.4.  Refractive index evaluated in the liquid regime (top) at n(T = 110 
o
C) and the glassy 

regime (bottom) at n(T =50 
o
C) as a function of film thickness.  We observe a minimum in 

refractive index at 65 nm in thickness that is more than three times larger than the standard 
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deviation in values observed for bulk films (h > 200 nm), while the large increase in index 

observed for the thinnest films of 10 and 13 nm have been reported previously.
39-41

  Note that the 

error associated with multiple measurements on a single sample are less than the symbol size, 

while the noise in the data represent the sample-to-sample variability.   

 

 Figure 3.5 graphs experimental data of Ψ(λ) and Δ(λ) collected for PS supported on 

silicon at 110 
o
C for representative film thicknesses (977, 330, 65, and 31 nm), where the 

experimental data are shown as symbols and the best fit values as curves.  For all film 

thicknesses, excellent fits to the experimental data are obtained, with the exception of the 

thinnest films as described below.  Nominally we fit all of the Ψ(λ) and Δ(λ) data between λ = 

400-1000 nm; however, we also varied this wavelength range to be 400-700 nm, 700-1000 nm, 

or 450-950 nm with no significant change in the observed results.  Accuracy of Ψ(λ) and Δ(λ) 

data fits within the Woollam measurement and analysis software are characterized by the mean 

squared error (MSE), a biased estimator that is weighted by measurement error:
80,81

  

  MSE
2 =

1

2𝑛−𝑚
∑ [(

Ψ𝑖
mod−Ψ𝑖

exp

σ
Ψ,𝑖
exp )

2

+ (
∆𝑖

mod−∆𝑖
exp

σ
∆,𝑖
exp )

2

]𝑛
𝑖=1    ,                  (4) 

where σΨ
exp

 and σ∆
exp

 are the measurements errors for Ψ and Δ, n is the total number of (Ψ, Δ) data 

pairs being fit and m is the number of fitting parameters (typically 3 = hPS, A and B).  Values of 

MSE provide a quantitative measure of the difference between the experimental data (Ψ
exp

, Δ
exp

) 

and model fit (Ψ
mod

, Δ
mod

).  Note formally within the Woollam CompleteEASE software for the 

M-2000 ellipsometer, the experimental parameters being measured
82

 are 𝑁 = cos(2Ψ), 𝐶 =

sin(2Ψ) cos(Δ), and 𝑆 = sin(2Ψ) sin (Δ), such that the MSE is actually calculated as: 
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     MSE = √
1

3𝑛−𝑚
∑ [(N𝑖

mod − N𝑖
exp

)
2
+ (C𝑖

mod − C𝑖
exp

)
2
+ (S𝑖

mod − S𝑖
exp

)
2
]𝑛

𝑖=1 ×  1000(5) 

 The MSE values function as a χ
2
 parameter that can be used to verify that a well-defined 

and robust global minimum is being found during fitting by plotting values of MSE as a function 

of a given fitting parameter to visualize the shape and depth of the minimum.  Figure 3.6 graphs 

the shape of the MSE function at the best fit minimum for each of our three fitting parameters 

(hPS, A and B) for many different film thicknesses that were measured.  As can be seen from the 

plots, film thickness values larger than 30 nm have sharp, well-defined minima for each of the 

fitting parameters, which includes the 65 nm samples where the unusual minimum in index of 

refraction is observed in Fig. 3.4.  For the thinnest films, 21, 13, and 10 nm, the shape of the 

MSE minima become progressively flatter making the fitting less robust.  The 21 nm thick film 

shows MSE minima that should still be sufficiently well defined, but the 13 and 10 nm thick 

films have very flat and ill-defined minima, especially for the B parameter, that the resulting best 

fit values should be suspect.  It is well known and described in ellipsometry texts
75,83

 that 

ellipsometry is unable to reliably measure the index of refraction of very thin films, ~10 nm or 

less.  This ambiguity in index arises because the Ψ(λ) and Δ(λ) trajectories (graphs such as Fig. 

3.8) for films with different indices all merge to a single point at zero film thickness, called the 

film-free point (hPS = 0).
75,83

  Even data measured at different wavelengths merge to this single 

point at hPS = 0 such that enlarging the spectroscopic range does not resolve the problem.  Thus, 

we conclude that the unusually large values of the index of refraction for the thinnest films (10 

and 13 nm) plotted in Fig. 3.4 are unreliable because of fitting uncertainty in the Ψ(λ) and Δ(λ) 

data.   
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Fig. 3.5: Raw Ψ(λ) and Δ(λ) data collected of PS supported on silicon at 110 
o
C for 

representative film thicknesses:  (a) 977 nm, (b) 330 nm, (c) 65 nm, and (d) 31 nm, are plotted 

for the wavelength range of λ = 400-1000 nm.  Curves represent fits to the layer model:  PS film 

modeled as Cauchy layer 𝑛(𝜆) = 𝐴 +
𝐵

𝜆2 +
0.00038

𝜆4 , 1.25 nm native SiOx layer, Si substrate. 
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Fig. 3.6: Shape of MSE function, normalized to the minimum MSE value, about the best fit 

values for each of the three fitting parameters:  h, A and B.  The black curves represent various 

film thicknesses between 48 and 603 nm, while specifically labeled thin films are shown in color.  

Notice how for almost all film thicknesses, including at 65 nm, the minima are sharp and well 

defined.  However, for the thinnest films at 13 and 10 nm, the shape of the MSE minima, 

especially for the B parameter, become very flat and ill-defined making the fitting less robust and 

thus suspect.   

 

 Figure 3.7 graphs the best fit parameters A and B as a function of film thickness.  As 

expected the A parameter follows the same trend shown in Fig. 3.4 for the index of refraction at λ 

= 632.8 nm demonstrating that the results do not depend on the specific choice of wavelength.  

(In addition, we also evaluated the index at λ = 900 nm (data not shown) and found the same 

trend.)  Interestingly, the B parameter is primarily constant for films greater than ~20 nm except 

for an unusual hump in the data between 70 and 200 nm, with a peak at ~120 nm.  The B 

parameter accounts for the wavelength-dependent dispersion of the index of refraction, 

suggesting some change in the material is occurring.  Even if we let the third C parameter vary in 

the Cauchy model fit, the hump in the B parameter data is still present.  
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Fig. 3.7: Best fit parameters A and B from Cauchy model fit to PS layer, representing the PS 

index of refraction 𝑛(𝜆) = 𝐴 +
𝐵

𝜆2
+

0.00038

𝜆4
, as a function of PS film thickness.  Nominally, all 

the data shown have been collected at an angle of incidence of 65
o
; however, some additional 

data collected at 58
o
 angle of incidence are also shown here as solid symbols demonstrating that 

the results are independent of the specific angle used for the measurement.  Note that the errors 

associated with multiple measurements on a single sample are less than the symbol size, while 

the noise in the data represents the sample-to-sample variability. 
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 The robustness and uniqueness of fitting ellipsometry data can be visualized by plotting 

Ψ–Δ trajectories.
75

  For a given layer model, expected (Ψ, Δ) values can be calculated for 

increasing PS film thickness showing how the Δ vs. Ψ trajectory circles counter-clockwise as the 

optical path length cycles through 𝜆 2⁄ .  In Figure 3.8, we plot the expected Δ vs. Ψ data 

evaluated at λ = 632.8 nm for PS films supported on silicon calculated using values from our 

layer model:  n(T = 110 
o
C) = 1.5712 for PS, n = 1.7338 for native SiOx, and N = 3.9091 – 

0.001308i for Si.
78

  Figure 3.8 graphs Ψ–Δ trajectories for two different angles of incidence, 65
o
 

and 58
o
, where data were collected.  (Note the Ψ–Δ trajectory for 65

o
 appears discontinuous 

because a value of Δ = 0 is equivalent to Δ = 360.)  The measured experimental (Ψ, Δ) values are 

also plotted demonstrating excellent agreement with the calculated curves, regardless of where in 

the trajectories the data falls.  In addition, we have highlighted in orange a 20 nm region about 65 

nm where the dip in index of refraction occurs in Fig. 3.4 and about 120 nm where the hump in 

the B parameter occurs in Fig. 3.7.  In ellipsometry fitting, the part of the trajectory that is 

particularly hard to fit unambiguously is the region near the film-free point (h = 0) and the 

period-point when the trajectory returns to the same point as h = 0 due to destructive interference 

(for λ = 632.8 nm in Fig. 3.8, the period points are h = 245 nm for 65
o
 and h = 237 nm for 58

o
).

83
  

Here, trajectories for different values of the index of refraction merge and this is the primary 

reason why it is hard to measure the refractive index of very thin films (~10 nm) with 

ellipsometry as described above.
75,83

  In reality, we are simultaneously fitting the entire range of 

wavelengths λ = 400-1000 nm at a single angle of incidence (nominally 65
o
) such that the period 

points range between 155-387 nm.  The purpose of Fig. 3.8 is to note that neither of the regions 

where we observe variations in the index of refraction in Fig. 3.4 or hump in the B parameter in 
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Fig. 3.7, occur near the period-point that is hard to fit.  We conclude that the index of refraction 

data presented in Fig. 3.4 are a robust measure, independent of the fitting details, with the 

exception of the two thinnest films at 10 and 13 nm.  Thus, we continue with our analysis below 

focusing only on the films with thicknesses of 20 nm and larger.     

 

Fig. 3.8: Ψ vs. Δ trajectories calculated at λ = 632.8 nm for PS films supported on silicon using 

values from our layer model, n(T = 110 
o
C) = 1.5712 for PS, n = 1.7338 for native SiOx, and N = 

3.9091 – 0.001308i for Si, for angles of incidence of 65
o
 (blue) and 58

o
 (green) where the dots 

indicate increments in PS film thickness every 10 nm.  Highlighted in orange are 20 nm regions 

about 65 nm where the dip in index of refraction occurs in Fig. 3.4 and about 120 nm where the 

hump in the B parameter occurs in Fig. 3.7.  Measured experimental (Ψ, Δ) values (diamonds) 

plotted demonstrate excellent agreement with the calculated curves regardless of location within 

the trajectories. 
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3.4.3 Lorentz-Lorenz equation as a measure of density and specific volume 

 The Lorentz-Lorenz equation, Eq. (6), relates the index of refraction, a macroscopic 

(continuum) quantity, to the microscopic polarizability of the material.  As this inherently 

depends on the number of molecular dipoles per unit volume, which can be written in terms of 

the material’s mass density, the Lorentz-Lorenz equation has been frequently used as a measure 

of density.
54,84-87

  For common solids and liquids the Lorentz-Lorenz relation gives accurate 

values of the density to within a few percent (typically 1-2 %);
84,85,88

 the largest discrepancies are 

for dense gases with large density fluctuations
88,89

 or highly polar compounds.
84

  We consider 

here what limitations may exist in the validity of this equation for very thin films based on the 

assumptions made in its derivation.   

 The derivation of the Lorentz-Lorenz relation is typically done by considering separately 

the electric field contribution from inside and outside an arbitrary small spherical cavity.
67,90

  The 

size of the cavity must be large with respect to the molecular dipoles such that the local 

microscopic electric field at the center of the cavity can be replaced by the macroscopic field 

contribution from those charges residing outside the cavity, �⃑� outside
macro (𝑟 ).  This macroscopic field 

outside the cavity can then be written in terms of the total macroscopic electric field, �⃑� total
macro(𝑟 ) ≡

�⃑� (𝑟 ), minus the macroscopic field inside the cavity:  �⃑� outside
macro (𝑟 ) = �⃑� (𝑟 ) − �⃑� inside

macro(𝑟 ).  For a 

spherical cavity with uniform polarization, i.e., negligible spatial variation in the molecular 

dipoles, this macroscopic field inside the cavity can be easily calculated
90,91

 giving �⃑� inside
macro(𝑟 ) =

 −
1

3𝜖0
�⃑� , where �⃑�  is the polarization density equal to the number density of molecular dipoles 

inside the cavity, �⃑� =
𝑁

𝑣
𝑝 .  The remaining quantity needed is the microscopic local electric field 
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inside the cavity �⃑� inside
local (𝑟 ), which has been shown to explicitly sum to zero for a uniform spatial 

distribution of dipoles having either a cubic lattice or random distribution.
67,90

  Combining all of 

these, we have for the total local (or effective) electric field:  

    �⃑� total
local(𝑟 ) =  �⃑� inside

local (𝑟 ) + �⃑� outside
macro (𝑟 ) 

        =  0 + �⃑� (𝑟 ) − �⃑� inside
macro(𝑟 ) 

        = �⃑� (𝑟 ) +
1

3𝜖0
�⃑�   , 

which is the standard Lorentz relation.  At the microscopic level, the induced molecular dipole 

moment 𝑝  at a given location is the molecular polarizability 𝛼 times this total local electric field: 

     𝑝 = 𝛼 �⃑� total
local(𝑟 )  . 

At the macroscopic level, the polarization density �⃑�  is defined in terms of the total macroscopic 

electric field �⃑� (𝑟 ) and the dielectric constant 𝜅 =
𝜖

𝜖0
 of the material as �⃑� = 𝜖0(𝜅 − 1)�⃑� (𝑟 ), 

where 𝜖0 is the permittivity of free space.  By merging the microscopic and macroscopic 

definitions of �⃑�  one arrives at the classic Clausius-Mossotti relation: 

     
𝜅−1

𝜅+2
=

𝛼

3𝜖0

𝑁

𝑣
   . 

For optical frequencies, the dielectric constant is usually written in terms of the index of 

refraction 𝑛 = √𝜅.  In addition, the number density of molecular dipoles 
𝑁

𝑣
 is often replaced with 

the material’s mass density ρ by using Avogadro’s number NA and the molar mass of the 

molecular dipole unit, which for polymers is typically taken to be the molar mass of the 
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monomer M0.
40,86

  Thus, 
𝑁

𝑣
= 𝜌

𝑁𝐴

𝑀0
 leads us to the commonly used form of the Lorentz-Lorenz 

equation:
39-41,84-86

 

     
𝑛2−1

𝑛2+2
=

𝛼𝑁𝐴

3𝜖0𝑀0
𝜌    ,    (6) 

where the quantity 
𝑛2−1

𝑛2+2
 is often defined as L.  (Note this has been written in SI units, whereas 

much of the literature is historically in Gaussian units where �⃑� =
(𝜖−1)

4𝜋
�⃑� (𝑟 ) and 𝜖0 = 1.)   

 We can see that two key assumptions were made in the derivation of Eq. (6) that are 

relevant and potentially a concern when applying the Lorentz-Lorenz relation to very thin films:  

(1)  An arbitrarily sized cavity must fit inside the film, but still be large relative to the molecular 

dipole unit, the monomer, and (2) these molecular dipoles need to have a uniform spatial 

distribution inside the cavity for their contribution to the microscopic local electric field to sum 

to zero.  First we consider what the minimum size for this arbitrary cavity is in the derivation of 

the Lorentz-Lorenz relation.  For PS, although the main polarizing unit is the large phenyl ring, 

the relevant size is that of the entire molecular dipole unit, the monomer.  The PS monomer size 

has been estimated at ~0.7 nm.
92

  Within the derivation of the Lorentz-Lorenz relation, the radius 

of the cavity should be large (at least an order of magnitude) relative to the interparticle spacing 

of the molecular dipoles, i.e., at least r ≈ 7 nm or larger.
90

  Meaning a cavity of at least ~14 nm in 

diameter or larger should fit inside the film.  Second, we should consider if the molecular dipoles 

are uniformly randomly oriented across this arbitrary cavity.  Experimental studies primarily 

with second harmonic generation indicate alignment of the phenyl rings locally at the free 

surface and substrate interface of PS films typically to a depth ~1 nm.
93-96

  As the film thickness 
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is decreased and the cavity size starts to span the entire thickness of the film, the non-random 

spatial orientation of the molecular dipoles at the interfaces may also invalidate assumptions in 

the derivation.  Thus, we can certainly see that there will come a point in decreasing the film 

thickness where the Lorentz-Lorenz relation must fail because the film can no longer be 

accurately approximated as a continuum material.  Based on the above discussion we conclude 

that a cavity of at least ~14 nm in diameter must fit inside the film, excluding a couple of 

nanometers at either interface where molecular orientation occurs, meaning that we anticipate the 

Lorentz-Lorenz relation, Eq. (6), to only be valid for film thicknesses larger than ~20 nm.     

 The temperature dependence of the density and index of refraction have often been used 

as a stringent test of the validity of the Lorentz-Lorenz formula.
54,84,85

  The reasoning being that 

the molecular polarizability 𝛼 at optical wavelengths is primarily determined by the electronic 

quantum states, which have a very weak temperature dependence.
85

  Thus, the refractive index n 

should only vary with temperature through density, implying that, according to Eq. (6),  

    
1

𝜌
(
𝑛2−1

𝑛2+2
) =

𝑁𝐴𝛼

3𝜖0𝑀0
     (7) 

should be a constant, independent of temperature.  For a polymer film supported on silicon, the 

thermal expansion and hence volume change will occur entirely in the thickness direction.
97

  As 

such, the film thickness h can be used to represent the change in density = sample mass / volume 

with temperature.  We find that the quantity ℎ (
𝑛2−1

𝑛2+2
) for PS films on silicon is independent of 

temperature to within ± 0.1 % for film thicknesses greater than 150 nm, within ± 0.2 % for h = 

50-150 nm, and within ± 0.3 % for h = 30-50 nm.  Below 30 nm, the deviations in the 

temperature dependence of ℎ (
𝑛2−1

𝑛2+2
) begins to increase substantially, varying by ± 0.4 % for 
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films 12-30 nm thick and exceeding 0.9 % for 10 nm thick films.  This is consistent with our 

conclusion above that the Lorentz-Lorenz equation should become invalid for thin films as the 

thickness approaches ~20 nm.   

 As an interesting historical note, in 1965, Looyenga proposed a different quantity 

(𝑛2/3 − 1) to replace the (
𝑛2−1

𝑛2+2
) term in the Lorentz-Lorenz equation.

98
  Looyenga’s expression 

was based on a previous formula he had derived to describe the dielectric constant of 

heterogeneous media incorporating the volume fraction of each component.
99

  Looyenga argued 

that the same formula could be adapted to homogeneous media by treating it as a mixture where 

one component was vacuum,
98

 leading to Looyenga’s replacement for the Lorentz-Lorenz 

formula:   

    𝑛2/3 − 1 =
𝛼𝑁𝐴

3𝜖0𝑀0
𝜌   .     (8) 

Although Looyenga’s expression for heterogeneous mixtures is routinely used, the 

formula (𝑛2/3 − 1) replacing that of Lorentz-Lorenz’s has received little attention, despite both 

Looyenga
98

 and others
85

 demonstrating that the temperature dependence of Looyenga’s 

expression is superior.  For gases, Looyenga’s (𝑛2/3 − 1) expression is nearly identical to 

Lorentz-Lorenz’s (
𝑛2−1

𝑛2+2
), as they have the same expansion in (𝑛 − 1) to second order.

85,100
  

However, for organic liquids with n ≈ 1.3-1.5, the (𝑛 − 1)3 cubic and higher order terms give 

rise to small differences of 2-4 %.
85

  For completeness and out of curiosity, we evaluated the 

quantity ℎ(𝑛2/3 − 1) as a function of temperature for our PS films on silicon.  Consistent with 

previous observations,
85,98

 we find Looyenga’s expression, Eq. (8), to show smaller deviations 
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with temperature then that of Lorentz-Lorenz, Eq. (6).  The temperature dependence of ℎ(𝑛2/3 −

1) is constant to within ± 0.1 % for film thicknesses down to 50 nm, and show deviations to 

within only ± 0.2 % for h = 30-50 nm, before increasing for thinner films below 30 nm.  Below 

we continue our discussion by using the more commonly accepted Lorentz-Lorenz expression, 

Eq. (6), to comment on the relative change in specific volume and density of PS films as a 

function of film thickness; however, we note that the same deviations from bulk as that shown in 

Fig. 3.10 are observed to within experimental error if Looyenga’s expression, Eq. (8), is used 

instead.   

 

3.4.4 Changes in specific volume and density with decreasing film thickness 

 Here we proceed in our data analysis assuming the Lorentz-Lorenz equation is valid for 

sufficiently thick films with the understanding that the continuum approximation will breakdown 

for thin films as the thickness approaches ~20 nm.  Using the Lorentz-Lorenz equation, Eq. (6), 

we can define an effective specific volume v𝑠𝑝, equivalent to the inverse density, from the 

Lorentz-Lorenz parameter 𝐿 =
𝑛2−1

𝑛2+2
, recognizing that the remaining terms 

𝛼𝑁𝐴

3𝜖0𝑀0
 are constants 

independent of temperature and film thickness:   

     v𝑠𝑝 =
1

𝜌
∝

𝑛2+2

𝑛2−1
    .    (9) 

Following White and Lipson,
36

 we plot curves of effective specific volume v𝑠𝑝(𝑇) in Figure 3.9 

for several different film thicknesses.  We find supported PS films of bulk thickness (977 and 

330 nm) trace out the same v𝑠𝑝(𝑇) curve, while thinner films (65 nm) are shifted to larger v𝑠𝑝(𝑇) 
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values by 0.4 % relative to bulk.  This magnitude for the increase in specific volume is 

comparable to that predicted by the White and Lipson model suggesting it may result from a 

natural driving force for film expansion as missing contacts at the interface lead to a reduction in 

the attractive energy between polymer segments.
36,65

  However, the thinnest films (31 nm in Fig. 

3.9) show a shift in v𝑠𝑝(𝑇) in the opposite direction to smaller values relative to bulk.  In Fig. 3.9, 

for reference, the datasets have been normalized to the bulk v𝑠𝑝(𝑇) value at T = 110 
o
C, as 

measured for film thicknesses greater than 200 nm.  It is also clear from the v𝑠𝑝(𝑇) data in Fig. 

3.9 that both the liquid and glassy lines shift uniformly with film thickness.  As the films are 

cooled from the equilibrium liquid state along a shifted v𝑠𝑝(𝑇) curve, the film falls out of 

equilibrium into a glass along a similarly shifted v𝑠𝑝(𝑇) curve.  The glass transition does not 

occur at the same specific volume (i.e., total free volume) for different film thicknesses, in 

contradiction with ideas behind the original free volume models for the glass transition.
48-51

   

 

Fig. 3.9:  Measure of the effective specific volume, v𝑠𝑝 =
1

𝜌
∝

𝑛2+2

𝑛2−1
 based on the Lorentz-Lorenz 

equation Eq. (6), as a function of temperature for supported PS films on silicon.  v𝑠𝑝(𝑇) curves 
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for bulk films (977 and 330 nm) sit atop each other, but thinner films have v𝑠𝑝(𝑇) curves shifted 

in correspondence to the n(T) data shown in Fig. 3.3.  For comparison, the datasets have all been 

normalized to the bulk v𝑠𝑝(𝑇) value at T = 110 
o
C (based on films > 200 nm).  The v𝑠𝑝(𝑇) curve 

for 65 nm thick films shows a shift to larger values by 0.4 %, while 31 nm thick films are shifted 

to smaller values relative to bulk.  In all cases, both the liquid and glassy lines are shifted 

uniformly. 

 

 To study the film thickness dependent shifts in v𝑠𝑝(𝑇) in more detail, in Figure 3.10 we 

plot the effective specific volume v𝑠𝑝(𝑇) values in the liquid (T = 110 
o
C) and glassy (T = 50 

o
C) 

regimes as a function of film thickness.  The data clearly show that these small shifts in the 

effective specific volume of the film are consistently the same for the liquid and glassy regimes.  

Fig. 3.10a with a logarithmic thickness scale shows that for bulk films between 200-3100 nm, the 

liquid and glassy v𝑠𝑝(𝑇) values are independent of film thickness to within a standard deviation 

of ± 0.11 %.  In Fig. 3.10b, we focus on the unusual non-monotonic behavior of the data for 

films below ~200 nm that varies outside this range, where we have highlighted the variation in 

the bulk values with horizontal lines.  Below ~120 nm, the effective specific volume increases to 

a peak value of 0.4 ± 0.2 % at a film thickness of 65 nm, an increase in v𝑠𝑝(𝑇) of more than three 

times larger than the variation in the bulk data.  However below this peak at 65 nm, 

conspicuously around the thickness where the Tg(h) decrease begin in Fig. 3.2, the effective 

specific volume decreases again back to the bulk value at ~40 nm before continuing to decrease 

further for much thinner films.  We do not show data below 20 nm because as we argued above, 

the ellipsometry fitting is unreliable for very thin films ~10-13 nm.  However, we do note that if 
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values for film thicknesses less than 20 nm were plotted, the values would be off the scale 

showing an ~5 % increase in density for a 10 nm thick film consistent with recent literature 

reports.
39,40

  Also as described above, the approximations made to derive the Lorentz-Lorenz 

equation breakdown as the film thickness approaches ~20 nm, making the trends in the data 

shown in Fig. 3.10 for the very thinnest films somewhat suspect.  Note that all the variations in 

v𝑠𝑝(𝑇) plotted in Fig. 3.10 are within the ± 1 % experimental error of previous studies reporting 

no changes in density with film thickness.
37,38

     

 To further demonstrate that these data in Figure 3.10 are representative of the properties 

of the polymer film and not some systematic artifact of the data collection and analysis 

procedure, we have made a handful of additional measurements of PS films on silicon substrates 

that contain an added 23.5 ± 0.8 nm aluminum oxide (AlOx) layer (nominal index of 1.64) 

creating a strong uniform index contrast with PS.  Bare silicon wafers were sputtered with AlOx 

and then subsequently characterized by ellipsometry fitting the sputtered AlOx film thickness 

and index characteristics n(λ) with a Cauchy layer.  These characterized AlOx substrates were 

then spin-coated with PS and further measurements of the PS specific volume v𝑠𝑝(𝑇) were done.  

Figure 3.10a plots as gray data these additional measurements of v𝑠𝑝(𝑇) for PS on the AlOx 

coated substrates at 50 and 110 
o
C.  To within reasonable accuracy, these measurements agree 

with those collected on bare silicon wafers clearly showing the same film thickness dependent 

features.  Thus, we conclude that the data shown in Figure 3.10 are accurately reflecting the 

properties of the thin PS films.   

 We have labeled the y-axes of Fig. 3.10 as the effective specific volume v𝑠𝑝(𝑇) because, 
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according to Eq. (6), density 𝜌 =
1

v𝑠𝑝
 seems like the most reasonable parameter to vary with film 

thickness within the Lorentz-Lorenz expression.  However, we do note there is another potential 

variable within the Lorentz-Lorenz expression, Eq. (6), the molecular polarizability α.  It seems 

unlikely that such a local property would vary with film thickness at such large length scales, as 

α is not even expected to vary much with temperature.  However, within the Lorentz-Lorenz 

derivation, the polarizability is assumed to be uniformly isotropic.  One could imagine that as the 

film thickness is reduced and polymer chain segments must orient more within the plane of the 

film that the polarizability could become slightly anisotropic leading to deviations from the 

expected Lorentz-Lorenz expression.  Perhaps the non-monotonic behavior in the y-axes of Fig. 

3.10, formally  
1

𝐿
=

𝑛2+2

𝑛2−1
, occurs because of some film thickness change in density coupled with 

some film thickness change in the isotropic polarizability.  Future work will investigate such a 

possibility.   
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Fig. 3.10: Film thickness dependence of the effective specific volume v𝑠𝑝 in the liquid (T = 110 

o
C) and glassy (T = 50 

o
C) regimes.  (a) All data plotted on a semi-log scale showing that v𝑠𝑝 

values for bulk films (h = 200-3100 nm) only vary within ± 0.11 %, but then exhibit larger, 

reproducible deviations in v𝑠𝑝 from bulk for smaller film thicknesses.  These deviations are all 

within the ± 1 % experimental error of previous studies.  Gray data represent measurements done 

on substrates that were coated with 23.5 ± 0.8 nm aluminum oxide (AlOx), see text for details.  
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(b) Films thinner than 350 nm plotted on a linear scale, where the standard deviation in the bulk 

data (h > 200 nm) has been represented by dashed-dotted lines.  The peak in v𝑠𝑝 at 65 nm of 0.4 

± 0.2 % is roughly three times larger then the variability in the bulk data.  Note we have not 

plotted data for less than 20 nm because of concerns with the reliability of the ellipsometry 

fitting; the error associated with multiple measurements on a single sample are less than the 

symbol size, while the noise in the data represent the sample-to-sample variability; representative 

error bars have been added for the different regions of the data. 

 

 Although we can only comment on the validity of ellipsometry measurements, we do 

note that Wallace et al.
37

 previously questioned the reliability of reflectivity measurements on 

very thin films.  To avoid some of these concerns for their own neutron reflectivity 

measurements, Wallace et al.
37

 used a “twin” reflectivity technique that collected data of the 

critical angle for reflection from both the free surface side and substrate side of the PS film on 

silicon samples.  A data reduction scheme was then used to identify the crossover point in the 

momentum transfer vector to account for the unknown tilt of the sample.  This allowed for 

reliable determination of the film’s density to within ± 1 %.  Wallace et al.
37

 called into question 

previous neutron and x-ray reflectivity works
101,102

 on thin polymer films that had claimed 

density changes of ~5 % with decreasing film thickness because they had not accounted for 

interfacial roughness or other confounding factors inherent in fitting reflectivity curves.  In their 

careful study, Wallace et al.
37

 found the mass density of PS films to be consistent with the bulk 

value within ± 1 % down to film thicknesses of 6.5 nm.  Perhaps it is also worth considering how 

unrealistic ~5 % increase in density really is.  One can use PVT data for PS from handbooks
103

 to 
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estimate what equivalent pressure increase would be required for such an isothermal increase in 

density.  For PS in the melt state at 115 
o
C (the lowest temperature for which such data are 

available), pressures in excess of 100 MPa would be needed for ~5 % density increase, and in 

excess of 4 GPa of pressure would be required for ~30 % increase in density (glassy materials 

with larger bulk moduli values would require even greater pressures).  Also as noted in the 

introduction, stable glasses carefully formed by physical vapor deposition to optimize molecular 

packing only show increases in material density of ~1 % relative to ordinary glasses.
54,55

  Thus, 

given the unrealistic value of 5 or 30 % increases in density, it seems likely that the recent x-ray 

reflectivity results
39,40

 may suffer from similar uncertainties in fitting of reflectivity curves as 

expressed by Wallace et al.
37

   

 

3.5 Conclusions 

 
           We have used ellipsometry to measure the temperature dependence of the index of 

refraction n(T) for PS films supported on silicon and explored the validity of the Lorentz-Lorenz 

relation in very thin films.  We find that the specific volume (density) of supported PS films do 

not vary by more than ± 0.4 % of the bulk value for film thicknesses above 30 nm, and that the 

small variations we do observe are uncorrelated with the Tg(h) reductions exhibited by these 

films.  Based on the assumptions made in its derivation, we conclude that the Lorentz-Lorenz 

equation is not valid for very thin films, breaking down as the thickness approaches ~20 nm.  We 

believe that the large increase in index of refraction and apparent density (~5 % for a 10 nm thick 

film) we observe, consistent with recent experimental reports,
39-41

 are an experimental artifact 

because ellipsometry is known to be unreliable in accurately measuring the index of refraction of 
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very thin films, ~10 nm or less,
75,83

 and that such density increases would be unrealistic given 

stable glasses with optimum, equilibrium packing only show increases in density of ~1 % 

relative to ordinary glasses.
54,55

   

 We have also tested recent theoretical predictions and assumptions made by White and 

Lipson.
36,65

  Their thermodynamic model predicts a driving force for film expansion with 

decreasing film thickness in thin films, caused by the missing interactions at the free surface, that 

should result in a small increase of the liquid-line specific volume v𝑠𝑝(𝑇) of less than 1%.  Based 

on this prediction, they suppose that such a shift in v𝑠𝑝(𝑇) of the liquid line could explain the 

observed Tg(h) decreases exhibited by these films, assuming that the glassy-line specific volume 

remains the same as bulk.  Experimentally we observed that both the liquid and glassy specific 

volume v𝑠𝑝(𝑇) shift consistently together such that the glass transition does not occur at the same 

specific volume for different film thicknesses.  In the thickness regime where we believe the 

Lorentz-Lorenz equation is valid (h > ~ 20 nm), we do observe a small increase in specific 

volume v𝑠𝑝(𝑇) of 0.4 ± 0.2 % relative to bulk for film thicknesses between ~120 to 65 nm.  

However, below ~60 nm where the Tg(h) reductions begin, the effective specific volume is 

observed to decrease again returning the bulk value at ~40 nm.  We speculate that the non-

monotonic changes in index of refraction with film thickness we observe for film thicknesses 

greater than 20 nm may result from small competing changes in film density (specific volume) 

and uniform polarizability. 
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Chapter 4 

Optimizing the Grafting Density of Tethered 

Chains to Alter the Local Glass Transition 
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Substrates: the Advantage of Mushrooms over 

Brushes 
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4.1 Synopsis 

 
We measured the local glass transition temperature Tg(z) of polystyrene (PS) as a 

function of distance z from a silica substrate with end-grafted chains using fluorescence, where 

competing effects from the free surface have been avoided to focus only on the influence of the 

tethered interface.  The local Tg(z) increase next to the chain-grafted substrate is found to exhibit 

a maximum increase of 49 ± 2 K relative to bulk at an optimum grafting density that corresponds 

to the mushroom-to-brush transition regime.  This perturbation to the local Tg(z) dynamics of the 

matrix is observed to persist out to a distance z ≈ 100  ̶  125 nm for this optimum grafting density 

before bulk Tg is recovered, a distance comparable to that previously observed by Baglay and 

Roth [J. Chem. Phys. 2017, 146, 203307] for PS next to the higher-Tg polymer polysulfone.    
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4.2 Introduction 

 
Direct interrogation of how end-tethered chains affect the local properties of a 

neighboring polymer matrix has been little studied but widely utilized to alter adhesion and 

lubrication, and improve matrix reinforcement in polymer nanocomposites.
1-7

  There are few 

local experimental techniques that can interrogate material properties next to such buried 

interfaces, usually leaving local properties to be inferred from global macroscopic measurements 

or investigated by theoretical and simulation methods.
2,8,9

  The influence tethered chains can 

have on the neighboring matrix is complicated by various interconnected parameters such as 

grafting density, surface coverage, tethered-chain length, matrix interpenetration, and substrate 

curvature, with the macroscopic properties of nanocomposites being further affected by the filler 

content and dispersion.
6,7

  Studies on thin films provide an accessible planar geometry where the 

grafting density can be well controlled, serving as a simplified system to mimic polymer 

nanocomposites.
10-12

  However, most thin-film studies investigating substrates with grafted 

chains are additionally affected by the competing effects of the free surface.
13-21

  Here, we 

purposely avoid such competing effects of the free surface and experimentally map the local 

glass transition temperature Tg(z) as a function of distance from a tethered-chain interface using a 

localized fluorescence method.   

Studies of the average glass transition temperature Tg(h) of thin polystyrene (PS) films 

with substrate-grafted chains date back to Keddie and Jones in 1995.
13

  Over the years studies 

have reported both increases
14,15,18

 and decreases
16

 in the average Tg(h) value relative to films of 

equivalent thickness h with no grafted chains.  Generally, these changes are only observed for 



Chapter 4    95                                                                                                                              

  

 

very thin films h ≲ 30 nm and can be sufficiently small to appear as effectively no change.
19

  

Recently, Hénot et al.
19

 have made great efforts to compare and correlate different studies based 

on the grafting density and ratio of matrix-to-grafted chain lengths, ultimately concluding that 

the grafted chains have little to no effect on the measured average film Tg(h).  However, such 

measurements are complicated by the presence of a strong, and potentially dominating, free 

surface effect.  Lan and Torkelson used fluorescence to measure the local Tg of grafted chains 

within a thin film, finding large variations in local Tg within the films with increases as high as 

~35 K near the substrate, while the near free surface region was reduced by ~15 K.
17

  This large 

variation in local Tg within the film suggests there is strong competition between free surface and 

chain-tethered substrate effects such that much benefit would be gained from isolating only the 

impact of the chain-tethered substrates.   

 

4.3 Experimental Methods 

 
In the present work, we have created a sample geometry that allows us to measure the 

local glass transition temperature Tg(z) as a function of distance from an end-grafted PS substrate.  

End-grafted polystyrene substrates were created by spin-coating a film of monocarboxy-

terminated polystyrene (PS-COOH) (Mw = 101.8 kg/mol, Mw/Mn = 1.03) onto either silicon 

wafers or silica substrates cleaned by washing in ~10 vol% hydrochloric acid for 20 s.  These 

films were annealed under vacuum at 170 
o
C for 1.5 h to establish covalent bonding between PS-

COOH and Si-OH, and then washed in a 90 
o
C toluene bath for 20 min to remove any ungrafted 

chains and subsequently rinsed in acetone and DI water, dried with nitrogen gas, and annealed 

overnight in a vacuum oven at room temperature, a procedure following previous works.
13-15
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The final dry-brush thickness hbrush was measured by ellipsometry (Woollam M-2000) for those 

samples made on silicon wafers modeling the PS layer with a standard Cauchy model n() = A + 

B/
2
 + C/

4
, fitting A and B with C held at the bulk value, and including a 1.25 nm native oxide 

layer for the silicon substrate.
22

  The grafting density  was calculated as σ =
𝜌 𝑁A hbrush

𝑀n
,
23

 where 

ρ = 1.045 g/cm
3
 was taken to be the bulk density of PS;

24
 NA is Avogadro’s number; and Mn is 

the PS-COOH number-average molecular weight. 

Multilayer samples as depicted in Figures 4.1 and 4.3 were then assembled by floating 

on additional PS layers of known thickness made from either neat PS (Mw = 1920 kg/mol, Mw/Mn 

= 1.26) or pyrene-labeled PS (Mw = 672 kg/mol, Mw/Mn = 1.3, with 1.4 mol% pyrene
25,26

).  The 

dry-brush layer and first PS layer floated atop were annealed separately at 170 
o
C for 2 h to 

ensure good interpenetration of the tethered chains with the neighboring PS matrix.
27,28

  Prior to 

the fluorescence measurements, the entire multilayer stack was annealed at 170 
o
C for 20 min to 

consolidate the stack into a single material but keep the pyrene-labeled layer localized, as well as 

remove thermal history of the sample before Tg(z) was measured.  In some samples, the PS-

pyrene layer was also lightly cross-linked using UV light to limit diffusion at such high 

temperatures (see Appendix of Chapter 4).  Following our previous works,
25,26,29

 pyrene 

fluorescence emission at 379 nm was monitored on cooling at 1 
o
C/min for 3 s every 27 s while 

exciting at 330 nm (band passes 5-6 nm).  The local Tg(z) was determined by the change in slope 

of the temperature-dependence of the fluorescence intensity, as established by Torkelson and co-

workers,
30-32

 a value that has been shown to agree well with the change in thermal expansion 

coefficient by ellipsometry and differential scanning calorimetry (DSC) in bulk.  
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4.4 Results and Discussion 

 
Figure 4.1 compares the local Tg(z = 0) next to end-tethered substrates as a function of 

grafting density .  The multilayer samples assembled for this place the 12 ± 1 nm pyrene-

labeled layer directly next to the dry-brush layer, which were then separately annealed together 

such that the pyrene-labeled chains become well intermixed with the tethered chains.  A 590 ± 5 

nm bulk neat PS layer is then added to avoid competing effects from the free surface.  Thus, the 

Tg(z = 0) value being reported here is for a (12 nm + hbrush) layer next to the silica substrate.  

When no chains are grafted to the substrate, the 12-nm pyrene-labeled layer reports a Tg(z = 0) = 

101 ± 2 
o
C, equal to the bulk value for PS and in agreement with that previously measured by 

Ellison and Torkelson.
30

  In contrast, with the addition of end-tethered chains to the substrate, the 

local Tg(z = 0) is increased dramatically:  for  = 0.011 chains/nm
2
 (hbrush = 1.7 ± 0.2 nm), Tg(z = 

0) = 150 ± 2 
o
C;  = 0.042 chains/nm

2
 (hbrush = 6.6 ± 0.2 nm), Tg(z = 0) = 143 ± 2 

o
C; where 

these values represent the average of multiple samples.  These increases in local Tg(z = 0) appear 

large given previous reports on end-grafted PS films,
13-16,18,19

 but in those studies competing free 

surface effects were also present.  In the current study, the addition of the top bulk neat PS layer 

allows us to isolate only the effect of the end-tethered substrate.   
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Figure 4.1.  Sample geometry used to measure the local Tg(z = 0) next to end-tethered substrates 

with different grafting densities σ, where the temperature-dependent fluorescence intensity 

curves show large increases in this local Tg value.   

 

In Figure 4.2, we plot this Tg(z = 0) value measured next to end-tethered substrates as a 

function of grafting density.  We observe a maximum Tg(z = 0) increase at σ = 0.011 chains/nm
2
 

(hbrush = 1.7 ± 0.2 nm) suggesting an optimum grafting density exists for greatest Tg 

reinforcement of the PS matrix.  This result may seem surprising initially but makes sense if one 

considers the limits at low and high grafting density.  Clearly at σ = 0, we must recover bulk Tg 

of PS, as has been previously demonstrated
30

 for this noninteracting substrate.  At extremely high 

grafting densities, the tight chain packing of the tethered chains in the true brush regime will 

limit interpenetration of the free (untethered) matrix chains,
33,34

  resulting in a decrease in the 

measured Tg(z) of the neighboring PS matrix as the two become decoupled.  For example, the 

recent study by Lan and Torkelson
17

 measured the local Tg of pyrene-labeled PS brushes made 

by a “grafting from” technique that results in much higher grafting densities.  Their closest 
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measurement to our current study is the local Tg of an 11-nm thick brush with σ = 0.3 chains/nm
2
 

covered with a 101-nm thick neat PS overlayer resulting in a local Tg ≈ 126 
o
C for the brush 

chains next to the silica substrate.  This value is consistent with our data presented in Figure. 4.2a 

if we were to extrapolate an estimate out to this value of σ that is an order of magnitude larger 

than our largest σ.   

 

 

Figure 4.2.  (a) Local Tg(z = 0) measured next to end-tethered substrates as a function of grafting 

density σ (bottom axis) and reduced tethered density Σ (top axis).  (b) Cartoon illustrating the 
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three different regimes associated with increasing Σ as the tethered chains go from isolated 

mushrooms to highly stretched brushes.   

 

A better measure of how much end-tethered chains cover a substrate is the reduced 

tethered density Σ = 𝜋𝑅𝑔
2 𝜎,

23,35,36
 which multiplies the grafting density σ (chains/nm

2
) by the 

projected area of the surface (𝜋𝑅𝑔
2) each tethered chain nominally covers, where the radius of 

gyration Rg = 8.7 nm for our molecular weight.
37

  This enables characterization of the grafted 

surface into different regimes.  Values of Σ < 1 refer to the “mushroom” regime where the chains 

are still predominately isolated, while the “true brush” regime where the grafting density is high 

enough for chains to become highly stretched is generally observed for Σ > 5.
23,35

  The 

mushroom-to-brush transition regime where the conformations of neighboring chains begin 

overlapping happens between 1 < Σ < 5, the precise onset of which can vary somewhat from 

system to system.
23,35,36

  Interestingly, we observe that the optimum grafting density σ = 0.011 

chains/nm
2
 that shows the maximum Tg(z = 0) increase occurs at a value of Σ = 2.6, near the 

middle of the mushroom-to-brush transition (well within the “wet” brush regime 𝜎√𝑁 < 1).
38,39

  

It is worth noting that nearly all previous studies that have investigated Tg changes in thin films 

due to grafted chains are very close to or well within the true brush regime, Σ ≳ 5,
13-19

 with the 

general belief being that higher grafting density should lead to larger effects.
19

  Our results 

suggest more is not necessarily better and that a lower grafting density can lead to a higher Tg 

increase.  However, we caution that blindly applying this reasoning to polymer nanocomposites 

may cause additional complications, as low grafting densities often lead to increased 

nanoparticle aggregation.
6
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The extent to which end-tethered chains can interpenetrate into a matrix depends not 

only on the grafting density but also on the relative difference in molecular weight between the 

tethered and matrix chains.  For the case of a polymer melt where the brush is chemically 

identical to the matrix, the scaling behavior of the penetration length L over which the end-

tethered chains extend from the substrate has been well studied.
33,34

  For our case where the 

matrix chain length P is larger than the tethered chain length N, the tethered chains retain their 

ideal conformation from the mushroom regime all the way up to the beginning of the true brush 

regime such that 𝐿~𝑁½.  This means that within the mushroom-to-brush transition regime, as the 

grafting density increases, the number of matrix chains P that interpenetrate into the brush region 

L decreases continuously, while the tethered chains retain their ideal conformation.  Finally at the 

start of the true brush regime, little interpenetration will occur when the tethered chains must 

finally stretch beyond their ideal chain conformations to accommodate further increases in 

grafting density.  We can estimate the amount of chain interpenetration present for our optimum 

grafting density σ = 0.011 chains/nm
2
 by comparing the initial dry brush thickness (hbrush = 1.7 ± 

0.2 nm) to the penetration length L.  For an ideal chain conformation, we estimate 𝐿 ≈ 2𝑅𝑔 ≈ 17 

nm, giving a volume fraction 𝜙 =
ℎbrush

𝐿
≈ 0.1 for the tethered chains within this layer L near the 

substrate.  This estimate for L is consistent with theoretical calculations by Matsen and 

Gardiner
38

 where an extrapolation down to our grafting density gives a value of ≈ 18 nm.  In 

addition, neutron reflectivity profiles by Clarke
27

 for deuterated PS-COOH tethered chains (Mw = 

79.8 kg/mol) with grafting density σ ≈ 0.074 chains/nm
2
 in a hydrogenated PS matrix (Mw = 

500.8 kg/mol or 8000 kg/mol) show the volume fraction depth profile for the grafted chains 

extending out to ≈ 18-20 nm.   
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What seems surprising is that the observed maximum increase in Tg(z = 0) occurs when 

only ~10% of this near substrate region is comprised of tethered chains.  Little is known about 

how tethered chains would cause an increase in Tg.  The closest theoretical efforts are those that 

have tried to account for attractive substrate interactions.  For example, Long and Lequeux
40

 

developed a percolation model of the glass transition that defined Tg based on when dynamically 

slow regions percolate across the sample, envisioning that attractive substrate interactions 

increased the fraction of slow regions.  Lipson and Milner
41

 developed this idea into a more 

detailed picture of how a profile in local Tg(z) increase would look near substrates with attractive 

interactions, a prediction that is qualitatively consistent with our experimental observations 

shown below.  Within such a framework one could imagine how a few extra slow domains that 

included segments of chains tethered to the substrate could have a large influence on such a 

percolation rigidity transition.  However, chain connectivity is not typically associated with the 

glass transition.  The molecular weight dependence of Tg(Mn) saturates to ≈100 
o
C for PS at Mn ≈ 

20 kg/mol,
42,43

 which has been correlated with when chain dynamics asymptotically display 

Gaussian behavior,
44,45

 as local chain flexibility near free chain ends is different.  This suggests 

that tethered chain ends may in a similar fashion alter local mobility of the chain influencing 

local Tg.  Experimentally, recent studies by Foster et al.
46,47

 have shown that substrate tethered 

chains can significantly slow surface relaxation times of PS films, even when films include 

substantial amounts of untethered matrix chains, which likely results from the increased entropic 

penalty to stretch tethered chains.
48,49

  

Figure 4.3 addresses how far this strong perturbation to local Tg near the end-tethered 

substrate propagates into the neighboring polymer matrix.  To locally measure Tg(z) as a function 
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of distance from the substrate, we insert a high molecular weight neat PS spacer layer of 

thickness z = 0 – 250 nm between the dry brush and 12-nm thick pyrene-labeled PS layer.  Again 

to ensure good interpenetration of the grafted chains with the PS matrix, while still avoiding 

diffusion of the pyrene-labeled layer, the PS z-layer and dry brush were separately annealed at 

170 
o
C for 2 h prior to floating on the remaining layers.  Figure 4.3 plots the local Tg(z) measured 

as a function of distance from the end-tethered substrate for the optimum and maximum grafting 

densities shown in Figure 4.2.  We also include data for Tg(z) with zero grafting density that 

confirms no Tg increase is observed for PS next to bare silica.  To accommodate the slight 

differences in dry brush thickness hbrush with increasing grafting density, we defined the distance 

from the interface (x-axis of Figure 4.3) as z + hbrush, although this correction is minor on the 

scale of Figure 4.3.  For both grafting densities shown, the Tg(z) perturbation is observed to 

propagate far from the interface (z ~ 100 nm) before bulk Tg is recovered, a distance much larger 

than the end-tethered chains extend from the substrate, L ≈ 2 Rg ≈ 17 nm.  Interestingly, the Tg(z) 

perturbation for the optimum grafting density σ = 0.011 chains/nm
2
, which gave the maximum 

Tg(z = 0) in Figure 4.2, appears to influence the PS matrix out to a somewhat greater distance (z 

≈ 100-125 nm) from the interface, compared with that (z ≈ 75-100 nm) for the higher grafting 

density of σ = 0.042 chains/nm
2
.     
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Figure 4.3.  Local Tg(z) profiles extending from end-tethered substrates for grafting densities σ = 

0.011 chains/nm
2
 (red squares) and σ = 0.042 chains/nm

2
 (blue circles), as well as for substrates 

with no grafted chains (σ = 0, gray triangles).  For comparison, data from Baglay and Roth
26

 for 

the Tg(z) profile in PS next to polysulfone (PSF, Tg
PSF

 = 186 
o
C) are shown as green diamonds.   

 

For comparison, Figure 4.3 also includes data from Baglay and Roth
26

 for the Tg(z) 

profile measured in PS next to a polymer-polymer interface with polysulfone (PSF).  As the bulk 

Tg of PSF (Tg
PSF

 = 186 
o
C) is much higher than that of PS, this polymer-polymer interface is 

somewhat analogous to that of the end-tethered silica interface studied in the present work.  

Figure 4.3 shows that the Tg(z) profile in PS next to the PS/PSF interface is comparable to that 

observed in PS next to the end-tethered silica substrate at the optimum grafting density of σ = 

0.011 chains/nm
2
.  In their paper, Baglay and Roth

26
 discussed three possible differences for why 

dissimilar polymer-polymer interfaces may show such long-range Tg(z) perturbations, in contrast 

to a polymer-free surface:  increased breadth of the interfacial width, chain connectivity across 

the interface, and increased interfacial roughness.  The results of the present study suggest that 
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chain connectivity may play the dominant role in causing such long-ranged Tg(z) perturbations, 

with factors such as interfacial breadth
50

 and substrate roughness
51,52

 having more limited effects.   
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Appendix of Chapter 4  

Sample Preparation and Measurement Details 

 
Following procedures previously established in the literature,

1-3
 monocarboxy-

terminated polystyrene (PS-COOH) (Mw = 101.8 kg/mol, Mw/Mn = 1.03, Scientific Polymer 

Products) was end-grafted to silicon wafers or silica substrates by spin-coating PS-COOH films 

from toluene and annealing them under vacuum at 170 
o
C for 1.5 h.  The grafting process should 

be the same for these two types of substrates as their surfaces are both terminated with SiOx.  

Prior to grafting, the substrates were cleaned in ~10 vol% hydrochloric acid for 20 s to remove 

any impurities.  After annealing, samples were bathed in 90 
o
C toluene for 20 min to wash off 

ungrafted chains, and subsequently rinsed with acetone and DI water, while being blown dry 

with nitrogen gas after each step.  A final drying step was done by placing the grafted substrates 

in the vacuum oven overnight at room temperature.  Samples with different grafting densities 

were produced by decreasing the initial film thickness of the spin-coated PS-COOH films and 

mixing with neat polystyrene (PS) (Mw = 101.3 kg/mol, Mw/Mn = 1.04, Scientific Polymer 

Products).  The final dry-bush thickness hbrush was measured by ellipsometry (Woollam M-2000) 

for those samples made on silicon wafers.  There is insufficient contrast in the index of refraction 

between PS and silica to accurately measure such thin films directly on the silica substrates used 

for fluorescence.  Ellipsometer data fitting was done using a standard layer model with the PS 

film treated as a Cauchy layer n() = A + B/
2
 + C/

4
, and the underlying silicon wafer having a 

1.25 nm native oxide layer.  Following our previous work, such thin films were fit to the PS film 

thickness, A and B, while holding the Cauchy parameter C fixed at the bulk value 0.00038.
4
  The 
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grafting density  was calculated using σ =
𝜌 𝑁A hbrush

𝑀n
,
5
 where the number average molecular 

weight Mn = 98.8 kg/mol for the PS-COOH, and the density ρ = 1.045 g/cm
3
 was taken as the 

bulk value for PS.
6
  Measured dry brush thicknesses hbrush varied from 0.7 to 6.6 nm giving 

grafting densities σ from 0.004 to 0.042 chains/nm
2
 (Σ = 1.0 to 10).   

 

 

Figure 4.S1.  Schematic of multilayer sample geometry assembled for fluorescence 

measurements of the localized glass transition temperature Tg(z) as a function of distance z from 

end-tethered substrates.   

 

Neat PS (Mw = 1920 kg/mol, Mw/Mn = 1.26, Pressure Chemical) of variable thickness z 

= 0 to 250 nm, and bulk 590 ± 5 nm thick, or 12 ± 1 nm thick pyrene-labeled PS (Mw = 672 

kg/mol, Mw/Mn = 1.3, with 1.4 mol% pyrene
7,8

) films were spin-coated from toluene onto 

freshly-cleaved mica.  All such layers were independently annealed overnight at 120 
o
C under 

vacuum prior to floating.  Multilayer sample structures, as depicted in Figure 4.S1, were 
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assembled by first floating the neat PS layer of desired thickness z atop the PS-COOH end-

grafted silica substrates.  This bilayer was then annealed under vacuum at 170 
o
C for 2 h to 

ensure good interpenetration of the tethered chains with the neighboring PS matrix.  O’Connor 

and McLeish
9
 argued that for relatively low grafting densities, isolated tethered chains can 

rapidly penetrate into high molecular weight matrices (or even cross-linked elastomers) via 

Rouse mode and “breathing” mode (chain-end) relaxations.  This was experimentally confirmed 

by Clarke
10

 using neutron reflectivity to measure the interpenetration of deuterated PS-COOH 

(Mw = 79.8 kg/mol, Mw/Mn = 1.04) end-tethered chains into matrices of high molecular weight 

protonated PS of Mw = 500.8 kg/mol (Mw/Mn = 1.06) or Mw = 8,000 kg/mol (Mw/Mn < 1.07).  For 

grafting densities of σ = 0.074 chains/nm
2
, even 15 min of annealing at 150 

o
C was sufficient to 

obtain a depth profile for the dPS-COOH chains that did not change substantially with further 

annealing up to 23 h.  After this initial annealing step of the bilayer structure, the 12-nm pyrene-

labeled PS layer and neat bulk PS layer were subsequently floated on, allowing the sample to 

thoroughly dry between each successive floating step.   

Fluorescence measurements were carried out using a Photon Technology International 

QuantaMaster spectrofluorometer with samples mounted in an Instec HCS402 heater.  Samples 

were heated from room temperature to 170 
o
C and equilibrated for 20 min.  This allows the 

assembled multilayer samples to form a consolidated material with sufficient interdiffusion at the 

floated interfaces to remove any air gaps.  The pyrene fluorescence emission is then monitored 

on cooling at 1 
o
C/min for 3 s every 27 s at an emission wavelength of 379 nm, while exciting at 

330 nm (with band passes kept between 5-6 nm).  All samples were reheated to the starting 

temperature after each run to ensure that the same initial fluorescence intensity was recovered, 
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verifying that the sample had remained stable during the course of the experiment and no 

photobleaching occurred.  The local Tg(z) is then determined from the temperature-dependent 

fluorescence intensity by fitting straight lines to the slope of the intensity data above and below 

the transition to identify the intersection of the two fits.  Data collected on multiple samples 

allows us to determine the local Tg(z = 0) value next to the substrate for different grafting 

densities, as well as the Tg(z) profile as a function of distance from the substrate.  Figure 4.S2 

plots such temperature-dependent fluorescence intensity data for three different samples all with 

the same grafting density of σ = 0.042 chains/nm
2
, where the thickness of the z-layer spacer was 

varied to determine the local Tg(z) value at different distances from the substrate:  Tg(z = 0) = 144 

± 2 
o
C, Tg(z = 32 nm) = 115 ± 2 

o
C, and Tg(z = 222 nm) = 100 ± 2 

o
C.  Figure 4.S3 shows the 

Tg(z) profile for σ = 0.042 chains/nm
2
 constructed from measurements on multiple samples.  To 

accommodate the dry-brush thickness hbrush = 6.6 nm for σ = 0.042 chains/nm
2
, the distance from 

the grafted substrate (x-axis of Fig. S3) was taken to be equal to the thickness of the z spacer 

layer plus 6.6 nm.   
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Figure 4.S2.  Fluorescence intensity versus temperature measured on cooling at 1 
o
C/min 

for three samples with a grafting density of σ = 0.042 chains/nm
2
, where the pyrene-

labeled layer was placed at different distances z = 0, 32, and 222 nm.   
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Figure 4.S3.  Local Tg(z) profile measured for end-tethered substrates with a grafting 

density of σ = 0.042 chains/nm
2
.  The distance from the substrate (x-axis) was taken to be 

z + 6.6 nm to accommodate the thickness of the dry brush.  The three colored data points 

correspond to the datasets shown in Figure 4.S2.     

 

One of the keys to making these localized fluorescence measurements is the use of high 

molecular weight polymers to limit the diffusion of the pyrene-labeled probe layer during the 

course of the measurement.  Sufficient annealing needs to be done initially to weld the various 

interfaces of the assembled layers together to create a single consolidated material without any 

air gaps.  This occurs quickly via Rouse modes with interfacial widths of a few nanometers 

easily formed after a few minutes; further diffusion and growth of the interface is then limited by 

the reptation time.
11-13

  Typically, the amount of time necessary to collect data at elevated 

temperatures above Tg is sufficiently small such that simply the use of high molecular weight 

polymers adequately limits the diffusion of the thin pyrene-labeled layer away from its localized 

position.
7,8,14

  However, for the present study, we measured elevated local Tg(z) values around 

140-150 
o
C, necessitating data collection far enough above the transition to accurately identify 

the slope of the liquid regime.  Given the strong temperature dependence of polymer reptation 

times, we decided to lightly crosslink the pyrene-labeled PS layer to further ensure that it would 

remain localized even at these elevated temperatures.  Very few crosslinks would be necessary to 

arrest diffusion, which can be accomplished at a level of crosslink density much less than the 

entanglement density, and as such have no impact on the glass transition of the material.   

The use of ultra-violet (UV) light to crosslink polystyrene has been employed frequently 

in the literature.  Commonly a UV-ozone treatment is done that utilizes two UV wavelengths, 
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185 nm that dissociates molecular oxygen leading to the generation of ozone and 254 nm that is 

absorbed directly by the phenyl ring of PS.
15,16

  The oxygen reaction with the phenyl rings of PS 

occurs rapidly (<5 min) resulting in the formation of a more polar surface containing carbonyl 

and carboxyl species, but its effects are generally limited to the near surface region (≈5 nm) 

because of the limited ability of oxygen to penetrate into the film.
15-17

  In contrast, crosslinking 

by only the 254 nm UV light is a much slower process that can take several hours and penetrates 

much deeper into the film (~1 µm).
17-19

  To minimize chemical changes, we use only the 254 nm 

UV wavelength for a time and intensity that enacts a minimum of crosslinks.  Solvent swelling 

tests were used to confirm that the 254 nm UV exposure did lead to a crosslinked film, while 

several control measurements described below were carried out with fluorescence to ensure that 

the UV exposure did not harm the pyrene dye and affect the accuracy of the Tg fluorescence 

measurement.  The 254 nm wavelength is close the absorption maximum for the phenyl ring of 

PS,
15

 while pyrene primarily absorbs at longer wavelengths because of its larger resonance 

structure.  Thus, predominantly only a handful of PS phenyl rings are being affected by this UV 

process. 

During the sample preparation described above, the 12-nm pyrene-labeled layer was 

lightly crosslinked by exposing it to a UV lamp (UVP compact UV lamp, model UVG-11) with a 

254 nm wavelength prior to floating off the mica surface.  A UV exposure of 10 min with the 

lamp located at a distance of 16 mm from the film’s surface was found to be sufficient to prevent 

diffusion and stabilize the pyrene-labeled PS layer to extended annealing times at 170 
o
C.  The 

pyrene fluorescence emission spectrum is generally unaffected by this UV treatment.  There is 

some photobleaching that occurs indicating loss of some dye, but this does not impact the 
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fluorescence measurement of the glass transition provided that no further photobleaching occurs 

during the course of the measurement, something which is verified after each measurement.  We 

now describe the various tests we conducted to ensure that this UV treatment to lightly crosslink 

the pyrene-labeled layer does not affect the measured glass transition by fluorescence.   

We verified that the 10 min of UV exposure at 254 nm does not alter the ability of the 

pyrene-labeled PS layer to measure the glass transition by directly comparing measurements on 

identical samples with and without this added crosslinking step of the pyrene-labeled probe layer.  

Following the work of Ellison and Torkelson,
14

 we constructed samples with a 24 ± 2 nm thick 

pyrene-labeled PS layer atop a bulk, 270 ± 5 nm underlayer.  The local Tg was measured by 

heating the samples to 130 
o
C, equilibrating for 20 min, and then measuring the fluorescence 

intensity on cooling at 1 
o
C/min as described above.  Figure 4.S4 shows the temperature-

dependent intensity curves for two samples, one where the pyrene-labeled layer was lightly 

crosslinked with 10 min of UV light exposure at 254 nm and another where the sample was 

traditionally made with no crosslinking.  Both samples report at local Tg for the 24 nm thick PS 

free surface layer of 80 ± 2 
o
C.  Repeated measurements on multiple nominally identical samples 

give, for the average and standard deviation of four separate measurements each:  82.5 ± 3.6 
o
C 

for the UV crosslinked and 82.5 ± 4.0 
o
C for the traditionally made samples.  These values are in 

reasonably good agreement with those measured by Ellison and Torkelson
14

 on similar 

multilayer samples.   
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Figure 4.S4.  Temperature-dependent fluorescence intensity data for a 24 nm thick 

pyrene-labeled PS free surface layer atop a bulk PS underlayer for a sample where the 

pyrene-labeled probe layer had been lightly crosslinked using UV light (blue circles) and 

a traditionally made sample without UV crosslinking (red squares).  Data have been 

vertically offset for clarity.   

 

To ensure that this additional crosslinking step adequately limits diffusion of the pyrene-

labeled probe layer even with extended annealing at elevated temperatures, we used a series of 

samples with a 24 ± 2 nm thick pyrene-labeled PS layer atop a bulk, 270 ± 5 nm underlayer to 

measure the local Tg value of this free surface layer as a function of annealing time at 170 
o
C.  

Figure 4.S5 shows that for the samples whose pyrene-labeled layer had been lightly crosslinked 

with 10 min of UV light at 254 nm, the measured local Tg value is stable to annealing at 170 
o
C 

for up to 18 h, while the traditionally made samples without crosslinking eventually show the 

measured Tg value increasing from the initial locally reduced Tg value of the free surface layer to 
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a value closer to that of bulk PS as the 24-nm thick pyrene-labeled PS layer at the free surface 

diffuses throughout the bulk PS film.  Thus, we can conclude that the light crosslinking of the 

pyrene-labeled layer by UV light does not affect the measured Tg value and we do not need to be 

concerned with the diffusion of the labeled layer during the course of our experiments where the 

sample spends ~1 h at temperatures between 130-170 
o
C.   

 

 

Figure 4.S5.  Local Tg measured for a 24 nm thick PS free surface layer as a function of 

annealing time at 170 
o
C under vacuum for samples with (blue circles) and without (red 

squares) 10 min of UV treatment at 254 nm wavelength to lightly crosslink the pyrene-

labeled PS layer.  Each data point represents the average and standard deviation from 

measurements on four different nominally identical samples.   
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Chapter 5  

Experimental Study of Substrate Roughness on 

the Local Glass Transition of Polystyrene 

A version of this chapter is prepared as a paper ready to submit to Journal of Chemical 

Physics by Xinru Huang, Michael F. Thees, William B. Size and Connie B. Roth 

 

5.1 Synopsis 
 

Numerous computer simulations have shown that local dynamics associated with the 

glass transition can be slower next to rough interfaces compared with smooth interfaces.  

However, experimentally no such study has been published to date on a real molecular system.  

Using a hydrogen fluoride (HF) vapor treatment, we created silica substrates with increasing 

roughness that left the surface chemistry unchanged.  The local glass transition temperature Tgs 

near silica substrates with increasing roughness were measured using fluorescence finding an 

increase in local Tg of 10 ± 2 K with increasing root-mean-square roughness Rrms from 0.5 to 

10.9 nm.  Characterization of the substrate roughness needed to create an experimental change in 

the local Tg was found to be quite large leaving the mechanism for this observed behavior 

uncertain.  We explored one possible cause associated with polymer chains being more readily 

able to adsorb to roughened interfaces. 

 

5.2 Introduction 
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The glass transition in thin films has been studied for more than two decades as a means 

of trying to better understand cooperative motion, finite size effects on dynamic heterogeneities, 

and material properties at nanoscale dimensions.
1-11

  However, such confined systems are 

strongly influenced by the details of the interface.  In computer simulations, where the specifics 

of the boundary are defined explicitly, it has been demonstrated that strong qualitative 

differences in local dynamics are observed between smooth and rough boundaries.
6,7,12-18

  

Smooth walls, which can allow lateral sliding of particles, generally result in locally faster 

dynamics,
15,16

 while rough walls, which suppress such a possibility, typically result in locally 

slower dynamics.
7,12,14,17

  Wall roughness in computer simulations has been modeled as particles 

in a frozen liquid structure,
12,13,18

 missing particles or particles of different sizes,
18

 and particles 

in a crystalline lattice.
6,14,17,18

  Although particle layering and local density variations are 

common near such boundaries, Starr and coworkers have demonstrated that perturbations to the 

local dynamics caused by smooth versus rough walls are independent of local density 

changes.
16,17

  In molecular dynamics (MD) simulations of bead-spring polymers, Starr et al. have 

shown that profiles of the local alpha relaxation time τ(z), local glass transition temperature Tg(z), 

and local changes in fragility m(z) are independent of any local changes in density ρ(z).  In these 

simulations, rough walls were modeled as a triangular, crystalline lattice, while smooth walls had 

no lateral (x,y) features.   

Although stark differences in local glass transition dynamics between smooth and rough 

walls have been reported in computer simulations for many years,
6,7,12-18

 an experimental 

comparison of interface roughness in a real molecular system has not been done.  The one 

experimental study published to date compares the aging dynamics of a bidisperse colloidal glass 
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finding strong differences in the local gradient in dynamics near a boundary with a rough or 

smooth wall.
19

  To experimentally investigate the influence of surface roughness in a real 

molecular system not composed of beads, several challenges need to be addressed.  First is the 

important question of what is an appropriate roughness scale to perturb local glass transition 

dynamics and how to meaningfully quantify the surface roughness beyond simply typical root-

mean-square (RMS) roughness values?  Smooth walls in computer simulations are devoid of any 

lateral (x,y) features, which we would designate as ‘artificial computer smooth’, a smoothness 

which is actually not attainable experimentally.  In contrast, rough walls in computer simulations 

were actually intended to better mimic real experimental systems with molecular scale 

roughness.
6,15

  This would likely be akin to a typical experimentally smooth substrate.  An 

experimentally rough interface would likely be quite challenging to simulate because the 

roughness scale could easily be larger than a computationally viable simulation volume.  This 

would suggest that making such a comparison between experiments and computer simulations is 

futile.  However, frequently comparing basic trends between experiments and computer 

simulations are extremely illuminating even if time scales or length scales are decades apart.  

Thus, with this caveat stated, we proceed with trying to experimentally test the basic trend 

observed in numerous computer simulations that rougher walls lead to slower local glass 

transition dynamics.   

The next challenges to address are experimental in nature.  How to reliably create 

different surface roughnesses without changing the surface chemistry or substrate compliance?  

Both these additional factors are known to exert their own influence on local dynamics.
7,17,20-23

  

Here we reliably alter the surface roughness of glass by vapor etching using hydrogen fluoride 
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(HF) for different lengths of time.  This process results in the glass surface retaining its same 

SiO2 surface chemistry,
24,25

 while progressively increasing the surface roughness from root-

mean-square (RMS) values of Rrms = 0.5 to 10.9 nm.  We will more rigorously characterize the 

resulting surface roughness below, but identify here for easy reference this commonly used 

surface roughness parameter.  Using a localized fluorescence method,
8,26-29

 we measure the local 

Tg value of a bottom 12-nm layer of polystyrene (PS) next to the roughened glass interface.  Flat 

SiO2 substrates have been shown to have a neutral, unperturbing influence to local Tg in PS.
8,29

  

Atop the measured bottom 12-nm layer, a thick (590 nm) bulk layer of PS is added to avoid any 

competing perturbations by the free surface.  Care has been taken in the annealing procedure to 

ensure that the bottom polymer layer is fully immersed into the valleys of the roughened 

substrate, while still limiting its diffusion away from the wall.  Consistent with the basic trend in 

computer simulations, we observe an increase in local Tg next to the substrate with increasing 

roughness.  The local Tg increases from the anticipated 101 ± 2 
o
C bulk Tg of PS next to a flat 

SiO2 substrate (Rrms =  0.5 nm) to a local Tg = 111 ± 2 
o
C next to rough SiO2 substrate with Rrms = 

10.9  nm.  We present characterization of the surface roughness needed to cause these changes in 

local Tg and discuss possible influencing factors.   

 

5.3 Experimental Methods 

 
5.3.1 Roughening silica substrates without changing surface chemistry 

Silica substrates with different roughnesses were created by exposure to hydrogen 

fluoride (HF) vapor for various lengths of time.  Hydrofluoric acid (48 wt%) is used to half fill a 

shallow groove (40 mm × 22 mm × 6 mm) in a wax box (depicted in Fig. 5.1a) with the flat 
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silica substrate placed face down across this groove partially covering the opening for the desired 

etching time.  The aqueous HF solution generates a mixture of HF and H2O vapor that form 

“clouds” reacting with the SiO2 surface etching away material into a roughened geometry.  The 

etching mechanism is believed to occur in several steps
24,30

 with HF first being ionized by the 

water molecules on the SiO2 surface 

2HF + H2O ↔  H3O
+ + HF2

−  .                  (1) 

It is primarily the HF2
− ions that rapidly react with SiO2 to generate gaseous SiF4  

SiO2 + 2H3O
+ + 2HF2

−  ↔  SiF4 (gas) + 4H2O  ,     (2) 

with SiF4 being quickly hydrated limiting the back reaction  

SiF4 + H3O
+ + HF2

− + H2O → 2H3O
+ + SiF6

2− .     (3) 

The final products are water soluble and easily removed by sonicating the now roughened silica 

substrates in deionized (DI) water for 5 min, leaving behind a typical silica interface with its 

surface chemistry unchanged.
25

  Compared to traditional wet HF etching in liquid, HF vapor 

etching from an aqueous HF solution introduces less contamination with a more controllable and 

flexible etching environment,
31

 while still giving similar etching rates.
24
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Fig. 5.1.  (a) A side view of the setup used to chemically etch flat silica substrates with HF vapor.  

Hydrofluoric acid (48 wt%) is poured half way into a shallow groove in a wax block.  By placing 

the flat silica substrate face down partially covering the groove, HF and H2O vapor “clouds” 

coming off the acid react with SiO2, leaving a rough silica substrate after rinsing without 

changing the surface chemistry.  (b) Multilayer sample assembled on the rough substrate 

containing at 12-nm thick pyrene-labeled probe layer next to the substrate covered with a bulk 

PS layer to eliminate competing free surface effects.     

 

Atomic force microscopy (AFM) images of the roughened silica substrates were 

collected using a Veeco Dimension 5000 AFM in tapping mode. AFM tips were purchased from 

NanoandMore GmbH with spring constants of 5.4-16 N/m and resonance frequencies of 150-300 

kHz. The radius of AFM tips is 8 nm, resulting in good lateral resolution. For each rough 

substrate, at least three randomly spots on the surface were chosen for scans with 256 × 256 pixel 

resolution on 3 μm × 3 μm, 5 μm × 5 μm or 10 μm × 10 μm areas at 0.25 Hz scanning rate. The 
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resulting 3D images were then corrected by removing both a background tilt and second order 

polynomial to account for the bow of the piezoelectric tube scanner.  

 

5.3.2 Sample preparation and fluorescence measure of local Tg(z = 0) next to rough 

substrate  

Polystyrene films were spin-coated from toluene onto freshly-cleaved mica using either 

neat PS (Mw = 1920 kg/mol, Mw/Mn = 1.26, Pressure Chemical) for the bulk 590 ± 5 nm thick top 

layer or pyrene-labeled PS (Mw = 672 kg/mol, Mw/Mn = 1.3, with 1.4 mol% pyrene, styrene free 

radically polymerized with 1-pyrenylbutyl methacrylate monomer
27-29

) for the 12 ± 1 nm thick 

probe layer placed next to the substrate.  All such layers were independently annealed overnight 

at 120 
o
C under vacuum prior to floating.  In some samples, the PS-pyrene layer was also lightly 

crosslinked using UV light (UVP compact UV lamp, model UVG-11) to limit diffusion at high 

temperatures.
29

  Bilayer sample structures as depicted in Figure 5.1b were assembled by first 

floating the 12-nm pyrene-labeled PS layer onto the rough silica substrates and annealing under 

vacuum at 170 
o
C for 2 h.  At such temperatures, capillary forces readily pull the polymer melt 

into the irregular surface features of the roughened substrate.
32,33

  The 590 nm thick top bulk PS 

layer was then floated on and allowed to dry.  Immediately prior to the fluorescence 

measurements, the sample was equilibrated at 170 
o
C for 20 min allowing the assembled 

multilayer stack to form a consolidated material without any air gaps.
29

  Film thicknesses were 

measured using ellipsometry (Woollam M-2000) where PS films on silicon were fit to a standard 

layer model treating the PS layer with a Cauchy model n(λ) = A + B/ λ
2
 + C/ λ

4
, fitting A and B 
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with C held at the bulk value, and including a 1.25 nm native oxide layer atop the underlying 

silicon substrate.
34

   

Fluorescence measurements were carried out using a Photon Technology International 

QuantaMaster spectrofluorometer with samples mounted in an Instec HCS402 heater.  Pyrene 

fluorescence emission was monitored on cooling at 1 
o
C/min for 3 s every 27 s at an emission 

wavelength of 379 nm, while exciting at 330 nm with band passes kept between 5-6 nm.
26-29

  

After each cooling run, the samples were reheated to the starting temperature to ensure that the 

same initial fluorescence intensity was recovered, verifying that the sample had remained stable 

during the course of the experiment and limited photobleaching occurred.  The local Tg(z) was 

determined from the temperature-dependent fluorescence intensity by fitting straight lines to the 

slope of the intensity data above and below the transition to identify the intersection of the two 

fits.
27-29

   

The influence of flat silica substrates with physically adsorbed PS chains on the local Tg 

next to the substrate interface were also investigated.  For such samples, physically adsorbed 

layers were made by spin-coating 2.5 wt% PS (Mw = 400 kg/mol, Mw/Mn = 1.06, Pressure 

Chemical) toluene solutions onto silica substrates or silicon wafers that were pre-cleaned with 33 

vol% hydrogen chloride (HCl) acid for 20 min before rinsing with DI water resulting in film 

thicknesses of 206 ± 2 nm.  These films were then annealed at 150 
o
C under vacuum for different 

lengths of time to create adsorbed layers.  Free chains were removed immediately after annealing 

by immersing the samples in 50 ml of toluene for 30 min.  The resulting residual layers were 

dried under vacuum at room temperature overnight before measurement of the residual thickness 

hads using ellipsometry on those samples made on the silicon wafers.  For these very thin films 
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(hads < 10 nm), only the film thickness was fit while holding all Cauchy parameters for the index 

of refraction to bulk values (A = 1.5627, B = 0.00788, C = 0.00038).  Multilayer samples, similar 

to that described above, were then assembled for fluorescence measurements by floating a 12 ± 1 

nm pyrene-labeled PS layer directly next to the adsorbed layer, which were then annealed 

together at 170 
o
C for 2 hours, such that the pyrene-labeled chains become well intermixed with 

the adsorbed chains.
29,35,36

  A 590 ± 5 nm bulk neat PS layer was then added to eliminate 

competing effects from the free surface, forming a sample configuration similar to that used in 

our recent study to measure the local Tg next to substrates with end-tethered chains.
29

  Prior to 

the Tg fluorescence measurements, as described above, the complete multilayer stack was 

equilibrated at 170 
o
C for 20 min to consolidate the layers into a single material.   

 

5.4 Results and Discussion 

 
5.4.1 Local increases in Tg next to roughened substrates 

By exposing silica substrates to HF vapor for different lengths of time, different 

substrate roughnesses were created without changing the SiO2 surface chemistry 
24,25

  Without 

knowing a priori what roughness scale was necessary to experimentally cause a change in the 

local Tg, a series of different samples exposed to the HF vapor treatment for increasing lengths of 

time were created until a change in local Tg was observed.  Figure 5.2 plots the measured 

fluorescence intensity at 379 nm on cooling at 1 
o
C/min for four different samples representing 

the different exposure times to HF vapor.  The local Tg next to the silica substrates were 

determined from the change in slope of the temperature dependence of the fluorescence intensity 

following the method developed previously.
8,26-29

  The change in slope arises from the transition 
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in the local thermal expansion around the pyrene dye that occurs at Tg.
8,29,37

  The data in Fig. 5.2 

shows that 5 min of exposure to the HF vapor does not lead to a local Tg change outside of 

experimental error relative to that for a flat substrate, while 10 min of exposure does.  Zero 

minutes represents the typical flat silica substrate giving a local Tg = 100 ± 2 
o
C next to the silica 

substrate consistent with the bulk value of Tg
bulk

 = 101 ± 2 
o
C for PS, in agreement with previous 

observations.
8,29

  The data for the 5 min HF exposure time shown in Fig. 5.2 has a local Tg = 102 

± 2 
o
C, while the 10 and 12 min exposure times give local Tg values of 110 ± 2 

o
C and 112 ± 2 

o
C, respectively.   

 

 

Fig. 5.2.  Temperature dependence of the fluorescence intensity at 379 nm measured on cooling 

at 1 
o
C/min for four representative samples with increasing exposure time to the HF vapor that 

etches the silica substrate:  0 min (typical flat silica substrate) gives a local Tg = 100 ± 2 
o
C next 
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to the silica substrate, 5 min exposure gives a local Tg = 102 ± 2 
o
C, 10 min exposure gives a 

local Tg = 110 ± 2 
o
C, and 12 min exposure gives a local Tg = 112 ± 2 

o
C.   

 

As the exposure time of the silica substrates to HF vapor increases, progressively more 

etching takes place making the silica substrates rougher.  Figure 5.3 plots the local Tg measured 

next to the silica substrates as a function of the RMS roughness Rrms.  We see that as the substrate 

roughness increases from an Rrms = 0.5 nm characteristic of a typical flat silica substrate to an 

Rrms = 10.9 nm for the 12 min of HF exposure, the experimentally measured local Tg next to the 

silica substrate increases by 10 ± 2 K with increasing substrate roughness.  Thus, we have 

experimentally observed the same qualitative trend observed in numerous computer 

simulations
6,7,12-18

 that increasing substrate roughness leads to slower dynamics and a local 

increase in Tg.   
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Fig. 5.3.  Experimentally measured local Tg of 12-nm thick pyrene-labeled PS layers next to 

silica substrates with different roughnesses showing a 10 ± 2 K increase in local Tg with 

increasing substrate roughness.  Top x-axis plots the exposure time to HF vapor used to create 

the roughened substrate, while the bottom x-axis plots the measured RMS roughness Rrms of the 

substrate surface.   

 

As a point of discussion, Baglay and Roth recently observed large and long-ranged Tg(z) 

perturbations near polymer-polymer interfaces.
27,28

 They suggested three possibilities for why 

polymer-polymer interfaces may exhibit differences in comparison to a polymer-free surface 

interface:  increased interfacial width, chain connectivity across the interface, and increased 

interfacial roughness.
28

 We consider here how the substrate roughness needed to create a Tg 

change with the HF vapor treated silica compares to the interfacial roughness of a polymer-

polymer interface.  Bilayer films of PS (~150 nm, Mw = 48.1 kg/mol, Mw/Mn = 1.01) and 

poly(methyl methacrylate) (PMMA) (~200 nm, Mw = 387 kg/mol, Mw/Mn = 1.14) were made and 

annealed at 170 ⁰C for 2 hours under vacuum, allowing the PS/PMMA to establish an 

equilibrium interface.  The roughness of the PS/PMMA interface was then exposed by removing 

the top PS layer by immersing the bilayer sample into a 87/13 vol% cyclohexane/toluene mixture 

for 12 h, following the procedure by Zhang et al..
38

 The undissolved PMMA layer was then dried 

and measured by AFM where the surface roughness was found to be Rrms = 1.2 nm (for a 10 μm 

× 10 μm scan area), not much rougher than a typical experimentally flat silica substrate.  Given 

these results, we conclude that interfacial roughness at polymer-polymer interfaces is unlikely to 

have any impact on the Tg(z) perturbation observed by Baglay and Roth,
27,28

 although we note 
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that their study used higher molecular weights.  As discussed in Huang and Roth,
29

 the Tg(z) 

behavior observed for polymer-polymer interfaces is likely primarily due to chain connectivity 

across the interface.  We note that much larger PS/PMMA interfacial roughnesses (Rrms ≈ 15 

nm) can be obtained with the use of large amounts of compatibilizers and much lower molecular 

weights as demonstrated by Zhang et al..
38

 

 

5.4.2 Characterizing substrate roughness 

The computer simulation studies that observed slower local dynamics next to rough 

interfaces
6,7,12-18

 typically did not formally quantify their substrate roughness.  In many cases the 

difference between “smooth” and “rough” was primarily a qualitative designation where 

“smooth” often refers to a computationally smooth interface with no lateral (x,y) features, while 

“rough” refers to interfaces that contain some lateral structure to the interface in an attempt to 

render more accurately an experimentally realistic surface.  As such the experimentally smooth 

scale essentially starts at what was computationally designated as rough.  In computer 

simulations, the slowing of local dynamics near a rough interface has typically been associated 

with the removal of lateral sliding that can occur next to a (x,y)-featureless wall,
15,16

 which was 

considered experimentally unrealistic.  Thus, unfortunately we are left with little insight from 

computational studies regarding why increasing substrate roughness would experimentally lead 

to local increases in Tg.   

To gain a better understanding of what might be the underlying cause for the 

experimentally observed local increase in Tg with increasing substrate roughness shown in Figure 

5.3, we experimentally characterize the roughness of the substrates used in this study.  
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Unfortunately, meaningfully characterizing surface roughness is a non-trivial problem.  There 

are numerous roughness parameters that have been defined.
39,40

  The most common is the RMS 

roughness  

𝑅rms = ∑ √
𝑧𝑖

2

𝑁

𝑁
𝑖=1      (3) 

where 𝑧𝑖 is the vertical distance between the i
th

 measure of the vertical coordinate z and the mean 

plane defined by ∑𝑧𝑖 = 0.  Another common measure is the mean roughness  

𝑅a =
1

𝑁
∑ |𝑧𝑖|

𝑁
𝑖=1       (4) 

A surface profile that contains no large deviations from the mean plane will have similar values 

of Rrms and Ra.  However, neither Rrms nor Ra informs us about the preference of bumps or holes 

on the surface.  To extract more information about the up or down preference, we need to 

quantify the height distribution.  This is typically done through the skewness Rsk and kurtosis Rku 

to separately describe the symmetry and sharpness of the height distribution:   

𝑅𝑠𝑘 =
1

𝑁 𝑅rms
3 
∑ 𝑧𝑖

3𝑁
𝑖=1        (5) 

𝑅𝑘𝑢 =
1

𝑁 𝑅rms
4 ∑ 𝑧𝑖

4𝑁
𝑖=1         (6) 

Skewness is a non-dimensional quantity that is typically evaluated in terms of having positive or 

negative values.  A skewness of zero suggests an even distribution of data around the mean plane, 

while a strongly nonzero value indicates an asymmetric, one-tailed distribution with either 

frequent peaks (Rsk > 0) or valleys (Rsk < 0).  Kurtosis as the fourth central moment of the height 

distribution indicates the sharpness of the distribution where a Gaussian normal distribution 

would correspond to a kurtosis value of Rku = 3.  Thus, a sharp distribution of Rku < 3 would 

indicate few high peaks or valleys and a broad distribution Rku > 3 would indicate many.   
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Table I gives the measured value of Rrms, Ra, Rsk, and Rku for the four different roughness 

substrates in this study, along with average local Tg value next to the substrates measured using 

fluorescence.  Values are based on AFM measurements of at least three different randomly 

chosen spots on the substrate surface with scan sizes ranging from 3 μm × 3 μm to 10 μm × 10 

μm.  The Rrms and Ra values both indicate that the substrate roughness increases with increasing 

HF exposure time, while the skewness Rsk parameter is close to zero and the kurtosis parameter 

is around 3 indicating a basically symmetric normal distribution for the height profiles.  There is 

no distinctive change observed in the numerical values between the 5 min and 10 min HF 

exposure times where the large change in local Tg occurs.  On average the Rrms and Ra roughness 

values at 5 min are half as rough as those at 10 min.  We also looked for possible correlations 

between the measured local Tg values and other roughness parameters, but found none that stood 

out.  Figure 5.4 plots the height distribution function for these four rough substrates.   

 

TABLE 5.1.  Measured values of the root-mean-square (RMS) roughness Rrms, the mean 

roughness Ra, and values for the skewness Rsk and kurtosis Rku of the height distribution, for the 

four different rough substrates investigate in this study along with the average local Tg measured 

next to the substrate.  
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HF Exposure 0 min 5 min 10 min 12 min 

Local Tg  (
o
C) 101 ± 1.5 101 ± 1 109 ± 2 111 ± 2 

Rrms  (nm) 0.5 ± 0.1 4.9 ± 1.3 9.3 ± 2.4 10.9 ± 4.2 

 mean Ra  (nm) 0.3 ± 0.1 3.5 ± 1.0 6.9 ± 1.8 7.9 ± 3.2 

skewness Rsk – 0.01 ± 0.2 – 0.4 ± 0.2 0.5 ± 0.1 – 0.02 ± 0.1 

kurtosis Rku 3.0 ± 0.2 3.8 ± 1.0 3.9 ± 0.1 2.7 ± 0.1 

 

 

Fig. 5.4.  Height distribution function for the four rough substrates created with different 

exposure times to the HF vapor.   

 

Perhaps more visually informative is the actual rendering of the 3D surface profiles of 

the substrates as measured by AFM.  Figure 5.5 graphs representative 3D topographies of the 

measured height profiles for the four different substrates investigated.  Visually it is clear that the 

substrate surfaces become rougher with increasing HF exposure time, consistent with the 
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quantified Rrms and Ra values given in Table I.  The topographies of the 10 and 12 min HF 

exposure times are noticeably rougher than that for only 5 min of exposure, and all are 

significantly rougher than a flat unexposed silica substrate.  Typical of AFM micrographs, the 

images visually distort the relative scale of the vertical z-direction (in nanometers) relative to the 

horizontal x,y-dimensions (in micrometers).  Keeping this in mind, we see that the roughness 

scale at 10 min of HF exposure needed to create an experimental change in local Tg is enormous, 

and especially surprising that the roughness scale at 5 min of exposure did not cause a 

measureable change in local Tg outside of experimental error.   

 

 

Fig. 5.5.  Representative 3D AFM topographies with their projected landscapes of the rough 

silica substrates investigated in this study, where the z-scale has been made the same in all four 

images for direct comparison. (b) 5 min (3 μm × 3 μm), (c) 10 min (10 μm × 10 μm), and (d) 12 
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min (10 μm × 10 μm) of HF vapor exposure, while (a) represents an unexposed flat silica 

substrate (5 μm × 5 μm).   

 

Figure 5.6 plots the 2D isotropic power spectral density (PSD) curves calculated from 

the AFM profiles shown in Fig. 5.5.  As the Fourier transform of the surface profiles, the PSD 

curve characterizes any repeating lateral features of the roughness profile.  The continuous shape 

of the PSD curves demonstrates that there is no dominating characteristic length scales 

associated with the surface roughness.  The three substrates exposed to HF vapor are all rougher 

than the unexposed flat silica substrate.  As the HF exposure time increases, the roughness 

increases by forming progressively larger feature sizes, where the 10 and 12 min HF exposure 

times are characterized as having micron-sized roughness.  All three HF exposure times appear 

to have the same roughness at small wavelengths down to 20 nm, the smallest roughness feature 

our 8-nm AFM tip can resolve. Thus, we are left to conclude the substrate roughness features 

that lead to an experimental change in local Tg (i.e., between the 5 and 10 min of HF exposure) 

are size scales that would seem unreasonably large to be associated with the glass transition.   
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Fig. 5.6.  Power spectral density (PSD) curves as a function of wavelength corresponding to the 

four different rough substrates shown in Fig. 5.5.  (a) Flat silica substrate (from 5 μm × 5 μm 

scan, black squares), (b) 5 min HF exposure (from 3 μm × 3 μm, open blue circles), (c) 10 min 

(from 3 μm × 3 μm, open red up triangles, from 10 μm × 10 μm, closed red up triangles), and (d) 

12 min (from 10 μm × 10 μm, closed green down triangles). 

 

5.4.3 Other possible influences of increasing substrate roughness: Increased chain 

adsorption?  

Is it possible that the roughened substrate could be having some different kind of 

influence that manifests itself as an increase in local Tg?  Theoretical efforts by Douglas suggest 

that polymer adsorption could occur more readily at a rough substrate interface compared to a 

typical flat interface.
41

  Polymer adsorption to interfaces occurs by the sticking of monomer units 

to the substrate because of small favorable interactions, whose enthalpic contribution multiplies 

as more monomers make contact with the substrate.
42-46

  However, there in an entropy cost 

associated with chain segments remaining in contact with the interface because the chain must 
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distort itself from its natural Gaussian conformation to make these contacts.  At a rough interface, 

the entropy penalty for chain segments making contact with the interface can be less, suggesting 

chain adsorption may occur more readily.
41

  Unfortunately, we cannot experimentally test 

whether the amount of chain adsorption is larger on our roughened substrates.  It is also not clear 

if the presence of such adsorbed chains would result in a local Tg increase.  There are recent 

indications in the literature that this could be the case.
47-51

 

To investigate this possibility further, we carried out experiments on flat substrates to 

determine if the local Tg near the substrate increases when an adsorbed layer is present.  Samples 

were constructed with adsorbed PS layers (Mw = 400 kg/mol) of known thickness hads by the 

typical method of annealing a bulk film for multiple hours at 150 
o
C under vacuum, and then 

rinsing off any unattached chains with toluene.
52,53

  The resulting thickness hads of the adsorbed 

layer was then measured.  Multilayer samples for fluorescence measurements were assembled by 

floating on a 12 nm thick pyrene-labeled PS layer and annealing this structure at 170 
o
C for 2 h 

to intermix the adsorbed chains with the pyrene-labeled probe layer.  A bulk PS overlay was then 

added to eliminate the competing effects of the free surface, and fluorescence measurements 

were carried out as described above to measure the local Tg next to these substrates with 

adsorbed chains.  A series of samples were studied with increasing annealing time at 150 
o
C to 

grow progressively larger adsorbed layers.  Figure 5.7 plots the measured adsorbed layer 

thickness hads for these samples along with the measured local Tg value next to the adsorbed layer 

substrate as a function of the annealing time at 150 
o
C used to create the adsorbed layer.  No 

change in local Tg near the substrate is observed for approximately the first 10 hours of annealing 

at 150 
o
C even though some modest growth in hads is observed.  After 25 hours of annealing, a 
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local Tg increase of ~15 K is observed next to the substrate, where the increase in Tg is found to 

be monotonic with annealing time of the adsorbed layer.  However, the thickness of the adsorbed 

layer hads was not found to grow monotonically with annealing time.  The data in Fig. 5.7 are 

somewhat complicated by the experimental limitations that the ellipsometry measurements of the 

hads thickness need to be done on silicon wafers, while the fluorescence measurements of Tg need 

to be done on silica substrates.  Although both silicon and silica substrates have the same surface 

chemistry and both underwent the same sample preparation treatment together, they are 

nonetheless technically measurements on different samples.  Additional measurements by our 

group have not found the adsorbed layer thickness hads to be a particularly robust parameter with 

considerable variability observed between samples that have undergone the same sample 

preparation procedure.  This suggests to us that hads may not be the best parameter to capture the 

impact of the adsorbed layer on local Tg.   
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Fig. 5.7.  Local glass transition temperature Tg next to substrates with PS adsorbed layers using 

fluorescence and the adsorbed layer thickness hads measured using ellipsometry, as a function of 

the annealing time at 150 
o
C under vacuum used to grow the adsorbed layers on flat substrates.   

 

It is not clear by what mechanism adsorbed chains could be locally increasing Tg.  The 

structure of the adsorbed layer in solutions and melts has been described in terms of trains, loops, 

and tails.
42-45,54-56

  Some studies suggest that the early stage of adsorption may be dominated with 
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short loops and trains, while at longer growth times, tails and larger more loosely bonded loops 

dominate the structure of the adsorbed layer.
45,54,55,57

  The monotonic increase in Tg with 

increasing annealing time of the adsorbed layer, in contrast to the non-monotonic change in the 

measured adsorbed layer thickness hads, may be associated with such internal changes to the 

structure of the adsorbed layer where a predominance of tails at long annealing times may be 

necessary to cause a Tg increase.  The higher prevalence of tails in the late stages of the 

adsorption process may be compared to our recent work investigating the local glass transition 

temperature Tg(z) near end-tethered substrate interfaces.
29

  In this study, we observed a large, 

maximum increase in local Tg(z = 0) next to the end-tethered PS substrates of 49 ± 2 K for an 

optimal grafting density σ = 0.011 chains/nm
2
 within the mushroom-to-brush transition region.  

Although it is not clear why such a handful (~10 vol%) end-tethered chains near a substrate 

interface could have such a large increase in local Tg as the glass transition is not typically 

associated with chain connectivity effects,
29

 it is possible that adsorbed layers with a 

predominance of tails could behave in a similar fashion.  Thus, it is possible that the local Tg 

increase observed next to the roughened substrates with such large roughness features results 

from a greater preponderance of adsorbed chains that contain tails, which may then behave in an 

analogous manner to end-tethered chains.  However, we caution that these results are far from 

conclusive, and much additional research is required to better understand the observed behavior.   

 

5.5 Conclusions 

 
We have experimentally measured the local glass transition temperature Tg next to rough 

silica substrates using a local fluorescence method.  Roughened silica substrates were fabricated 
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using a HF vapor treatment that leaves the surface chemistry unchanged.  Our results show an 

increase of 10 ± 2 K in the local Tg near the substrate with increasing roughness for Rrms values 

of 0.5 to 10.9 nm.  This is qualitatively consistent with numerous computer simulations that have 

compared local dynamics near smooth and rough interfaces, finding slower dynamics and 

increases in Tg next to rough interfaces.
6,7,12-18

  However, the size scale of the roughness features 

we require to experimentally observe an increase in local Tg are significantly larger (micrometer 

sized) compared with length scales typically associated with the glass transition.  We 

investigated one possible explanation for the experimentally observed increase in local Tg near 

such rough interfaces, whereby polymer chains may adsorb more readily to rougher substrates as 

the entropic penalty for monomer units to make contact with the substrate becomes reduced.
41

  In 

this fashion adsorbed layers with perhaps a predominance of tails could behave in a similar 

fashion to end-tethered chains, which we have recently shown can cause a large increase in local 

Tg near the substrate with only a handful of chains within the “mushroom-to-brush” crossover 

region.
29
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Chapter 6  

Summary and Conclusions 

In this dissertation, I measured the global and local material properties of polymer films 

under different boundary conditions using ellipsometry and a modified fluorescence technique 

originally developed by Torkelson’s group.
1
 Ellipsometry was used to study how the glass 

transition temperature Tg and specific volume vsp changed as I decreased the total film thickness 

h of PS on flat silicon wafers. Spectrofluorometry locally measured Tg(z) inside PS matrices near 

both end-tethered and rough silica substrates without the free surface effect. To achieve such 

local Tg measurements, a 12 ± 1 nm thick labeled PS layer with a fluorescence Tg sensitive 

pyrene dye was inserted at a distance z from different interfaces, thereby mapping the local Tg(z) 

profiles. 

The fundamentals of Tg(h) variations in thin polymer films has puzzled the field for over 

20 years. How do other material properties correlate with this whole film Tg(h) change? People 

also observed different interfacial conditions, such as polymer-air, polymer-substrate, polymer-

liquid and dissimilar polymer-polymer interfaces, that can significantly alter local dynamics of 

polymer films and eventually affect the whole film glass transition behavior. Are there any 

intrinsic material length scales that are coupled to the observed perturbative effects due to 

interfaces? How similar and different are those perturbations regarding their strength in altering 

local dynamics? 

Prior to my work published as an editor’s choice in 2016 Journal of Chemical Physics,
2
 

there existed experimental studies trying to correlate Tg(h) variations with other material 
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properties including physical aging,
3–7

 viscosity,
8–10

 modulus,
11–14

, and permeability.
15

 However, 

changes in mass density ρ (or specific volume vsp) in thin polymer films have been little studied 

with a controversy in the trends of ρ(h). In the late 1990s, studies on both supported and 

freestanding PS films using neutron reflectivity
16

 and Brillouin light scattering
17

 showed no 

change in the density of PS films to within ± 1 % down to film thickness of 6.5 nm. Some recent 

studies claim to see a density increase of 25-30 % for film thicknesses below ~25 nm.
18,19

 In 

2011, theoretically, a thermodynamic model proposed by White and Lipson predicted the 

temperature-dependent specific volume for the liquid state in thin freestanding PS films.
20

 In this 

equation-of-state model, film expansion with decreasing thickness arises from a reduction in the 

attractive energy between polymer segments due to the missing interactions at the free surface. 

Based on the small predicted increase in the liquid vsp of ~ 0.5 %, their calculated Tg values are in 

remarkable agreement with the experimental low MW PS freestanding films from literature.
21

 

More recently, they have also expanded this model to incorporate substrate interactions and treat 

supported polymer films.
22

 Unfortunately, the lack of precision and controversy in the previous 

density measurements in polymer thin films were not able to provide evidence for White and 

Lipson’s theory. Before my contributions in Chapter 3, the field did not have such a detailed 

ellipsometry study of supported PS thin films while exploring the validity of Lorentz-Lorenz 

formula in converting n(h) into vsp(h).  

One of my significant contributions to the literature is showing the lack of correlation 

between the specific volume vsp and Tg(h) depression in supported PS films. In Chapter 3, I 

found that both the liquid and glassy vsp are non-monotonic as a function of film thickness h. 

They start to deviate from bulk at ~120 nm, and at 65 nm they have a maximum increase of (0.4 
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± 0.2) %, and then specific volume drops back to the bulk value at ~40 nm. This magnitude in 

percentage increase in vsp is consistent with the theoretical prediction by White and Lipson and 

all within the experimental error of previous studies ± 1 %.
16,17

 For films thinner than 30 nm, we 

believe the dramatic decrease in the specific volume is not real and likely due to the breakdown 

of the Lorentz-Lorenz formula. The non-monotonic behavior of vsp in both liquid and glassy 

states suggest that there is no correlation between the monotonic Tg(h) decrease and the density 

change in supported PS films. Most recently, inspired by this work, Yixuan Han and Alan 

Rohrbach are looking into the specific volume changes vsp of supported poly(methyl 

methacrylate) (PMMA) and poly(2-vinyl pyridine) (P2VP) films as a function of film thickness h 

using exactly the same experimental procedures, in order to see whether or not different 

polymer-substrate interactions affect the density variations in polymer films.  

After my work in Chapter 3, two computer simulations works were published looking 

into density variations in freestanding polymer films with decreasing film thickness that both 

cited my paper.
2
 Both Stevenson et al.

23
 and Lock et al.

24
 observed density (specific volume) 

changes as they decreased the film thickness in their molecular dynamics simulations. 

Specifically, Stevenson et al. used a standard bead-spring model to simulate freestanding 

polymer films with their results supporting the idea that the shift in Tg of thin polymer films is 

controlled by molecular packing or density.
23

 This is in contradiction with what I observed 

experimentally.
2
 Lock et al. did atomistic level simulations studying molecular packing of 

polysulfone (PSF) to look into different kinds of physical properties of thin PSF freestanding 

films.
24

 They found that Tg shifts with film thickness did not happen at the same film thicknesses, 

from 100 nm to 10 nm, as the specific volume changes, in qualitative agreement with my 
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experimental observations. Neither of the simulation works observes a nonmonotonic behavior in 

the specific volume as a function of film thickness.  

The unknown influence of the free surface effect in Chapter 3 causes difficulty in 

interpreting our thin film data. As a result, for the second half of my dissertation, I focused on 

studying the local glass transition temperature Tg near different substrate conditions without the 

free surface effect using fluorescence spectroscopy. Previously in our lab, Baglay and Roth 

successfully measured the local Tg(z) profiles across dissimilar polymer-polymer interfaces 

avoiding the free surface.
25–27

 To achieve the long length scale of Tg as a function of distance z 

from a polymer-polymer interface, they have to anneal the interface to equilibrium. Therefore, 

Baglay and Roth proposed three potential explanations for the hundreds of nanometers long Tg(z) 

profiles that arise during the annealing procedure, especially compared to a polymer-air 

interface.
26

 First, there is a broadening of the interfacial region. The interfacial width of a 

polymer-air interface is only ~0.5 nm, which is about ten times smaller than that at a polymer-

polymer interface.
26

 Second, there is chain interpenetration happening at the polymer-polymer 

interfaces. Chapter 4 in this dissertation aimed to independently study how chain tethering at the 

interface perturbs a PS matrix with different grafting densities.
28

 Third, there is more interfacial 

roughening at polymer-polymer interfaces due to the smaller interfacial tension compared to a 

polymer-air interface. Chapter 5 of my dissertation focused on isolating the effects from a rough 

substrate and investigated how various surface roughnesses alter the local Tg dynamics.  

Prior to my work of Chapter 4 published in 2017 ACS Macro Letters,
28

 studies of the 

average glass transition temperature Tg(h) of thin PS films with substrate grafted chains dated 

back to Keddie and Jones in 1995.
29

 Over the last two decades, people have reported both 
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increases,
30-32

 and decreases
33

 in the whole film Tg(h) value relative to films of equivalent 

thickness on grafted substrates. However, such measurements are complicated by the presence of 

a strong and potentially dominating, free surface effect. The only existing study measuring the 

local Tg at a tethered substrate without the free surface effect is from Lan and Torkelson.
34

 They 

observed a large Tg increase of ~35 K of chains end-tethered to a substrate with a grafting 

density of ~0.3 chains/nm
2
.  

In Chapter 4, I measured the local Tg(z = 0) at the tethered substrate with grafting 

densities from 0.004-0.042 chains/nm
2
 and observed an optimum grafting density of σ = 0.011 

chains/nm
2
 that results in a maximum Tg increase of 49 ± 2 K, which corresponds to the 

“mushroom-to-brush” crossover regime. The length scale of the optimum grafting density over 

which this Tg(z) perturbation persists from the interface is ~100-125 nm, and is comparable to 

our group’s recent work of PS next to a higher-Tg polymer such as polysulfone.
26

 I made two 

significant contributions to the literature in this Chapter 4. One is finding that the volume 

fraction of tethered chains near the substrate region that leads to this maximum Tg increase is 

only ~10 %. This tells us it does not take many grafted chains to have a big impact on Tg. The 

other is suggesting that chain tethering may play a dominating role in deciding the long ranged 

Tg(z) profiles near polymer-polymer interfaces, compared to the interfacial roughness effect 

studied in Chapter 5.  

In Chapter 5, I am interested in studying how surface roughness changes the local Tg 

dynamics. Prior to my work, there is no published experimental study of measuring polymer 

dynamics next to a rough substrate because of many experimental difficulties. The only related 

experimental work is from an American Physical Society (APS) presentation by Panagopoulou 
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and Napolitano, who looked into how surface roughness influenced the segmental mobility of 

thin polymer films using dielectric spectroscopy.
35

 However, their results contradict with the 

slowing down motion observed in many simulation works.
36-39

  

The rough substrates with similar surface chemistry were made by exposing flat silica 

substrates to hydrofluoric (HF) vapor for different lengths of time. I observed a monotonic Tg 

increase of up to 111 ± 2 ⁰C as the root-mean square roughness Rq increases from 0.5 nm to 10.9 

nm. One possible explanation for the Tg increase we investigated was the theoretical suggestion 

that adsorption can occur more readily at a rough substrate due to a smaller entropy penalty.
40

 To 

test this idea, we grew different adsorbed layers on flat silica substrates and locally measured Tg 

at various adsorbed layers avoiding the free surface effect. Our results indicate that Tg also 

increases monotonically with adsorption at longer times suggesting that adsorption on a rough 

substrate may be the reason why Tg increases. The 10 ± 2 K increase in Tg next to a rough 

interface is almost five times smaller than the Tg increase next to a tethered substrate with a 

grafting density of σ = 0.011 chains/nm
2
.
28

 This suggests that interfacial roughness may not play 

as important a role as chain tethering in deciding the Tg(z) profiles next to dissimilar polymer-

polymer interfaces.  

These results of my Ph.D. work have left a number of open questions regarding the 

mechanism behind the slow down motion next to both end-tethered and rough substrates. Why 

and how does Tg increase at the grafted substrate? We suspect that this chain connectivity effect 

may be related to when chain dynamics can follow Gaussian dynamics.
28

 Do the tethered chains 

alter local mobility in a similar way as free chain ends? I can imagine simulation work looking at 

the tethered chains’ conformation in a polymer matrix would be very interesting and possibly 
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helping explain local Tg increases at a tethered interface. Is the adsorption the only and real 

explanation for the Tg increase observed at the rough substrate? Or is it perhaps a pure geometric 

effect? Douglas also suggested more interactions can happen between polymer chains and a 

rough wall compared to a flat wall.
40

 Does the rough substrate somehow change the interfacial 

interactions? Finally, is it appropriate to suspect that the microstructure of adsorbed layers at 

longer annealing times contribute to Tg increases next the rough substrate? How similar are tails 

of adsorbed layers to end-tethered chains? At a first glance, they do not look that different.  
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