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Abstract 

 

APPLICATIONS OF NEXT-GENERATION SEQUENCING STRATEGIES FOR THE 

IDENTIFICATION AND CHARACTERIZATION OF ENHANCERS IN PLANTS  

 

By Kelsey A. Maher 

 

The transcriptional regulatory structure of plant genomes remains poorly defined relative to 

animals. It is unclear how many cis-regulatory elements exist, where these elements lie relative to 

promoters, and how these features are conserved across plant species.  This is due in part to the challenges 

presented by plant tissues, including a resilient cell wall, an abundance of extra-nuclear DNA, and the 

inability to maintain single-cell types via cell culture, making them less than ideal candidates for the latest 

next-generation sequencing technologies.  Here we present two approaches to isolate nuclei with high purity 

from plant tissues for input into Assay for Transposase-Accessible Chromatin with high-throughput 

sequencing (ATAC-seq).  We used this method to delineate open chromatin regions and transcription factor 

(TF) binding sites across the Arabidopsis thaliana, Medicago truncatula, Solanum lycopersicum, and Oryza 

sativa genomes.  We find that the majority of open chromatin regions lie within 3 kb upstream of a 

transcription start site, and that TF-gene networks in the root tips are broadly conserved between the four 

species.  Comparative ATAC-seq profiling of Arabidopsis root hair and non-hair cell types revealed 

extensive similarity on a global level, while TF motif analysis of differentially accessible chromatin regions 

identified a MYB-driven regulatory module unique to the hair cell’s fate and function.  Finally, we generate 

single-cell type chromatin immunoprecipitation (ChIP-seq) datasets for the four histone modifications 

conserved across animal enhancers.  Combined with our single-cell type chromatin accessibility data and 

available nascent transcript data, we compare the conservation of enhancer epigenetic characteristics 

between Arabidopsis thaliana, Homo sapiens, and Drosophila melanogaster.  While animal promoters and 

enhancers show characteristic bimodal histone mark deposition and bidirectional transcription, this analysis 

revealed that Arabidopsis thaliana promoters and enhancers exclusively exhibit histone mark deposition 

and transcription in the sense direction, which may speak to a fundamental difference between 

transcriptional initiation in the plant and animal kingdoms.  Together this work has interrogated the location, 

quantity, and characteristics of putative enhancers in plants on multiple levels, in multiple species, and in 

multiple cell types, and has generated new methodologies for the continued investigation of cis-regulatory 

elements in plants in the future. 
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CHAPTER 1: INTRODUCTION 

 

 

Gene Expression Regulation Begins with DNA 

The regulation of transcription is the most fundamental and versatile tool in the arsenal of living 

organisms.  The ability to control gene expression impacts all functions of living creatures, allowing 

bacteria to defend against microscopic assailants and providing plants and animals the ability to respond in 

real time to ever-changing environmental demands.  Even more remarkably, it allows a single-celled zygote 

to develop into a mature adult, a being comprised of hundreds of distinct cell types, each with different 

form and function but nonetheless identical genetic information.   

The regulation of these processes begins on the molecular level with our genetic information, in the 

form of double-stranded molecules of deoxyribonucleic acid (DNA).  Comprised of a sugar-phosphate 

backbone and nucleotide bases (adenosine (A), thymine (T), cytosine (C), and guanine (G)), the specific 

bonding of bases between two DNA strands (A with T, C with G) stores information that can be faithfully 

maintained through replication, allowing it to be passed on to future offspring.  The diploid human genome 

is comprised of over 6 billion nucleotide base pairs (bp), resulting in strands of DNA that stretch ~2 meters 

long when laid end to end.  This composite molecule – longer than the average person is tall – is a 

tremendous amount of information to fit into a cell ten times smaller than the period at the end of this 

sentence.  How can such an extraordinary feat be accomplished? 

 

DNA is Packaged into Chromatin 

Much like thread on a spool, the genome is packaged into units called ‘nucleosomes’ made of ~147 

base pairs (bp) of DNA wrapped around an octamer of proteins called ‘histones’(Kornberg 1977, Luger, 

Mader et al. 2000).  Histone proteins contain both a ‘globular domain’, which comprises the core of the 

nucleosome, and a ‘tail domain’, which extends from the periphery.  The degree to how tightly the 

nucleosome associates with the DNA is determined in part by which chemical modifications are added to 
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the amino acids of the histone proteins; most commonly, the residues in the histone tail domain are 

modified, though amino acids in the globular domain can be altered as well.  By virtue of their highly basic 

amino acid composition, histones are positively charged proteins, making them electrostatically attracted 

to DNA, whose phosphate backbone carries a negative charge.  Modifications can decrease the histone’s 

positive charge (e.g. acetylation, phosphorylation), causing a decreased attraction between the nucleosome 

and the DNA.  Additionally, these marks as well as modifications which do not alter charge (e.g. 

methylation) can impact attraction by recruiting protein factors referred to as ‘readers’ to the site, which 

either contain regulatory domains themselves or in turn recruit additional regulators. 

Furthermore, modifications can generate or inhibit binding sites for other trans-acting protein 

factors.  These chemical groups are added and removed after the histones have been translated and 

processed, making them posttranslational modifications (PTMs) to the histone proteins.   

Each standard, canonical nucleosome is comprised of two H2A-H2B histone dimers, and a dimer 

of histone H3-H4 dimers (Arents, Burlingame et al. 1991).  Just as histones can be altered after the fact by 

post-translational chemical modifications (PTMs), variant forms of histones are encoded in the genome and 

can expressed for a range of purposes.  Core histones (H2A, H2B, H3, H4) are generated during S phase of 

the cell cycle when extra nucleosomes are required to package the newly synthesized duplicate DNA for 

cell division (Marzluff and Duronio 2002).  Histone variants are expressed independent of replication, and 

are incorporated into nucleosomes in the place of their core histone counterparts (Marzluff, Gongidi et al. 

2002), either  passively or by the activity of ATP-dependent chromatin remodeling complexes (Clapier and 

Cairns 2009).  Common variants include CENP-A, a H3 variant crucial for establishing and maintaining 

centromere identify (Palmer, O'Day et al. 1991), and H2A.X, involved in repair of DNA at double-strand 

breaks (Lowndes and Toh 2005, Morrison and Shen 2009).  Ultimately, by packaging DNA around histone 

octamers the large, unwieldly linear genome is condensed into the more compact ‘beads on a string’ 

nucleosome array approximately 11 nanometers wide (Olins and Olins 1974).   

It should be noted that nucleosomes are not spaced in a regular distribution across the genome.  

Nucleosomes are actively slid, condensed, disassembled, and even evicted from their positions by ATP-
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dependent chromatin remodeling complexes to allow – or bar – free-floating trans-acting factors access to 

the underlying DNA sequence (Clapier and Cairns 2009, Luger, Dechassa et al. 2012).  As different 

sequences are required at different stages of the life cycle, the spacing and compaction of nucleosomes can 

change both subtly and dramatically throughout the life of the organism.   

 Higher orders of compaction are utilized to condense the genome even further.  With the addition 

of linker histone H1 (Robinson and Rhodes 2006) and proteins including HP1 (Canzio, Chang et al. 2011) 

and Polycomb (Francis, Kingston et al. 2004), nucleosome arrays are folded into a ~30 nm chromatin fiber 

(Song, Chen et al. 2014).  This fiber is compacted into chromatin domains ranging 300 nm – 700 nm in 

diameter, with regions secured to the nuclear periphery by nuclear lamins (Amendola and van Steensel 

2014).  These Lamina-Associated Domains (LADs) along with Topological-Associated Domains (TADs) 

help organize the epigenome into interactive, functional units by facilitating long-range chromatin 

interactions (Gonzalez-Sandoval and Gasser 2016). 

Finally, in preparation for specific stages of the cell cycle, chromatin domains are further condensed 

and organized into mitotic chromosomes.  These remarkable structures represent a 10,000-fold compaction 

of the original linear DNA, and allow for the easy partitioning of genetic material between daughter cells 

during cellular replication.  Several protein factors and complexes, including topoisomerase II, condensin, 

cohesin, and hyperphosphorylated linker histone H1 are required to achieve this incredible degree of 

compaction (Nasmyth and Haering 2009, Hirano 2012) (Figure 1.1). 

 

Heterochromatin 

The compressed form of chromatin, referred to as heterochromatin, encompasses a wide variety of 

condensation states with a multitude of purposes in the cell.  During the radical process of cellular 

replication, where the genetic information is physically manipulated, heterochromatin structures protect 

regions which endure high levels of mechanical stress such as telomeres – the ends of chromosomes – and 

centromeres – where the mitotic machinery attaches to each chromosome (Buhler and Gasser 2009).  

Compaction also severely inhibits transcription, as the nucleotide base sequence itself must be accessible 
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to be ‘read’ by trans-acting protein factors in order to generate RNA and later create functional protein.  

Thus, most genetic sequences caught in a region of constitutive heterochromatin are transcriptionally 

silenced as they are inaccessible to trans-factors.  This phenomenon is often used to the cell’s advantage.  

Long regions of genomic repeats, usually indicative of invasive viral DNA, are condensed into constitutive 

heterochromatic regions to prevent their activation (Pikaard and Mittelsten Scheid 2014, Strome, Kelly et 

al. 2014, Allshire and Ekwall 2015, Martienssen and Moazed 2015).  This is achieved by a variety of 

mechanisms, including deacetylating histones, trimethylating lysine nine of histone 3 (H3K9me3), 

recruiting heterochromatin architectural proteins such as HP1, and establishing cytosine methylation on the 

surrounding DNA.  While constitutive heterochromatic regions remain compacted throughout the cell 

cycle, facultative heterochromatin can be reversibly established during specific stages of the cell cycle or 

development.  Rather than H3K9me3, regions of facultative heterochromatin are marked by H3K27me3, 

which in turn recruits a variety of factors, including the chromatin-compacting Polycomb Repressive 

Complexes (PRCs).  This pathway is used to stably and reversibly silence genes and regulatory elements, 

allowing the cell to deactivate unused developmental pathways as needed.   

 

Euchromatin Contains Genes, Promoters, and Cis-Regulatory Elements 

Much of the epigenome exists in a non-condensed state, called euchromatin, comprised largely of 

gene-rich regions.  Euchromatin lacks the three-dimensional compaction created by the architectural 

proteins present in heterochromatin.  Specialized transcription factors, called ‘pioneer TFs’, have the unique 

ability to associate with their target DNA binding sequence, or ‘transcription factor motif’, regardless of 

whether the motif is freely available or packaged into a more condensed chromatin structure (Sherwood, 

Hashimoto et al. 2014, Soufi, Garcia et al. 2015).  Working in concert with chromatin remodeling 

complexes, these pioneer transcription factors can convert regions of heterochromatin into euchromatin.  

While every element in euchromatic regions is not active simultaneously, the decondensed chromatin 

structure means that these sequences are accessible to trans-acting machinery and may become more easily 

activated.   
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Accessible chromatin regions are historically referred to as nucleosome-free or nucleosome-

depleted regions (NFRs, NDRs) due to their lack of signal from chromatin immunoprecipitation with 

sequencing (ChIP-seq) assays.  It has become clear that, rather than these regions being devoid of 

nucleosomes entirely, this absence of ChIP-seq signal is due to the high rate of turnover the nucleosomes 

experience in these regions.  As nucleosomes compete for binding sites with DNA-binding transcription 

factors, histones are not associated with the region for a long enough duration to be registered by the assay.  

Additionally, many NDRs/NFRs contain histone variants that are susceptible to the high salt concentrations 

used in many ChIP-seq procedures, making them vulnerable to eviction during the assay itself (Jin and 

Felsenfeld 2007, Henikoff, Henikoff et al. 2009, Jin, Zang et al. 2009).  As a result, a key characteristic of 

regulatory elements in euchromatin is their hypersensitivity to chromatin accessibility-probing assays, such 

as DNase-seq (Boyle, Davis et al. 2008), MNase-seq (Yuan, Liu et al. 2005), and ATAC-seq (Buenrostro, 

Giresi et al. 2013, Buenrostro, Wu et al. 2015) (Figure 1.2).  Other nucleosomes in euchromatin, especially 

the well-positioned nucleosomes flanking the borders of regulatory elements, are often marked with a wide 

range of histone PTMs.  These modifications can denote classes of genomic elements (i.e. H3K36me on 

gene bodies) as well as the level of activity of the region (H3K4me3 on active promoters, 

H3K4me3/H3K27me3 on a bivalent/poised promoters (Bernstein, Mikkelsen et al. 2006)). 

A primary feature of euchromatin is that it houses genes, sequences in DNA that code for RNA and 

subsequently, in many cases, protein products.  Gene sequences are comprised of nucleotide bases which – 

after being transcribed into an intermediary RNA molecule – may be ‘read’ sequentially by a ribosome in 

groups of threes.  Each trio of bases codes for a specific amino acid, allowing the genetic DNA sequence 

to be converted into functional protein.  Gene bodies begin with the transcription start site (TSS), where the 

cellular machinery will begin the process of transcribing the DNA sequence of the gene body into RNA.  

Genes are regulated by at least one promoter, located ~50-200 bp upstream of the gene’s TSS, which can 

be identified by a variety of conserved sequence combinations, including CpG islands and TATA boxes.  

Promoters recruit transcriptional machinery, including general transcription factors and RNA Polymerase 

II, to form the Pre-Initiation Complex (PIC) at the TSS in preparation for genic transcription.  In this way, 



 6 

promoters allow genes to be expressed at a basal level; however, to exert any finesse over the degree, 

timing, and location of transcriptional output, organisms need the input of cis-regulatory elements (CREs). 

Cis-regulatory elements (CREs) act by largely the same basic mechanism, by providing a binding 

platform for trans-acting factors in the nucleoplasm (Sims, Belotserkovskaya et al. 2004, Voss and Hager 

2014).  These platforms are comprised of a collection of transcription factor (TF) binding motifs, short 

sequences of DNA about 6-12 base pairs long.  Because TF binding motifs are often degenerate, meaning 

a single protein factor can bind to a variety of similar but non-identical sequences, TFs are recruited to 

regulatory regions by more than simply their baseline affinity for the DNA motif.  Numerous forces work 

in concert to allow TFs to bind in high concentrations to regulatory elements, including the opening of new 

binding sites by chromatin remodeling, the inhibition of nucleosome repositioning, the bending of the DNA 

molecule into a more favorable architecture, and the affinity of TFs for neighboring TFs or co-factors (Spitz 

and Furlong 2012).  However, despite the commonality of this basic mechanism, different categories of cis-

regulatory elements fulfill very distinct functions in the cell.  Silencer CREs provide a binding platform for 

repressor factors and in turn suppress the activity of target promoters.  This silencing can be achieved by 

the element’s direct interference with the basal transcriptional machinery, or by competing with enhancer 

elements, but ultimately results in the reduction of transcriptional output of the target genes (Ayer and 

Benyajati 1990, Petrykowska, Vockley et al. 2008, Vokes, Ji et al. 2008).  Insulator CREs have one of two 

main functions: first, to act as a boundary to prevent the spread of heterochromatin into euchromatic areas, 

or second, to restrict promoter-stimulating activity from affecting regions beyond the local chromatin 

domain (Gaszner and Felsenfeld 2006).  Enhancers, a third type of cis-regulatory element, recruit 

transcription factors to activate a target promoter, resulting in the increased transcriptional output of the 

target gene.  Enhancers are perhaps the best characterized of the cis-regulatory elements to date, and their 

identification and characterization, especially in plant genomes, are a focus of this dissertation. 

 

Enhancers 
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Enhancer elements are a highly conserved type of genetic control mechanism, and have been found 

in a diverse array of organisms, from complex eukaryotes (Schwaiger, Schonauer et al. 2014, Villar, 

Berthelot et al. 2015, Zhu, Zhang et al. 2015, Weber, Zicola et al. 2016) to rudimentary bacteria (Xu and 

Hoover 2001) and viruses (Berg, Popovic et al. 1984).  On a molecular scale, genetic enhancers consist of 

DNA sequences ranging between tens to hundreds of base pairs in length.  These sequences are comprised 

of a modular collection of transcription factor binding motifs which in turn act as an assembly platform for 

trans-acting factors (Lee and Young 2000, Spitz and Furlong 2012).  Similar to promoters, enhancers act 

as a binding site for sequence-specific transcription factors (TFs), general TFs, and co-factors, which in 

turn physically associate with RNA Polymerase II to form the Pre-Initiation Complex (PIC) (Sainsbury, 

Bernecky et al. 2015). In turn, larger molecular machinery is recruited.  This includes the protein complex 

scaffold, Mediator (Ebmeier and Taatjes 2010, Kagey, Newman et al. 2010, Poss, Ebmeier et al. 2013), and 

cohesin (Kagey, Newman et al. 2010, Schmidt, Schwalie et al. 2010, Faure, Schmidt et al. 2012), which 

stabilizes the enhancer-promoter interaction.  Furthermore, nucleosome remodelers and histone modifying 

proteins such as the  histone acetyltransferase CPB/p300 (Vernimmen and Bickmore 2015) are recruited to 

make alterations to the surrounding epigenomic landscape.     

Ultimately, the cis-regulatory element and its associated trans-factors will maneuver in 3D space 

to interact with a target promoter (Carter, Chakalova et al. 2002, Tolhuis, Palstra et al. 2002, Ghavi-Helm, 

Klein et al. 2014).  The close association of these elements and their accompanying factors enriches the 

local microenvironment (Lemon and Tjian 2000, Kulaeva, Nizovtseva et al. 2012) for activating TFs and 

assembled transcriptional machinery, and stimulates the transcription of the target gene.  The RNA 

molecule that is produced will then be processed to generate a functional protein, or go on to have 

biochemical activity itself.  By serving as a binding platform for a variety of factors and complexes, 

enhancers act as a crucial mechanism to integrate a myriad of cellular signals into meaningful 

transcriptional output.  This allows the cell and the organism at large to respond dynamically to both internal 

cues (i.e. developmental signals) and external cues (i.e. environmental stimuli) alike, permitting it to 

maintain precise spatiotemporal control over its gene expression. 
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Enhancers are Challenging to Study 

Enhancers provide a crucial and necessary function to the cell, but these elements have historically 

presented an enormous challenge to study.  Promoters can be readily identified by a suite of characteristics, 

from conserved sequence motifs (TATA boxes and CpG islands), to their proximal location upstream of 

gene bodies, and even by their preference to function in the forward orientation with respect to their target 

gene (Kim and Shiekhattar 2015).  Enhancers, in contrast, have startling few commonalities between 

elements.  Beyond the DNA-binding motifs of individual TFs, this class of cis-regulatory sequences lacks 

any sort of overarching sequence conservation (Villar, Berthelot et al. 2015).  Enhancers have been found 

to be able to act in both ‘forward’ and ‘reverse’ orientations with regard to their target promoter, and 

functional elements have been found to be abundant in both the genic and intergenic regions of the genome.  

Additionally, while evidence suggests that enhancers preferentially regulate the most proximal promoter 

(Heintzman, Hon et al. 2009, Anders and Huber 2010, Creyghton, Cheng et al. 2010), other elements have 

been characterized up to tens of thousands of base pairs away from their target promoters, or even on 

entirely separate chromosomes (Lettice, Heaney et al. 2003, Kleinjan and van Heyningen 2005, Ong and 

Corces 2011).  Taken together, this remarkably permissive profile leaves very little concrete criteria on 

which to positively identify an enhancer element in a discriminating manner, making the study of these 

elements uniquely challenging.   

 

Animal Enhancers have a Unique Set of Secondary Characteristics 

Over the past decade and a half, the combined efforts of the Encyclopedia of DNA Elements 

(ENCODE) Project (2004, 2012) and modENCODE (Boley, Wan et al. 2014) have vastly accelerated the 

characterization of regulatory elements in humans and animal models.  Beginning in 2003 (Birney, 

Stamatoyannopoulos et al. 2007), the ENCODE Project represents a massive consortium effort to analyze 

thousands of experimental and computational datasets in order to better understand the functional elements 

of the metazoan genome.  While originally focused on humans, the database has expanded to include over 
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13,000 datasets for human, mouse, Drosophila, and Caenorhabditis elegans, encompassing a variety of 

tissues, cell lines, and physiological states (Davis, Hitz et al. 2018).  Through these analyses and others, the 

epigenetic qualities of enhancer elements in animal species came into focus.   

First and foremost, regulatory elements are binding platforms for transcription factors and 

regulatory machinery.  Techniques that probe the relative accessibility of chromatin to trans-acting factors, 

especially high-throughput next-generation sequencing technologies including MNase-seq (Yuan, Liu et 

al. 2005), DNase-seq (Keene, Corces et al. 1981, McGhee, Wood et al. 1981, Boyle, Davis et al. 2008), and 

ATAC-seq (Buenrostro, Giresi et al. 2013, Buenrostro, Wu et al. 2015) (Figure 1.2), reveal that enhancers 

and other regulatory regions of DNA preferentially exist in areas of open chromatin (Tsompana and Buck 

2014, Jiang 2015).  ChIP-seq assays have revealed that a variety of trans-acting factors, including paused 

RNA Polymerase II, Mediator, CPB/p300, and others remain associated with these accessible regions 

consistently enough to be used as identifying features of enhancers in their own right (Zentner and Scacheri 

2012, Heinz, Romanoski et al. 2015).  The DNA of active enhancers is often hypomethylated, similar to 

that of active promoter elements  (Angeloni and Bogdanovic 2019).  Also similar to active promoters, active 

enhancers have been shown to produce transcripts, called ‘enhancer RNAs’ or ‘eRNAs’.  This species of 

non-coding RNA varies widely, with some molecules being short and transcribed bi-directionally, and 

others being long, uni-directional, and polyadenylated.  While the exact function of eRNAs has yet to be 

determined, speculations range from the small RNAs serving a TF-recruiting mechanism to being a mere 

by-product of an over-active RNA Polymerase II (Lai and Shiekhattar 2014).   

Enhancers are enriched for nucleosomes with histone variants H2A.Z and H3.3, whose instability 

is proposed to contribute to the hyperaccessibility of enhancers (Barski, Cuddapah et al. 2007, Jin and 

Felsenfeld 2007, Wang, Zang et al. 2008, Henikoff, Henikoff et al. 2009, Jin, Zang et al. 2009).  

Furthermore, through the use of genome-wide chromatin immunoprecipitation with high-throughput 

sequencing (ChIP-seq), a variety of histone posttranslational modifications (PTMs) have been found to be 

associated with the well-positioned nucleosomes that flank enhancers (Wang, Zang et al. 2008, Hawkins, 

Hon et al. 2010, Ernst, Kheradpour et al. 2011, Zentner, Tesar et al. 2011, Bonn, Zinzen et al. 2012).  These 
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include H3K9me1 (Barski, Cuddapah et al. 2007, Wang, Zang et al. 2008), H3K18ac (Wang, Zang et al. 

2008), H3K9ac and H3K14ac (Roh, Cuddapah et al. 2005, Roh, Wei et al. 2007).  Among these studies, a 

single set of marks has emerged as the most highly conserved across enhancers in a variety of cell types 

and species: H3K27ac, H3K27me3, H3K4me1, and H3K4me3.  As several of these modifications have 

also been reported to have overlap with promoters, a higher ratio of H3K4me1/H3K4me3 enrichment has 

been used as a guideline to distinguish enhancers from their gene-proximal counterparts (Heintzman, Stuart 

et al. 2007, Heintzman, Hon et al. 2009, Kim and Shiekhattar 2015).  These four histone PTMs rarely 

coincide on a single element at once; rather, combinations of these marks denote different activity states of 

enhancers.  ‘Active’ enhancers are marked by H3K4me1 and H3K27ac and have high eRNA production 

and high transcriptional output of their target promoter(s) (Creyghton, Cheng et al. 2010).   ‘Poised’ 

enhancers are characterized by H3K4me1 and H3K27me3, and low transcriptional promoter output (Rada-

Iglesias, Bajpai et al. 2011, Zentner, Tesar et al. 2011).  ‘Intermediate’ enhancers, which are believed to be 

in transition between these two states, are characterized by H3K4me1 alone (Zentner, Tesar et al. 2011, 

Zentner and Scacheri 2012).  These enhancer qualities are summarized in Figure 1.3.    

 

Plant Enhancer Studies are Advancing 

Without a huge consortium effort paralleling that of the ENCODE Project, the progress of regulatory 

element characterization in plant systems has lagged decades behind the efforts made for the animal 

kingdom.  Early research into plant enhancers dates back to the 1980s with the discovery of an enhancer of 

the AB80 gene, a chlorophyll a/b-binding protein, in pea plants (Simpson, M et al. 1986), and continued 

with the characterization of the tb1 enhancer in maize (Clark, Wagler et al. 2006, Studer, Zhao et al. 2011).  

Up until 2014, cis-regulatory element (CRE) studies in the plant kingdom were limited low-throughput 

techniques, such as laborious promoter deletion assays, electrophoretic mobility shift assays (EMSA), and 

single-gene DNase-I footprinting (Timko, Kausch et al. 1985, Green, Kay et al. 1987, Valles 1991).  

Enhancer trapping studies in Arabidopsis and rice were able to identify a few tissue-specific enhancers, but 

the random insertion of the ‘bait’ minimal promoter construct across the genome made reliable 
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identification of interacting enhancers difficult (Wu, Li et al. 2003, Yang, Jefferson et al. 2005, McGarry 

and Ayre 2008, Chudalayandi 2011).  As a result, fewer than two dozen bona fide enhancers had been 

identified across the entire plant kingdom, concentrated primarily in just three species: Arabidopsis 

thaliana, Zea mays, and Pisum sativum  (Weber, Zicola et al. 2016).   

 Plant enhancer research finally began to keep pace with its animal counterpart with the application 

of next-generation sequencing techniques to Plantae genomes.  Genome-wide chromatin accessibility data 

in the form of DNase-I hypersensitive site (DHS) mapping and micrococcal nuclease sequencing (MNase-

seq) allowed for the drastic scaling up of enhancer investigation, identifying thousands of putative 

regulatory regions across Arabidopsis thaliana (Zhu, Zhang et al. 2015), Oryza sativa (Zhang, Wu et al. 

2012, Zhang, Zhang et al. 2012, Sullivan, Arsovski et al. 2014, Zhu, Zhang et al. 2015), and Zea mays 

(Rodgers-Melnick, Vera et al. 2016).  However, these studies rely on whole tissue or whole organisms as 

input.  In line with their role as drivers of embryonic development and cell specification programs 

(Chatterjee and Ahituv 2017), the activity of enhancers varies drastically in regard to individual cell type  

(Ernst and Kellis 2010, Rada-Iglesias, Bajpai et al. 2011, Zentner, Tesar et al. 2011).  As such, it is ideal to 

compare sequencing datasets drawn from the same cell type.  This proves to be a challenge because cultured 

immortalized cell lines are not available in plants as they are in animals, meaning that any cell type must 

be directly isolated from whole, living organisms.  Nonetheless, studies which examine chromatin 

signatures across a whole tissue or organism risk muddying enhancer activity state signals (Creyghton, 

Cheng et al. 2010, Rada-Iglesias, Bajpai et al. 2011) by averaging enrichment trends together across several 

cell types.  This effect dampens regions of extreme enrichment or depletion, making genuine elements more 

difficult to distinguish from background noise.   

 

Scope of the Dissertation 

 In Chapter 2 of this dissertation, I present work I completed with another graduate student in the 

lab, Marko Bajic, to design an improved technique for identifying accessible chromatin sites genome-wide 

in plants with single cell-type specificity.  Rather than relying on time-consuming approaches such as 
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DNase-seq and MNase-seq (Figure 1.2), we adapt Assay for Transposase Accessible Chromatin with high-

throughput sequencing (ATAC-seq) for use in plant species, which can yield tagged libraries from nuclei 

in half an hour.  Using a hyperactive Tn5 transposase pre-loaded with sequencing adapters, ATAC-seq 

simultaneously fragments and labels the accessible genome in a single step called ‘tagmentation’, making 

this procedure vastly quicker to execute than DNase-seq while yielding results of comparable quality.  A 

noticeable downside of this approach, however, is the hyperactive transposase’s tendency to act on non-

nuclear sources of DNA in the cell, generating an abundance of reads that must be discarded before analysis.  

This issue is compounded further in plants which have both mitochondrial and chloroplastic DNA, making 

it exceptionally challenging to get an adequate sequencing depth in the nuclear genome.  To overcome this 

challenge, we pair ATAC-seq with nuclei-purifying steps in our protocol: Isolation of Nuclei Tagged in 

specific Cell Types (INTACT) (Deal and Henikoff 2010) for affinity purification of single cell-types in 

transgenic lines, and sucrose sedimentation for general nuclei purification.  Combined, our protocol 

produces sequencing-ready ATAC-seq libraries in less than a day with the option of single cell-type 

specificity, extremely low organellar reads, and a procedure that can be readily used in a variety of plant 

species.   

 In Chapter 3, I, Marko Bajic, and collaborators from the University of Washington, University of 

California Davis, and University of California Riverside apply our method of plant-based ATAC-seq to 

launch a cross-species comparison of accessible chromatin with the aim of uncovering putative cis-

regulatory regions.  The species of interest include Arabidopsis thaliana, the hallmark model plant; 

Medicago truncatula, a model legume; Oryza sativa, rice; and Solanum lycopersicum, the domesticated 

tomato.  Though the genome size and genic density vary widely between these species, we see that 

consistently the majority of open chromatin sites lie within a 3 kb window upstream of a transcription start 

site (TSS).  Within the root tips of all four species, we uncovered a common set of four transcription factors 

(TFs) whose binding motifs were enriched in open chromatin regions, indicating that TF-gene networks are 

generally conserved.  In addition to a cross-species comparison, we also conducted a cross-cell lineage 

comparison to investigate what chromatin accessibility could reveal about the differential regulation 
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pathways of developmentally related cell types.  I generated ATAC-seq libraries profiling Arabidopsis root 

hair and non-hair cells, which revealed a surprising level of similarity between the chromatin accessibility 

of the two cell types.  However, on closer examination utilizing quantitative analysis of accessibility within 

the regions of accessible chromatin, we uncovered a MYB-driven regulatory module unique to the hair cell 

which appears to control both cell fate regulators and abiotic stress responses. Our analyses revealed 

common transcriptional regulatory principles across species, and shed light on fundamental mechanisms 

producing cell-type-specific transcriptomes during development.  

In addition to chromatin hyperaccessibility, we aimed to determine whether additional epigenetic 

enhancer characteristics are conserved between plants and animals.  Several qualities, such as DNA 

methylation, do not lend themselves to straightforward comparisons between plant and animal epigenomes.  

While 5-methylcytosine (5mC) is predominantly found at CG sites in animal genomes, CG, CHG, and CHH 

motifs all can be methylated in plants (H can represent A, T, or C) (Furner and Matzke 2011, Meyer 2011), 

indicating that methylation states cannot be translated 1:1.  Animal promoters are usually found in 

methylation-free ‘CpG islands’, but analogous regions have proven difficult to identify in plants.  

Furthermore, while dynamic DNA methylation levels are used in animal models to regulate the activity of 

tissue-specific enhancers, this has not been found to be the case in plants (Weber, Zicola et al. 2016), 

suggesting that the function and regulatory mechanisms behind DNA methylation may be significantly 

different between the kingdoms.   

Due to a higher tolerance for genome duplication, gene families in plants tend to be much more 

extensive than they are in animals, making it extremely challenging to identify and characterize functional 

homologs.  Many of the most common enhancer-associated trans-factors in animals, such as CTCF, do not 

have direct orthologs in plants.  Of the few subunits of Mediator that have been identified in Arabidopsis, 

most show low homology to subunits in other species, and several are in fact plant-specific (Backstrom, 

Elfving et al. 2007).  Few ChIP-seq datasets exist for transcription factors in plants (Bolduc, Yilmaz et al. 

2012, Yu, Chen et al. 2015), with most datasets having been generated from in vitro DNA Affinity 

Purification with sequencing (DAP-seq) experiments (Mathelier, Zhao et al. 2014, O'Malley, Huang et al. 
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2016).  With the limited information available, teasing apart this homology network can be prohibitively 

complex for a single gene product, let alone a collection of enhancer complexes.  As such, while mapping 

of trans-acting factors has been used with great success for enhancer discovery in animal species, this 

approach would not be easy to adapt to plants.  Therefore, we chose to pursue three of the well-established 

enhancer criteria – chromatin accessibility, eRNA production, and histone marks – as means for enhancer 

discovery in plants.   

In Chapter 4 of this dissertation, I expand on the work of a former postdoctoral fellow in the lab, 

Dongxue Wang, Ph.D., to explore the question of histone modification conservation between plant and 

animal enhancers.  She generated and I analyzed ChIP-seq datasets with single cell-type specificity for the 

highly conserved set of animal enhancer histone PTMs H3K27ac, H3K27me3, H3K4me1, and H3K4me3, 

in the model plant Arabidopsis thaliana.  We utilized root epidermal non-hair cells, one of the same cell 

types explored in Chapter 3, making our libraries highly comparable to our previous datasets.  Combined 

with our single cell-type non-hair cell ATAC-seq data and available nascent transcription data, I was able 

to probe the extent of conserved enhancer characteristics on multiple levels.  When compared with available 

single cell-type datasets for Homo sapiens and Drosophila melanogaster, we find that the traditional animal 

enhancer profile is not conserved in Arabidopsis.  While many hyperacessible chromatin sites exist across 

the plant’s genome, both within and around genes, they are not surrounded by well-positioned, modified 

nucleosomes as they are in animals.  Transcription preferentially proceeds unidirectionally in Arabidopsis, 

leading to histone PTM deposition in the sense direction alone, both at gene bodies and at distal intergenic 

hyperaccessible sites.  This trend makes it prohibitively challenging to identify putative enhancer elements 

in Arabidopsis by these criteria, indicating that the enhancer characteristics found to be conserved in animal 

species do not extend to all complex, multicellular eukaryotes.  This suggests there is a need for innovative 

approaches to investigate transcriptional regulation in plants.   

My dissertation has showcased a variety of approaches to identify and characterize putative 

enhancer elements in plant species.  In the Discussion chapter of this dissertation, I expand upon the 

conclusions of our work and how it fits with the current state of the field.  Notably, work published this 
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year examined the enrichment of a wide range of histone posttranslational modifications across several 

plant species (Lu, Marand et al. 2019, Ricci, Lu et al. 2019, Yan, Chen et al. 2019).  While the results and 

implications of these groundbreaking studies will be explored further in the Discussion of this dissertation, 

they share the pitfall of earlier next-generation sequencing approaches in that they fail to take into account 

differences in enhancer activity state – and hence, associated histone modifications – due to differing cell 

types.  Our approach utilizes the nuclei affinity purification technique of INTACT to examine histone PTM 

enrichment in a way that is high-throughput, time efficient, and – most importantly – is cell-type specific.  

Further in the Discussion I expand upon the future directions of our work.  I present unpublished work we 

have generated in collaboration with the Queitsch lab to adapt Self-Transcribing Accessible Regulatory 

Region with high-throughput sequencing (STARR-seq) for use in plant species.  STARR-seq is a high-

throughput assay that can identify putative enhancers based on functionality, rather than secondary 

characteristics.  Because our data, in combination with other studies recently published, point to significant 

differences between the qualities of animal and plant enhancers, it is doubtful that further investigations 

based on previous knowledge of animal regulatory elements will yield much success in the Plantae 

kingdom.  Instead, STARR-seq represents an approach to identify thousands of putative enhancer sites 

simultaneously and in a relatively unbiased manner.  Finally, I explore potential next steps for the 

advancement of enhancer research in plants.  
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FIGURES 

 

Note: All figures in this section are original works and were created by the author, Kelsey A. Maher. 

 

Figure 1.1 

 

 

Figure 1.1. DNA Compaction within the eukaryotic cell.  The genetic information within a cell’s nucleus 

is highly compacted.  The molecules of deoxyribonucleic acid (DNA), organized into a double-helix 

comprised of a sugar-phosphate backbone and nucleotide bases (adenosine (A), thymine (T), cytosine (C), 

and guanine (G)), are wrapped around octamers of histone proteins.  This unit is called a nucleosome, and 

is comprised of ~147 bp of DNA, two H2A-H2B histone dimers, and a dimer of histone H3-H4 dimers, 

though variant histones may be substituted for particular cellular processes.  Histone proteins are organized 
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into a central globular domain and a peripheral tail domain, both of which can be altered by chemical 

posttranslational modifications (PTMs) which impact the protein’s ability to bind to DNA.  The 11 

nanometer (nm) array of nucleosomes is commonly referred to as “beads on a string” due to its characteristic 

appearance.  Regions of nucleosomes that allow ready access to the underlying DNA, either via their 

generous spacing or by binding in an equilibrium with other trans-acting factors, are referred to as 

euchromatin.  With the help of linker histone H1 and other architectural proteins, chromatin is condensed 

into higher compaction states, including heterochromatin, 30 nm chromatin fibers, chromatin domains, and 

ultimately mitotic chromosomes.     
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Figure 1.2 

 

 

Figure 1.2. Comparison of the workflow of next-generation sequencing assays for chromatin 

accessibility.  Outline of the steps involved to take organic material to sequenced dataset by A) DNase-seq, 

B) MNase-seq, and C) ATAC-seq.  The key enzymes in these assays preferentially interact with accessible 

DNA – DNA not protected by bound nucleosomes, heterochromatin, or transcription factors (TFs).  A) 

DNase-seq relies on the endonuclease DNase I, which cleaves the chromatin into fragments.  Sequencing 

adapters are then ligated to these fragments, which then undergo size selection and PCR amplification 

before being submitted to deep sequencing.  B) MNase-seq relies on the endo-exonuclease micrococcal 

nuclease which cleaves the chromatin and digests overhang fragments.  This results in nucleosomal-sized 

fragments (~150 bp) or smaller fragments reflective of a transcription factor footprint.  Similar to DNase-

seq, these fragments are size-selected, amplified, and sequenced.  C) ATAC-seq relies on a hyperactive 
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Tn5 transposase pre-loaded with sequencing adapters.  The enzyme carries out a transposition reaction at 

the accessible chromatin site, simultaneous cleaving the DNA and attaching the sequencing adapters.  

Because fragmentation and adapter attachment take place in a single step, ATAC-seq libraries can be 

prepared for sequencing much more easily and quickly than DNase-seq or MNase-seq.   
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Figure 1.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3. Enhancers have multiple states of activity and interact with target promoters to amplify 

transcription.  A) Enhancers have been described to have multiple activity states, marked by different 

epigenetic modifications.  ‘Active’ enhancers are flanked by well-positioned nucleosomes with H3K4me1 

and H3K27ac, ‘Intermediate’ enhancers are flanked by nucleosomes with H3K4me1, and ‘poised’ 

enhancers are flanked with nucleosomes with H3K4me1 and H3K27me3.  Enhancers reside in 
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‘nucleosome-depleted regions’ which are enriched with unstable H2A.Z/H3.2 nucleosomes.  These 

nucleosomes are easily evicted, and exist in a state of equilibrium with DNA-binding transcription factors 

(TFs).  B)  An active enhancer will maneuver in space to associate with its target promoter.  The interaction 

is stabilized by cohesion and the mediator complex, and recruits histone-modifying machinery such as 

histone acetylase CBP/p300.  When activated, RNA polymerase II (RNAPII) in the assembled preinitiation 

complex (PIC) will initiate transcription, producing RNA products bidirectionally from both the promoter 

and the enhancer.  The enhancer transcripts, called ‘eRNA’, are typically short and bidirectional, as are the 

antisense transcripts produced upstream of the promoter.  mRNAs are long, unidirectional, and 

polyadenylated, and are produced at levels much higher than background due to the influence of the 

enhancer.  The body of active genes is preferentially enriched for H3K4me3 towards the 5’ end where 

transcriptional activity levels are the highest, and enriched for H3K4me1 towards the 3’ end as 

transcriptional activity levels dwindle.   
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CHAPTER 2: IDENTIFICATION OF OPEN CHROMATIN REGIONS IN PLANT GENOMES 

USING ATAC-SEQ 

 

Marko Bajic, Kelsey A. Maher, and Roger B. Deal 

This work is published in Methods in Molecular Biology (2018) 1675:183-201. doi: 10.1007/978-1-4939-

7318-7_12.  Kelsey A. Maher carried out the INTACT-ATAC-seq experiments for the root hair, non-hair, 

and root tip tissue, the accompanying data processing, and edits for the text of the final manuscript. 

 

ABSTRACT 

Identifying and characterizing highly accessible chromatin regions assists in determining the 

location of genomic regulatory elements and understanding transcriptional regulation. In this chapter we 

describe an approach to map accessible chromatin features in plants using the Assay for Transposase 

Accessible Chromatin, combined with high throughput sequencing (ATAC-seq), which was originally 

developed for cultured animal cells. This technique utilizes a hyperactive Tn5 transposase to cause DNA 

cleavage and simultaneous insertion of sequencing adapters into open chromatin regions of the input nuclei. 

The application of ATAC-seq to plant tissue has been challenging due to the difficulty of isolating nuclei 

sufficiently free of interfering organellar DNA. Here we present two different approaches to purify plant 

nuclei for ATAC-seq: the INTACT method (Isolation of Nuclei TAgged in Specific Cell Types) to isolate 

nuclei from individual cell types of the plant, and tissue lysis followed by sucrose sedimentation to isolate 

sufficiently pure total nuclei. We provide detailed instructions for transposase treatment of nuclei isolated 

using either approach, as well as subsequent preparation of ATAC-seq libraries. Sequencing-ready ATAC-

seq libraries can be prepared from plant tissue in as little as one day. The procedures described here are 

optimized for Arabidopsis thaliana but can also be applied to other plant species.  

 

Key words: ATAC-seq, INTACT system, chromatin, nucleus, transposition, nucleosome, transcription 

factor, enhancer 
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INTRODUCTION 

 

Plants are sessile organisms that must precisely regulate their transcription in response to their 

environment, as well as for proper development, growth, and homeostasis. Transcription is associated with 

regions of relatively open chromatin, in which cis-regulatory elements such as enhancers and promoters 

can recruit transcription factors and RNA polymerase II to transcribe DNA (Li et al., 2007). Binding of 

transcription factors to DNA generally results in the depletion of nucleosomes, rendering these regions 

hypersensitive to nucleases. Characterizing such regulatory regions throughout the genome has therefore 

relied on methods that combine enzymatic digestion of nuclear DNA and high-throughput sequencing, such 

as microccocal nuclease sequencing (MNase-seq, see Chapter 10) and DNase I Hypersensitivity sequencing 

(DNase-seq) (Song and Crawford, 2010; Ken, 2005). Alternatively, regulatory regions can be inferred by 

Chromatin Immunoprecipitation sequencing (ChIP-seq, see Chapter 5) where antibodies are used to pull 

down transcription factors or histone marks associated with active transcription (Park, 2009).  

An improved method for identifying accessible regions of chromatin and transcription factor 

binding is the Assay for Transposase-Accessible Chromatin with high-throughput sequencing (ATAC-seq) 

(Buenrostro et al., 2013; Buenrostro et a., 2015). This method uses a hyperactive Tn5 transposase to 

integrate preloaded sequencing adapters into regions of open chromatin (Fig 2.1A). ATAC-seq is a fast 

protocol with simple library amplification steps and requires very small amounts of starting material, 

making it a vast improvement over alternative methods.  However, a drawback of this protocol is that the 

hyperactive Tn5 transposase also targets sources of extranuclear genetic material, including the genomes 

of mitochondria and chloroplasts.  This decreases the proportion of reads that map to the nuclear genome, 

reducing the amount of information that can be used to identify regulatory regions of open chromatin. Such 

extranuclear reads must be discarded at the start of the data analysis process, diminishing the efficiency of 

the assay both in terms of cost and in effective use of materials. To gain the maximum efficiency of this 

powerful procedure, input material free from extranuclear genetic material, such as purified nuclei, is the 

ideal input for ATAC-seq 
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In this chapter, we describe the use of two different methods to isolate either total nuclei from 

tissues or nuclei from specific cell types of Arabidopsis thaliana (Fig 2.1B). To isolate total nuclei from 

plant tissue we use extraction buffers with a non-ionic detergent to lyse organelles, followed by sucrose 

sedimentation to further purify the nuclei (Gendre et al., 2005). This method of nuclei isolation can be done 

in any lab on most plant tissues. However, these partially purified nuclei still contain some organellar DNA 

in addition to nuclear DNA, which reduces the efficiency of Tn5 transposition to nuclear DNA and results 

in fewer sequencing reads that map to nuclear DNA. In addition, we describe the Isolation of Nuclei 

TAgged in specific Cell Types (INTACT) method to isolate nuclei from tissue or from specific cell types 

(Deal and Henikoff, 2010). This system uses two transgenes for nuclear targeting for affinity purification: 

1) the Nuclear Tagging Fusion (NTF) construct, which encodes a fusion of WPP nuclear envelope-targeting 

domain, a Green Fluorescent Protein (GFP), and the Biotin Ligase Recognition Peptide (BLRP); and 2) an 

E. coli biotin ligase (BirA), which biotinylates the BLRP tag. The BirA is expressed from a constitutive 

promoter while the NTF is expressed either from a constitutive or cell type-specific promoter. The 

specificity of the NTF promoter determines which cell types will have biotinylated nuclei and can then be 

isolated by affinity purification with streptavidin-coated magnetic beads (Wang and Deal, 2015). A key 

advantage of the INTACT approach is not only that the isolated nuclei have less organellar DNA 

contamination, but also that this method can be used to selectively isolate nuclei from specific cell types. 

While INTACT is a powerful technique, it does require that stable transgenic lines containing BirA and 

NTF cassettes for the cell type of interest are available, which are time-consuming to generate and can be 

limiting for many species.  Even so, the protocol described here, particularly ATAC-seq using sucrose 

sedimentation-purified nuclei, can readily be adapted for chromatin profiling in any plant species. 

 

MATERIALS 

 

2.1 Equipment 

1. Porcelain 50 mL mortar and pestle, or equivalent. 
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2. Liquid nitrogen. 

3. Metal lab spoon. 

4. DynaMag 2 magnetic rack for 1.5 mL tubes (e.g. Life Technologies, catalog no. 12321D). 

5. DynaMag 15 magnetic rack for 15 mL tubes (e.g. Life Technologies, catalog no. 12301D). 

6. MagWell 96 well magnetic separator plate (e.g. EdgeBio, catalog no. 57624) 

7. Nylon cell strainers with 70 μm pores. 

8. Long-stem analytical funnel. 

9. Pipet-Aid. 

10. Sterile 10 mL plastic serological pipettes. 

11. Eppendorf tubes, 1.5 mL. 

12. PCR tubes, 0.2 mL. 

13. Falcon tubes, 15 and 50 mL. 

14. Nutator platform rotator. 

15. Hemocytometer (e.g. Hausser Bright Line hemocytometer, Fisher Scientific) 

16. Microcentrifuge and refrigerated centrifuge with rotor for 15 mL tubes. 

17. Cold room, 4 °C. 

18. Molecular biology grade water. 

19. Sterile disposable filter unit, 500 mL. 

20. Sterile 0.2 μm syringe filter. 

21. Sterile 10 mL plastic syringe. 

22. Thermal cycler 

23. Real-Time PCR machine 

24. A 64-bit computer with at least 1 TB hard disk and 16 Gb of memory for ATAC-seq data 

analysis. 

25. Fluorescent microscope. 
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2.2 Stock Solutions and Reagents 

1. Complete, EDTA-free Protease Inhibitors (e.g. Roche). 

2. Stock solution of 2 M spermidine. Prepare by dissolving 2.904 g spermidine powder in 10 mL 

water. Aliquot 1mL of solution per 1.5 mL Eppendorf tube and store at -20 °C. 

3. Stock solution of 200 mM spermine. Prepare by dissolving 0.4047 g spermine powder in 10 mL of 

water. Aliquot 1 mL of solution per 1.5 mL Eppendorf tube and store at -20 °C. 

4. Stock solution of incomplete Nuclei Purification Buffer (NPBi): 20 mM MOPS, 40 mM NaCl, 90 

mM KCl, 2 mM EDTA, 0.5 mM EGTA, adjusted to pH 7 with 2M KOH. Filter sterilize the solution and 

degas under vacuum for 10 minutes. Store at 4 °C for up to 3 months. 

5. Stock solution of 10% Triton X-100. 

6. Stock solution of 10X DAPI. Prepare by dissolving 10 mg DAPI powder in 5 mL water, for a final 

concentration of 2 μg/μL. Filter sterilize the solution and store at 4 °C in the dark for several months. To 

stain nuclei with DAPI, dilute the 10X DAPI solution to 1X using water (final concentration of 0.2 μg/μL), 

and use within 2-3 hours. 

 

2.3 Purification of Tagged Nuclei using INTACT 

1. Plant material: tissue from transgenic plants expressing both NTF and BirA in the cell type of 

interest. INTACT transgenic lines targeting the root epidermal hair and non-hair cell types, as well as 

INTACT plasmid vectors are available from the Arabidopsis Biological Resource Center at Ohio State 

University.  

2. M-280 Streptavidin Dynabeads (e.g. Life Technologies). 

3. Nuclei Purification Buffer (NPB): 20 mM, 40 mM NaCl, 90 mM KCl, 2 mM EDTA, 0.5 mM 

EGTA, 0.5 mM spermidine, 0.2 mM spermine, 1X Roche Complete protease inhibitors, adjusted to pH 7 

with 2M KOH. Prepare by adding spermidine, spermine, and Roche Complete protease inhibitors to NPBi 

just before starting the INTACT nuclei purification procedure. Keep solution on ice, and use within 1 hour 

of preparation. 
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4. Nuclei Purification Buffer containing 0.1% Triton X-100 (NPBt): 20 mM MOPS pH 7, 40 mM 

NaCl, 90 mM KCl, 2 mM EDTA, 0.5 mM EGTA, 0.5 mM spermidine, 0.2 mM spermine, 0.1% (v/v) Triton 

X-100. Prepare by adding spermidine, spermine, and Triton X-100 to NPBi just before starting the INTACT 

nuclei purification procedure. Keep solution on ice, and use within 1 day of preparation. 

 

 2.4 Purification of Total Nuclei using Sucrose Sedimentation 

1. Plant material: fresh or frozen plant tissue. 

2. Stock solution of 1M Tris-HCl pH 8 

3. Stock solution of 1M MgCl2 

4. Stock solution of 2M sucrose. 

5. Nuclei Purification Buffer (NPB): 20 mM MOPS pH7, 40 mM NaCl, 90 mM KCl, 2 mM EDTA, 

0.5 mM EGTA, 0.5 mM spermidine, 0.2 mM spermine, 1X Roche Complete protease inhibitors. Prepare 

by adding spermidine, spermine, and Roche Complete protease inhibitors to NPBi just before starting the 

nuclei purification procedure. Keep solution on ice, and use within 1 hour of preparation. 

6. Nuclei Extraction Buffer 2 (NEB 2): 0.25 M Sucrose, 10 mM Tris-HCl pH 8, 10 mM MgCl2, 1% 

Triton X-100, 1X Roche Complete Protease Inhibitors. Prepare solution just before use, keep on ice, and 

use within 1 hour of preparation.  

7. Nuclei Extraction Buffer 3 (NEB 3): 1.7 M Sucrose, 10 mM Tris-HCl pH 8, 2 mM MgCl2, 0.15% 

Triton X-100, 1X Roche Complete Protease Inhibitors. Prepare solution just before use, keep on ice, and 

use within 1 hour of preparation. 

 

2.5 Tagmentation of Chromatin by Tn5 transposase 

1. Nextera Library Kit (Illumina, FC-121-1030). 

2. MinElute PCR Purification kit (Qiagen). 

 

2.6 Sequencing Library Preparation 
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1. ATAC Primer 1  

(AATGATACGGCGACCACCGAGATCTACACTCGTCGGCAGCGTCAGATGTG) 

2. ATAC barcoded Primer 2  

(CAAGCAGAAGACGGCATACGAGATNNNNNNNNGTCTCGTGGGCTCGGAGATGT);  

N’s indicate the 8-base index sequence. Each library to be pooled for sequencing should be amplified with 

a different barcoded primer 2. See Supplementary Table 2.1 of (Buenrostro et al., 2013) for all primer 

sequences. 

3. NEBNext High-Fidelity 2X PCR Master Mix (NEB). 

4. Solution of 20X EvaGreen dye (Biotium). 

5. Solution of 50X ROX dye (Invitrogen).  

6. MinElute PCR Purification kit (Qiagen). 

7. Agencourt Ampure XP PCR Purification beads (Beckman Coulter). 

8. 100% ethanol. 

9. Horizontal electrophoresis gel box and power source. 

10. 302 nm ultraviolet transilluminator. 

11. NEBNext Library Quantification kit for Illumina (NEB) 

 

METHODS 

 

Users should either begin at section 3.1 for affinity purification of nuclei using INTACT, or at section 3.2 

for isolation of total nuclei. In either case, the purified nuclei are used for tagmentation by Tn5 transposase 

in step 3.3. All procedures are carried out at room temperature (25 °C) unless otherwise specified. 

 

3.1 Purification of Tagged Nuclei Using INTACT 

1. Grind tissue (3 g of roots or 0.5 g of leaves) to a fine powder in liquid nitrogen using a mortar and 

pestle. Using a nitrogen-cooled metal lab spoon, quickly transfer the frozen tissue powder to another mortar 
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containing 10 mL of ice-cold Nuclei Purification Buffer (NPB). Thoroughly resuspend the powder in NPB 

by grinding it with a new, cold pestle (see Note 1). 

2. Use a 10 mL serological pipette to draw up the tissue suspension and filter it through a 70 μm nylon 

cell strainer, placed in the center of a long-stemmed funnel. Collect the flow-through in a chilled 15 mL 

tube on ice. 

3. Spin down the nuclei at 1,200 x g for 10 minutes at 4 °C. Use a 10 mL serological pipet and then a 

1 mL pipette tip to carefully remove as much of the supernatant as possible without disturbing the pellet. 

4. Gently resuspend the pellet in 1 mL of ice-cold NPB. Transfer the crude nuclei suspension to a 1.5 

mL tube. Keep on ice. 

5. Wash the appropriate amount of Streptavidin M280 Dynabead suspension (25 μL for nuclei from 

3 g of roots or 10 μL for 0.5 g of leaves) with 1 mL of ice-cold NPB in a 1.5 mL tube. Collect the beads on 

the DynaMag2 magnetic rack. Discard the supernatant and resuspend the beads with ice-cold NPB to their 

original volume (e.g. 25 μL). Keep on ice. 

6. Add the washed and resuspended beads to the 1 mL of resuspended nuclei from Step 4. Rotate on 

a nutator in a 4 °C cold room for 30 minutes. Work in the 4 °C cold room for Steps 7-14. 

7. Transfer the 1 mL bead-nuclei mixture to a 15 mL tube and slowly add to it 13 mL of ice-cold 

NPBt. Mix gently and place on a nutator for 30 seconds. 

8. Place the 15 mL tube in the DynaMag 15 magnetic rack for 2 minutes to capture the nuclei-beads 

along the walls of the tube. 

9. Slowly remove the NPBt supernatant with a serological pipette, making sure not to disturb the 

beads on the side walls of the tube. Gently resuspend the beads with 14 mL of ice-cold NPBt, mix gently, 

and place on a nutator for 30 seconds. 

10. Place the 15 mL tube in the DynaMag 15 magnetic rack for 2 minutes to capture the nuclei and 

beads. 

11. Repeat Steps 9 and 10 one more time, for a total of three washes. 
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12. Slowly remove the NPBt supernatant with a serological pipette. Resuspend the beads in 1 mL of 

ice-cold NPBt. Remove 25 μL of this nuclei-bead suspension to a 0.6 ml tube on ice for counting captured 

nuclei with a hemocytometer.  

13. Transfer the remaining nuclei-bead suspension to an ice-cold 1.5 mL tube. Place the 1.5 mL tube 

in the DynaMag 2 magnetic rack to capture the beads along the walls of the tube. 

14. Carefully remove the NPBt supernatant and resuspend the nuclei-beads in 20 μL of ice-cold NPB. 

Keep on ice until the nuclei are counted and ready for tagmentation. (see Note 2).  

15. To view and quantify nuclei under a light microscope, add 1 μL of diluted DAPI solution (0.2 

μg/μL) to each 25 μL aliquot of nuclei from Step 12. Mix well, and place on ice for 5 minutes in the dark. 

16. Use a hemocytometer to count the DAPI-stained, bead-bound nuclei and determine the total yield. 

Purified nuclei should appear as shown in Figure 2.1C (see Note 3). 

17. Use the calculated total yield to determine the volume of resuspended nuclei from Step 14 needed 

to obtain 50,000 nuclei for the ATAC-seq reaction. Transfer this volume of resuspended nuclei to a new 

0.2 mL tube, and keep on ice. Immediately proceed to Section 3.3. 

  

3.2 Purification of Total Nuclei Using Sucrose Sedimentation 

1. Grind 0.1 to 1 g of plant tissue to a fine powder in liquid nitrogen using a mortar and pestle (see 

Note 4). 

2. Using a nitrogen-cooled metal lab spoon, quickly transfer the frozen tissue powder to another 

mortar containing 10 mL ice-cold NPB. Thoroughly resuspend the powder in NPB by grinding it with a 

new, cold pestle. 

3. Use a 10 mL serological pipette to draw up the tissue suspension and filter it through a 70 μm nylon 

cell strainer, placed in the center of a long-stemmed funnel. Collect the flow-through into a 15 mL tube on 

ice. 

4. Centrifuge the tube at 1,200 x g for 10 minutes at 4 °C. 
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5. Gently remove the supernatant and gently but thoroughly resuspend the pellet in 1 mL of ice-cold 

NEB2 buffer. Transfer this suspension to a new 1.5 mL microcentrifuge tube. 

6. Spin the resuspended nuclei at 12,000 x g for 10 minutes at 4 °C. 

7. Carefully remove the supernatant and resuspend the pellet thoroughly in 300 μL of NEB3 buffer. 

8. Add 300 μL of ice-cold NEB3 to a new 1.5 mL microcentrifuge tube. Carefully layer the 

resuspended pellet from Step 7 on top of the fresh NEB3. Centrifuge at 16,000 x g for 10 minutes at 4 °C 

(see Note 5). 

9. Carefully remove the supernatant and resuspend the nuclei pellet in 1 mL of cold NPB. Keep these 

nuclei on ice. 

10. Remove 25 μL of this nuclei suspension and move to a fresh 0.6 ml tube on ice. To this add 1 μL 

of diluted DAPI solution (0.2 μg/μL). Mix well and place on ice for 5 minutes in the dark. 

11. Use a hemocytometer to quantify the DAPI-stained nuclei and determine the total yield. Purified 

nuclei should appear as shown in Fig 2.1C (see Note 6). 

12. Use the calculated total yield to determine the volume of resuspended nuclei from Step 9 needed 

to obtain 50,000 nuclei for the ATAC-seq reaction. Transfer this volume of the resuspended nuclei to a new 

0.2 mL tube, and keep on ice. Immediately proceed to Section 3.3. 

 

3.3 Tagmentation with Tn5 Transposase 

1. Prepare the transposition reaction master mix in a 0.2 mL PCR tube on ice according to Table 2.1 

and mix well. The volumes given in Table 2.1 are for a single reaction with 50,000 nuclei. 

2. If the nuclei were isolated using the Sucrose Sedimentation procedure, pellet 50,000 nuclei from 

Subheading 3.2 Step 9 by spinning the appropriate volume of nuclei at 1,500 x g for 7 minutes at 4 °C. 

Remove the supernatant, and resuspend the nuclei in 50 μL of ice-cold transposition reaction mix prepared 

in step 1. Move the reaction to a 0.2 mL PCR tube on ice. If the nuclei were isolated using the INTACT 

procedure, move 50,000 bead-bound nuclei from Subheading 3.1 Step 14 into a 0.2 mL tube and capture 
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the beads on the tube wall in a MagWell 96 well magnetic plate on ice. Remove the supernatant, and 

resuspend the bead-bound nuclei in 50 μL of ice-cold transposition reaction mix. Keep on ice. 

3. Place the transposition reaction in a thermal cycler block pre-warmed to 37 °C and incubate for 30 

minutes with occasional gentle mixing to keep the nuclei in suspension. 

4. Purify the transposed DNA using the Qiagen MinElute PCR purification kit according the 

manufacturer’s instructions. Elute DNA in 11 μL of elution buffer EB, provided in the kit. DNA can now 

be stored at -20 °C until future use, or used immediately for PCR amplification. 

 

3.4 PCR Amplification of the DNA Library 

1. Prepare the PCR amplification mix in a 0.2 mL tube on ice according to Table 2.2. Mix well, and 

perform PCR cycling as described in Table 2.3 (see Note 7). 

2. Once the thermal cycler reaches 4 °C, remove the samples and place them on ice. 

3. To determine the number of additional PCR cycles needed to adequately amplify the DNA library, 

prepare the qPCR Library Amplification Mix described in Table 2.4 in a 0.2 mL PCR tube. Keep the 

mixture on ice. 

4. Perform thermal cycling in the qPCR machine according to Table 2.5. 

5. To determine the optimal number of cycles needed to amplify the remaining 45 μL of each library 

from Step 2, view the linear fluorescence versus cycle number plot on the qPCR machine once the reaction 

is finished. The cycle number at which the fluorescence for a given reaction is at 1/3 of its maximum is the 

number of additional cycles (N) that each library requires for adequate amplification (see Note 8). 

6. Run the remaining 45 μL of each PCR reaction from Step 2 according to Table 2.6. 

7. Purify the libraries by mixing Ampure XP beads with the reaction products at a 1.5:1 ratio of 

beads:PCR sample by volume (see Note 9). Incubate at room temperature for 5 minutes. 

8. Place the 0.2 mL tube on the MagWell 96 well magnetic plate for 1 minute to capture the Ampure 

beads, and discard the supernatant.  
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9. With the tube still in the magnetic plate, wash the beads twice for 30 seconds each with 200 μL of 

80% ethanol without disturbing the bead pellet. After the last wash, allow the beads to dry for 5 minutes to 

remove all traces of ethanol (see Note 10). 

10. Remove the tube from the magnet and resuspend the bead pellet in 20 μL 10 mM Tris pH 8. 

Incubate at room temperature for 2 minutes, capture the beads on the magnet, and transfer the supernatant 

into a fresh 0.2 mL PCR tube on ice. A small aliquot of the library, 1-2 μL, can be run on a 2% agarose gel 

to visualize the abundance and size distribution of amplified libraries (Fig 2.2A) (see Note 11). The purified 

libraries can now be stored at -20 °C. 

11. Quantify the molar concentrations of the libraries using the NEBNext Library Quantification kit 

for Illumina, according to manufacturer’s directions. Alternatively, other qPCR-based library quantification 

kits can be used to determine the concentration of the amplified libraries. 

12. Once quantified, the libraries are ready for pooling and high-throughput sequencing on the Illumina 

platform (see Note 12).  

13. The quality of the sequencing reads, alignment to the genome, fragment size distribution (Fig 2.2B), 

and downstream analyses can be performed as described in Note 13. A genome browser shot of the typical 

Arabidopsis ATAC-seq data from libraries made using the procedures described here can be seen in Fig 

2.2C.  

 

NOTES 

1. This protocol is optimized for 3 g of root or 0.5 g of leaf tissue from Arabidopsis thaliana. Ground 

leaf tissue contains more debris, relative to roots, and therefore requires a lower amount of starting material 

to obtain highly purified nuclei. INTACT may also be performed on fresh tissue by chopping the tissue in 

NPB as opposed to grinding to a fine powder using liquid nitrogen. However, this approach does require 

the use of fresh tissue. The number of samples that can be run through INTACT purification simultaneously 

is mainly limited by the capacity of the DynaMag 15 magnetic rack used for nuclei capture. Up to four 

separate samples can be processed in parallel using one DynaMag 15 magnetic rack.  
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Using an INTACT line with nuclei labeled in the root epidermal non-hair cell type, approximately 200,000 

purified nuclei can be obtained from 3g of roots. Larger amounts of tissue can be used for purifying nuclei 

from less abundant cell types, and this generally only requires adjustments to the amount of streptavidin 

beads used and the volume of solution used for bead capture. See (Wang and Deal, 2015) for more details 

on variations in the INTACT procedure. 

 

2. After isolating the bead bound nuclei, keep the sample on ice while quantifying the nuclei from the 

aliquot in Subheading 3.1 Step 12. Do not freeze the isolated nuclei before doing tagmentation and library 

preparation. Freezing and thawing of isolated nuclei can disrupt protein-DNA interactions. 

 

3. After DAPI staining, nuclei purified by INTACT can be easily identified and counted using a 

hemocytometer. The ideal setup for visualizing nuclei is under a mix of dim white light and DAPI channel 

fluorescence. The dim white light allows for visualization of the hemocytometer grid and the beads, and 

the DAPI fluorescence allows for the visualization of nuclei. A sample image of isolated bead-bound nuclei 

is shown in Fig 2.1C. A nucleus is identified as a circle that fluoresces in the DAPI channel and has several 

beads clustered around it. Minimal cellular debris or contaminating unbound nuclei should be observed in 

the final product. These contaminants may be further reduced by using fewer beads and by increasing the 

volumes of NPB and NPBt used during purification as described in Note 1. 

We have successfully used as few as 20,000 to as many as 200,000 INTACT-purified nuclei in this 

procedure without altering any other parameters of the protocol presented here.  

 

4. This protocol is optimized for less than 1 g of root or 0.5 g of leaf tissue. Ground leaf tissue contains 

more debris relative to roots, and therefore requires a lower amount of starting material to obtain purified 

nuclei. As with the INTACT protocol, sucrose sedimentation of nuclei may also be performed on fresh 

tissue by chopping the tissue in NPB as opposed to grinding to a fine powder using liquid nitrogen. 
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However, this approach does require the use of fresh tissue. We recommend starting with the minimum 

amount of tissue needed to obtain the required number of nuclei (e.g. 50,000 per ATAC-seq reaction). 

 

5. Proper separation of nuclei from other cellular debris requires the nuclei to pass through the sucrose 

cushion during centrifugation. The NEB3 resuspended nuclei should therefore be placed gently on top of 

NEB3 layer present in the tube. After centrifugation, the contaminating organelles and debris may be visible 

at the top of the tube. If leaf tissue was used, the top layer will become greener after centrifugation and the 

pellet will become noticeably less green than it was prior to centrifugation.  

 

6. After DAPI staining, nuclei purified by sucrose sedimentation can be identified and quantified 

using a hemocytometer. A mixture of DAPI-channel fluorescence and white light illumination allows the 

stained nuclei and the hemocytometer grid to be seen simultaneously. A sample image of isolated nuclei is 

shown in Fig 2.1C. A nucleus is identified as a punctate circle with strong DAPI fluorescence. The nucleus 

is typically ~5 μm in size and can be easily identified at 200X and 400X magnifications. Cellular debris 

may be observed in the final preparation, but this generally does not affect the outcome of the ATAC-seq 

procedure. To reduce cellular debris contamination, starting tissue can be chopped with a razor blade (see 

Note 4) and/or additional NEB3 wash steps may also be done by repeating Subheading 3.2 steps 7-9 for a 

second sucrose cushion centrifugation. 

 

7. Ensure that all work surfaces, pipettes, and reagents needed for amplification and library 

preparation are free of DNA contamination. For library amplification, unique barcoded adapters are used 

for each sample if multiple libraries are to be sequenced in an individual flow cell lane. The sequences of 

all primers can be found in the supplementary material of (Buenrostro et al., 2013). 

 

8. The number of PCR cycles needed to amplify ATAC libraries is determined by the PCR reaction 

in Subheading 3.4 step 5. We recommend using the minimum number of cycles necessary to obtain a 
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sufficient molar amount of library for Illumina sequencing. This must be determined empirically and will 

also depend on the number of libraries to be pooled for sequencing.  

 

9. The ratio of Ampure XP PCR Purification beads to PCR volume determines the size of purified 

DNA fragments isolated. The 1.5 Ampure bead to PCR reaction ratio results in the isolation of DNA 

fragments shown in Fig 2.2A. Using ratios that have higher proportions of beads may result in purification 

of sequencing adapters and PCR primers, which can negatively affect sequencing. 

 

10. A drying time of 5 minutes is generally sufficient to remove all traces of ethanol from the beads, 

but this time may vary based on humidity and room temperature. Georgia is very humid in the summer. 

Ensure that all ethanol has evaporated before moving on to the next step. Do not allow beads to dry to the 

extent that the pellet begins to crack. 

 

11. Libraries can generally be visualized by agarose gel electrophoresis followed by ethidium bromide 

staining. Sensitivity can be greatly increased by staining the gel with Sybr green stain or using an Agilent 

Bioanalyzer or equivalent instrument, if available.  

The libraries that we have prepared using this method generally present as a DNA smear starting at ~180 

bp and ranging to greater than 1 kb, with peak intensity between ~180 – 500 bp (See Figure 2.2A). The 

original publication on ATAC-seq (Buenrostro et al., 2013) reported a nucleosome-like periodicity in the 

library size distribution, but we have not observed this phenomenon as assayed by either electrophoresis or 

estimation of fragment size distribution based on distance between paired-end sequencing reads, as shown 

in Fig 2.2B. This lack of observed nucleosome fractions may be due to size selection of library fragments 

by Ampure XP beads and the low transposase to nuclei ratio described in this protocol. 
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12. Paired-end sequencing is recommended in order to maximize the number of transposase integration 

events that can be observed in a given sample and to allow measurement of the length of the sequenced 

fragments (Fig 2.2B).  

To identify open chromatin regions in Arabidopsis, users should aim to obtain at least 10-20 million reads 

per library that map to the nuclear genome. For transcription factor footprinting the number of nuclear 

genome-mapping reads should be increased to at least 100 million per library.  

When using sucrose sedimentation for nuclei purification, users should expect ~50% of reads to map to the 

nuclear genome, while the use of INTACT purification will increase this number to > 90%. 

  

13. Sequencing reads are checked for overall quality using FastQC 

(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) or equivalent. The reads are aligned to the 

TAIR10 Arabidopsis thaliana genome (https://www.arabidopsis.org/download/index-

auto.jsp?dir=%2Fdownload_files%2FGenes%2FTAIR10_genome_release) using Bowtie2 (http://bowtie-

bio.sourceforge.net/bowtie2/index.shtml). The resulting SAM file is converted to a binary BAM file, which 

is sorted and indexed using Samtools (http://samtools.sourceforge.net/). The quality of the resulting BAM 

file, including fragment size distribution, is analyzed using Picard Tools 

(https://broadinstitute.github.io/picard/). Alignment data is visualized using the Integrated Genome Viewer 

(http://software.broadinstitute.org/software/igv/). For ease of visualization, BAM files were converted to 

BigWig files using DeepTools BamPECoverage tool (http://deeptools.readthedocs.io/en/latest/index.html). 

Downstream analyses of ATAC-seq data include calling peaks with HOMER 

(http://homer.salk.edu/homer/index.html), editing BED files with bedtools 

(http://bedtools.readthedocs.io/en/latest/) and identifying transcription factor footprints using pyDNase 

(http://pythonhosted.org/pyDNase/). 
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TABLES AND FIGURES 

Figure 2.1 

 

Figure 2.1 ATAC-seq profiling using nuclei isolated by INTACT or sucrose sedimentation. A) 

Overview of the ATC-seq procedure. Nuclei are incubated with sequencing adapter-loaded Tn5 

transposase, which diffuses into the nucleus to interact with chromatin. Sequencing adapters are inserted 

into open chromatin regions, and the fragmented DNA is amplified wherever the sequencing adapters were 

inserted. This generates a library of DNA fragments in which each end represents an insertion site. The 

amplified libraries are purified and sequenced with next generation sequencing. B) Two different methods 

for purifying nuclei from Arabidopsis thaliana can be used: 1) INTACT for isolating nuclei from specific 

cell types, and 2) sucrose sedimentation to isolate total nuclei from input tissue. The two methods have the 

same initial steps: tissue is collected from a specific part of the plant (root, leaf, or the entire plant), ground 

to a fine powder, resuspended, filtered, and centrifuged to pellet nuclei and cellular debris. Nuclei isolation 

using tissue that expresses INTACT transgenes uses streptavidin coated magnetic beads to affinity purify 



 57 

biotinylated nuclei out of the resuspended pellet. This allows for the isolation of nuclei from specific cell-

types that express the nuclear tagging fusion (NTF) and the biotin ligase BirA, resulting in very low 

contamination by organellar genomes. Alternatively, total nuclei can be isolated from tissue by 

resuspending the nuclei/debris pellet in a buffer with Triton X-100 to lyse organelles and centrifuging 

through a dense sucrose layer. Nuclei isolated from both procedures are stained with DAPI and quantified 

using a hemocytometer. C) Fluorescent microscope images of nuclei (white arrows) stained with the DNA-

binding dye DAPI (blue) isolated either through INTACT or sucrose sedimentation. INTACT isolated 

nuclei are identified by their DAPI-fluorescence and binding to multiple beads (white arrowhead). Beads 

are easily visualized by increasing transmission of white light while viewing the nuclei in the DAPI channel. 

Sucrose sedimentation isolated nuclei (white arrows) are DAPI-stained objects around 4-6 μm in diameter, 

although they can vary in size and shape depending on starting tissue. Much more cellular debris (white 

asterisk) is observed in sucrose sedimentation-isolated nuclei as compared to INTACT-purified nuclei, but 

this should not impact the procedure described here. Each picture contains a 50 μm scale bar shown at the 

bottom left. 
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Figure 2.2 

 

Figure 2.2 ATAC-seq library preparation and high-throughput sequencing. A) An amplified ATAC-

seq library purified with Ampure XP beads (lane “1”) was resolved in a 2% agarose gel stained with 

ethidium bromide. Lane “M” is the molecular weight marker lane. Amplified library fragments generally 

range in size from 180 bp to several kb in size. The size distribution of the resolved gel may vary somewhat, 

but the final product should be free of adapter dimers (distinct band around 125 bp) and primer dimers 

(distinct band around 80 bp). See Note 11. B) Insert sizes of ATAC-seq paired-end reads from 50,000 nuclei 

isolated by INTACT from non-hair cells calculated using the InsertSizeMetrics option from Picard Tools 

(Note 13). The distribution shows periodicity of helical pitch of DNA for fragments smaller than 200 bp. 

Fragments containing one or more nucleosomes, related to insert periodicity increasing in 150 bp, were not 
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observed using the transposase:nuclei and bead:DNA ratios described in this protocol. C) Integrated 

Genome Viewer snapshot of four different libraries sequenced on the Illumina platform. The tracks shown 

are of ATAC sequencing reads from INTACT isolated nuclei from root hair cells (orange), root non-hair 

cells (purple), root tip (cyan), and sucrose sedimentation isolated nuclei from 1 cm root tip (navy). Gene 

tracks are shown below the ATAC-seq tracks and a 25 kb scale bar is shown. 
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Table 2.1 

Transposition reaction mix  

 

Component Volume (μL) 

2X TD Buffer 25 

Water 22.5 

TDE1 Transposase 2.5 

Total 50 
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Table 2.2 

Transposed DNA Amplification mix 

 

Component Volume (μL) 

Transposed DNA (from Subheading 3.3 step 4) 10 

Water 10 

25 μM ATAC Primer 1 2.5 

25 μM ATAC barcoded Primer 2* 2.5 

2X NEBNext High Fidelity PCR Mix 25 

Total 50 

 

*A different barcoded Primer 2 should be used for each library that is to be pooled into a single 

sequencing run. 
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Table 2.3 

Thermal Cycling Conditions for Transposed DNA Amplification 

 

Cycle number Temperature (°C) Time 

1 72 5 min 

 98 30 sec 

5 cycles 98 10 sec 

 63 30 sec 

 72 1 min 

 4 Hold 
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 Table 2.4 

qPCR Library Amplification Mix 

 

Component Volume (μL) 

Amplified library (from Subheading 3.4 step 2) 5 

Water 0.45 

25 μM ATAC Primer 1 0.5 

25 μM ATAC barcoded Primer 2 0.5 

20X Evagreen dye 0.75 

50X ROX dye* 0.30 

2X NEBNext High Fidelity PCR Mix 7.5 

Total 15 

 

*ROX concentration may vary depending on qPCR instrument. The amount described here is optimized 

for the ABI Step-One-Plus instrument. 
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Table 2.5 

qPCR Cycling Conditions to Determine Additional Library Amplification Cycles 

 

Cycle number Temperature (°C) Time 

1 98 30 sec 

20 cycles 98 10 sec 

 63 30 sec 

 72 1 min 
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Table 2.6 

Final Library Amplification 

 

Cycle number Temperature (°C) Time 

1 98 30 sec 

N cycles 98 10 sec 

 63 30 sec 

 72 1 min 

 4 Hold 
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ABSTRACT 

The transcriptional regulatory structure of plant genomes remains poorly defined relative to 

animals. It is unclear how many cis-regulatory elements exist, where these elements lie relative to 

promoters, and how these features are conserved across plant species. We employed the Assay for 

Transposase-Accessible Chromatin (ATAC-seq) in four plant species (Arabidopsis thaliana, Medicago 

truncatula, Solanum lycopersicum, and Oryza sativa) to delineate open chromatin regions and transcription 

factor (TF) binding sites across each genome. Despite 10-fold variation in intergenic space among species, 

the majority of open chromatin regions lie within 3 kb upstream of a transcription start site in all species. 

We find a common set of four TFs that appear to regulate conserved gene sets in the root tips of all four 

species, suggesting that TF-gene networks are generally conserved. Comparative ATAC-seq profiling of 

Arabidopsis root hair and non-hair cell types revealed extensive similarity as well as many cell type-specific 

differences. Analyzing TF binding sites in differentially accessible regions identified a MYB-driven 

regulatory module unique to the hair cell, which appears to control both cell fate regulators and abiotic 
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stress responses. Our analyses revealed common regulatory principles among species and shed light on the 

mechanisms producing cell type-specific transcriptomes during development. 

 

INTRODUCTION 

The transcription of protein coding genes is controlled by regulatory DNA elements, including both 

the core promoter and more distal enhancer elements (Lee and Young, 2000). The core promoter is a short 

DNA region surrounding the transcription start site (TSS), at which RNA polymerase II and general 

transcription factors are recruited. Enhancer elements act as platforms for recruiting both positive- and 

negative-acting transcription factors (TFs), and serve to integrate multiple signaling inputs in order to 

dictate the spatial and temporal control of transcription from the core promoter. As such, enhancer functions 

are critical for directing transcriptional output during cell differentiation and development, as well as 

coordinating transcriptional responses to environmental change (Ong and Corces, 2011). Despite their 

importance, only a small number of bona fide enhancers have been characterized in plants, and we lack a 

global view of their general distribution and action in plant genomes (Weber et al., 2016). 

In large part, our limited knowledge of plant cis-regulatory elements arises from the unique 

difficulties in identifying these elements. While some enhancers exist near their target core promoter, others 

can be thousands of base pairs upstream or downstream, or even within the transcribed region of a gene 

body (Ong and Corces, 2011; Spitz and Furlong, 2012).  Furthermore, enhancers generally do not display 

universal sequence conservation, aside from sharing of individual TF binding sites, which makes them very 

challenging to locate. By contrast, core promoters can be readily identified through mapping the 5’ ends of 

transcripts (Morton et al., 2014; Mejia-Guerra et al., 2015). It was recently discovered that many enhancer 

elements in animal genomes could be identified with relatively high confidence based on a unique 

combination of flanking histone posttranslational modifications (PTMs), such as an enrichment for 

H3K27ac and H3K4me1.  This characteristic histone PTM signature has led to the annotation of such 

elements in several animal models and specialized cell types (Heintzman et al., 2009; Bonn et al., 2012). 

However, the only currently known association between plant cis-regulatory elements and histone PTMs 
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appears to be a modest correlation with H3K27me3 (Zhang et al., 2012b; Zhu et al., 2015).  Though 

encouraging, this mark is not unique to these elements, and cannot be used to identify enhancers on its own.  

A long-known and general feature of sequence-specific DNA-binding proteins is their ability to 

displace nucleosomes upon DNA binding, leading to an increase in nuclease accessibility around the 

binding region (Gross and Garrard, 1988; Henikoff, 2008). In particular, DNase I treatment of nuclei 

coupled with high-throughput sequencing (DNase-seq) has been used to probe chromatin accessibility. This 

technology has served as an important tool in identifying regulatory elements throughout animal genomes 

(Thurman et al., 2012) and more recently in certain plant genomes (Zhang et al., 2012b; Zhang et al., 2012a; 

Pajoro et al., 2014; Sullivan et al., 2014). In addition, a differential micrococcal nuclease sensitivity assay 

has also been used to probe functional regions of the maize genome, demonstrating the versatility of this 

approach (Vera et al., 2014; Rodgers-Melnick et al., 2016).  

DNase-seq has been used successfully to identify open chromatin regions in different tissues of 

both rice and Arabidopsis (Zhang et al., 2012a; Pajoro et al., 2014; Zhu et al., 2015). Over a dozen of the 

intergenic DNase-hypersensitive sites in Arabidopsis were tested and shown to act as enhancer elements 

by activating a minimal promoter-reporter cassette, demonstrating that chromatin accessibility is an 

important factor in enhancer identification (Zhu et al., 2015). Collectively, these DNase-seq studies show 

that the majority of open chromatin sites exist outside of genes in rice and Arabidopsis, that differences in 

open chromatin sites can be identified between tissues, and that a large proportion of intergenic open 

chromatin sites are in fact regulatory, at least in Arabidopsis. Another recent significant advance came from 

using DNase-seq to examine the changes in Arabidopsis chromatin accessibility and TF occupancy that 

occur during development and in response to abiotic stress (Sullivan et al., 2014). This work showed that 

TF-to-TF regulatory network connectivity appears to be similar between Arabidopsis, human, and C. 

elegans, and that such networks were extensively ‘rewired’ in response to stress. This study also showed 

that many genetic variants linked to complex traits were preferentially located in accessible chromatin 

regions, portending the potential for harnessing natural variation in regulatory DNA for plant breeding.   

We are still left with many open questions regarding the general conservation of transcriptional 
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regulatory landscapes across plant genomes. For example, it remains unclear how many cis-regulatory 

elements generally exist in plant genomes, where they reside in relation to their target genes, and to what 

extent these features are conserved across plant genomes. Furthermore, it is not clear how the cis-regulatory 

elements within a single genome confer cell type-specific transcriptional activity – and thus cell type 

identity – during development. In the present study, we seek to build on previous work and to address some 

of these outstanding questions by analyzing chromatin accessibility across multiple, diverse plant species, 

and between two distinct cell types.  

From a methodological perspective, the DNase-seq procedure is relatively labor-intensive and 

requires a large number of starting nuclei for DNaseI treatment, which can be a major drawback for 

conducting cell type-specific profiling investigations. More recently, the Assay for Transposase-Accessible 

Chromatin with sequencing (ATAC-seq) was developed as an alternative approach (Buenrostro et al., 

2013). ATAC-seq employs treatment of isolated nuclei with an engineered transposase that simultaneously 

cleaves DNA and inserts sequencing adapters, such that cleaved fragments originating from open chromatin 

can be converted into a high-throughput sequencing library by Polymerase Chain Reaction (PCR). 

Sequencing of the resulting library provides readout highly similar to that of DNase-seq, but ATAC-seq 

requires far fewer nuclei (Buenrostro et al., 2015). The relatively simple procedure for ATAC-seq and its 

low nuclei input, combined with its recent application in Arabidopsis and rice (Wilkins et al., 2016; Bajic 

et al., 2017; Lu et al., 2017), has made it widely useful for assaying plant DNA regulatory regions. In this 

study, we first optimized ATAC-seq for use with crude nuclei and nuclei isolated by INTACT (Isolation of 

Nuclei TAgged in specific Cell Types) affinity purification (Deal and Henikoff, 2010). We then applied 

this method to INTACT-purified root tip nuclei from Arabidopsis thaliana, Medicago truncatula, Solanum 

lycopersicum (tomato), and Oryza sativa (rice), as well as the root hair and non-hair epidermal cell types 

of Arabidopsis. The use of diverse plant species of both dicot and monocot lineages allowed us to assay 

regulatory structure over a broad range of evolutionary distances. Additionally, analysis of the Arabidopsis 

root hair and non-hair cell types allowed us to identify distinctions in chromatin accessibility that occurred 

during the differentiation of developmentally linked cell types from a common progenitor stem cell.  
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In our cross-species comparisons, we discovered that the majority of open chromatin sites in all 

four species exist outside of transcribed regions. The open sites also tended to cluster within several 

kilobases upstream of the transcription start sites despite the large differences in intergenic space between 

the four genomes. When orthologous genes were compared across species, we found that the number and 

location of open chromatin regions were highly variable, suggesting that regulatory elements are not 

statically positioned relative to target genes over evolutionary timescales. However, we found evidence that 

particular gene sets remain under control by common TFs across these species. For instance, we discovered 

a set of four TFs that appear to be integral for root tip transcriptional regulation of common gene sets in all 

species. These include HY5 and MYB77, which were previously shown to impact root development in 

Arabidopsis (Oyama et al., 1997; Shin et al., 2007). 

When comparing the two Arabidopsis root epidermal cell types, we found that their open chromatin 

profiles are qualitatively very similar. However, many quantitative differences between cell types were 

identified, and these regions often contained binding motifs for TFs that were more highly expressed in one 

cell type than the other. Further analysis of several such cell type-enriched TFs led to the discovery of a 

hair cell transcriptional regulatory module driven by ABI5 and MYB33. These factors appear to co-regulate 

a number of additional hair cell-enriched TFs, including MYB44 and MYB77, which in turn regulate many 

downstream TF genes as well as other genes impacting hair-cell fate, physiology, secondary metabolism, 

and stress responses. 

Overall, our work suggests that the cis-regulatory structure of these four plant genomes is strikingly 

similar, and that TF-target gene modules are also generally conserved across species. Furthermore, early 

differential expression of high-level TFs between the Arabidopsis hair and non-hair cells appears to drive 

a TF cascade that at least partially explains distinctions between hair and non-hair cell transcriptomes. Our 

data also highlight the utility of comparative chromatin profiling approaches and will be widely useful for 

hypothesis generation and testing. 

 

RESULTS AND DISCUSSION 
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Application of ATAC-seq in Arabidopsis root tips 

The Assay for Transposase-Accessible Chromatin (ATAC-seq) method was introduced in 2013 

and has since been widely adopted in many systems (Buenrostro et al., 2013; Mo et al., 2015; Scharer et 

al., 2016; Lu et al., 2017). This technique utilizes a hyperactive Tn5 transposase that is pre-loaded with 

sequencing adapters as a probe for chromatin accessibility. When purified nuclei are treated with the 

transposase complex, the enzyme freely enters the nuclei and cleaves accessible DNA, both around 

nucleosomes and at nucleosome-depleted regions arising from the binding of transcription factors (TFs) to 

DNA. Upon cleavage of DNA, the transposon integrates sequencing adapters, fragmenting the DNA sample 

in the process.  Regions of higher accessibility will be cleaved by the transposase more frequently and 

generate more fragments – and ultimately more reads, once the sample is sequenced. Conversely, less 

accessible regions will have fewer fragments and reads. After PCR-amplification of the raw DNA 

fragments, paired-end sequencing of the ATAC-seq library can reveal nucleosome-depleted regions where 

TFs are bound. 

In this study, we set out to apply ATAC-seq to multiple plant species as well as different cell types 

from a single species. As such, we first established procedures for using the method with Arabidopsis, 

starting with root tip nuclei affinity-purified by INTACT (Isolation of Nuclei TAgged in specific Cell 

Types). We also established a protocol to use nuclei purified by detergent lysis of organelles followed by 

sucrose sedimentation, with the goal of broadening the application of ATAC-seq to non-transgenic starting 

tissue. We began with an Arabidopsis INTACT transgenic line constitutively expressing both the nuclear 

envelope targeting fusion protein (NTF) and biotin ligase (BirA) transgenes.  Co-expression of these 

transgenes results in all the nuclei in the plant becoming biotinylated, and thus amenable to purification 

with streptavidin beads (Deal and Henikoff, 2010; Sullivan et al., 2014). Transgenic INTACT plants were 

grown on vertically oriented nutrient agar plates to facilitate root growth, and total nuclei were isolated 

from the 1 cm root tip region. These nuclei were further purified either by treatment with 1% (v/v) Triton 

X-100 and sedimentation through a sucrose cushion (‘Crude’ purification) or affinity-purified using 

streptavidin-coated magnetic beads (INTACT purification). In both cases 50,000 nuclei from each 
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purification strategy were used as the input for ATAC-seq (Figure 3.1A). Overall, both Crude and INTACT-

purified nuclei yielded very similar results (Figure 3.1B and C, Figure S3.1). One clear difference that 

emerged was the number of reads that map to organellar DNA between the nuclei preparation methods. 

While the total reads of Crude nuclei preparations mapped approximately 50% to organellar genomes and 

50% to the nuclear genome, the total reads of INTACT-purified nuclei consistently mapped over 90% to 

the nuclear genome (Table 3.1). The issue of organellar genomes contaminating ATAC-seq reactions is a 

common one, resulting in a large percentage of organelle-derived reads that must be discarded before further 

analysis. This issue was also recently shown to be remedied by increasing the purity of nuclei prior to 

ATAC-seq by use of fluorescence-activated nuclei sorting (Lu et al., 2017). To compare between datasets 

for the Crude and INTACT preparation strategies, we analyzed the enrichment of ATAC-seq reads using 

Hotspot peak mapping software (John et al., 2011). Though designed for use with DNase-seq data, Hotspot 

can also be readily used with ATAC-seq data. The number of enriched regions found with this algorithm 

did not differ greatly between nuclei preparation types, nor did the SPOT score (a signal-specificity 

measurement representing the proportion of sequenced reads that fall into enriched regions) (Table 3.1). 

These results suggest that the datasets are generally comparable regardless of the nuclei purification 

method. 

Visualization of the Crude- and INTACT-ATAC-seq datasets in a genome browser revealed that 

they were highly similar to one another and to DNase-seq data from whole root tissue (Figure 3.1B). Further 

evidence of similarity among these datasets was found by examining the normalized read count signal in 

all datasets (both ATAC-seq and DNase-seq) within the regions called as ‘enriched’ in the INTACT-

ATAC-seq dataset. For this and all subsequent peak calling in this study, we used the findpeaks algorithm 

in the HOMER package (Heinz, Benner et al. 2010), which we found to be more versatile and user-friendly 

than Hotspot. Using this approach, we identified 23,288 enriched regions in our INTACT-ATAC-seq data. 

We refer to these peaks, or enriched regions, in the ATAC-seq data as transposase hypersensitive sites 

(THSs). We examined the signal at these regions in the whole root DNase-seq dataset and both Crude- and 

INTACT-ATAC-seq datasets using heatmaps and average plots. These analyses showed that THSs detected 
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in INTACT-ATAC-seq tended to be enriched in both Crude-ATAC-seq and DNase-seq signal (Figure 

3.1C). In addition, the majority of enriched regions (19,516 of 23,288) were found to overlap between the 

root-tip INTACT-ATAC-seq and the whole-root DNase-seq data (Figure 3.1D) and the signal intensity 

over DNase-seq or ATAC-seq enriched regions was highly correlated between the datasets (Figure S3.1).  

To examine the distribution of hypersensitive sites among datasets, we identified enriched regions 

in both types of ATAC-seq datasets and the DNase-seq dataset, and then mapped these regions to genomic 

features. We found that the distribution of open chromatin regions relative to gene features was nearly 

indistinguishable among the datasets (Figure 3.1E). In all cases, the majority of THSs (~75%) were outside 

of transcribed regions, with most falling within 2 kb upstream of a transcription start site (TSS) and within 

1 kb downstream of a transcript termination site (TTS).  

Overall, these results show that ATAC-seq can be performed effectively using either Crude or 

INTACT-purified nuclei, and that the data in either case are highly comparable to that of DNase-seq. While 

the use of crudely purified nuclei should be widely useful for assaying any tissue of choice without a need 

for transgenics, it comes with the drawback that ~50% of the obtained reads will be from organellar DNA. 

The use of INTACT-purified nuclei greatly increases the cost efficiency of the procedure and can also 

provide access to specific cell types, but requires pre-established transgenic lines.  

 

Comparison of root tip open chromatin profiles among four species 

Having established an efficient procedure for using ATAC-seq on INTACT affinity-purified nuclei, 

we used this tool to compare the open chromatin landscapes among four different plant species. In addition 

to the Arabidopsis INTACT line described above, we also generated constitutive INTACT transgenic plants 

of Medicago truncatula (Medicago), Oryza sativa (rice), and Solanum lycopersicum (tomato). Seedlings of 

each species were grown on vertically oriented nutrient plates for one week after radicle emergence, and 

nuclei from the 1 cm root tip regions of each seedling were isolated and purified with streptavidin beads. 

ATAC-seq was performed in at least two biological replicates for each species, starting with 50,000 purified 

nuclei in each case. Visualization of the mapped reads across each genome showed notable consistencies 
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in the data for all four species. In all cases, the reads localize to discrete peaks that are distributed across 

the genome, as expected (Figure 3.2A). Examination of a syntenic region found in all four genomes 

suggested at least some degree of consistency in the patterns of transposase accessibility around orthologous 

genes (Figure 3.2A). 

To specifically identify regions of each genome that were enriched in ATAC-seq signal (THSs), 

we used the HOMER findpeaks function on each biological replicate experiment. For further analysis, we 

retained only THS regions that were found in at least two biological replicates of ATAC-seq in each species. 

These reproducible THSs were then mapped to genomic features in each species in order to examine their 

distributions. As seen previously for Arabidopsis, the majority of THSs (~70-80%) were found outside of 

transcribed regions in all four species (Figure 3.2B). For this analysis, we classified these extragenic THSs 

(THSs found anywhere outside of transcribed regions) as proximal upstream (< 2 kb upstream of the 

transcription start site, or TSS), proximal downstream (< 1 kb downstream of the transcript termination site, 

or TTS) or intergenic (> 2 kb upstream from a TSS or > 1 kb downstream from a TTS). The proportion of 

THSs in the proximal upstream and intergenic regions varied greatly with genome size, and thus the amount 

of intergenic space in the genome. For example, a full 52% of THSs in Arabidopsis – the organism with 

the smallest genome (~120 Mb) and highest gene density of the four species – were in the proximal 

upstream region. This percentage drops as genome size and intergenic space increase, with 37% of the 

THSs in the proximal upstream region in the rice genome (~400 Mb), 30% in the Medicago genome (~480 

Mb), and a mere 11% in the tomato genome (~820 Mb). The percentage of total THSs in the proximal 

downstream region followed a similar pattern, marking 17% of the THSs in Arabidopsis, 12% in rice and 

Medicago, and 6% in tomato. Finally, the proportion of THSs classified as intergenic followed the inverse 

trend as expected, with 12% of the THSs in intergenic regions for Arabidopsis, 30% for rice and Medicago, 

and 50% for tomato (Figure 3.2B). Thus, while the overall proportion of extragenic THSs is similar among 

species, the distance of these sites from genes tends to increase with genome size, which is roughly 

proportional to the average distance between genes. 
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Since the majority of THSs were found upstream of the nearest gene for each species, we next 

classified the regions based on their distance from the nearest TSS.\} 

 We binned THSs in each genome into twelve distance categories, starting with those > 10 kb upstream of 

the TSS, then into eleven bins of 999 bp moving in toward the TSS, and finally a TSS-proximal bin of 100-

0 bp upstream of the TSS (Figure 3.2C). Starting with this TSS-proximal bin, we find that ~17% of the 

upstream THSs in Arabidopsis, Medicago, and rice are within 100 bp of the TSS, whereas 2.7% of the 

upstream THSs in tomato are within 100 bp of the TSS. Moving away from the TSS, we find that 91% of 

the total upstream THSs fall within 2.9 kb of the TSS in Arabidopsis, while this number decreases with 

genome size, with 84% for rice, 73% for Medicago, and 65% for tomato. In the distance bin spanning 9.9 

kb to 3 kb upstream, we find 7% of the total upstream THSs in Arabidopsis, 15% in rice, 23% in Medicago, 

and 32% in tomato. Finally, the THSs that are more than 10 kb away from the TSS accounts for 0.8% of 

the total upstream THSs in Arabidopsis, 0.9% in rice, 2.3% in Medicago, and 3.3% in tomato. Overall, it is 

clear that in all species the majority of THSs are within 3 kb upstream of a TSS, suggesting that most cis-

regulatory elements in these genomes are likely to be proximal to the core promoter. In the species with the 

largest genomes and intergenic distances (Medicago and tomato), THSs tend to be spread over a somewhat 

wider range upstream of the TSS. However, even in these cases, only a few hundred THSs in total are more 

than 10 kb away from the nearest gene. It is worth noting that the distribution of THSs in Medicago is more 

similar to that of tomato than rice, despite the genome size being more similar to rice. This suggests that 

THSs tend to be further away from TSSs in Medicago than would be expected based on genome size alone.  

As most THSs fall near genes, we next investigated from the opposite perspective – for any given 

gene, how many THSs were associated with it? In this regard, we find that the Arabidopsis, Medicago, and 

rice genomes are highly similar (Figure 3.2D). In all three genomes, of the subset of genes that have any 

upstream THSs, ~70% of these genes have a single site, ~20% have two sites, 5-7% have three sites, and 

2-3% have four or more THSs. By contrast, the tomato genome has a different trend. Of the subset of tomato 

genes with any upstream THS, only 27% of the genes have a single site, and this proportion gradually 
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decreases with increasing THS number, with 2.7% of the tomato genes in this subset having 10 or more 

THSs. 

Overall, we have found that THSs have similar size and genomic distribution characteristics across 

all four species (Table S3.1). The majority of THSs in all species are found outside of genes, mainly 

upstream of the TSS, and these sites tend to cluster within 3 kb of the TSS. Furthermore, most genes with 

an upstream THS in Arabidopsis, Medicago, and rice have only 1-2 THSs, whereas tomato genes tend to 

have a larger number of upstream THSs. Whether this increase in upstream THSs in tomato is reflective of 

an increase in the number of regulatory elements per gene based on clade-specific alterations in gene 

regulation, DNA copy number changes, or simply the greater abundance of transposons and other repeat 

elements is not entirely clear. Compared to the other species, tomato THSs are much more abundant and 

tend to be smaller in size than those of the other species, and the tomato ATAC-seq data generally appear 

to have a lower signal-to-noise ratio (Table S3.8, Figure 3.2A). While it is unclear why the data from tomato 

are distinct in these ways, it is clear that tomato THSs occupy mostly genic regions of the genome, as 

expected, and are highly reproducible between biological replicate experiments (Figure S3.2). 

Collectively, these results suggest that there is a relatively small number of regulatory elements per 

gene in plants. These elements tend to be focused near the promoter rather than at more distal sites as has 

been observed in animal, particularly mammalian, genomes (Stadhouders et al., 2012). The assumptions 

implicit in this argument are that open chromatin sites near a TSS reflect regulatory elements that regulate 

that TSS and not a more distant one, and that upstream elements contribute the majority of regulatory 

effects. These assumptions appear to be generally validated by many reporter assays showing that an 

upstream fragment of several kilobases is frequently sufficient to recapitulate native transcription patterns 

(Medford et al., 1991; Masucci et al., 1996; Ruzicka et al., 2007; Tittarelli et al., 2009; Li et al., 2012), as 

well as our observation that upstream THSs are the most abundant class of open chromatin sites.  

 

Open chromatin features are not directly conserved among orthologous genes 
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Given that many of the properties of open chromatin regions were shared among Arabidopsis, 

Medicago, rice, and tomato, we next asked whether the numbers and locations of THSs – and thus putative 

regulatory elements – were conserved among orthologous genes across species. For these analyses, we 

identified 373 syntenic orthologs (Table S3.2) that were found in all four genomes and asked whether 

members of each ortholog set harbored a similar number of open chromatin regions across the species. 

Again, using root tip THSs present in at least two biological replicates for each species, we counted the 

number of THSs within 5 kb upstream of the TSS for each ortholog in each species. We then examined 

these data for similarities and differences in upstream THS number (Figure 3.3A). While no clear trend of 

strong conservation in the number of upstream THSs emerged from this analysis, there was a small subset 

of orthologs that did have upstream THSs in similar numbers across species. However, this was a very 

small proportion of the total. As seen in earlier analyses, tomato genes tended to have a larger number of 

upstream THSs compared to the other species, and most of the 373 orthologs in tomato did have at least 

one upstream THS. This was not the case in the other three species, where many of the orthologs had no 

detectable upstream THSs within 5 kb of the TSS. Among the four species, Arabidopsis and Medicago 

showed the greatest similarity in upstream THS number, but even in this case the similarity was minimal 

despite the relatively closer phylogenetic relationship between these two organisms. 

We next examined the distribution of open chromatin regions across the upstream regions of these 

373 orthologous genes relative to their expression level in Arabidopsis, reasoning that there could be 

patterns of open chromatin similarity based on THS positions, rather than numbers. For this analysis, we 

examined the normalized ATAC-seq signal across the upstream region of all 373 orthologous genes, from 

-5000 bp to +100 bp relative to the TSS of each gene (Figure 3.3B). Orthologs were then ranked within the 

heatmap based on the transcript level of each Arabidopsis ortholog in the root tip (Li, Yamada et al. 2016), 

from highest to lowest expression. For each Arabidopsis ortholog we also included the upstream THS 

number to ascertain how this feature might correlate with transcript level for Arabidopsis. While there was 

some consistency among species in that open chromatin often overlapped with the TSS, we did not observe 

any clear pattern in transposase hypersensitivity within the upstream regions of these orthologs. K-means 
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clustering of the heatmaps similarly did not reveal evidence for conservation of open chromatin patterns 

among orthologs (Figure S3.3A). An important caveat to this analysis is that many of these syntenic 

orthologs may not be functional homologs, or ‘expressologs’ (Patel et al., 2012), due to subfunctionalization 

within gene families. As such, we identified a smaller group (52) of expressologs on which to perform a 

similar test (Table S3.3). While these expressolog genes have both maximally high protein level similarity 

and expression pattern similarity, including expression in the root, there was also no clear correspondence 

in upstream THS number among them (Figure S3.3B). 

There does not appear to be strong conservation in the number and location of open chromatin sites 

at orthologous genes across species. Assuming that these genes are still under control of common TFs, this 

suggests that regulatory elements could be free to migrate, and perhaps split or fuse, while retaining the 

regulatory parameters of the target gene in question. 

One interesting finding from these analyses was that the pattern of upstream THS number does not 

correlate with expression level, at least for Arabidopsis (Figure 3.3B). Thus, THSs must not simply 

represent activating events upstream of the TSS but may also represent binding of repressive factors. 

Further, we found no correlation between upstream THS number and expression entropy among all genes 

in the Arabidopsis genome, suggesting a more complex relationship between regulatory element 

distribution and target gene transcription (Figure S3.3C). 

 

Evidence for co-regulation of common gene sets by multiple TFs across species 

While there does not appear to be a consistent pattern in the number or placement of open chromatin 

regions around orthologs or expressologs, we wanted to examine whether it would be possible to find 

common regulators of specific gene sets among species using a deeper level of analysis. To do this, we first 

searched for common TF motifs in root tip THSs across the four species. Using the THSs that were found 

in at least two replicates for each species, we employed the MEME-ChIP motif analysis package 

(Machanick and Bailey, 2011; Ma et al., 2014) to identify overrepresented motifs of known TFs. We 

discovered 30 motifs that were both overrepresented and common among all species (Table S3.4). We 
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narrowed our list of candidate TFs by considering a variety of factors, including the expression of each TF 

in the root tip, any known mutant root phenotypes involving those TFs, and whether genome-wide binding 

information was available for each candidate in Arabidopsis. Ultimately, we selected 4 TFs for further 

analysis: ELONGATED HYPOCOTYL 5 (HY5), ABSCISIC ACID RESPONSIVE ELEMENTS-

BINDING FACTOR 3 (ABF3), C-REPEAT/DRE BINDING FACTOR 2 (CBF2), and MYB DOMAIN 

PROTEIN 77 (MYB77). It is worth noting that among these factors, both HY5 and MYB77 had been 

previously implicated in root development (Oyama et al., 1997; Zhao et al., 2014). Like HY5 and MYB77, 

CBF2 and ABF3 have been implicated in stress responses as well as abscisic acid (ABA) signaling (Kang 

et al., 2002; Knight et al., 2004). Furthermore, overexpression of ABF3 leads to increased tolerance to 

multiple abiotic stresses in Arabidopsis, rice, cotton, and alfalfa (Oh et al., 2005; Abdeen et al., 2010; Wang 

et al., 2016; Kerr et al., 2017). Given this evidence, we decided to focus on these factors for further study. 

We first sought to define the target genes for each of these four TFs in Arabidopsis by combining 

our chromatin accessibility data with published genome-wide binding data for each factor in Arabidopsis 

(Table 3.2). Because an accessible chromatin region (a THS) represents the displacement of nucleosomes 

by a DNA-binding protein, we reasoned that our THS profiles for a given tissue would represent virtually 

all possible protein binding sites in the epigenomes of root tip cells. Similarly, by using in vitro genomic 

binding data (DAP-seq) (O'Malley et al., 2016b) or ChIP-seq data from a highly heterogeneous tissue, we 

could identify the spectrum of possible binding sites for that TF, such that the intersection of these datasets 

would represent the binding sites for that TF in the sample of interest. While there are caveats to this 

approach, we reasoned that it was more likely to generate false negatives than false positives and would 

give us a set of high confidence target genes to analyze for each TF. In this regard, ChIP-seq data may be 

more robust because they represent in vivo binding, while DAP-seq is an in vitro assay and may not capture 

binding sites that depend on chromatin properties or interactions with other TFs. On the other hand, ChIP-

seq data are inherently limited by the cell types present in the sample used. 

We first tested this approach in Arabidopsis with each of the four TFs of interest. Using THSs from 

the Arabidopsis root tip that were found in at least two biological replicates, we used the motif-identification 
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tool FIMO (Grant et al., 2011) to identify THSs that contained a significant occurrence of the TF motif of 

interest. The THSs that contained a significant motif match were considered predicted binding sites. We 

then identified predicted binding sites that also overlapped with a known binding site for that TF (a DAP-

seq or ChIP-seq peak), and these were considered high confidence binding sites for that TF in the root tip 

(Figure S3.4). The predicted binding sites (motif-containing THSs) were themselves very good predictors 

of the true binding sites for these four TFs (Table 3.2). For example, of the 1,316 Arabidopsis root tip THSs 

with an occurrence of the ABF3 motif (Mathelier, Zhao et al. 2014), 1,279 (97%) overlapped with an ABF3 

ChIP-seq peak from whole 2-day-old seedlings (Song et al., 2016). Similarly, 89% of predicted CBF2 

binding sites (Weirauch, Yang et al. 2014) overlapped with a CBF2 DAP-seq peak (O'Malley et al., 2016a), 

74% of predicted MYB77 binding sites (Weirauch, Yang et al. 2014) overlapped with a MYB77 DAP-seq 

peak (O'Malley et al., 2016a), and 61% of predicted HY5 binding sites (Mathelier, Zhao et al. 2014) 

overlapped with a HY5 DAP-seq peak (O'Malley et al., 2016a). In each case, the high confidence binding 

sites (motif-containing THSs that overlap with a ChIP- or DAP-seq peak) were assigned to their nearest 

TSS in order to identify the putative target genes for each TF (Figure S3.4).  

With these lists of target genes for each TF in the Arabidopsis root tip, we looked for gene sets that 

were regulated by more than one factor, as means of identifying co-regulatory associations between these 

four TFs. We found extensive co-targeting among these four TFs, with gene sets being targeted by one, 

two, three, or all four of these TFs to a degree that was far higher than what would be expected by chance 

(Figure 3.3C). For example, of the 1,271 ABF3 target genes, 297 (23%) are also targeted by HY5 

(hypergeometric p = 2.1 x 10-56). Among these 297 genes, 46 are targeted by ABF3, HY5, and CBF2, and 

seven are targeted by all four TFs. We also asked where the binding sites driving this pattern were located 

relative to the target genes. To do this we considered only binding sites within the 5 kb upstream region of 

a TSS, and repeated the target gene assignment and analysis of target gene overlaps between TFs. This 

subsetting reduced the total number of target genes for each factor by ~20%, but did not substantially alter 

the percentages of target gene overlap among the four TFs (Figure S3.5A). These results collectively 

suggest that these four TFs have important roles in root tip gene regulation both individually and in 
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combination, and that the majority of their binding sites (~80%) fall within the 5 kb region upstream of the 

TSS for target genes. In addition, we find that the binding sites for multiple TFs often occur in the same 

THS (Figure S3.5B). 

We next sought to examine the target genes and proportions of target gene overlaps between the 

four species to address the conservation of co-regulatory relationships among these four TFs. Given that no 

TF binding data is available for the other three species and knowing that the majority of our predicted 

binding sites in Arabidopsis corresponded to known binding sites (Table 3.2; 61-97%), we opted to also 

use the predicted binding sites for each of the four TFs in Medicago, tomato, and rice, with the knowledge 

that these sets may contain some false positives. For these analyses we used the Arabidopsis TF motifs – 

since these have not been directly defined for the other species – with the caveat that the DNA binding 

specificity of these factors may not be identical among species. 

We again used FIMO to identify significant occurrences of each TF motif within the root tip THSs 

found in at least two biological replicates for each of our four species. We then mapped the predicted 

binding sites of each TF to the nearest TSS to define target genes for each TF in each species (Table S3.5). 

We then analyzed the overlap of TFs at target genes in each species using 4-way Venn diagrams, similar to 

Figure 3.3C. To compare regulatory associations across species, we considered each of the 15 categories in 

every species-specific 4-way Venn diagram as a regulatory category. For example, one regulatory category 

consists of the genes targeted only by ABF3 alone, another would be those targeted only by HY5 and ABF3 

at the exclusion of the other two TFs, and so on. For each regulatory category in each species, we calculated 

the percentage of the total target genes in that category (number of genes in the regulatory category/total 

number of genes targeted by any of the 4 TFs), and then compared these percentages between species 

(Figure 3.3D). We found remarkably consistent proportions of the target genes in nearly all regulatory 

categories across all four species. However, notable deviations from this consistency among species were 

seen in the proportion of rice genes targeted by MYB77 alone and rice genes targeted CBF2 and HY5 

together. In most cases, the proportions of target genes in different regulatory categories were most similar 

between Arabidopsis and Medicago, and these were generally more similar to tomato than to rice, consistent 
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with the evolutionary distances between the species (Vanneste et al., 2014). Commonly overrepresented 

Gene Ontology (GO) terms among gene sets in particular regulatory categories across species further 

support the notion of regulatory conservation (Figure S3.5C), although these analyses are limited by the 

depth of GO annotation in some of these species. 

These findings suggest that while neither syntenic orthologous gene sets nor expressolog gene sets 

tend to share open chromatin patterns, the genes under control of specific TFs or specific combinations of 

TFs appear to be relatively stable over evolutionary time, at least for the four TFs we examined. One simple 

explanation for this phenomenon is that the locations of transcriptional regulatory elements are somewhat 

malleable over time as long as proper transcriptional control is maintained. In this model, these elements 

would be free to relocate in either direction, and potentially even merge or split. This would maintain proper 

control over the target gene, but give each ortholog or expressolog a unique chromatin accessibility profile 

depending on the exact morphology and distribution of the functionally conserved regulatory elements. 

This idea of modularity is consistent with previous observations that the Drosophila even-skipped stripe 2 

enhancer can be rearranged and still retain functionality (Ludwig et al., 2000; Ludwig et al., 2005).    

The results also shed light on the interconnectedness of specific TFs in root tip cells and indicate 

durability of these co-regulatory relationships over time. They also generate readily testable hypotheses 

regarding the how HY5, ABF3, MYB77, and CBF2 operate during root development. For example, given 

that HY5 appears to regulate over 1,000 genes in the Arabidopsis root tip (Figure 3.3C), and that hundreds 

of these are annotated with GO terms including biological regulation and response to stimulus, we predict 

that hy5 mutants would have defects in root tip morphology and growth. Indeed, HY5 was previously shown 

to be involved in the regulation of lateral root growth initiation and gravitropism (Oyama, Shimura et al. 

1997), and we observe that the primary root tips in hy5 mutants also frequently show a bulging and 

malformed appearance, as well as severe gravitropism defects (Figure S3.6). 

 

Commonalities and distinctions in the open chromatin landscapes of Arabidopsis root epidermal cell 

types 
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Having examined questions of regulatory conservation between species, we then explored 

regulatory elements and TFs relationships between cell types within a single species. In this case, we chose 

to focus on the root epidermal hair and non-hair cell types in Arabidopsis. Since these two cell types are 

derived from a common progenitor, they are prime candidates to offer insight into the epigenomic 

alterations that occur during – and likely drive – cell differentiation. Specifically, we investigated to what 

extent the open chromatin landscapes would differ between cell types and whether differences in THSs 

could pinpoint the sites of differential transcriptional regulation. Furthermore, we wanted to understand 

whether we could use this information to examine the TF-to-TF regulatory connections that underlie the 

transcriptomic and physiological differences between these cell types. 

We used two previously described INTACT transgenic lines as starting material for these 

experiments: one having biotin-labeled nuclei exclusively in the root hair (H) cells, and another with labeled 

nuclei only in the root epidermal non-hair (NH) cells (Deal and Henikoff, 2010). Nuclei were purified from 

each fully differentiated cell type by INTACT, and 50,000 nuclei of each type were subjected to ATAC-

seq. Visualization of these cell type-specific datasets in a genome browser, along with the Arabidopsis 

whole 1 cm root tip ATAC-seq data, showed a high overall degree of similarity among the three datasets 

(Figure 3.4A). Comparison of the ATAC-seq signal intensity at common THS regions genome-wide 

revealed that these two cell types have open chromatin patterns that are highly similar to one another, but 

distinct from that of the whole root tip (Figure S3.7). 

To identify regions of differential accessibility between the cell types and the whole root tip, we 

considered THS regions that were found in at least two biological replicates of each cell type or tissue. The 

total number of these reproducible THSs was 32,942 in the whole root tip, 35,552 for the H cells, and 

28,912 for the NH cells. The majority of these sites (18,742) were common (overlapping) in all three sample 

types (Figure 3.4B) and thus likely represent regulatory sites that are utilized in multiple Arabidopsis root 

cell types. We also found 6,562 THSs that were common to both root epidermal cell types but were not 

found in the whole root tip, suggesting that these may represent epidermal-specific regulatory elements. In 

a search for unique THSs in each of the three sample types (those not overlapping with a THS in any other 
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sample), we found 10,455 THSs that were unique to the whole root tip, 7,537 unique to the H cells, and 

2,574 that were unique to the NH cells. We refer to these regions as differential THSs (dTHSs). The dTHSs 

identified only in the H or NH cell type were of further interest because they may represent regulatory 

elements that drive the transcriptomic differences between these two epidermal cell types.  

To examine the extent of chromatin accessibility differences at these dTHSs, we visualized the 

accessibility signals from each cell type at both H cell dTHSs and NH cell dTHSs. First, using the 7,537 

regions identified as H cell dTHSs, we used heatmaps and average plots to examine the normalized ATAC-

seq read count across these regions in each cell type (Figure 3.4C, left panel). We then repeated this analysis 

using the 2,574 NH cell dTHSs (Figure 3.4C, right panel). In each case, it was clear that the regions we 

identified as dTHSs showed significant differences in chromatin accessibility between the two cell types. 

However, the differences in chromatin accessibility between cell types were quantitative (varying intensity) 

rather than qualitative (all-or-nothing). This indicates that, at large, the dTHSs represent sites that are highly 

accessible in one cell type and less so in the other, rather than being strictly present in one and absent in the 

other. Therefore, we refer to these sites from this point on as cell type-enriched dTHSs to convey the notion 

of quantitative differences between cell types. 

To identify the genes that might be impacted by cell type-enriched dTHSs, we mapped each dTHS 

to its nearest TSS and considered that to be the target gene. We found that the 7,537 H-enriched dTHSs 

mapped to 6,008 genes, while the 2,574 NH-enriched dTHSs mapped to 2,295 genes. Thus, the majority of 

genes that are associated with a dTHS are only associated with one such site. This is consistent with our 

previous findings that most Arabidopsis genes are associated with a single upstream THS (Figure 3.2D).  

We then asked how the set of genes associated with dTHSs overlapped with those whose transcripts 

that show differential abundance between the two cell types. Using data from a recent comprehensive RNA-

seq analysis of flow sorted Arabidopsis root cell types (Li et al., 2016a), we identified sets of transcripts 

that were more highly expressed in H versus NH cell types. To be considered a cell type-enriched gene, we 

required a gene to have a transcript level with two-fold or greater difference in abundance between H and 

NH cell types, as well as at least five reads per kilobase per million mapped reads (RPKM) in the cell type 
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with a higher transcript level. Using this relatively conservative approach, we derived a list of 3,282 H cell-

enriched genes and 2,731 NH cell-enriched genes. We then asked whether the genes associated with cell 

type-enriched dTHSs were also cell type-enriched genes (Figure 3.4D). Of the 3,282 H cell-enriched genes, 

743 were associated with a H cell-enriched dTHS, 258 were associated with a NH cell-enriched dTHS, and 

108 genes were associated with a dTHS in both cell types. Among the 2,731 NH cell-enriched genes, 156 

were associated with a NH cell-enriched dTHS, 516 were associated with a H cell-enriched dTHS, and 52 

genes showed dTHSs in both cell types. These results suggest that cell type-enriched expression of a gene 

is frequently associated with a dTHS in the cell type where the gene is highly expressed, but is also often 

associated with a dTHS in the cell type where that gene is repressed. This highlights the importance of 

transcriptional activating events in the former case and repressive events in the latter. Interestingly, for a 

smaller set of cell type-enriched genes we observed dTHSs at a given gene in both cell types, indicating 

regulatory activity at the gene in both cell types.   

We next asked what proportion of the transcriptome differences between H and NH cells might be 

explained based on differential chromatin accessibility. Of the 3,282 H cell-enriched genes, 1,109 have a 

dTHS in one or both of the cell types, and among the 2,731 NH cell-specific genes, 724 have a dTHS in 

one or both cell types. Assuming that each dTHS represents a regulatory event contributing to the 

differential expression of its identified target gene, we could explain differential expression of 33% of the 

H cell-enriched genes and 27% of the NH cell-enriched genes. The remaining ~70% of the identified cell 

type-enriched genes without clear chromatin accessibility differences may be explained in numerous ways. 

These genes may not require a change in chromatin accessibility, changes in chromatin accessibility may 

fall below our limit of detection, or these transcripts may be primarily regulated at the post-transcriptional 

level rather than at the chromatin-accessibility level that we measured. 

Another key question relates to the significance of the cell-type-enriched dTHSs that do not map 

to differentially expressed genes. These could be explained by an inability to detect all differentially 

expressed genes, perhaps simply due to the stringency of our definition of cell type-enriched genes. An 

important biological possibility to consider is that many of these regulatory regions do not in fact regulate 
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the closest gene, but rather act over a distance such that they are orphaned from their true target genes in 

our analysis. Another possibility is that many of the differential protein binding events represented by these 

dTHSs are unrelated to transcriptional regulation.  

Overall, the accessible chromatin landscapes of the root epidermal H and NH cells appear to be 

nearly identical in a qualitative sense, but differ significantly at several thousand sites in each cell type. The 

reasons for the quantitative, rather than all-or-nothing, nature of this phenomenon are not entirely clear. Are 

the accessibility differences between cell types reflective of unique protein assemblages at the same element 

in different cell types, or do they instead reflect differences in abundance of the same proteins at an element 

in different cell types? While these questions certainly warrant further investigation and experimentation, 

we can gain further insight into the regulatory differences between cell types through deeper examination 

of the differentially accessible chromatin regions in each. 

 

TF motifs in cell type-specific THSs identify regulators and their target genes 

As a means of identifying specific transcription factors (TFs) that might be important in specifying 

the H and NH cell fates, we sought to identify overrepresented motifs in the differentially accessible regions 

of each cell type. We used each set of cell type-enriched dTHSs as input for MEME-ChIP analyses 

(Machanick and Bailey, 2011) and examined the resulting lists of overrepresented motifs. We initially 

found 219 motifs that were significantly overrepresented relative to genomic background only in H cell-

enriched dTHSs and 12 that were significantly overrepresented only in NH cell-enriched dTHSs (Table 

S3.6). In order to narrow our list of candidate TFs to pursue, we vetted these lists of potential cell type-

enriched TFs by considering their transcript levels in each cell type as well as the availability of genome-

wide binding data. Based on the available data, we narrowed our search to five transcription factors of 

interest: four H cell-enriched TF genes (MYB33, ABI5, NAC083, and At5g04390) and one NH-enriched 

TF gene (WRKY27) (Table 3.3). 

We next attempted to directly identify the binding sites for each TF by differential ATAC-seq 

footprinting between the cell types. The logic behind this approach is the same as that for DNase-seq 
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footprinting – that the regions around a TF binding site are hypersensitive to the nuclease or transposase 

due to nucleosome displacement, but the sites of physical contact between the TF and DNA will be 

protected from transposon insertion/cutting, and thus leave behind a characteristic “footprint” of reduced 

accessibility on a background of high accessibility (Hesselberth et al., 2009; Vierstra and 

Stamatoyannopoulos, 2016). We reasoned that we could identify binding sites for each of these cell type-

enriched TFs by comparing the footprint signal at each predicted binding site (a motif occurrence within a 

THS) between H and NH cells.  

For this analysis, we examined the transposase integration patterns around the motifs of each TF in 

both cell types as well as in purified genomic DNA subjected to ATAC-seq, to control for transposase 

sequence bias. It was recently reported in Arabidopsis that many TF motifs exhibit conspicuous transposase 

integration bias on naked DNA (Lu et al., 2017), and our results were in line with these findings for all five 

TFs of interest here (Figure S3.8). While we observed footprint-like patterns in the motif-containing THSs 

in our ATAC-seq data, these patterns in each case were also evident on purified genomic DNA. As such, it 

was not possible to distinguish true binding sites from these data, as any footprint signal arising from TF 

binding was already obscured by the transposase integration bias. For unknown reasons, many TF motif 

DNA sequences seem to inherently evoke hyper- and/or hypo-integration by the transposase, and this 

automatically obscures any potentially informative footprint signal that could be obtained by integration 

during ATAC-seq on nuclei. Similar technical concerns have also been raised for DNaseI footprinting 

(Sung et al., 2016). These results suggest that the ATAC-seq footprinting approach may be useful for certain 

TFs, but these will likely need to be examined on a case-by-case basis. Given this issue and the resulting 

lack of evidence for footprints of our TFs of interest, we decided to take the approach of defining TF target 

sites as we did for our studies of root tip TFs.  

As described earlier, we defined high confidence binding sites for the 5 TFs of interest as TF motif-

containing THSs in the cell type of interest (predicted binding sites) that also overlapped with an enriched 

region for the TF in publicly available DAP-seq data (O'Malley et al., 2016a) or ChIP-seq data (Figure 

S3.4). Assigning these high confidence binding sites to their nearest TSS allowed us to define thousands of 
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target genes for these factors in the root epidermal cell types (Table 3.3 and Table S3.7). Compared to our 

analysis of root tip TFs, our capability to predict target sites based on motif occurrences in THSs was much 

reduced for the four H cell-enriched and one NH cell-enriched TFs examined here. For further analyses, we 

decide to focus on three of the TFs that were more highly expressed in the H cell type and had the largest 

number of high confidence target genes: ABI5, MYB33, and NAC083. 

We first asked how many of the high confidence target genes for these TFs were also preferentially 

expressed in one cell type or the other. We found that for all three TFs, a large percentage of the total target 

genes are H cell-enriched in their expression (17-21%), while many others are NH cell-enriched (6-9%) 

(Figure 3.5A). These results are intriguing as they suggest that the activities of these TFs may be generally 

context-dependent. At the same time however, the majority of the target genes for each TF were not more 

highly expressed in one cell type compared to the other. 

Each of these H cell-enriched TFs could activate other H cell-enriched genes, but what are their 

functions at regulatory elements near genes that are expressed at low levels in the H cell and high levels in 

the NH cell? One possibility is that these factors are activators of transcription in the context of H cell-

enriched genes but act as repressors or are neutral toward the target genes that are NH cell-enriched in their 

expression. This may reflect context-dependency in the sense that the effect on transcription of a target gene 

may depend on the local milieu of other factors.  

We next examined whether ABI5, MYB33, and NAC083 target any of the same genes. Similar to 

the root tip TFs examined previously, we found that these three TFs also appear to have extensive co-

regulatory relationships (Figure 3.5B). For example, 207 target genes were shared between ABI5 and 

NAC083, 238 were shared between ABI5 and MYB33, and 50 target genes were shared by all 3 factors. 

We further analyzed the genes that were co-targeted by ABI5 and MYB33, finding that 57 of the co-targeted 

genes were H-cell enriched. As such, we performed Gene Ontology (GO) analysis on the H cell-enriched 

targets as well as the full set of target genes to gain insight into the functions of this co-regulatory 

relationship (Figure 3.5C). Many of the ABI5/MYB33 target genes were annotated as being involved in 

responses to ABA as well as water, salt, and cold stress. This is consistent with the known roles of these 
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proteins in ABA signaling (Finkelstein and Lynch, 2000; Reyes and Chua, 2007). Interesting, seven of the 

57 ABI5/MYB33 target genes that were H cell-enriched were also annotated with the term regulation of 

transcription, suggesting that ABI5 and MYB33 may be at the apex of a transcriptional regulatory cascade 

in the H cell type.  

 

Identification of a new regulatory module in the root hair cell type 

Based on our findings that ABI5 and MYB33 co-target seven H cell-enriched TFs, we decided to 

investigate this potential pathway further. Among the seven TFs putatively co-regulated by ABI5 and 

MYB33 and having H cell-enriched transcript expression were DEAR5, ERF11, At3g49930, SCL8, 

NAC087, and two additional MYB factors: MYB44 and MYB77. Aside from MYB77, none of these TFs 

had been previously reported to produce root-specific phenotypes when mutated. MYB77 was previously 

shown to interact with Auxin Response Factors (ARFs) (Shin et al., 2007) and to be involved in lateral root 

development through promotion of auxin-responsive gene expression (Shin et al., 2007). Interestingly, the 

ABA receptor, PYL8, was shown to physically interact with both MYB77 and MYB44, and to promote 

auxin-responsive transcription by MYB77 (Zhao et al., 2014). MYB44 has also been implicated in ABA 

signaling through direct interaction with an additional ABA receptor, PYL9 (Li et al., 2014), as well as 

repression of jasmonic acid (JA)-responsive transcription (Jung et al., 2010). These factors have 

additionally been implicated in salicylic acid (SA) and ethylene signaling (Yanhui et al., 2006; Shim et al., 

2013). Given that MYB44 and MYB77 are paralogs (Dubos et al., 2010) that appear to integrate multiple 

hormone response pathways in a partly redundant manner (Jaradat et al., 2013), we decided to identify high 

confidence target genes (Figure S3.4) for each of them for further study.    

We again defined high confidence binding sites as THSs in H cells that contain a significant motif 

occurrence for the factor and also overlap with a DAP-seq or ChIP-seq enriched region for that factor. 

Using this approach, we found that MYB44 and MYB77 each target over 1,000 genes individually and co-

target 483 genes (Figure 3.6A). In addition, MYB44 and MYB77 appear to regulate one another, while 

MYB77 also appears to target itself. This feature of self-reinforcing co-regulation could serve as an 
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amplifying and sustaining mechanism to maintain the activity of this module once activated by ABI5, 

MYB33, and potentially other upstream factors.  

To gain a deeper understanding of the impact of MYB44 and MYB77 on downstream processes, 

we performed Gene Ontology (GO) analysis of the target genes for each factor. First considering all target 

genes, regardless of their expression in the H cell type, we found a variety of overrepresented GO terms for 

each that were consistent with the known roles of these factors in hormone signaling (Figure 3.6B). For 

example, both factors targeted a large number of genes annotated with the terms response to ABA stimulus, 

response to ethylene stimulus, and response to SA stimulus. Additionally, MYB44 alone targeted many 

genes with the annotation response to JA stimulus, consistent with its previously reported role as a negative 

regulator of JA signaling (Jung et al., 2010). Interestingly, the largest overrepresented gene functional 

category for both factors was transcription factor activity (102 genes for MYB77 and 183 genes for 

MYB44). This indeed further suggests that these factors initiate a cascade of transcriptional effects. The 

next-largest overrepresented term was plasmodesma, indicating that production and/or regulation of cell-

cell connecting structures are likely controlled by these factors. Plasmodesmata are important for numerous 

epidermal functions including cell-to-cell movement of TFs such as CPC and TRY (Schellmann et al., 

2002; Wada et al., 2002) and transport of other macromolecules and metabolites (Lucas and Lee, 2004). 

We also analyzed overrepresented ontology terms in the MYB77 and MYB44 targets that were 

classified as H cell-enriched genes. Among the MYB77 target genes in this category were known regulators 

of H cell fate, while numerous H cell-enriched MYB44 target genes were annotated as being involved in 

response to water and phosphate starvation (Figure 3.6C). The ontology category that was overrepresented 

in both target lists was negative regulation of transcription (6 MYB77 targets and 7 MYB44 targets), 

suggesting that these factors exert additional specific effects on the H cell transcriptome by regulating a 

subset of potentially repressive TFs.     

The fact that MYB77 and MYB44 target a large number of genes that show H cell-enriched 

expression suggests that these factors serve as activators of transcription at these targets, and this is 

supported by published accounts of transcriptional control by these factors (Persak and Pitzschke, 2014). 
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However, both factors also target NH cell-enriched genes as well as genes without preferential expression 

between the cell types. This phenomenon was also observed for the H-enriched TFs ABI5, MYB33, and 

NAC083 (Figure 3.5), suggesting that certain TFs may generally serve as activators but may also have 

context-dependent repressive functions. Such a functional switch could occur through direct mechanisms 

such as structural alteration by alternative splicing or post-translational modification, functional alteration 

by partnering with a specific TF or chromatin-modifying complex, or perhaps indirectly by binding to a 

target site to occlude the binding of other factors necessary for transcriptional activation. The numerous 

reports of dual function transcription factors in animals and plants support the notion that this may be a 

general phenomenon (Ikeda et al., 2009; Boyle and Despres, 2010; Li et al., 2016b). 

Collectively these results suggest that the MYB44/MYB77 module in the H cell specifies a cascade 

of downstream transcriptional regulation, some of which is positive and some of which is negative. This 

module likely represents an important hub in controlling H cell fate as well as a variety of physiological 

functions and environmental responses in this cell type. The fact that MYB77 was also discovered in our 

analyses of root tip TFs suggests that this factor likely has a broader role in other cell types during early 

root development, in addition to a role in specification of the H cell versus the NH cell fate. An important 

next step will be to perform genetic manipulations of these factors (knockout and inducible overexpression, 

for example), in order to test and elaborate on the specific predictions made by our model. 

 

SUMMARY AND CONCLUSIONS 

In this study, we used ATAC-seq profiling of accessible chromatin to investigate questions 

regarding the transcriptional regulatory landscape of plant genomes and its conservation across species. We 

also investigated the similarities and differences in open chromatin landscapes in two root cell types that 

arise from a common progenitor, allowing us to identify and analyze TFs that act specifically in one cell 

type versus the other. Overall, we are able to gain several new insights from this work. 

In optimization of our ATAC-seq procedures, we found that the assay can be performed effectively 

on crudely purified nuclei but that this approach is limited by the large proportion of reads arising from 
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organelle genomes (Table 3.1). This issue is ameliorated by the use of the INTACT system to affinity-

purify nuclei for ATAC-seq, which also provides access to individual cell types. Consistent with previous 

reports, we found that the data derived from ATAC-seq are highly similar to those from DNase-seq (Figure 

3.1). In comparing our root tip ATAC-seq data to DNase-seq data from whole roots, we found that some 

hypersensitive regions were detected in one assay but not the other. This discrepancy is most likely 

attributable to differences in starting tissue and laboratory conditions, rather than biological differences in 

the chromatin regions sensitive to DNase I versus the hyperactive Tn5 transposase. This interpretation 

would fit with the large number of differences also observed in THS overlap between Arabidopsis root tip 

and epidermal cell types.  

In a comparison of open chromatin among the root tip epigenomes of Arabidopsis, Medicago, 

tomato, and rice, we found the genomic distribution of THSs in each were highly similar. About 75% of 

THSs lie outside of transcribed regions, and the majority of these THSs are found within 3 kb upstream of 

the TSS in all species (Figure 3.2). Thus, the distance of upstream THSs from the TSS is relatively 

consistent among species and is not directly proportional to genome size or intergenic space for these 

representative plant species. Among genes with an upstream THS, 70% of these genes in Arabidopsis, 

Medicago, and rice have a single such feature, 20% have two upstream THSs, and less than 10% have three 

or more. In contrast, only 27% of tomato genes with an upstream THS have a single THS, 20% have two, 

and the proportion with 4-10 THSs is 2-7 times higher than that for any other species examined. This 

increase in THS number in tomato could be reflective of an increase in the number of regulatory elements 

per gene, but is perhaps more likely a result of the greater number of long-terminal repeat retrotransposons 

near genes in this species (Xu and Du, 2014). In either case, our investigation revealed that open chromatin 

sites – and by extension transcriptional regulatory elements – in all four species are focused in the TSS-

proximal upstream regions and are relatively few in number per gene. This suggests that transcriptional 

regulatory elements in plants are generally fewer in number and are closer to the genes they regulate than 

those of animal genomes. For example, the median distance from an enhancer to its target TSSs in 

Drosophila was found to be 10 kb, and it was estimated that each gene had an average of four enhancers 
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(Kvon, Kazmar et al. 2014). It was also recently reported that in human T cells, the median distance between 

enhancers and promoters was 130 kb, far greater than the distances we have observed here across plant 

species (Mumbach, Satpathy et al. 2017). 

Analysis of over-represented TF motifs in THSs across species suggested that many of the same 

TFs are at play in early root development in all species. Perhaps more surprisingly, co-regulation of specific 

gene sets by multiple TFs seems to be frequently maintained across species (Figure 3.3). Taken together 

with the lack of shared open chromatin profiles among orthologous genes and expressologs, these findings 

suggest that transcriptional regulatory elements may relocate over evolutionary time within a window of 

several kilobases upstream of the TSS, but regulatory control by specific TFs is relatively stable.    

Our comparison of the two Arabidopsis root epidermal cell types, the hair (H) and non-hair (NH) 

cells, revealed that open chromatin profiles were highly similar between cell types. By examining THSs 

that were exclusive to one cell type, we were able to find several thousand THSs that were quantitatively 

more accessible in each cell type compared to the other (Figure 3.4). Mapping of these differential THSs 

(dTHSs) to their nearest genes revealed that in each cell type there were many dTHSs that were near genes 

expressed more abundantly in that cell type, as well as many near genes with the opposite expression 

pattern. This suggests that some dTHSs represented transcriptional activating events whereas others were 

repressive in nature.  

Analysis of TF motifs at these dTHSs between cell types identified a suite of TFs that were more 

highly expressed in H cells and whose motifs were significantly overrepresented in H cell-enriched dTHSs. 

Analysis of three of these TFs – ABI5, MYB33, and NAC083 – revealed that each factor targets a large 

number of H cell-enriched genes as well as a smaller number of NH cell-enriched genes (Figure 3.5). These 

factors also have many overlapping target genes among them, and ABI5 and MYB33 both target seven 

additional H cell-enriched TFs. Among these seven H-enriched TFs are two additional MYB factors: 

MYB77 and MYB44 (Figure 3.6). Examination of the high confidence target genes of MYB77 and MYB44 

revealed that these paralogous factors appeared to regulate each other as well as many other common target 

genes, including large numbers of other TF genes. Hundreds of the MYB77 and MYB44 target genes were 
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also more highly expressed in the H cell relative to the NH cell, suggesting that these factors set off a broad 

transcriptional cascade in the H cell type. In addition, they appear to directly regulate many H cell-enriched 

genes involved in cell fate specification and water and phosphate acquisition. This type of cooperative 

action by pairs of MYB paralogs has also been documented recently in Arabidopsis and other species 

(Millar and Gubler, 2005; Matus et al., 2017; Wang et al., 2017), and the fact that many target genes for 

each MYB factor are not regulated by the other may reflect a degree of subfunctionalization between the 

paralogs.  

An important question arising from our results is whether classifying a TF as strictly an activator 

or repressor is generally accurate in most cases. For example, the H cell-enriched TFs that we examined all 

have apparent target genes that are highly expressed in the H cell type as well as targets that are expressed 

at very low levels, if at all, in the H cell type. In fact, these latter genes are often much more highly expressed 

in the NH cell type. Given that a number of these TFs have been shown to activate transcription in specific 

cases, this suggests that they promote the transcription of H cell-enriched targets and either repress or have 

no effect on NH cell-enriched target genes. One explanation for this phenomenon is that these TFs have 

“dual functionality” as activators and repressors, depending on the context (Bauer et al., 2010). However, 

it is equally possible that these factors do not play a direct role in gene repression. For example, the binding 

of an activator near a repressed gene may be functionally irrelevant to the regulation of that gene, or it may 

be the case that other gene-specific repressors may also be bound nearby and override the activity of the 

activator. This phenomenon will be worth exploring as it may deepen our understanding of the intricacies 

of transcriptional control. 

In this study, we outline a widely applicable approach for combining chromatin accessibility 

profiling with available genome-wide binding data to construct models of TF regulatory networks. The 

putative TF regulatory pathways we have illuminated through our comparison across species and cell types 

provide important hypotheses regarding the evolution of gene regulatory mechanisms in plants and the 

mechanisms of cell fate specification, that are now open to experimental analysis. 
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METHODS 

Plant materials and growth conditions 

Plants used in this study were of the Arabidopsis thaliana Col-0 ecotype, the A17 ecotype of 

Medicago truncatula, the M82 LA3475 cultivar of tomato (Solanum lycopersicum), and the Nipponbare 

cultivar of rice (Oryza sativa). Transgenic plants of each species for INTACT were produced by 

transformation with a binary vector carrying both a constitutively expressed biotin ligase and constitutively 

expressed nuclear tagging fusion protein (NTF) containing a nuclear outer membrane association domain 

(Ron et al., 2014). The binary vector used for Medicago was identical to the tomato vector (Ron et al., 

2014), but was constructed in a pB7WG vector containing phosphinothricin resistance gene for plant 

selection and it retains the original AtACT2p promoter. The binary vector used for rice is described in 

Reynoso et al. (submitted). Transformation of rice was carried out at UC Riverside and tomato 

transformation was carried out at the UC Davis plant transformation facility. Arabidopsis plants were 

transformed by the floral dip method (Clough and Bent, 1998) and composite transgenic Medicago plants 

were produced according to established procedures (Limpens et al., 2004). 

For root tip chromatin studies, constitutive INTACT transgenic plant seeds were surface sterilized 

and sown on ½-strength Murashige and Skoog (MS) media (Murashige and Skoog, 1962) with 1% (w/v) 

sucrose in 150 mm diameter Petri plates, except for tomato and rice where full-strength MS with 1% (w/v) 

sucrose and without vitamins was used. Seedlings were grown on vertically oriented plates in controlled 

growth chambers for 7 days after germination, at which point the 1 cm root tips were harvested and frozen 

immediately in liquid N2 for subsequent nuclei isolation. The growth temperature and light intensity was 

20°C and 200 μmol/m2/sec for Arabidopsis and Medicago, 23°C and 80 μmol/m2/sec for tomato, and 

28°C/25°C day/night and 110 μmol/m2/sec for rice. Light cycles were 16 h light/8 h dark for all species.  

For studies of the Arabidopsis root hair and non-hair cell types, previously described INTACT 

transgenic lines were used (Deal and Henikoff, 2010). These lines are in the Col-0 background and carry a 

constitutively expressed biotin ligase gene (ACT2p:BirA) and a transgene conferring cell type-specific 
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expression of the NTF gene (from the GLABRA2 promoter in non-hair cells or the ACTIN 

DEPOLYMERIZING FACTOR8 promoter in root hair cells). Plants were grown vertically on plates as 

described above for 7 days, at which point 1.25 cm segments from within the fully differentiated cell zone 

were harvested and flash frozen in liquid N2. This segment of the root contains only fully differentiated 

cells and excludes the root tip below and any lateral roots above. 

 

Nuclei isolation 

For comparison of ATAC-seq using crude and INTACT-purified Arabidopsis nuclei, a constitutive 

INTACT line was used (ACT2p:BirA/UBQ10p:NTF) (Sullivan et al., 2014) and nuclei were isolated as 

described previously (Bajic et al., 2017). In short, after growth and harvesting as described above, 1-3 g of 

root tips were ground to a powder in liquid N2 in a mortar and pestle and then resuspended in 10 ml of NPB 

(20 mM MOPS [pH 7], 40 mM NaCl, 90 mM KCl, 2 mM EDTA, 0.5 mM EGTA, 0.5 mM spermidine, 0.2 

mM spermine, 1× Roche Complete protease inhibitors) with further grinding. This suspension was then 

filtered through a 70 μM cell strainer and centrifuged at 1,200 x g for 10 min at 4° C. After decanting, the 

nuclei pellet was resuspended in 1 ml of NPB and split into two 0.5 ml fractions in new tubes. Nuclei from 

one fraction were purified by INTACT using streptavidin-coated magnetic beads as previously described 

(Bajic et al., 2017) and kept on ice prior to counting and subsequent transposase integration reaction. Nuclei 

from the other fraction were purified by non-ionic detergent lysis of organelles and sucrose sedimentation, 

as previously described (Bajic et al., 2017). Briefly, these nuclei in 0.5 ml of NPB were pelleted at 1,200 x 

g for 10 min at 4° C, decanted, and resuspended thoroughly in 1 ml of cold EB2 (0.25 M sucrose, 10 mM 

Tris [pH 8], 10 mM MgCl2, 1% Triton X-100, and 1× Roche Complete protease inhibitors). Nuclei were 

then pelleted at 1,200 x g for 10 min at 4° C, decanted, and resuspended in 300 μl of EB3 (1.7 M sucrose, 

10 mM Tris [pH 8], 2 mM MgCl2, 0.15% Triton X-100, and 1× Roche Complete protease inhibitors). This 

suspension was then layered gently on top of 300 μl of fresh EB3 in a 1.5 ml tube and centrifuged at 16,000 

x g for 10 minutes at 4° C. Pelleted nuclei were then resuspended in 1 ml of cold NPB and kept on ice prior 

to counting and transposase integration.  
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For INTACT purification of total nuclei from root tips of Medicago, tomato and rice, as well as 

purification of Arabidopsis root hair and non-hair cell nuclei, 1-3 g of starting tissue was used. In all cases, 

nuclei were purified by INTACT and nuclei yields were quantified as described previously (Bajic et al., 

2017).  

 

Assay for transposase-accessible chromatin with sequencing (ATAC-seq) 

Freshly purified nuclei to be used for ATAC-seq were kept on ice prior to the transposase 

integration reaction and never frozen. Transposase integration reactions and sequencing library preparations 

were then carried out as previously described (Bajic et al., 2017). In brief, 50,000 purified nuclei or 50 ng 

of Arabidopsis leaf genomic DNA were used in each 50 μl transposase integration reaction for 30 min at 

37° C using Nextera reagents (Illumina, FC-121-1030). DNA fragments were purified using the Minelute 

PCR purification kit (Qiagen), eluted in 11 μl of elution buffer, and the entirety of each sample was then 

amplified using High Fidelity PCR Mix (NEB) and custom barcoded primers for 9-12 total PCR cycles. 

These amplified ATAC-seq libraries were purified using AMPure XP beads (Beckman Coulter), quantified 

by qPCR with the NEBNext Library Quantification Kit (NEB), and analyzed on a Bioanalyzer High 

Sensitivity DNA Chip (Agilent) prior to pooling and sequencing.  

 

High throughput sequencing 

Sequencing was carried out using the Illumina NextSeq 500 or HiSeq2000 instrument at the 

Georgia Genomics Facility at the University of Georgia. Sequencing reads were either single-end 50 nt or 

paired-end 36 nt and all libraries that were to be directly compared were pooled and sequenced on the same 

flow cell. 

 

Sequence read mapping, processing, and visualization 
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Sequencing reads were mapped to their corresponding genome of origin using Bowtie2 software 

(Langmead and Salzberg, 2012) with default parameters. Genome builds used in this study were 

Arabidopsis version TAIR10, Medicago version Mt4.0, Tomato version SL2.4, and Rice version IRGSP 

1.0.30. Mapped reads in .sam format were converted to .bam format and sorted using Samtools 0.1.19 (Li 

et al., 2009). Mapped reads were then filtered using Samtools to retain only those reads with a mapping 

quality score of 2 or higher (Samtools “view” command with option “-q 2” to set mapping quality cutoff). 

Arabidopsis ATAC-seq reads were further filtered with Samtools to remove those mapping to either the 

chloroplast or mitochondrial genomes, and root hair and non-hair cell datasets were also subsampled such 

that the experiments within a biological replicate had the same number of mapped reads prior to further 

analysis. For normalization and visualization, the filtered, sorted .bam files were converted to bigwig format 

using the “bamcoverage” script in deepTools 2.0 (Ramirez et al., 2016) with a bin size of 1 bp and RPKM 

normalization. Use of the term normalization in this paper refers to this process. Heatmaps and average 

plots displaying ATAC-seq data were also generated using the “computeMatrix” and “plotHeatmap” 

functions in the deepTools package. Genome browser images were made using the Integrative Genomics 

Viewer (IGV) 2.3.68 (Thorvaldsdottir et al., 2013) with bigwig files processed as described above. 

 

Identification of orthologous genes among species 

Orthologous genes among species were selected exclusively from syntenic regions of the four 

genomes. Syntenic orthologs were identified using a combination of CoGe SynFind 

(https://genomevolution.org/CoGe/SynFind.pl) with default parameters, and CoGe SynMap 

(https://genomevolution.org/coge/SynMap.pl) with QuotaAlign feature selected and a minimum of six 

aligned pairs required (Lyons and Freeling 2008, Lyons, Pedersen et al. 2008). 

 

Peak calling to detect transposase hypersensitive sites (THSs) 

Peak calling on ATAC-seq data was performed using the “Findpeaks” function of the HOMER 

package (Heinz et al., 2010). The parameters “-region” and “-minDist 150” were used to allow 
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identification of variable length peaks and to set a minimum distance of 150 bp between peaks before they 

are merged into a single peak, respectively. We refer to the peaks called in this way as “transposase 

hypersensitive sites”, or THSs. 

 

Genomic distribution of THSs 

For each genome, the distribution of THSs relative to genomic features was assessed using the 

PAVIS web tool (Huang et al., 2013) with “upstream” regions set as the 2,000 bp upstream of the annotated 

transcription start site and “downstream” regions set as 1,000 bp downstream of the transcript termination 

site. 

 

Transcription factor motif analyses 

ATAC-seq transposase hypersensitive sites (THSs) that were found in two replicates of each 

sample were used for motif analysis. The regions were adjusted to the same size (500 bp for root tip THSs 

or 300 bp for cell type-specific dTHSs). The MEME-ChIP pipeline (Machanick and Bailey, 2011) was run 

on the repeat-masked fasta files representing each THS set to identify overrepresented motifs, using default 

parameters. For further analysis, we used the motifs derived from the DREME, MEME, and CentriMo 

programs that were significant matches (E value < 0.05) to known motifs. Known motifs from both Cis-BP 

(Weirauch, Yang et al. 2014) and the DAP-seq database (O'Malley, Huang et al. 2016) were used in all 

motif searches. 

 

Assignment of THSs to genes 

For each ATAC-seq data set the THSs were assigned to genes using the “TSS” function of the 

PeakAnnotator 1.4 program (Salmon-Divon et al., 2010). This program assigns each peak/THS to the 

closest transcription start site (TSS), whether upstream or downstream, and reports the distance from the 

peak center to the TSS based on the genome annotations described above.  
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ATAC-seq footprinting 

To examine motif-centered footprints for TFs of interest we used the “dnase_average_profile.py” 

script in the pyDNase package (Piper et al., 2013). The script was used in ATAC-seq mode [“-A” parameter] 

with otherwise default parameters.  

 

Publicly available DNase-seq, DAP-seq, ChIP-seq, and RNA-seq data 

For comparison to our ATAC-seq data from root tips, we used a published DNase-seq dataset from 

7-day-old whole Arabidopsis roots (SRX391990), which was generated from the same INTACT transgenic 

line used in our experiments (Sullivan et al., 2014).  

Publicly available ChIP-seq and DAP-seq datasets were also used to identify genomic binding sites 

for transcription factors of interest. These include ABF3 (AT4G34000; SRX1720080) and MYB44 

(AT5G67300; SRX1720040)(Song et al., 2016), HY5 (AT5G11260; SRX1412757), CBF2 (AT4G25470; 

SRX1412036), MYB77 (AT3G50060; SRX1412453), ABI5 (AT2G36270; SRX670505), MYB33 

(AT5G06100; SRX1412418), NAC083 (AT5G13180; SRX1412546), MYB77 (AT3G50060; 

SRX1412453), WRKY27 (AT5G52830; SRX1412681), and At5g04390 (SRX1412214) (O’Malley et al., 

2016). Raw reads from these files were mapped and processed as described above for ATAC-seq data, 

including peak calling with the HOMER package. 

Published RNA-seq data from Arabidopsis root hair and non-hair cells (Li et al., 2016a) were used 

to define transcripts that were specifically enriched in the root hair cell relative to the non-hair cell (hair 

cell enriched genes), and vice versa (non-hair enriched genes). We defined cell type-enriched genes as those 

whose transcripts were at least two-fold more abundant in one cell type than the other and had an abundance 

of at least five RPKM in the cell type with higher expression. 

 

Defining high confidence target sites for transcription factors 

We used FIMO (Grant, Bailey et al. 2011) to identify motif occurrences for TFs of interest, and 

significant motif occurrences were considered to be those with a p-value < 0.0001. Genome-wide high 

https://www.ncbi.nlm.nih.gov/sra/SRX1720080%5Baccn%5D
https://www.arabidopsis.org/servlets/TairObject?id=132479&type=locus
https://www.ncbi.nlm.nih.gov/sra/SRX1412036%5Baccn%5D
https://www.arabidopsis.org/servlets/TairObject?id=37132&type=locus
https://www.ncbi.nlm.nih.gov/sra/SRX1412453%5Baccn%5D
https://www.arabidopsis.org/servlets/TairObject?id=32860&type=locus
https://www.arabidopsis.org/servlets/TairObject?id=131748&type=locus
https://www.ncbi.nlm.nih.gov/sra/SRX1412418%5Baccn%5D
https://www.arabidopsis.org/servlets/TairObject?id=135434&type=locus
https://www.ncbi.nlm.nih.gov/sra/SRX1412546%5Baccn%5D
https://www.arabidopsis.org/servlets/TairObject?id=37132&type=locus
https://www.ncbi.nlm.nih.gov/sra/SRX1412453%5Baccn%5D
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confidence binding sites for a given transcription factor were defined as transposase hypersensitive sites in 

a given cell type or tissue that also contain a significant motif occurrence for the factor and also overlap 

with a known enriched region for that factor from DAP-seq or ChIP-seq data (see also Figure S3.2 for a 

schematic diagram of this process).  

 

Gene ontology analysis 

Gene Ontology (GO) analyses using only Arabidopsis genes were carried out using the GeneCodis 

3.0 program (Nogales-Cadenas et al., 2009; Tabas-Madrid et al., 2012). Hypergeometric tests were used 

with p-value correction using the false discovery rate (FDR) method. AgriGO was used for comparative 

GO analysis of gene lists among species, using default parameters (Du et al., 2010; Tian et al., 2017). 

 

Accession Numbers 

The raw and processed ATAC-seq data described here have been deposited to the NCBI Gene 

Expression Omnibus (GEO) database under record number GSE101482. The characteristics of each dataset 

(individual accession number, read numbers and mapping characteristics, and THS statistics) are included 

in Table S3.8. 
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FIGURES 

Figure 3.1 

 

Figure 3.1 Application of ATAC-seq to Arabidopsis and comparison with DNase-seq data. (A) 

Schematic of the INTACT system and strategy for testing ATAC-seq on nuclei with different levels of 

purity. Upper panel shows the two transgenes used in the INTACT system: the nuclear targeting fusion 

(NTF) and biotin ligase. Driving expression of both transgenes using constitutive promoters generates 

biotinylated nuclei in all cell types. Below is a diagram of a constitutive INTACT transgenic plant, showing 

the 1 cm root tip section used for all nuclei purifications. Root tip nuclei were isolated from transgenic 

plants and either purified by detergent lysis of organelles followed by sucrose sedimentation (Crude) or 

purified using streptavidin beads (INTACT). In each case 50,000 purified nuclei were used as input for 

ATAC-seq. (B) Genome browser shot of ATAC-seq data along a 170 kb stretch of chromosome 4 from 

INTACT-purified and Crude nuclei, as well as DNase-seq data from whole root tissue. Gene models are 

displayed on the bottom track. (C) Average plots and heatmaps of DNase-seq and ATAC-seq signals at the 
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23,288 ATAC-seq transposase hypersensitive sites (THSs) in the INTACT-ATAC-seq dataset. The regions 

in the heatmaps are ranked from highest DNase-seq signal (top) to lowest (bottom) (D) Venn diagram 

showing the overlap of enriched regions identified in root tip INTACT-ATAC-seq and whole root DNase-

seq datasets. (E) Genomic distributions of enriched regions identified in DNase-seq, INTACT-ATAC-seq, 

and Crude-ATAC-seq datasets.  
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Figure 3.2 

 

Figure 3.2 ATAC-seq profiling of Arabidopsis, Medicago, tomato, and rice. (A) Comparison of ATAC-

seq data along syntenic regions across the species. The left panel shows a genome browser shot of ATAC-

seq data across a syntenic region of all four genomes. ATAC-seq data tracks are shown above the 

corresponding gene track for each species. The right panel is an enlargement of the region surrounded by a 

dotted box in the left panel. Orthologous genes are surrounded by black boxes connected by dotted lines 

between species. Note the apparent similarity in transposase hypersensitivity upstream and downstream of 

the rightmost orthologs. (B) Distribution of ATAC-seq transposase hypersensitive sites (THSs) relative to 

genomic features in each species. (C) Distribution of upstream THSs relative to genes in each species. 

THSs are binned by distance upstream of the transcription start site (TSS). The number of peaks in each 

bin is expressed as a percentage of the total upstream THS number in that species. (D) Number of upstream 
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THSs per gene in each species. Graph shows the percentage of all genes with a given number of upstream 

THSs.  
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Figure 3.3 

 

Figure 3.3 Characterization of open chromatin regions and regulatory elements in Arabidopsis, 

Medicago, tomato, and rice. (A) Heatmap showing the number of upstream THSs at each of 373 syntenic 

orthologs in each species. Each row of the heatmap represents a syntenic ortholog, and the number of THSs 

within 5 kb upstream of the TSS is indicated with a black-to-red color scale for each ortholog in each 

species. Hierarchical clustering was performed on orthologs using uncentered correlation and average 

linkage. (B) Normalized ATAC-seq signals upstream of orthologous genes. Each row of the heatmaps 

represents the upstream region of one of the 373 syntenic orthologs in each species. ATAC-seq signal is 

shown across each ortholog from +100 to -5000 bp relative to the TSS, where blue is high signal and white 
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is no signal. Heatmaps are ordered by transcript level of each Arabidopsis ortholog in the root tip, from 

highest (top) to lowest (bottom). The leftmost heatmap in black-to-red scale indicates the number of 

upstream THSs from -100 to -5000 bp associated with each of the Arabidopsis orthologs, on the same scale 

as in (A). (C) Overlap of predicted target genes for HY5, ABF3, CBF2, and MYB77 in the Arabidopsis 

root tip. Predicted binding sites for each factor are those THSs that also contain a significant motif 

occurrence for that factor. Venn diagram shows the numbers of genes with predicted binding sites for each 

factor alone and in combination with other factors. Significance of target gene set overlap between each TF 

pair was calculated using a hypergeometric test with a population including all Arabidopsis genes 

reproducibly associated with an ATAC-seq peak in the root tip (13,714 total genes). For each overlap, we 

considered all genes co-targeted by the two factors. (D) Conveying data similar to that in (C), the clustered 

bar graph shows the percentage of total target genes that fall into a given regulatory category (targeted by 

a single TF or combination of TFs) in each species.   
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Figure 3.4 

 

Figure 3.4 Characterization of open chromatin regions in the Arabidopsis root hair and non-hair cell 

types. (A) Genome browser shot of ATAC-seq data from root hair cell, non-hair cell, and whole root tip 

representing 50 kb of Chromosome 4. (B) Overlap of THSs found in two biological replicates of each cell 

type or tissue. Numbers in bold indicate THSs that are only found in a given cell type or tissue (differential 

THSs, or dTHSs). (C) Average plots and heatmaps showing normalized ATAC-seq signals over 7,537 root 

hair cell dTHSs (left panels) and 2,574 non-hair cell-enriched dTHSs (right panels). Heatmaps are ranked 

in decreasing order of total ATAC-seq signal in the hair cell panel in each comparison. Data from one 

biological replicate is shown here and both replicate experiments showed very similar results. (D) Venn 

diagram of overlaps between cell type-enriched gene sets and genes associated with cell type-enriched 

dTHSs. Transcriptome data from hair (purple) and non-hair cells (yellow) are from Li et al. (2016) 

Developmental Cell. Genes were considered cell type-enriched if they had a 2-fold or higher difference 

between cell types and a read count of 5 RPKM or greater in the cell type with higher expression. 
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Figure 3.5 

 

Figure 3.5 Targeting of cell type-enriched genes by H cell-enriched TFs, and co-regulatory 

associations among H-cell enriched TFs. Genome-wide high confidence binding sites for each TF were 

defined as open chromatin regions in the hair cell that contain a significant motif occurrence for the factor 

and also overlap with a known enriched region for that factor from DAP-seq or ChIP-seq data. Target genes 

were defined by assigning each high confidence binding site to the nearest TSS. (A) Venn diagrams 

showing high confidence target genes for ABI5, MYB33, and NAC083 and their overlap with cell type-

enriched genes. (B) Overlap of ABI5, MYB33, and NAC083 high confidence target genes. (C) Gene 

Ontology (GO) analysis was performed to illuminate biological functions of genes co-targeted by ABI5 

and MYB33. The upper panel shows significantly enriched GO terms for all 288 genes targeted by both 

ABI5 and MYB33. For each enriched annotation term, the number of genes in the set with that term is 

shown, followed by the FDR-corrected p-value. The lower panel lists significantly enriched GO-terms for 

the 57 hair cell-enriched genes co-targeted by ABI5 and MYB33. The seven hair cell-enriched genes 
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associated with the term regulation of transcription were chosen for further analysis. All annotation terms 

in the lists are at the Biological Process level except for the KEGG pathway term ‘plant hormone signal 

transduction’. 
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Figure 3.6 

 

Figure 3.6 A transcriptional regulatory module in the root hair cell type.  (A) Diagram of the proposed 

regulatory module under control of ABI5 and MYB33. As referenced in Figure 3.5C, ABI5 and MYB33 

co-target seven TFs that are preferentially expressed in the hair cell relative to the non-hair cell type. The 

family classification of each of the seven TFs is denoted in the figure key. Among the seven hair cell-

specific target TFs are two MYB family members, MYB77 and MYB44. High confidence binding sites for 

these two MYB factors were again defined as open chromatin regions in the hair cell that contain a 

significant motif occurrence for the factor and also overlap with a known enriched region for that factor 



 114 

from DAP-seq or ChIP-seq data. Each high confidence binding site was then assigned to the nearest TSS 

to define the target gene for that site. This analysis revealed that MYB44 and MYB77 target each other, 

and MYB77 targets itself. Both factors target thousands of additional genes, 483 of which are in common 

(Venn diagram on the lower right of the schematic. Arrows coming down from MYB77 and MYB44 point 

to GO analyses of that factor’s target genes. (B) The upper tables represent enriched annotation terms for 

all target genes of the factor, regardless of differential expression between H and NH cells, while the lower 

tables (C) represent enrichment of terms within target genes that are preferentially expressed in the hair cell 

relative to the non-hair cell. Annotation term levels are indicated as Cellular Component (CC), Biological 

Process (BP), Molecular Function (MF) or KEGG pathway (KEGG). For each annotation, the number of 

target genes associated with that term is shown to the right of the term, followed by the FDR-corrected p-

value for the term enrichment in the rightmost column. Groups of terms boxed in gray are those that differ 

between MYB44 and MYB77. The structure of the module suggests that ABI5 and MYB33 drive a cascade 

of TFs including MYB77 and MYB44, which act to amplify this signal and also further regulate many 

additional TFs. Additional target genes of MYB77 and MYB44 include hair cell differentiation factors, 

hormone response genes, secondary metabolic genes, and genes encoding components of important cellular 

structures such as plasmodesmata.  
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ABSTRACT 

Transcriptional regulation is a universal mechanism for a wide array of biological processes, and 

is driven in large part by genetic enhancer elements. These regulatory elements have been well-studied in 

animal species, yet their plant counterparts remain poorly characterized.  While high-throughput profiling 

of animal genomes has yielded great success in identifying genetic enhancers through secondary 

characteristics – flanking histone posttranslational modifications (PTMs), chromatin accessibility, and the 

production of enhancer RNAs (eRNAs) – it is an active line of investigation as to whether these secondary 

characteristics can be used in a similar way to locate regulatory regions of plant genomes.  Here, we 

compare the enrichment of the four histone PTMs most commonly associated with animal enhancers – 

H3K27ac, H3K27me3, H3K4me1, and H3K4me3 – between Drosophila melanogaster, Homo sapiens, and 

Arabidopsis thaliana genomes.  Regions of accessible chromatin were identified through ATAC-seq or 

DNase-seq, and were analyzed as putative enhancer regions.  Additionally, as it has been shown that 
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enhancer activity varies widely from cell type to cell type, matched, single-cell type datasets were used for 

each species whenever available.  Through the intersection of these data it becomes clear that there are 

distinct differences between the epigenetic makeup of plant and animal genomes.  While these four histone 

PTMs are present at transcription start sites (TSSs) in all three of the species investigated, A. thaliana 

showed a marked depletion of these modifications upstream of the TSS, while the animal species showed 

bimodal enrichment.  The plant histone PTM pattern is consistent with the pattern observed at unidirectional 

promoters, which was further supported by GRO-seq data.  When intergenic regions of accessible 

chromatin were examined – putative enhancer regions – the plant epigenomes showed a one-sided, rather 

than bimodal, enrichment of all four of the histone PTMs.  However, these sites retain the ability to produce 

eRNAs, suggesting that they are likely functionally active enhancer elements.  While it is known that animal 

promoters and enhancers have bidirectional transcription, this analysis revealed that plant promoters and 

enhancers have a distinct pattern, and only exhibit histone PTM deposition and transcription in the sense 

direction.  While further investigation is merited, this may speak to a fundamental difference between the 

transcriptional machinery of plant and animal kingdoms.  

 

INTRODUCTION 

 

In order to survive, all species must control gene expression in a manner that is both cell type-

specific and adaptive to changing external cues. To meet this challenge, organisms use cis-acting sequences 

of DNA to regulate the activity of promoters in order to modulate the transcriptional output of nearby genes.  

Many subcategories of these regulatory DNA sequences have been uncovered, including silencers and 

insulators, but perhaps the best characterized is the enhancer element.   

Enhancers are a highly conserved type of genetic control mechanism, and have been found in a 

diverse array of organisms, from eukaryotes (Schwaiger, Schonauer et al. 2014, Villar, Berthelot et al. 2015, 

Zhu, Zhang et al. 2015, Weber, Zicola et al. 2016) to bacteria (Xu and Hoover 2001) and viruses (Berg, 

Popovic et al. 1984).  On a molecular scale, genetic enhancers consist of DNA sequences ranging between 
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tens to hundreds of base pairs in length.  These sequences are comprised of a modular collection of 

transcription factor binding motifs which in turn act as an assembly platform for trans-acting factors (Lee 

and Young 2000, Spitz and Furlong 2012).  Sequence-specific transcription factors (TFs), general TFs, and 

co-factors associate with the enhancer and in turn recruit larger molecular machinery, including the 

Mediator complex, RNA Polymerase II, nucleosome remodelers, and histone modifying proteins such as 

CPB/p300 (Vernimmen and Bickmore 2015).  Ultimately, the cis-regulatory element and its associated 

trans-factors will maneuver to interact with a target promoter, enriching the local microenvironment for 

activating TFs and assembled transcriptional machinery in order to promote the transcription of the target 

gene.   In this manner, enhancers act as a mechanism to integrate a myriad of cellular signals into meaningful 

transcriptional output.   

Enhancers provide a crucial and necessary function to the cell, but these elements have historically 

presented an enormous challenge to study.  Promoters can be readily identified by a suite of characteristics, 

from conserved sequence motifs (TATA boxes and CpG islands) to their proximal location upstream of 

gene bodies (Kim and Shiekhattar 2015).  Enhancers, in contrast, have startling few commonalities between 

elements.  Beyond the DNA-binding motifs of individual TFs, this class of cis-regulatory sequences lacks 

any sort of overarching sequence conservation (Villar, Berthelot et al. 2015).  Enhancers have been found 

to be able to act in both ‘forward’ and ‘reverse’ orientations with regard to their target promoter, and 

functional elements have been found to be abundant in both the genic and intergenic regions of the genome.  

Additionally, while evidence suggests that enhancers preferentially regulate the most proximal promoter 

(Heintzman, Hon et al. 2009, Anders and Huber 2010, Creyghton, Cheng et al. 2010), other elements have 

been characterized up to tens of thousands of base pairs away from their target promoters, or even on 

entirely separate chromosomes (Lettice, Heaney et al. 2003, Kleinjan and van Heyningen 2005, Ong and 

Corces 2011).  Taken together, this remarkably permissive profile leaves very little concrete criteria on 

which to positively identify an enhancer element in a discriminating manner, making the study of these 

elements uniquely challenging.   
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Significant headway has been made to overcome these hurdles with the advent of next-generation 

sequencing assays.  Techniques that probe the relative accessibility of chromatin to trans-acting factors, 

including DNase-seq (Keene, Corces et al. 1981, McGhee, Wood et al. 1981, Boyle, Davis et al. 2008) and 

ATAC-seq (Buenrostro, Giresi et al. 2013, Buenrostro, Wu et al. 2015), reveal that enhancers and other 

regulatory regions of DNA preferentially exist in areas of accessible chromatin.  Furthermore, through the 

use of genome-wide chromatin immunoprecipitation with high-throughput sequencing (ChIP-seq), a 

variety of histone posttranslational modifications (PTMs) have been found to be associated with the well-

positioned nucleosomes that flank enhancers (Wang, Zang et al. 2008, Hawkins, Hon et al. 2010, Ernst, 

Kheradpour et al. 2011, Zentner, Tesar et al. 2011, Bonn, Zinzen et al. 2012).  Among these studies, a single 

set of marks has emerged as the most highly conserved across enhancers in a variety of cell types and 

species: H3K27ac, H3K27me3, H3K4me1, and H3K4me3.  As several of these modifications have also 

been reported to have overlap with promoters, a higher ratio of H3K4me1/H3K4me3 enrichment has been 

used as a guideline to distinguish enhancers from their gene-proximal counterparts (Heintzman, Stuart et 

al. 2007, Heintzman, Hon et al. 2009, Kim and Shiekhattar 2015).   

The next-generation sequencing approaches of the ENCODE Project (2004) have catapulted the 

characterization of cis-activating regulatory elements in humans and animal models.  Unfortunately, the 

state-of-the-art approach utilized in plant systems has lagged decades behind.  Much of the research that 

exists on plant enhancers has relied largely on labor-intensive reporter cloning assays, greatly slowing down 

the progress of the field.  Until recently, only a handful of genuine enhancer elements have been functionally 

characterized across the entire Plantae kingdom (Zhu, Zhang et al. 2015, Weber, Zicola et al. 2016, Yan, 

Chen et al. 2019).  With such a small population of elements to analyze, it remained an open question 

whether or not the unique set of enhancer characteristics conserved across animal species is similarly 

conserved in plant species.  Significant advances have been made using DNase I-hypersensitive sites 

(DHSs) as a marker to identify putative enhancers genome-wide in select plant species  (Zhang, Wu et al. 

2012, Zhang, Zhang et al. 2012, Pajoro, Madrigal et al. 2014, Zhu, Zhang et al. 2015, Oka, Zicola et al. 

2017, Wang, Tu et al. 2017).  Building on this success, accessible chromatin regions (ACRs) identified by 
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ATAC-seq were assayed for a variety of histone PTMs in thirteen angiosperm species (Lu, Marand et al. 

2019).  However, all of these studies rely on whole tissue or whole organisms as input.  In line with their 

role as drivers of embryonic development and cell specification programs  (Chatterjee and Ahituv 2017), 

the activity of enhancers varies drastically in regard to individual cell type (Ernst and Kellis 2010, Rada-

Iglesias, Bajpai et al. 2011, Zentner, Tesar et al. 2011).  As such, it is ideal to compare sequencing datasets 

drawn from the same cell type.  Studies which examine chromatin signatures across a whole tissue or 

organism risk muddying enhancer activity state signals by averaging enrichment trends together across 

several cell types (Creyghton, Cheng et al. 2010, Rada-Iglesias, Bajpai et al. 2011).  This effect would 

dampen regions of extreme enrichment or depletion, making genuine elements more difficult to distinguish 

from background noise.  

In this study, we generate ChIP-seq datasets with single-cell type specificity for the highly 

conserved set of animal enhancer histone PTMs H3K27ac, H3K27me3, H3K4me1, and H3K4me3, in the 

model plant Arabidopsis thaliana.  Combined with single-cell type ATAC-seq data previously generated 

by our lab and available GRO-seq data, we are able to probe the extent of conserved enhancer characteristics 

on multiple levels.  When compared with available single-cell type datasets for Homo sapiens and 

Drosophila melanogaster, we find that the bimodal pattern of histone PTMs at animal enhancers is not 

conserved in Arabidopsis.  Instead, accessible chromatin regions are exclusively flanked on one side or the 

other by the characteristic PTMs.  Transcription preferentially proceeds unidirectionally in Arabidopsis, 

leading to histone PTM deposition in the sense direction alone, both at TSSs and at intergenic 

hyperaccessible sites.  While it is known that animal promoters and enhancers are transcribed 

bidirectionally, this analysis revealed that plant promoters and enhancers have a distinct pattern, and may 

speak to a fundamental difference in RNA polymerase II initiation between the plant and animal kingdoms.  

 

RESULTS 
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PROMOTER TRANSCRIPTION IS BIDIRECTIONAL IN ANIMAL MODELS AND 

UNIDIRECTIONAL IN ARABIDOPSIS    

Using ATAC-seq coupled with the cell type-specific nuclei purification technology of INTACT, we 

identified 30,962 discrete accessible sites within the epigenome of Arabidopsis thaliana non-hair root 

epidermal cells from 10-day old seedlings.  Also using INTACT, we generated cell type-specific ChIP-seq 

datasets for the conserved animal enhancer histone modifications H3K27ac, H3K27me3, H3K4me1, and 

H3K4me3, and plotted them on the accessible chromatin regions (ACRs).  The matched cell type data in 

this analysis gives us the critical ability to examine the relationship between chromatin accessibility and 

histone modifications in the plant epigenome without signal interference from multiple cell types.   

Increasingly, studies have revealed a trend that enhancer and promoter elements are highly similar in 

their structure and functionality (Ernst, Kheradpour et al. 2011, Kim and Shiekhattar 2015).  As enhancer 

elements have yet to be rigorously defined in plant species, we began our investigation by comparing single-

cell type histone modification enrichment and chromatin accessibility at genic sites in A. thaliana, H. 

sapiens, and D. melanogaster.  The superior annotation of these basal regulatory elements offers strong 

grounds for direct comparison between the eukaryotic kingdoms, and offers insights into trends in global 

transcriptional regulation that may illuminate similar mechanisms in putative enhancers.  Figure 4.1A 

shows metaplots of the average single-cell type ChIP-seq signal for H3K27ac, H3K27me3, H3K4me1, and 

H3K4me3 enrichment and chromatin accessibility across gene bodies in each of the three species of interest.   

Even at this global scale, broad similarities are apparent in the pattern of chromatin accessibility (single-

cell type DNase-seq for H. sapiens and D. melanogaster, single-cell type ATAC-seq for A. thaliana) across 

the gene body.  The region of maximum hyperaccessibility is restricted to a narrow peak 100-250 bp directly 

upstream of the TSS, and is primarily due to the activity of RNA Polymerase II (RNAPII).  This holoenzyme 

acts as a chromatin remodeler as it progresses along the transcribed region in its path (Core, Waterfall et al. 

2008), sliding and evicting nucleosomes to allow other trans-acting factors – including DNase and 

transposase – access to the underlying DNA.  In spite of this fundamental similarity, a striking distinction 

emerges when the enrichments of H3K27ac, H3K27me3, H3K4me1, and H3K4me3 are considered.  The 
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signal for these four histone modifications is clustered in a distinct bimodal pattern around the transcription 

start site (TSS) for both the H. sapiens and D. melanogaster metaplots.  This pattern of enrichment is 

attributed to the divergent nature of animal promoters and their proclivity to produce transcripts from a 

single TSS in both the sense and antisense directions (Trinklein, Aldred et al. 2004, Kim, Barrera et al. 

2005, Barski, Cuddapah et al. 2007, Guenther, Levine et al. 2007, Core, Waterfall et al. 2008).  Not only 

does RNAPII remodel nucleosomes as it progresses (Core, Waterfall et al. 2008), the active, phosphorylated 

version of RNAPII acts as a binding platform for histone modifying complexes, such as MLL3 and MLL4 

in mammals.  These complexes in turn deposit modifications, such as H3K4me1/2, on the underlying 

histones successively through multiple rounds of elongation (Kaikkonen, Spann et al. 2013).  As such, the 

process of transcription itself is responsible for maintaining the accessible chromatin structure found at the 

site of transcriptional initiation, as well as for the surrounding deposition of the characteristic set of histone 

modifications (Seila, Core et al. 2009).  This process leads to the enrichment of histone PTMs both upstream 

and downstream of the accessible TSS region in animals, as is shown in the above metaplots.   

In contrast, a unique pattern is seen at the TSS of the Arabidopsis metaplot.  The histone modification 

ChIP-seq signal is most abundant at the 5’ end of gene bodies, with the signal upstream of transcription 

start sites reduced to near background levels.  In light of the mechanisms responsible for generating and 

maintaining the bimodal enrichment of histone modifications around animal TSSs, the absence of this 

pattern strongly suggests that – distinct from the more promiscuous transcriptional process in animals – 

transcription in plants may proceed exclusively in the sense orientation, accounting for the sole downstream 

presence of histone marks.  In order to examine this possibility more closely, we analyzed publicly available 

Global Run-On sequencing (GRO-seq) (Core, Waterfall et al. 2008, Melgar, Collins et al. 2011, Hah, 

Murakami et al. 2013, Gardini 2017) data from H. sapiens, D. melanogaster, and A. thaliana.  We separated 

all protein-coding genes across these genomes based on their strandedness, plotting all plus strand genes 

(Figure 4.1B) and minus strand genes (Figure 4.1C) separately.  Within gene bodies, the metaplots reveal 

that the directionality of the transcripts produced matches the directionality of the gene itself.  In short, 

positive strand genes produce positive strand transcripts, while negative strand genes produce negative 
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strand transcripts.  It is worth highlighting that just upstream of the TSS in H. sapiens and D. melanogaster 

genomes, transcripts running opposite of the genic direction are produced, as is typical of divergent 

transcription at promoters (Kapranov, Cheng et al. 2007, Core, Waterfall et al. 2008, Seila, Calabrese et al. 

2008) and enhancers (Kim, Hemberg et al. 2010, Hah, Murakami et al. 2013, Shlyueva, Stampfel et al. 

2014).  This absence of upstream signal in Arabidopsis of transcripts of either strand indicates that 

transcription is truly one-directional in this organism.  This directly matches what we observed from the 

enrichment of histone PTM signal, and further supports that histone PTM enrichment directly reflects 

transcriptional output.  In addition to emerging in the metaplot, this bimodal/unimodal enrichment pattern 

of histone modifications is recapitulated at TSSs across the genomes of these species (Supplemental 

Figure 4.1).    

 

PROXIMAL INTERGENIC ACCESSIBLE CHROMATIN REGIONS ARE FLANKED ON A SINGLE 

SIDE BY CHARACTERISTIC ENHANCER MARKS IN ARABIDOPSIS 

 The goal of our investigation was to compare the epigenetic signature of enhancers in Arabidopsis with 

what has been previously established in animal models.  However, enhancer elements have yet to be broadly 

annotated in plant genomes, making direct element-to-element comparisons highly limited.  To overcome 

this obstacle, we examined regions of chromatin hyperaccessibility as defined by particular susceptibility 

to activity by DNase I or transposase Tn5.  Enhancers have been shown to preferentially reside in regions 

of accessible chromatin (Tsompana and Buck 2014, Jiang 2015), and hyperaccessible sites have been used 

previously as markers of putative regulatory elements (Bell, Tiwari et al. 2011).  We began by mapping the 

four canonical enhancer histone modifications onto non-genic accessible chromatin regions (ACRs) 

detected by ATAC-seq in Arabidopsis (Figure 4.2).   Chromatin accessibility is a critical feature of 

regulatory elements, allowing them to associate with trans-acting factors such as transcription factors and 

chromatin remodelers.  We began by plotting the average signal across all proximal intergenic accessible 

chromatin regions (2 kb to 100 bp upstream of an annotated TSS/100 bp to 1 kb downstream of an annotated 

TES).  Previous investigations into plant enhancers restricted the search to regions of accessibility that are 
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at least 2 kb upstream of a transcription start site  (Zhu, Zhang et al. 2015).  This is biologically reasonable 

as many enhancer elements characterized in animal species have been shown to be able to act from several 

kilobases away from their target promoters (Lettice, Heaney et al. 2003, Kleinjan and van Heyningen 2005, 

Ong and Corces 2011), and such a cutoff would eliminate many of the false positives from promoter 

elements.  However, while some enhancers are distant from their targets, it has been shown that the majority 

of elements regulate their most proximal gene (Mendenhall, Williamson et al. 2013, Ghavi-Helm, Klein et 

al. 2014, Kvon, Kazmar et al. 2014).  Particularly in plants, the majority of non-genic ACRs in the 

Arabidopsis, rice, tomato, and Medicago genomes fall within 2 kb of the TSS (Maher, Bajic et al. 2018).  

Nearly 60% of the ACRs in the Arabidopsis accessibility data fall within the proximal intergenic region 

(+2 kb-100 bp upstream of TSS/-100 bp-1 kb downstream of TES) (Supplementary Figure 4.2).  ACRs 

have also been shown to cluster close to the TSS in a variety of other angiosperm species, both monocots 

and dicots (Lu, Marand et al. 2019).  These findings have been mirrored by the small interacting regions 

(kilobase-sized) uncovered by Arabidopsis Hi-C chromosome conformation assays (Feng, Cokus et al. 

2014, Wang, Liu et al. 2015).  As such, there is compelling evidence to suggest that there are biologically 

relevant regulatory elements near gene bodies.   

 The metaplot of histone modification enrichment at proximal intergenic accessible chromatin 

regions (Figure 4.2) shows an area of expanded, localized depletion spanning the width of the accessible 

peak (median peak size 264 bp, +/- 192 bp).  Directly flanking the ACR on each side are symmetrical peaks 

of enrichment for H3K27ac and H3K4me3, which is in line with what has been previously reported in 

animal studies.  While regulatory elements contain ‘nucleosome-depleted’ regions where the frequent 

binding of trans-acting factors leaves the chromatin highly accessible, well-positioned nucleosomes flank 

the boundaries of these regions, often carrying characteristic histone modifications (Schones, Cui et al. 

2008, Henikoff, Henikoff et al. 2009, Jin, Zang et al. 2009).  As such, this enrichment pattern observed in 

A. thaliana is not dissimilar from the pattern observed at proximal intergenic ACRs in H. sapiens and D. 

melanogaster.  The ACRs (median peak size 164 bp +/- 245 bp and 129 bp +/- 232 bp respectively) are 

flanked on both sides by a pronounced enrichment for H3K27ac, H3K4me1, and H3K4me3.  Much like the 
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pattern at gene bodies (Figure 1), H3K4me3 is enriched close to the accessible region, with H3K4me1 

enrichment appearing more distally.  These modifications are deposited during the process of transcription 

as it transitions from initiation to elongation (Kaikkonen, Spann et al. 2013), as is reflected in the production 

of nascent transcripts surrounding the accessible chromatin region (Figure 4.2).  The notable histone 

deposition present in the center of the animal metaplots can also be explained by the averaging of 

overlapping signal of bidirectional antisense transcription, which produces an artificially large signal 

associated with the ACR peak.    

While metaplots are useful in displaying the average signal across a group of loci, heatmaps expand on 

these trends by showing the precise signal pattern at each unique locus.  In Figure 4.2, intergenic accessible 

chromatin regions across the human, Drosophila, and Arabidopsis genomes are mapped in a heatmap, 

grouped into ten subpopulations via k-means clustering.  In addition to H3K27ac, H3K27me3, H3K4me1, 

H3K4me3, and chromatin accessibility data, we have also generated single-cell type ChIP-seq datasets for 

histones H3 and H2A.Z in the Arabidopsis root epidermal non-hair cell.  H2A.Z is a histone variant 

associated with the flanking regions of active enhancers (Jin, Zang et al. 2009), while canonical histone H3 

is a fundamental component of histone octamers.   In addition to histone data, we have included publicly 

available ChIP-seq data for ABF3.  ABF3 is a transcription factor that is highly expressed in the root tip of 

Arabidopsis (Maher, Bajic et al. 2018).  Sites of chromatin hyperaccessibility across the Arabidopsis non-

hair cell genome are precisely mirrored by ABF3 ChIP-seq signal enrichment.  Enhancers and other cis-

regulatory elements function as, first and foremost, a binding platform for trans-acting factors such as the 

TF ABF3.  While the overlap in location of ACRs and TF binding sites is not in and of itself conclusive 

that these sequences are enhancers, it does support that these regions meet one of the crucial criteria of the 

regulatory element class.   

A prominent pattern that emerges from the subclusters of Figure 4.2 is an enrichment for the 

posttranslational histone modifications on one side of the accessible peak or the other, but not both.  All 

four of the histone marks, as well as the two histone tracks, show overlapping enrichment upstream or 

downstream of their respective accessible peaks but never surround the site on both sides simultaneously.  
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A prime example of this is Cluster 6 (C6).  High intensity signal can be seen in the center of the window in 

the ATAC-seq heatmap, indicating a pronounced region of high chromatin accessibility.  Directly 

‘upstream’ of this region in the H3K27ac, H3K27me3, H3K4me1, and H3K4me3 heatmaps a strong 

enrichment of ChIP-seq signal can be seen in each one of the plots.  As has been documented previously in 

eukaryotic genes, lysine 4 of histone 3 is predominantly trimethylated at the 5’ end of genes, with the 

modifications progressing to di- and monomethylation as  transcriptional  elongation proceeds (Shilatifard 

2006, Li, Carey et al. 2007).  Here, we can observe corresponding enrichments of H3K4me3 proximal to 

the ACR, with H3K4me1 signal presenting more distally.  Distinct from most studied eukaryotes, however, 

our Arabidopsis data show dual enrichment for H3K27ac and H3K27me3 at the same loci.  While these 

modifications are considered to be mutually exclusive in animal models, this simultaneous enrichment has 

been documented in previous Arabidopsis chromatin accessibility studies (Zhu, Zhang et al. 2015).  

Whether this is due to the presence of nucleosomes that are dually enriched with the marks – bearing one 

H3 with lysine 27 methylated, the other H3 lysine 27 acetylated – or due to the rapid exchange of alternately 

modified histones/nucleosomes, is not yet clear.  Hi-C experiments in Arabidopsis also uncover H3K27me3 

as the major histone marker of interacting genomic regions (Feng, Cokus et al. 2014, Wang, Liu et al. 2015), 

suggesting that this modification may belie unique transcriptional regulatory machinery that exists within 

plants.  This is further supported by a study done on Arabidopsis stomatal guard cells where modulation 

and redistribution of the levels of H3K27me3 in that cell type resulted in regulated developmental 

reprogramming (Lee, Wengier et al. 2019).  

  While the breadth and intensity of the signal varies between the histone marks, depending on the 

degree and spread of enrichment for that particular modification, the pattern remains consistent in that it is 

confined to the region adjacent to the ACR as defined by the ATAC-seq data.  Additionally, this same 

adjacent region is also characterized by strong GRO-seq signal in the corresponding negative strand, in line 

with the evidence supporting the deposition of these PTMs during transcription itself (Kaikkonen, Spann 

et al. 2013).  The pattern of signal enrichment observed for the histone posttranslational modifications is 

seen again for histones H2A.Z and H3 in Cluster 6, suggesting that these nucleosomes may be particularly 
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well-positioned (Schones, Cui et al. 2008, Henikoff, Henikoff et al. 2009, Jin, Zang et al. 2009).  In contrast, 

Clusters 4, 5, and 8 (C4, C5, C8) shows marked enrichment on the opposite side of the prominent accessible 

chromatin region in the modification and histone heatmaps, and a corresponding increase in signal in the 

same region of the positive-strand GRO-seq heatmap.   

The heatmap for H. sapiens displays consistent enrichment patterns as well (Figure 4.2).  Many clusters 

show the staggered H3K4me3 and H3K4me1 enrichment of bidirectional transcription, paired with 

pronounced GRO-seq signal (Clusters C1, C3, C4, C5, C7, C8, C10).  Many of the loci within these 

clusters showing moderate H3K27ac signal, as is typical of ‘active’ enhancers (Creyghton, Cheng et al. 

2010, Rada-Iglesias, Bajpai et al. 2011).  Because many of the modifications between enhancers and 

promoters have been reported to overlap, a higher ratio of H3K4me1/H3K4me3 enrichment has been used 

as a guideline to distinguish enhancers from their gene-proximal counterparts (Heintzman, Stuart et al. 

2007, Heintzman, Hon et al. 2009, Kim and Shiekhattar 2015).  Other loci clusters show enrichment for 

H3K27me3/H3K4me1 characteristic of ‘poised/inactive’ enhancers (Rada-Iglesias, Bajpai et al. 2011) 

(Cluster C2), and H3K4me1 alone, characteristic of ‘intermediate’ enhancers (Creyghton, Cheng et al. 

2010) (Cluster C9).   

A  noteworthy difference from the Arabidopsis GRO-seq data is that active chromatin regions produce 

both positive-strand and negative-strand transcripts from a single locus, albeit with a bias for one direction 

over the other, as is typical of divergent promoters (Kapranov, Cheng et al. 2007, Core, Waterfall et al. 

2008, Seila, Calabrese et al. 2008) and enhancers (Kim, Hemberg et al. 2010, Hah, Murakami et al. 2013, 

Shlyueva, Stampfel et al. 2014).  Not every cluster is transcriptionally active however; regions enriched in 

H3K27me3 are transcriptionally repressed/silenced (C6).  This phenomenon is due to the role of 

H3K27me3 in recruiting the transcription-suppressing Polycomb protein complex (Grossniklaus and Paro 

2014), and can be observed in the Drosophila heatmap as well (Clusters C7, C10).  Similar to the activity 

states detailed for humans, Drosophila enhancers have been described as falling into two major categories 

based on their associated histone PTMs, with developmental enhancers being enriched for H3K4me1 

(Clusters C2, C6, C8), and housekeeping enhancers being enriched for H3K4me3 (Cubenas-Potts, Rowley 
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et al. 2017) (Clusters C4, C5, C9).  The latter category also shows evidence of active divergent 

transcription (Clusters C4, C5, C9), as could be expected from housekeeping regulatory elements in 

terminally differentiated Drosophila S2 cells.  

 

MANY DISTAL REGIONS ARE ACCESSIBLE, FEW ARE TRANSCRIPTIONALLY ACTIVE   

The regions of the genome examined so far represents 89.8% of the accessible chromatin regions 

called in Arabidopsis (Supplemental Figure 4.2).  While this proportion likely covers the majority of the 

regulatory sites in Arabidopsis, it also comes with a notable disadvantage.  As genes and regulatory 

elements alike become activated and repressed, their epigenetic signatures are constantly being overwritten 

by the activity of trans-acting machinery coordinating the activity of the nearby cis-elements.  Because 

distal regions are far removed from other major annotated genomic features, they have the highest chance 

of displaying unadulterated epigenetic enhancer signal.  The average distance of a Drosophila enhancer to 

its target TSS is 10 kb (Kvon, Kazmar et al. 2014), while human enhancers average 130 kb from the 

promoters they regulate (Mumbach, Satpathy et al. 2017), suggesting that there are abundant regulatory 

elements in these genomes that are sufficiently far away to avoid having their characteristic marks being 

epigenetically overwritten.  Therefore, due to their more protected status, distal accessible chromatin sites 

have represented the primary focus of high-throughput characterizations of plant enhancers (Zhu, Zhang et 

al. 2015, Oka, Zicola et al. 2017, Yan, Chen et al. 2019).   

As might be expected, the metaplots of human and Drosophila (Figure 4.3) show varying levels 

of H3K27ac, H3K4me1, and H3K4me3 enrichment, reflective of an amalgamation of the multiple enhancer 

activity states described in these species.  In stark contrast, however, the metaplot for Arabidopsis histone 

modification ChIP-seq data shows no distinction in enrichment of the distal sites from genomic background 

noise.  Despite this prominent lack of canonical histone PTMs at Arabidopsis distal ACRs, there is notable 

GRO-seq signal localizing to the borders of these regions.   While the degree of enrichment pales in 

comparison to the clear transcriptional output of Drosophila distal sites, the signal intensity of these 

transcripts are on par with those produced at human distal ACRs.  Production of enhancer RNAs (eRNAs) 
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is a hallmark of animal enhancer elements (Lai and Shiekhattar 2014), and long noncoding RNAs 

(lncRNAs) have been characterized previously in A. thaliana that match the description of putative eRNAs  

(Liu, Jung et al. 2012, Wang, Chung et al. 2014, Yan, Chen et al. 2019).  While the metaplot of distal 

hyperaccessible sites in A. thaliana does not resemble the characteristic profile of animal enhancers based 

on the criteria of histone mark enrichment, there is evidence that other criteria – particularly the modest 

production of putative eRNAs – are conserved.   

The ten-cluster heatmap reveals that vast majority of the distal accessible chromatin regions in this 

cell type for Arabidopsis have little to no histone PTM enrichment or transcriptional activity.  This could 

be expected in such a terminated differentiated cell type as the root epidermal non-hair cell.  Previous 

studies (Maher, Bajic et al. 2018) have indicated that chromatin accessibility for the large part does not 

change from cell type to cell type in Arabidopsis.  As such, even if a regulatory element is not in use in a 

particular cellular lineage, it is likely to remain accessible.  The clusters that are transcriptionally active 

(C5, C6) show GRO-seq and ChIP-seq signal deposited on a single flanking side of the ACR, much in the 

pattern observed at gene bodies (Figure 4.1).  However, these distal regions were chosen to be at least >2 

kb upstream of a TSS, and >1 kb downstream of a TES, far outside the domain of genic transcription.  The 

nascent transcripts present in these clusters are likely to be the long noncoding RNAs (lncRNAs), which 

have been previously likened to eRNAs in Arabidopsis (Liu, Jung et al. 2012, Wang, Chung et al. 2014, 

Yan, Chen et al. 2019).  These lncRNAs/putative eRNAs are more prominent than comparable eRNA 

species generated at human or Drosophila distal accessible sites whose surrounding chromatin environment 

matches that of ‘active’ enhancer elements.  These transcripts represent an intriguing phenomenon of 

putative enhancers in Arabidopsis, though their exact nature and function requires further investigation. 

 

DISCUSSION 

 

Enhancer elements have been historically challenging to study due to their remarkably permissive 

genetic and epigenetic profiles.  Nowhere is this more apparent than in plant species, where investigations 
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have relied mainly on low-throughput reporter assays and chromatin accessibility profiling of whole 

genomes.  These approaches are unable to account for the dynamic epigenetic activity states enhancers can 

exhibit from cell type to cell type, in line with their role as drivers of embryonic development and cell 

specification programs (Chatterjee and Ahituv 2017), and risk blurring data trends across heterogenous 

tissue samples.  Our study provides the ChIP-seq datasets with single-cell type specificity for the highly 

conserved set of animal enhancer histone PTMs H3K27ac, H3K27me3, H3K4me1, and H3K4me3 in the 

model plant Arabidopsis thaliana.  When examined alongside single-cell type ATAC-seq data previously 

generated by our lab and available GRO-seq data, critical differences become apparent in relation to 

transcriptional regulation in model animal species.  Histone PTM enrichment at the 5’ end of genes in H. 

sapiens and D. melanogaster shows a distinct bimodal distribution pattern around the transcription start site 

(TSS), while the enrichment pattern found around A. thaliana TSSs is noticeably missing the upstream 

mode.  This bimodal pattern has been shown to be indicative of divergent transcription at the promoter 

(Kapranov, Cheng et al. 2007, Core, Waterfall et al. 2008, Seila, Calabrese et al. 2008), strongly implicating 

that in Arabidopsis transcription is more tightly regulated at the level of initiation.  Further support for this 

interpretation is gained when DNase-hypersensitive sites and transposase-hypersensitive sites are examined 

across the genome.  Putative regulatory regions are strongly correlated with regions of increased chromatin 

accessibility (Bell, Tiwari et al. 2011), an association that is well-supported by the histone PTM ChIP-seq 

data in animals.   

In animal datasets these accessible chromatin sites match up well with the hallmark enhancer 

histone PTM pattern: surrounded by histones with high levels H3K27ac and H3K4me1, with relatively less 

H3K4me3 and H3K27me3.  While initial metaplot results suggest a similarity in Arabidopsis accessible 

chromatin regions, clustered heatmaps reveal that this pattern is not observed genome-wide.  Rather, the 

hallmark histone PTMs are found to be notably depleted at the ACR, and instead preferentially flank the 

region either upstream or downstream, but never both.  While this trend challenges the current dogma about 

enhancer secondary characteristics, these accessible chromatin regions in Arabidopsis were found to fall in 

line with several other observed traits, including the ability to bind transcription factors and produce 
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transcriptional products, denoted as enhancer RNAs (eRNAs).  The GRO-seq data reveals that these 

putative eRNAs at Arabidopsis accessible chromatin regions are long and unidirectional.  Additionally, 

when the Arabidopsis ChIP-seq data were overlaid with the GRO-seq data, it was found that this one-sided 

flanking of the histone PTMs mapped directly with the production of transcripts. 

 Overall, the results of this investigation indicate that genuine differences exist between the plant 

and animal kingdom on the transcriptional level.  While the elongation of transcripts in the sense direction 

appears to be preferred across all eukaryotes, the results of this study suggest that this direction is preferred 

with exclusivity in transcriptional initiation in plants, while animal transcription initiation is more 

promiscuous.  This tendency is not element-specific and appears to take place at promoters and enhancers 

alike.  This crucial, if subtle, difference radically shifts the mechanism by which these elements can be 

searched for.  So much success has been garnered via the ENCODE project through large-scale sequencing 

projects, facilitated by the conservation of a unique histone PTM signature found on surrounding 

nucleosomes.  The unidirectional nature of transcription found within plant species abolishes this trend, as 

these regions can only be flanked on one side by these histone PTMs.  With the ability to pinpoint the 

precise location of a nearby regulatory element greatly reduced, these results describe a need for new criteria 

to identify these elements on a genome-wide scale.   

STARR-seq is a high-throughput enhancer identification assay that has been used with great 

success in animal species (Arnold, Gerlach et al. 2013, Arnold, Gerlach et al. 2014, Shlyueva, Stampfel et 

al. 2014, Muerdter, Boryn et al. 2015, Cubenas-Potts, Rowley et al. 2017).  Because this assay relies on an 

enhancer’s fundamental ability to stimulate a target promoter to increase transcriptional output, it is able to 

identify functional elements without relying on secondary criteria, such as histone modifications.  As our 

results point to the epigenetic enhancer signature being quite distinct from that which has been described 

in the literature for animal enhancers, this technique would be ideal for enhancer discovery in the plant 

genome, as it would uncouple positive identifications from much of the preconceived enhancer 

characteristics found in animals.  Our results also point to a strong similarity between coding and non-

coding transcription in Arabidopsis, as they both appear to initiate and elongate exclusively in one direction.  
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While the literature describes unique histone mark patterns that distinguish enhancers from promoters, even 

in their various states of activity, a growing number of studies have also revealed that the line distinguishing 

these categories has become ever-more blurred (Ernst, Kheradpour et al. 2011, Kowalczyk, Hughes et al. 

2012, Kim and Shiekhattar 2015).  Increasingly, it seems that the promoter/enhancer divide is a false 

dichotomy, and future efforts may be better served by searching for unifying characteristics that span cis-

regulatory elements, rather than minor characteristics that divide them.   

The door remains open for other histone PTMs to emerge as the characteristic enhancer signature 

in Arabidopsis with further testing.  In a recent cross-species comparison of angiosperms, none of the 

putative regulatory regions identified matched the characteristic animal enhancer histone PTM profile, and 

many were devoid of any of the marks assayed for (Lu, Marand et al. 2019).   While future investigations 

may explore other modifications, this study shows that chromatin accessibility data, especially when 

combined with GRO-seq data, make a compelling case for identifying regulatory regions of interest across 

the genome.  While individual functional testing is needed in the future to further cement these regions’ 

identities as bona fide enhancers, this research opens the door on new, fruitful approaches that aim to 

accelerate the characterization of the Plantae transcriptional regulatome to the level of its peers.   
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METHODS 

Publicly available datasets 

 Publicly accessible datasets from the Encyclopedia of DNA Elements (ENCODE) project (2004, 

2012) (https://www.encodeproject.org/) and the Gene Expression Omnibus (GEO) (Edgar, Domrachev et 

https://www.encodeproject.org/
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al. 2002) (https://www.ncbi.nlm.nih.gov/geo/) were used in this study.  Details about each of these datasets, 

including the species and cell type/tissue used, the accession numbers for each library, and the genome 

version that these data were mapped to in our study, are detailed in Table 4.1.   

 

Preparation of Arabidopsis ChIP-seq libraries 

 Non-hair cell nuclei were isolated from A. thaliana (Col-0) seedlings using INTACT as described 

previously (Wang and Deal 2015).  ChIP-seq libraries were prepared and sequenced as described in (Adli 

and Bernstein 2011).  The antibodies used to prepare the ChIP-seq libraries are listed in Table 4.2. 

Data analysis 

 Raw sequence read processing, mapping, peak calling, and genomic distribution determination 

were all conducted as described previously (Maher, Bajic et al. 2018).  Table 4.3 details the data quality of 

the A. thaliana non-hair cell ChIP-seq generated by this study.  After processing and mapping, GRO-seq 

data were run through an R script which removed the top 10% of reads in order to prevent high-signal 

artifacts from skewing the distribution of the metaplots.  Heatmaps and metaplots were generated using 

SeqPlots (http://seqplots.ga/) (Stempor and Ahringer 2016). 
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TABLES 

 

 

Table 4.1: Publicly available dataset information 
Species Sample Type Data Type Data 

Source 

Experiment 

Accession Number 

Accession 

Number(s) of Raw 

Files Downloaded 

File 

Type 

Genome 

Version 

Used 

Arabidopsis 

thaliana 

Root epidermal non-

hair cell nuclei 

ATAC-seq GEO  GSE101482 GSM2704265 .fastq TAIR10 

Arabidopsis 

thaliana 

6-day old seedlings GRO-seq GEO GSE83108 GSM2193124 ; 

GSM2193125 

.fastq TAIR10 

Arabidopsis 

thaliana 

3-day old seedlings ChIP-seq, 

ABF3 

GEO GSE80568 GSM2130976 .fastq TAIR10 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 
female adult (27 yrs.) 

ChIP-seq, 

H3K27Ac 

ENCODE ENCSR891KSP ENCFF668OEU ; 

ENCFF641LUF ; 

ENCFF904CSC 

.fastq GRCh38.90 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 

female adult (27 yrs.) 

ChIP-seq, 

H3K27Me3 

ENCODE ENCSR862NIZ ENCFF279SSJ ; 

ENCFF399TRZ ; 

ENCFF410VSH ; 

ENCFF376VMQ ; 
ENCFF962LHH 

.fastq GRCh38.90 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 

female adult (27 yrs.) 

ChIP-seq, 

H3K4Me1 

 

ENCODE ENCSR979YDQ ENCFF186HNE ; 

ENCFF828SZM ; 

ENCFF886UDA ; 

ENCFF738ARX ; 
ENCFF376JZL 

.fastq GRCh38.90 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 
female adult (27 yrs.) 

ChIP-seq, 

H3K4Me3 

ENCODE ENCSR850RTJ 

 

 

ENCFF102IJI .fastq GRCh38.90 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 

female adult (27 yrs.) 

ChIP-seq, 

Control for 

H3K4Me3 

ENCODE ENCSR707TMM ENCFF599JOR ; 

ENCFF088FNX 

.fastq GRCh38.90 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 

female adult (27 yrs.) 

ChIP-seq, 

Control for 

H3K4Me1, 

H3K27Ac, 

H3K27Me3 

ENCODE ENCSR919RJD ENCFF606EYK ;  

ENCFF825IBW ; 

ENCFF054LZZ ; 

ENCFF168STH ;  

.fastq GRCh38.90 

Homo sapiens Common myeloid 

progenitor cell, 

CD34-positive 

female adult (27 yrs.) 

DNase-seq ENCODE ENCSR122VUW ENCFF164DKI ; 

ENCFF613FMP ; 

ENCFF776EIK ; 

ENCFF395CSF ; 

ENCFF175GQQ 

.fastq GRCh38.90 

Homo sapiens CD34+ erythrocytes GRO-seq GEO GSE102819 GSM2746831 ; 

GSM2746829 

.fastq GRCh38.90 

Drosophila 

melanogaster 

S2 cells DNase-seq ENCODE 

 

ENCSR834VXA ENCFF005BHD .fastq Dm6 

Drosophila 
melanogaster 

S2 cells ChIP-seq, 
H3K27Ac 

GEO GSE41440 GSM1017404 ; 
GSM1017405 

 

.sra Dm6 

Drosophila 

melanogaster 

S2 cells ChIP-seq, 

H3K27Me3 

GEO GSE41440 GSM1017406 .sra Dm6 

Drosophila 
melanogaster 

S2 cells ChIP-seq, 
H3K4Me1 

GEO GSE41440 GSM1017407 ; 
GSM1017408 

.sra Dm6 

Drosophila 

melanogaster 

S2 cells ChIP-seq, 

H3K4Me3 

GEO GSE41440 GSM1017409 ; 

GSM1017410 

.sra Dm6 

Drosophila 

melanogaster 

S2 cells ChIP-seq, 

Control for 
H3K27Ac 

GEO GSE41440 GSM1017394 ; 

GSM1017395 ;  

.sra Dm6 

Drosophila 

melanogaster 

S2 cells ChIP-seq, 

Control 

H3K27Me3 

GEO GSE41440 GSM1017397 ;  .sra Dm6 
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Drosophila 

melanogaster 

S2 cells ChIP-seq, 

Control for 
H3K4Me1 

GEO GSE41440 GSM1017394 ; 

GSM1017397 ;  

.sra Dm6 

Drosophila 

melanogaster 

S2 cells ChIP-seq, 

Control for 

H3K4Me3 

GEO GSE41440 GSM1017398 ; 

GSM1017399 

.sra Dm6 

Drosophila 
melanogaster 

S2 cells GRO-seq GEO GSE23543 GSM577244 .fastq Dm6 
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Table 4.2: A. thaliana ChIP-seq antibody information 

Target Antibody Name Supplier Concentration Quantity Used per Reaction 

H3K4me1 ab8895 Abcam 0.5 mg/mL 2 μg/4 μL 

H3K4me3 ab8580 Abcam 0.45 mg/mL 1.8 μg/4 μL 

H3K27ac ab4729 Abcam 0.5 mg/mL 2 μg/4 μL 

H3K27me3 07-449 Millipore 0.5 mg/mL 2 μg/4 μL 

H3 ab1791 Abcam 0.5 mg/mL 2 μg/4 μL 
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Table 4.3: Data quality of A. thaliana root epidermal non-hair cell ChIP-seq datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Dataset type  Read 

size 

(nt) 

Single 

end 

(SE) 

or 

paired 

end 

(PE) 

Total 

reads  

Total 

mapped 

reads 

Total 

mapped 

q2 

filtered 

reads 

Total 

nuclear 

peaks 

called 

(via 

HOMER) 

Avg. 

size of 

peaks 

(bp) 

Std. 

dev. 

of 

peak 

size 

(+/- 

bp) 

Median 

size of 

peaks (bp) 

(x 

106) 

(x 106) (x 106) 

ChIP-seq 

(H3K4me1)  

50 SE 83.2 73.1 54.7 31,016 402.54 201.26 330 

ChIP-seq 

(H3K4me3) 

50 SE 101.1 91.5 82.6 14,718 277.12 134.57 189 

ChIP-seq 

(H3K27ac)  

50 SE 131.6 115 92 36,146 299.09 161.41 235 

ChIP-seq 

(H3K27me3) 

50 SE 22.5 19.8 16.1 27,784 378.9 223.91 303 

ChIP-seq 

(H2A.Z) 

50 SE 123.3 104.6 81.8 30,594 255.62 115.61 183 

ChIP-seq 

(H3) 

50 SE 62 53.8 34.3 23,379 254.38 76.43 211 
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FIGURES 

 

Figure 4.1 

 
 

Figure 4.1: Histone modification enrichment and chromatin accessibility across gene bodies reflect 

global transcriptional distinctions between plants and animals.  A) Metaplots of average gene profiles 

of annotated A. thaliana, H. sapiens, and D. melanogaster genes.  ChIP-seq signal for H3K27ac, 

H3K27me3, H3K4me1, and H3K4me3 are shown, as well as chromatin accessibility data (ATAC-seq or 

DNase-seq).  B) Metaplots of the nascent transcriptional output (GRO-seq data) on H. sapiens, D. 

melanogaster, and A. thaliana annotated positive strand and C) negative strand genes. Windows extend 2 

kb upstream of the transcription start site (TSS) and 2 kb downstream of the transcription end site (TES).  

For each dataset, several statistical metrics are shown. Solid lines represent the mean signal intensity (in 

normalized RPKM); the inner, dark-shaded region represents the standard error; and the outer, light-shaded 

region represents the 95% confidence interval (CI) of signal intensity. 
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Figure 4.2 
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Figure 4.2: Enrichment patterns across proximal intergenic accessible chromatin regions. A) 

Metaplots of average histone modification and chromatin accessibility profiles at proximal intergenic 

accessible regions in A. thaliana, H. sapiens, and D. melanogaster.  B) Metaplot of chromatin accessibility 

and nascent transcriptional output (GRO-seq) at profiles at proximal intergenic accessible regions in A. 

thaliana, H. sapiens, and D. melanogaster.  Solid lines represent the mean signal intensity (in normalized 

RPKM); the inner, dark-shaded region represents the standard error; and the outer, light-shaded region 

represents the 95% confidence interval (CI) of signal intensity.  C) Heatmaps of average profiles of 

proximal intergenic accessible regions in A. thaliana (27,503 sites), H. sapiens (11,778 sites), and D. 

melanogaster (10,038 sites).  Heatmaps are divided into 10 k-means clusters; clusters labeled in italics may 

not be accurately visualized at this resolution.  Windows extend 2 kb upstream and 2 kb downstream of the 

accessible site, and color scale ranges from a z-score of 0-2.  Proximal intergenic accessible chromatin 

regions fall within 2 kb–100 bp upstream of a TSS or 100 bp–1 kb downstream of a TES. 
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Figure 4.3 
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Figure 4.3: Enrichment patterns across distal intergenic accessible chromatin regions. A) Metaplots 

of average histone modification and chromatin accessibility profiles at distal intergenic accessible regions 

in A. thaliana, H. sapiens, and D. melanogaster.  B) Metaplot of chromatin accessibility and nascent 

transcriptional output (GRO-seq) at profiles at distal intergenic accessible regions in A. thaliana, H. sapiens, 

and D. melanogaster.  Solid lines represent the mean signal intensity (in normalized RPKM); the inner, 

dark-shaded region represents the standard error; and the outer, light-shaded region represents the 95% 

confidence interval (CI) of signal intensity.  C) Heatmaps of average profiles of distal intergenic accessible 

regions in A. thaliana (2,867 sites), H. sapiens (11,251 sites), and D. melanogaster (5,574 sites).  Heatmaps 

are divided into 10 k-means clusters; clusters labeled in italics may not be accurately visualized at this 

resolution.  Windows extend 2 kb upstream and 2 kb downstream of the accessible site, and color scale 

ranges from a z-score of 0-2.  Distal intergenic accessible chromatin regions fall beyond 2 kb upstream of 

a TSS and 1 kb downstream of a TES. 
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Supplementary Figure 4.1 

 
 

Supplementary Figure 4.1: Histone modification enrichment and chromatin accessibility across gene 

bodies reflect transcriptional distinctions between plants and animals in discrete subpopulations.  

Heatmaps of average gene profiles of annotated A. thaliana, H. sapiens, and D. melanogaster genes.  

Heatmaps are divided into 10 k-means clusters; clusters labeled in italics may not be accurately visualized 
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at this resolution.  Windows extend 2 kb upstream of the transcription start site (TSS) and 2 kb downstream 

of the transcription end site (TES), and color scale ranges from a z-score of 0-2.   
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Supplementary Figure 4.2 

 

 

Supplementary Figure 4.2: Distribution of histone modification and chromatin accessibility peaks 

across genomic features.  Bar graphs of the distribution of histone PTMs and chromatin accessibility peaks 

across features of the H. sapiens, D. melanogaster, and A. thaliana genomes.  
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CHAPTER 5: DISCUSSION – CONCLUSIONS AND FUTURE DIRECTIONS 

 

 

 In this dissertation, I have shown a variety of approaches designed to identify and examine the 

qualities of enhancer elements in plant species.  First, by the union of ATAC-seq with nuclei-purifying 

techniques, including sucrose sedimentation and INTACT, I helped design a methodology for generating 

rapid data on chromatin accessibility with little to no interfering signal from organellar DNA.  Through the 

use of this approach we investigated the broad conservation of the transcriptional regulatory landscape 

across species, as well as the finer differences in open chromatin landscapes between developmentally 

related root cell types.  In our cross-species comparison between Arabidopsis, Medicago, tomato, and rice, 

we found that the majority of transposase hypersensitive sites (THSs) are found within the 3 kb upstream 

of the transcription start site (TSS), regardless of the size of the genome or the proportion of it taken up by 

intergenic space.  Despite a lack of similar open chromatin profiles between orthologs and expressologs 

(i.e. functional homologs), the transcription factors that regulate these gene sets appear to be evolutionarily 

conserved, though the order and location of their binding motifs is not.  The comparison of the open 

chromatin profile of hair and non-hair root cells revealed global similarities, indicating that THSs alone – 

even those differentially accessible between cell types – cannot be used to reliably distinguish between 

transcriptionally activating and transcriptionally repressive binding events.  Nonetheless, transcription 

factor motif analysis illuminated the basis for a new hair cell fate developmental control module driven by 

a MYB signaling feedback loop which merits further investigation.  Finally, our comparison of histone 

modifications and transcriptional output at putative regulatory regions across plant and animal genomes 

revealed an overwhelming bias for unidirectional transcription in Arabidopsis, suggesting that the process 

of RNA polymerase II initiation may be mechanistically less promiscuous than in humans and flies.   

Our work raises a number of critical questions on the nature of transcriptional regulation and its 

component parts.  In this section I further explore our cumulative findings, how they relate to the latest 

discoveries in the field, and possibilities for future approaches to enhancer discovery across the plant 

kingdom.   
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The Distinction between Enhancers and Other Cis-Regulatory Elements is Ambiguous 

 The first description of enhancers emerged in the early 1980s, originating with histone H2A gene 

transcription in sea urchins (Grosschedl and Birnstiel 1980), significantly expanding with the 

characterization of the viral SV40 enhancer (Banerji, Rusconi et al. 1981, Benoist and Chambon 1981, 

Moreau, Hen et al. 1981, Fromm and Berg 1982, Fromm and Berg 1983, Khoury and Gruss 1983, Atchison 

1988) and the mammalian immunoglobulin heavy-chain enhancer (Banerji, Olson et al. 1983, Gillies, 

Morrison et al. 1983, Neuberger 1983).  These foundational studies defined the criteria that are still used to 

describe this regulatory element class.  Namely, enhancers are sequences of DNA which amplify the 

transcriptional output of their target gene(s) that can function in an orientation- and distance-independent 

manner (Kim and Shiekhattar 2015).   

These traits are often used to distinguish enhancer candidates from a similar regulatory element 

class: genetic promoters.  Promoters are defined as sequences that can autonomously initiate transcription 

(Mikhaylichenko, Bondarenko et al. 2018). Core promoters are positioned proximally upstream of their 

target gene, within the ~100 bp surrounding the transcription start site (TSS).  They can be identified by 

characteristic sequence motifs, including the TATA box (Lifton, Goldberg et al. 1978, FitzGerald, Sturgill 

et al. 2006), CpG islands (CGIs) (Gardiner-Garden and Frommer 1987, Saxonov, Berg et al. 2006), Initiator 

(Inr) motif (Smale and Baltimore 1989), and the downstream promoter elements (DPE) (Burke and 

Kadonaga 1996).  These motifs recruit RNA Polymerase II (RNAPII) and general transcription factors 

(GTFs), and ultimately act as a binding site for the assembly of the transcriptional pre-initiation complex 

(PIC) (Hampsey 1998).  Promoter elements are thought to only produce stable transcripts in the 5’-3’ 

orientation, and while they are sufficient to initiate transcription of their gene target on their own, they are 

usually only capable of producing transcripts at a basal level (Kadonaga 2012).   

In contrast, enhancers have no similar set of characteristic sequence motifs that are conserved 

between species.  Rather than residing directly upstream, enhancer elements have been found in a variety 

of locations with regards to their target promoter – upstream; downstream; within introns; and extremely 
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distally, in some cases megabases away from their target or on entirely separate chromosomes (Lettice, 

Heaney et al. 2003, Kleinjan and van Heyningen 2005, Ong and Corces 2011).  Historically, enhancers 

have played a supporting role in transcription; thought to be unable to initiate transcription themselves, 

these elements recruit and bind transcription factors (TFs) in order to amplify the transcriptional output of 

a promoter-bound PIC.   

Together, these criteria outline distinct, non-overlapping, and complementary roles for promoters 

and enhancers in the process of transcription.  As is often the case with biology, however, as these regulatory 

elements become more closely studied the less clear the distinctions become.  As the current state of the 

field stands, how similar have promoters and enhancers been revealed to be?  Do these shifts in dogma 

cumulate to a relatively minor adjustment, or is a critical rethinking of the categories themselves called for?  

Below many of the most notable recent discoveries have been summarized.   

First, a fundamental and perhaps unsurprising similarity between promoters and enhancers is a 

shared hypersensitivity to DNase I digestion, an enrichment of H2A.Z/H3.3 nucleosomes within the 

element, and well-positioned, phased nucleosomes flanking the site (Yuan, Liu et al. 2005, Mavrich, Jiang 

et al. 2008, Jiang and Pugh 2009, Jin, Zang et al. 2009).  This finding fits neatly with the elements’ purpose 

in binding trans-acting factors, as nucleosomes comprised of these and other histone variants have been 

found to be highly dynamic, thus allowing easier access to the underlying DNA (Jin, Zang et al. 2009, 

Mieczkowski, Cook et al. 2016, Mueller, Mieczkowski et al. 2017).   

Beyond their chromatin being accessible, many similarities have been found in the types of factors 

that bind to these regulatory regions.  In addition to TFs and cofactors (Andersson, Gebhard et al. 2014), 

enhancers act as a binding site for general transcription factors (GTFs) and RNAPII itself, assembling their 

own PICs (Koch, Fenouil et al. 2011, Bonn, Zinzen et al. 2012, Lai and Pugh 2017).  It has been suggested 

that the assembly of the transcriptional machinery on enhancers is in preparation for it to be transferred 

onto its target promoter (Moreau, Hen et al. 1981).  While the enrichment in the local microenvironment 

for GTFs may assist in the assembly of the promoter PIC, enhancers themselves have been found to  be  

enriched for both the unphosphorylated, pre-initiation form of RNAPII and the Ser-5-phosphorylated, post-
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promoter-escape forms of RNAPII (Natoli and Andrau 2012).  This suggests that the holoenzyme is 

functionally active and is undergoing transcriptional initiation at these regions, a finding that ultimately led 

to the discovery of a new subspecies of RNA, called ‘enhancer RNA’ (eRNA).   

Enhancer RNAs fall largely into two categories; the majority of eRNAs have been found to be short 

(< 2 kb), transcribed bidirectionally, and lack polyadenylated tails (Kim, Hemberg et al. 2010, 2012, 

Djebali, Davis et al. 2012, Harrow, Frankish et al. 2012).  However, many instances of long, unidirectional, 

and polyadenylated eRNAs have been reported  (De Santa, Barozzi et al. 2010, Derrien, Johnson et al. 

2012).  Interestingly, transcriptional bidirectionality and a lack of polyadenylation appear to be correlated 

– with unidirectionality and polyadenylation being similarly correlated.  However, the functional purpose 

of these distinct characteristics, if any, remains unclear (Koch, Fenouil et al. 2011, Natoli and Andrau 2012).  

Moreover, whether or not eRNAs have a functional purpose at large remains widely debated.  Some suggest 

that intergenic transcription is stochastic and random, and occurs simply because – from an evolutionary 

perspective – it would be too energetically costly to suppress the activity of RNAPII at all possible off-

target, degenerate promoter sequences across the genome (Struhl 2007).   Others point out that the 

transcriptional activity of RNAPII itself disrupts nucleosomes and keeps chromatin in an accessible state.  

As such, the production of transcripts at enhancers could be no more than the inconsequential byproduct of 

a mechanism to maintain accessibility for trans-acting factors (Gilchrist, Dos Santos et al. 2010, Mousavi, 

Zare et al. 2013, Scruggs, Gilchrist et al. 2015).  There has been other evidence, however, suggesting that 

eRNAs have functional activity.  Enhancer RNAs may recruit and bind transcription factors to create an 

activating microenvironment (Muerdter and Stark 2016, Hnisz, Shrinivas et al. 2017, Tsai, Muthusamy et 

al. 2017), similar to what has been described for P granules in the germline (Brangwynne, Eckmann et al. 

2009).  Other studies have shown eRNAs facilitating looping between enhancer-promoter pairs by 

recruiting cohesion (Li, Notani et al. 2013) and the Mediator complex (Hsieh, Fei et al. 2014) to the 

association site.  Furthermore, eRNAs may also contribute to relieving RNAPII pausing by competing for 

binding with negative elongation factor (NELF), allowing RNAPII to proceed into transcriptional 

elongation from the promoter (Schaukowitch, Joo et al. 2014).   
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In this same vein, it has been shown that transcription at promoters is not as tightly controlled as 

was previously believed.  Mammalian promoters show an abundance of bidirectional transcription, 

assembling two independent RNAPII complexes at the TSS in divergent directions (Core, Waterfall et al. 

2008, Seila, Calabrese et al. 2008, Core, Martins et al. 2014).  In addition to producing mRNA in the sense 

direction, promoters produce short, non-coding RNAs in the antisense direction.  These molecules are 

unstable and short-lived, and are degraded through the exosome pathway similar to eRNAs (Preker, Nielsen 

et al. 2008).  These anti-sense transcriptional regions are often enriched in enhancer-like histone 

modifications, such as H3K4me1, while H3K27ac can be found on nucleosomes both upstream and 

downstream of the TSS (Barski, Cuddapah et al. 2007, Scruggs, Gilchrist et al. 2015).  In addition to 

producing divergent transcripts like enhancer elements, several cases of promoters functioning as enhancers 

have come to light (Arnold, Gerlach et al. 2013, Zabidi, Arnold et al. 2015, Nguyen, Jones et al. 2016, 

Arnold, Zabidi et al. 2017, Dao, Galindo-Albarran et al. 2017).  These include promoters being able to act 

as an inducible enhancer when cloned downstream of a target gene (Serfling, Lubbe et al. 1985), as well as 

promoters associating in 3D space with other promoters to activate transcription, much as an enhancer 

would associate with its target promoter (Li, Ruan et al. 2012).  Conversely, enhancers have been found to 

function as promoters (Nguyen, Jones et al. 2016, van Arensbergen, FitzPatrick et al. 2017, 

Mikhaylichenko, Bondarenko et al. 2018), including intragenic enhancers acting as tissue-specific 

alternative promoters, producing abundant, spliced, multi-exonic, poly-adenylated RNAs (Kowalczyk, 

Hughes et al. 2012).   

While the functional criteria that distinguish enhancers and promoters appears to widely overlap, 

other traits have been described that differentiate the element classes.  Histone posttranslational 

modifications (PTMs) are placed on nucleosomes by a variety of ‘writer’ chromatin machinery, and have 

been used to tease apart a variety of underlying genomic sequences, epigenetic states, and environmental 

responses.  Many histone PTMs have been found to be associated with enhancers in a variety of species, 

including H3K9me1 (Barski, Cuddapah et al. 2007, Wang, Zang et al. 2008), H3K18ac (Wang, Zang et al. 

2008), H3K4me2 (Ernst, Kheradpour et al. 2011), H3K9ac and H3K14ac (Roh, Cuddapah et al. 2005, Roh, 
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Wei et al. 2007).  One set of modifications, however, has been shown to be the most consistently conserved 

across eukaryotic species.  Enhancers are most commonly associated with methylation of lysine 4 and 

methylation or acetylation marks on lysine 27 of histone 3.  ‘Active enhancers’ bear H3K27ac and 

H3K4me1, ‘poised enhancers’ have H3K27me3 and H3K4me1, and ‘intermediate enhancers’ are 

associated with H3K4me1 alone (Creyghton, Cheng et al. 2010, Rada-Iglesias, Bajpai et al. 2011).   ‘Active 

promoters’, on the other hand, are enriched for H3K4me3, with ‘poised/bivalent promoters’ enriched for 

both transcriptionally-activating H3K4me3 and the transcriptionally-repressive Polycomb mark 

H3K27me3 (Bernstein, Mikkelsen et al. 2006).   

Overlap in the H3K4me1/H3K4me3 enrichment in both element classes has been described.  As 

such, typically a higher ratio of H3K4me1:H3K4me3 enrichment has been used as a guideline to distinguish 

enhancers from promoters (Heintzman, Stuart et al. 2007, Heintzman, Hon et al. 2009, Kim and Shiekhattar 

2015).  Though useful as a general rule of thumb, this guideline seems to be imperfect.  Several studies 

suggest that the mono-, di-, and trimethylation of lysine 4 of histone 3 has more to do with the level of 

transcription than the type of underlying element itself.  Regions with a higher degree of transcriptional 

output become enriched with H3K4me3 as the transcriptional machinery repeatedly associates with the 

area, depositing more and more methylation marks to maintain the open chromatin state.  Regions that are 

more infrequently transcribed, such as enhancers, receive comparatively less methyl deposition, and are 

more likely to be enriched for H3K4me1/2 marks.  Following this line of reasoning, it is not surprising that 

the most active/highly transcribed enhancers have been found to be enriched for H3K4me3, much like 

promoters (Koch, Fenouil et al. 2011, Pekowska, Benoukraf et al. 2011, Core, Martins et al. 2014).  

Elongation-specific marks, including Ser-2-phosphorylated RNAPII and H3K36me3 have not been found 

at actively transcribed enhancer regions (Bonn, Zinzen et al. 2012, Djebali, Davis et al. 2012), though this 

is likely because these regions are too short to accumulate anything beyond initiation-specific marks (Kim 

and Shiekhattar 2015).  

 This degree of overlap between promoter and enhancer characteristics is not entirely surprising.  

Increasingly, emerging evidence points to promoters and enhancers being ends on the same evolutionary 
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continuum.  Because of their low information content, degenerate forms of TATA-box or Inr motifs are 

easy to find throughout the genome, and are often enriched around enhancer TSSs and promoter antisense 

TSSs (Andersson, Gebhard et al. 2014, Core, Martins et al. 2014, Scruggs, Gilchrist et al. 2015).  The more 

closely these degenerate motifs match the consensus sequence, the more promoter-like activity the enhancer 

elements possess (Mikhaylichenko, Bondarenko et al. 2018).  In accordance with the model of fortuitous 

initiation, bidirectional transcription is the default at new transcriptional regions, and it is only over time 

that one direction or the other may become repressed or amplified through molecular evolutionary selection 

(Jin, Eser et al. 2017).   This suggests that all promoters were once weak enhancers, all enhancers may be 

on their way to becoming promoters, and that most regulatory elements lie somewhere within the gray area 

of this spectrum.  Regardless where this particular line of research ultimately leads, it is clear that the 

working definitions of ‘promoter’ and ‘enhancer’, as used by the genomics community, need revisiting.   

 

Histone Modifications in Plant Species 

Our recent findings in Arabidopsis and other plant species complement these emerging trends in 

animal studies.  When we measured the average distance of open chromatin sites to their nearest 

transcription start site (TSS) in A. thaliana, M. truncatula, O. sativa, and S. lycopersicum, it was found that 

the majority of the sites fall in the proximal upstream region, < 3 kb away from the TSS (Chapter 3).  This 

is in sharp contrast to the distance between enhancer-promoter pairs in Drosophila and humans, which 

averages to tens (Kvon, Kazmar et al. 2014) or hundreds of kilobases away (Mumbach, Satpathy et al. 

2017), respectively.  As such, cis-regulatory elements in plant species are much closer to gene bodies on 

average than in animal genomes, occupying distances that are far more in line with proximal promoter 

elements (< 1 kb) than their animal counterparts.   

Furthermore, the abundance of hair cell TFs at both highly expressed hair cell genes and highly 

expressed non-hair cell genes makes the delineation of their function more ambiguous (Chapter 3).  Rather 

than strictly categorizing transcription factors as ‘activators’ or ‘repressors’, their role may be more context-

dependent.  This, in turn, suggests that function of the cis-regulatory element at large may be context-
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dependent instead of inherent in the sequence itself, rendering the terms of ‘enhancer’ and ‘silencer’ as 

operational, rather than categorical.  Additionally, just as our chromatin accessibility data revealed global 

similarities between the profiles of Arabidopsis root tip, non-hair, and hair cells, analogous similarities were 

found in shoot tissue between terminally differentiated mesophyll cells and shoot apical meristem cells (i.e. 

stem cells) (Sijacic, Bajic et al. 2018).  This tendency to maintain access to putative regulatory regions 

throughout all stages of development may be responsible for plants’ incredible ability to regenerate body 

structures, especially in comparison to most animals.  It would be illuminating to examine the epigenomes 

of exceptionally regenerative animals, such as starfish, and determine whether they share any epigenetic 

similarities with plant species, such as persistent accessibility of regulatory elements.  Also, it would be of 

interest to discover whether these similarities are constant throughout the lifetime of the animal, or are 

instead induced during the regenerative process, the latter of which may present an opportunity to someday 

adapt these epigenetic mechanisms for use in wound healing in humans.   

 We also performed ChIP-seq experiments in Arabidopsis for the most common enhancer histone 

post-translational modifications (PTMs) with single cell-type specificity (Chapter 4).  Upon examining 

PTM enrichment at promoters and gene bodies, it was clear that fundamental differences exist between the 

model plant and model animals, even from a global perspective.  Where human and Drosophila plots exhibit 

a bimodal peak, characteristic of the deposition of histone marks during the processes of sense- and 

antisense-transcription, Arabidopsis plots show an exclusive bias for sense-transcription.  This pattern of 

sense-transcription is recapitulated at accessible chromatin sites/putative regulatory regions across the 

genome, and is further confirmed by nascent transcriptional data. 

What could be responsible for this stark contrast between transcriptional direction in Arabidopsis 

and model animal species?  Recent findings from Hi-C data with single-gene resolution may shed some 

light on this question.  Rather than forming the large topologically associated domains (TADs) found in 

mammals, the Arabidopsis genome is preferentially organized into small, local gene loops, where the 5’ 

and 3’ ends of a gene directly interact (Liu, Wang et al. 2016).  The constrained geometry of these gene 

loops has been shown to eliminate bidirectional transcription, forcing RNAPII to transcribe in the sense 
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direction alone (Tan-Wong, Zaugg et al. 2012).  This organizational scheme and lack of long-range 

interactions could explain why the overwhelming majority of accessible chromatin sties we identified were 

preferentially located proximally upstream of their nearest gene.  A subunit of RNAPII, Ssu72, is 

responsible for maintaining the association between the gene ends in yeast; when this factor is mutated, the 

gene loop structure is abolished and bidirectional transcripts are produced.  While it is not yet known 

whether plants contain a functional ortholog to Ssu72, these findings suggest that differences in higher 

order chromatin structure may be responsible for distinctions in transcriptional direction.  Additionally, the 

apparent absence of 5’ RNAPII pausing in Arabidopsis and maize (Hetzel, Duttke et al. 2016), in  

conjunction with the lack of negative elongation factor (NELF) in plants (Wu, Yamaguchi et al. 2003) 

further supports that transcriptional regulation in plants has notable distinctions from the mechanisms in 

animals, and is likely more heavily regulated at the level of initiation.  

These trends strengthen the finding that the classic epigenetic enhancer profile that has been 

accumulated from animal studies is not universal amongst complex, multicellular eukaryotes.  Beyond our 

own research, other recent studies have shed light regarding histone modification enrichment at cis-

regulatory regions in plant species at large.  Though animal enhancer-associated modifications such as 

H3K9ac and H3K27ac have been found at accessible chromatin regions (Zhu, Zhang et al. 2015, Oka, 

Zicola et al. 2017), maize studies have revealed that H3K4me1 is not present at putative enhancers (Oka, 

Zicola et al. 2017, Ricci, Lu et al. 2019).  As H3K4me1 is the histone modification conserved at enhancers 

of all activity states in metazoans, this may belie a fundamental divergence between plants and animals.  

Notably, a recent study performed a massive comparison between the chromatin accessibility, enrichment 

for five histone PTMs, and sequence conservation of putative regulatory regions in thirteen angiosperm 

species (Lu, Marand et al. 2019).  Though this investigation used whole leaf and whole seedling tissue as 

input for their sequencing libraries, their findings align well with the results of our single cell type dataset 

analyses.  Using ATAC-seq, this study identified accessible chromatin sites across the genomes of interest, 

the majority of which were within or proximal to genes.  The relative amount of distal accessible chromatin 

regions (dACRs) varied greatly from species to species, ranging from 5% to 40% and increasing 
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dramatically with increasing genome size.  Within these distal accessible chromatin regions (dACRs), the 

authors found four distinct chromatin states, none of which match the enhancer signature characterized in 

animal species.  The states include ‘unmodified’, ‘Kac’ (H3K56ac), ‘K27me3’ (H3K27me3), and 

‘transcribed’ (H3K4me3, H3K56ac, H3K36me3), which match the chromatin states identified in a recent 

deep-dive chromatin study in maize (Ricci, Lu et al. 2019).                                     

While it is tempting to make the conclusion that the transcriptional machinery in plant species 

fundamentally differs from that used in animals, as evidenced by this difference in histone modifications, 

it is important to keep in mind the diversity that has already been uncovered in animals.  In studies using 

non-methylatable H3, H3K4me3 was found not to be necessary for transcription in Drosophila (Hodl and 

Basler 2009, Hodl and Basler 2012).  Similarly, the enhancer modification H3K4me1 has been found to be 

dispensable for enhancer activity (Dorighi, Swigut et al. 2017, Rickels, Herz et al. 2017).  As such, it is 

important to be mindful of the fact that correlation does not imply causation, and that while these histone 

PTMs are often present, they may not be crucial to the function of the element itself (Pollex and Furlong 

2017).  Thus, basing our search for novel plant enhancers based on these potentially dispensable criteria 

inherently involves risk.   

 

Future Directions – Plant Enhancer Discovery with STARR-seq 

The future of cis-regulatory element discovery and characterization depends on using approaches 

which do not rely on the historical definitions of histone PTM enrichment, genomic location, or inability to 

initiate transcription.  Asking ‘does this candidate sequence meet this set of physical criteria?’, the 

boundaries of which are ever-changing, is no longer sufficient to identify elements and reliably differentiate 

between regulatory classes.  Instead, secondary criteria must be stripped away to allow candidate enhancers 

to be screened based on their most fundamental identifier: the ability to amplify transcriptional output of a 

promoter.    

The most promising new approach that can assess elements based on functional metrics is the 

method of Self-Transcribing Active Regulatory Regions-sequencing (STARR-seq) (Arnold, Gerlach et al. 
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2013, Shlyueva, Stampfel et al. 2014, Muerdter, Boryn et al. 2015).  Distinct from other high-throughput 

sequencing assays, STARR-seq identifies enhancers based solely on functional output, independent of the 

sequence’s location, orientation, or secondary epigenetic characteristics.  It has been used with great success 

in human ESCs (Barakat, Halbritter et al. 2018) and immortalized cell lines (Liu, Liu et al. 2017, Liu, Yu 

et al. 2017, Klein, Keith et al. 2018, Muerdter, Boryn et al. 2018, Zhang, Xia et al. 2018), Drosophila cell 

lines (Arnold, Gerlach et al. 2014, Cubenas-Potts, Rowley et al. 2017), and has even been adapted for use 

in a synthetic system (Schone, Bothe et al. 2018).  However, STARR-seq has yet to be applied to an 

organism outside of the animal kingdom.  It was the goal of my United States Department of Agriculture 

(USDA) National Institute of Food and Agriculture (NIFA) predoctoral fellowship and the continuing goal 

of a collaborative project with the University of Washington to adapt STARR-seq for use in plant enhancer 

discovery. 

The workflow of STARR-seq is outlined in Figure 5.1.  First, genomic DNA fragments are cloned 

into minimal promoter-reporter constructs, and then transfected into a transient expression system.  In many 

plants, including Arabidopsis, transient expression is most readily achievable by transfection of protoplasts, 

plant cells whose cell wall has been enzymatically digested, leaving the underlying cellular membrane intact 

(Mathur and Koncz 1998).  After transfection, any DNA fragments with heterologous enhancer activity 

will be able to stimulate the construct’s upstream minimal promoter, causing a fusion transcript consisting 

of both the reporter and the DNA fragment sequences to be generated. STARR-seq vector-derived 

transcripts are then selectively extracted from the transient expression system, sequenced, and all putative 

enhancers can then be identified by their sequences in the fusion transcripts. In this way, STARR-seq is 

able to analyze a large pool of candidates in a high-throughput manner based on stringent functional criteria. 

Furthermore, STARR-seq has been demonstrated to be able to identify enhancers in heterochromatin 

(Arnold, Gerlach et al. 2013), ensuring that a wide range of potential enhancers can be interrogated 

regardless of their original location within the epigenome.  

Figure 5.2 shows the results of my work towards my NIFA fellowship.  After much optimization, 

I had success in both isolating and transforming Arabidopsis mesophyll protoplasts, both with a standard 
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GFP reporter construct (Figure 5.2A) and with a genuine STARR-seq library generated from fragments 

covering the whole Arabidopsis genome.  Figure 5.2B shows the results of a pilot experiment with a small 

input library (1.1 million Arabidopsis genome fragments) in Arabidopsis protoplasts and the overlap 

between the putative enhancer fragments isolated from two biological replicates. Fragments that are highly 

enriched in the STARR-seq output (left panel, blue) represent potential candidates for strong enhancers. 

These same candidate fragment sequences are found to be highly enriched in both biological replicates 

(right panel, blue box), demonstrating that the results of this experiment are highly reproducible.  

Further optimization of the Arabidopsis STARR-seq library continues, specifically with perfecting 

the minimal promoter in the reporter library construct, with the aim of identifying moderate and weak 

putative enhancers in the future.  Simultaneously with this project, I was also involved with a collaborative 

project with Christine Queitsch’s lab at the University of Washington.  Together with Edward Buckler from 

Cornell University, Jorge Dubcovsky from the University of California Davis, and Stanley Fields from the 

University of Washington, we received funding from the National Science Foundation (NSF) to interrogate 

transcriptional regulation in key crop species.  The aim of the grant that I was most directly involved in was 

the adaptation of STARR-seq for use in rice, sorghum, and maize – three of the most prominent crop species 

around the globe.  These crops presented a challenge that Arabidopsis did not; in addition to having much 

larger genomes (375 Mb, 730 Mb, and 2,300 Mb respectively), these species also contained large regions 

of genomic repeats, which often confound the mapping of sequencing reads.  As a result, it would be 

extraordinarily difficult to gain sufficient sequencing coverage if the entire genome was used as the library 

input, as we had done previously with Arabidopsis. 

Knowing that active cis-regulatory elements exist preferentially in accessible chromatin, a finding 

that was borne out in our own studies (Maher, Bajic et al. 2018), an ingenious approach to reduce the 

number of input fragments was devised.  To decrease the amount of genomic noise in our target list, an 

ATAC-seq library was first created for each species and then utilized as the input for the creation of a 

STARR-seq library.  ATAC-seq and STARR-seq have been successfully combined before in human cell 

lines(Wang, He et al. 2018), and the preliminary results in crop species have been promising in our hands.  
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Though there is certainly further optimization to be done, these initial results demonstrate the feasibility of 

this line of experimental investigation. These data, especially when analyzed in combination with the 

existing information on chromatin architecture and interacting domains (Dong, Tu et al. 2017) may give us 

a better idea of what transcriptional regulation looks like both in Arabidopsis and in plants systems at large.   

It has been the goal of this dissertation to both develop and implement a variety of next-generation 

sequencing approaches to characterize putative enhancers in plant species.  Through the creation of 

INTACT-ATAC-seq, its adaptation to Arabidopsis, Medicago, rice, and tomato, and the application of 

single cell-type ChIP-seq to map enhancer-specific histone modification marks across the genome, we have 

interrogated the nature of genetic enhancers in plants based on multiple criteria.  Through reexamining the 

fundamentals of the accepted definitions of enhancers and promoters and by working to adapt STARR-seq 

for use in model plant and vital crop species, we have the opportunity to pursue plant enhancers on their 

own terms, and hope to open up unprecedented avenues of investigation into transcriptional control. 
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FIGURES 

 

Note: All diagrams and microscopy images in this section are original works and were created by the 

author, Kelsey A. Maher.  STARR-seq data was generated by Kelsey A. Maher in cooperation with 

collaborators in the Queitsch lab at the University of Washington. 

 

Figure 5.1 

 

Figure 5.1: STARR-seq is a powerful tool for high-throughput enhancer identification.  Self-

Transcribing Active Regulatory Regions with high-throughput sequencing (STARR-seq) begins with a 

source of DNA, which is fragmented and cloned into reporter constructs made of a minimal promoter, a 

reporter ORF (such as GFP), and a polyadenylation sequence. Fragments containing an enhancer element 

are shown as green lines; fragments without an enhancer are black lines. Mesophyll protoplasts are 

transfected with the reporter library. In any reporter construct with a fragment containing an enhancer, the 

enhancer will stimulate the minimal promoter, causing transcription of a reporter-enhancer fusion 

transcript. RNA is purified from the protoplasts and sequenced. Transcripts are distinguished from 

endogenous transcripts by the reporter sequence, and distinguished from other enhancer fusion transcripts 

by the enhancer sequence itself.  
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Figure 5.2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: STARR-seq shows promising and reproducible results.  (A) Arabidopsis mesophyll 

protoplasts transformed with a test GFP reporter plasmid (pHBT-sGFP(S65T)-NOS).  Transformation 

conditions included 40% polyethylene glycol (PEG) with 20 μg of DNA for a 15-minute incubation. (B) A 

pilot run of an Arabidopsis genome STARR-seq library expressed in Arabidopsis mesophyll protoplasts.  

Many fragments were isolated that were highly active as enhancers (left plot, in blue). The boxed region in 

the right panel shows that highly enriched fragments are highly reproducibility between biological 

replicates.  
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