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Abstract

Towards Responsible Data Science with Behavior Change Interventions
By Ziwei Dong

Data science holds immense potential for societal progress; yet, if unchecked, it can
perpetuate harm and inequity. We have witnessed instances where data-driven sys-
tems mislabel individuals, leading to dehumanization and unequal access to essential
resources. While the academic community has made strides in addressing these issues,
the predominant focus has been on technical solutions around algorithmic fairness,
often overlooking the people and systems involved. This thesis presents a novel ap-
proach to bridging this gap. It introduces three key elements: (1) the translational
application of behavior change theories for promoting responsible data science prac-
tices, (2) a design space to sca!old the development of behavior change interventions
in the data science context, and (3) the implementation and empirical assessment of
behavior change interventions designed to meet the specific demands of responsible
data science. This work extends beyond technical solutions to address the systemic
issues at the core of responsible data science, presenting a series of works that ensures
data science serves society responsibly.



Towards Responsible Data Science with Behavior Change Interventions

By

Ziwei Dong
Computer Science and Informatics

Emory University

Advisor: Emily Wall, Ph.D.

A dissertation submitted to the Faculty of the
James T. Laney School of Graduate Studies of Emory University

in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

in Computer Science and Informatics
2025



ACKNOWLEDGEMENTS

First and foremost, I wish to express my profound gratitude to my advisor, Emily,

whose guidance, mentorship, understanding, motivation, inspiration, and unwavering

support have been the cornerstone of my academic journey. The growth, confidence,

and independence I have gained throughout this Ph.D. journey constitute a lifelong

treasure that has already transformed me and will continue to enrich my life in the

years to come.

I am sincerely grateful to my committee members, Leilani, Chinmay, and Joyce,

whose critical feedback strengthened and shaped my research over the last few years.

Your insights and guidance were invaluable to this work. My heartfelt appreciation

extends to my collaborators and labmates—Ameya, Teanna, Eli, Caroline, Yuichi,

Keke, Yanan, Shiyao, Thomas, and Mengyu—with whom I have had the privilege

of brainstorming ideas and working closely. The intellectual discourse, collaborative

spirit, and camaraderie we shared have made this journey both intellectually stimu-

lating and personally rewarding.

To Olivia, your support and companionship throughout my Ph.D. have been an

indispensable anchor in this challenging conquest. I am eternally grateful to my par-

ents, Yang and Xiqin, whose unconditional love and unwavering belief in my abilities

have provided the foundation upon which I could pursue my academic aspirations.

My cousin Lu and cousin-in-law Hao, your emotional support and steadfast care

throughout this demanding process have been a source of strength. I also extend my

gratitude to other family members who have shown their love and encouragement:

my grandparents Jufang and Minghu, my aunt and uncle Huiqin, Suogeng, Yiping

and Jun, and my niece Lexi.

I am grateful for the serendipitous connections that brought extraordinary mentors

and friends into my life: Zhiyuan, Abhishek, Jing, Rongmei, Pengfei, Jinfei, Chen,

Shibo, Alejandro, and Shaojun. Thank you to all mentors who taught, trained,



enlightened, and shaped me during this journey. I am grateful for how you embodied

the qualities I aspire to cultivate and the person I strive to become.

I wish to acknowledge the failures, rejections, frustrations, anxieties, perplexi-

ties, uncertainties, and sleepless nights that built my resilience to setbacks. These

challenges illuminated the reality that life’s path is rarely smooth. They honed my

determination, strengthened my spirit, and cultivated capabilities I never knew I

possessed. While knowledge may evolve with time, this internal growth remains an

enduring gift of this journey.

Lastly, I extend gratitude to myself—for the unwavering dedication through count-

less late nights, for persisting when results seemed elusive, and for finding courage

when doubt crept in. I thank myself for maintaining intellectual curiosity when fa-

tigue set in, for adapting to setbacks with resilience, and for preserving the passion

that initiated this journey. Many years later, Ziwei, if you look back on this thesis, I

hope you can always be proud of the scholar—and the person—you became through

this transformative experience.



i

Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Summary of Thesis Research . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Related Work 7

2.1 Data Science Process and Framework . . . . . . . . . . . . . . . . . . 7

2.1.1 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.2 In-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.3 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Responsible Data Science . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Theories of Behavior Change . . . . . . . . . . . . . . . . . . . . . . . 12

3 Developing Theories for Responsible Data Science through Behav-

ioral Change Interventions 14

3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 Identifying Relevant Theories of Behavior Change for Data Science . 17

3.2.1 Factors A!ecting Behavior Change (FBC) . . . . . . . . . . . 20

3.2.2 Behavior Change Techniques (BCT) . . . . . . . . . . . . . . 22

3.2.3 Mechanisms of Action (MoA) . . . . . . . . . . . . . . . . . . 23



3.3 Responsible Data Science . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3.1 Characterizing Agents and Outcomes of Responsible Data Science 24

3.3.2 Technically Satisfactory Practices for Responsible Data Science 25

3.3.3 Behaviorally Responsible Practices in Data Science . . . . . . 27

3.4 Operationalizing Behavior Change Theories for Responsible Data Science 31

3.5 Interventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.5.1 Interventions Designed for the Machine Learning Example . . 34

3.5.2 Interventions Designed for the Visual Data Analytics Example 37

3.5.3 Internal Reflection . . . . . . . . . . . . . . . . . . . . . . . . 39

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.6.1 Challenge 1: Intervening at the Right Time . . . . . . . . . . 41

3.6.2 Challenge 2: Facilitating Lasting Behavior Change Through

In-The-Moment Interventions . . . . . . . . . . . . . . . . . . 42

3.6.3 Challenge 3: Measuring E”cacy & Boosting Adoption . . . . 43

3.6.4 Challenge 4: Incentives Versus Consequences to Induce Behav-

ior Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.6.5 Challenge 5:AutomatedVersus Behaviorally Responsible Data

Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6.6 Challenge 6: Enhancing Education and Training for Data Sci-

ence Practitioners . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.7 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 Synthesizing a Design Space of Behavior Change Interventions for

Responsible Data Science 48

4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 Design Space Rationale . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3 Behavioral Considerations . . . . . . . . . . . . . . . . . . . . . . . . 53



4.3.1 Why: Why do you as a designer want to intervene? . . . . . . 54

4.3.2 Who: Who is the target of the behavior change intervention? . 56

4.3.3 What: What key objectives does the intervention seek to influ-

ence? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3.4 Usage Scenario: A State Government’s COVID-19 Support Model 62

4.4 Implementation Considerations . . . . . . . . . . . . . . . . . . . . . 65

4.4.1 When: When is the suitable time to intervene? . . . . . . . . 65

4.4.2 Where: Where do the interventions take place? . . . . . . . . 69

4.4.3 How: How can we design e!ective interventions? . . . . . . . . 69

4.4.4 Usage Scenario: A Professor’s Intro to Responsible Data Sci-

ence Course . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.5 Characterizing Existing Intervention Tools . . . . . . . . . . . . . . . 76

4.5.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.7 Limitations: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5 Developing a Behavior Change Intervention for Technical Responsi-

bility in Data Science Pre-Processing 87

5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2 Quantifying the Impact of Pre-Processing on Model Fairness . . . . . 90

5.3 Design Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.3.1 Design Process . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.3.2 Design Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.4 Visual Analytic Interface . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.4.1 Overview of Strategies . . . . . . . . . . . . . . . . . . . . . . 96

5.4.2 Narrow Down the Search Space and Explain Options . . . . . 97



5.4.3 Strategy Exploration and Comparison . . . . . . . . . . . . . 100

5.5 Usage Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.5.1 Searching with Prioritized Metrics . . . . . . . . . . . . . . . . 102

5.5.2 Strategy Brainstorming . . . . . . . . . . . . . . . . . . . . . . 105

5.6 Preliminary User Feedback . . . . . . . . . . . . . . . . . . . . . . . . 106

5.6.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.6.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.6.3 Qualitative Findings . . . . . . . . . . . . . . . . . . . . . . . 109

5.6.4 System Improvements . . . . . . . . . . . . . . . . . . . . . . 113

5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.8 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6 Evaluating Behavior Change Interventions for Responsible Data Sci-

ence 119

6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2.1 Tasks & Interventions . . . . . . . . . . . . . . . . . . . . . . 121

6.2.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.2.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.2.4 Responsible Data Science Practices and Data Collection . . . 124

6.2.5 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.2.6 Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.3.1 H1: Responsible Behaviors . . . . . . . . . . . . . . . . . . . . 128

6.3.2 H2: COM-B Factors . . . . . . . . . . . . . . . . . . . . . . . 130

6.3.3 H3: Model Fairness . . . . . . . . . . . . . . . . . . . . . . . . 131

6.3.4 H4: Model Performance . . . . . . . . . . . . . . . . . . . . . 132



6.3.5 H5: Cognitive Load . . . . . . . . . . . . . . . . . . . . . . . . 133

6.3.6 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . 135

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.5 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.6 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

7 Discussion 141

7.1 The Complementary Nature of Technical and Behavioral Approaches 141

7.2 Theoretical Translation Across Disciplines as a Methodological Inno-

vation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7.3 Bridging Theory and Practice in Responsible Data Science . . . . . . 143

7.4 Balancing Individual and Systemic Approaches to Change . . . . . . 143

7.5 The Role of Visualization in Promoting Responsible Practices . . . . 144

7.6 Intervention Design Should Balance Technical Capability with Work-

flow Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.7 The Tension Between Intervention E”cacy and Cognitive Load . . . 146

7.8 Bridging the Gap Between Behavioral Change and Outcome Improve-

ment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

8 Conclusions 148

Bibliography 150



vi

List of Figures

1.1 A conceptual diagram depicting the interdependent factors in responsi-

ble data science. This diagram depicts the complementary relationship

between ‘Technical Factors’—encompassing models, algorithms, and

data science techniques—and ‘Human Factors’, which include past ex-

perience, decision making, and data processing. . . . . . . . . . . . . 3

1.2 An overview of the dissertation research. . . . . . . . . . . . . . . . . 4

3.1 We characterize data science practices according to desired outcomes

(rows – satisfactory and responsible) and agents (columns – technical

and human). It is important to note that outcomes are not mutually

exclusive. Rigorous data science has historically emphasized techni-

cal aspects like auto-tuning and measures of model accuracy (A, green

cell). Recent e!orts towards model fairness have illustrated responsi-

ble data science, but still ultimately rely on technical indicators and

algorithmic solutions (B). In this project, we emphasize the agency of

humans (C and D, right-hand column), and in particular, how human

behaviors can contribute to responsible data science (D, red cell). . . 15



3.2 Drawing analogies from behavior change solutions in the clinical do-

main (green) to the data science domain (blue). Each column repre-

sents a behavior change domain. The rows characterize the behavior

change problemand solutions, starting with the domain context. The

next row characterizes exemplary theories of behavior change, followed

by Agents and Desired Outcomes, and how together these might in-

form a specific intervention in each domain context (final row). The

agents and outcomes, characterized as technically satisfactory or be-

haviorally responsible, are described further in Figure 5.1 and Sec-

tion 3.3.1.We hand-pick these limited examples for the sake of space

and to demonstrate how behavior change theory can be applied across

di!erent domains to bring about the desired outcome through the agent

in a generalizable way. . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 As data scientists start analyzing the loan approval dataset within

a Jupyter notebook, this intervention (a) reinforces their motivation

to practice responsible data science by sharing a real-life story that

highlights the potential harm that model outcomes can inflict on dis-

advantaged groups, aiming to evoke their empathy; (b) follows-up with

a goal-priming hint to emphasize the importance of behaving in an un-

biased way towards vulnerable sub-groups that are influenced by the

model’s outcome. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36



3.4 A data visualization showing which nations are major CO2 emitters,

and which nations are vulnerable to the e!ects of these emissions. In

its current state, this visualization might only help global policymak-

ers like the Intergovernmental Panel on Climate Change (IPCC). By

gathering feedback from viewer groups of di!erent backgrounds like

politicians, farmers, and students, this visualization could be made

more e!ective by additionally visualizing how each group contributes to

these emissions and how they could help alleviate the problem. Credits:

https://onlinepublichealth.gwu.edu/resources/climate-change-emissions-

data/ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.1 An overview of 5W1H design space proposed in the work. . . . . . . . 50

4.2 A screenshot of the interactive BCDS design space website. . . . . . 52

4.3 An exemplary intervention Sean envisioned. . . . . . . . . . . . . . . 64

4.4 We adopt the concept of levels of automation from Vagia et al. [171]

to measure the intervention’s automation level in the context of data

science. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 An exemplary intervention Dr. Y envisioned. . . . . . . . . . . . . . 75

4.6 The process of arriving at the 23 interventions discussed in Section 4.5. 76

4.7 Summary of coding results for behavior change intervention tools in

RDS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79



5.1 PreFair integrates multiple views for assisting users in choosing a

fairness-aware pre-processing strategy, including: A. Parallel Coor-

dinates View shows pre-processing strategies alongside di!erent fair-

ness metrics; B. Cluster View shows pre-processing strategies based

on similar fairness outcomes; C. Radar Plot View shows strategies’

performance under various metrics; D. Rule View characterizes how

strategies in the selected cluster are di!erent from others in the for-

mat of descriptive rule lists; E. Tree View visualizes the strategies of

each cluster in the form of a word-tree structure; F. Customization

View provides a playground for users to test their own pre-processing

strategies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2 The percentage change in model metrics for the German credit dataset[58]

after applying di!erent pre-processing strategies. A positive or nega-

tive percentage change refers to an increase or decrease in the per-

formance of respective evaluation metrics, compared to training the

model without any pre-processing. DI, SPD, ERR, and EOD are the

abbreviations for disparate impact, statistical parity di!erence, error

rate ratio and equal opportunity di!erence, respectively. . . . . . . . 91

5.3 TP , TN , FP , and FN are abbreviations for true positive, true nega-

tive, false positive and false negative. These are the possible outcomes

of making predictions with a binary classifier. N and P are the total

negative and positive cases respectively. P and UP represent the priv-

ileged and unprivileged groups respectively. ŷ is the predicted value;
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Chapter 1

Introduction

1.1 Motivation

While data science can advance important societal goals, such as fighting climate

change and species extinction, it can also cause considerable societal harm [16]. In-

dividual mispredictions can lead to the dehumanization of Black people by labeling

them as gorillas [135], or loss of health benefits for those who need them the most [61].

These examples hint towards larger systems of inequity that data science pipelines

inadvertently perpetuate when left unchecked.

I have seen a heartening surge in academic research to counteract these inequities

in machine learning and broader data science practices [123], including the introduc-

tion of the Conference on Fairness, Accountability, and Transparency in 2018, and nu-

merous workshops such as Algorithmic Fairness through the Lens of Time at NeurIPS

2022 and the International Workshop on Responsible AI and Data Ethics (RAIDE) at

the IEEE International Conference on Big Data 2022. Across these venues and others,

existing work often focuses on ensuring that data science pipelines, and consequently

their outputs, are mathematically and statistically sound. Issues of bias and inequity

are then framed as mitigating the erosion of technical quality, such as detecting and
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counteracting biased input data or biased algorithms; for example, developing bias

mitigation strategies to counter bias in face detection datasets [194, 30].

However, modifying the algorithms and models that data scientists use is not

enough to solve such a systemic problem. I liken this solution to modifying cigarettes

to prevent lung cancer rather than helping smokers quit smoking. A technical so-

lution may be satisfactory for avoiding traditional cigarettes, but it does not help

people avoid addictive behaviors. Similarly, while I observe that technical solutions

are essential to successful data science, I also argue that they are insu!cient for en-

suring responsible outcomes in human-AI interactions. Biases appear within datasets

and algorithms because people inadvertently put them there. When I focus on the

inputs (data, algorithms) and outputs (inferences) and not on the agents involved

(people and systems), I may miss the opportunity to more meaningfully address the

underlying causes of the problems I seek to fix. The conceptual diagram in Figure 1.1

illustrates the assertion that both human factors and technical factors mutually con-

tribute to responsible data science.

Towards the goal of advancing responsible data science, there are several possible

pathways. Responsible data science education establishes essential ethical founda-

tions, but primarily reaches practitioners before they enter the field. In-the-moment

behavior change interventions, on the other hand, target decision points within ac-

tual workflows, potentially redirecting choices toward more responsible outcomes.

Long-term habit development, meanwhile, seeks to transform episodic responsible

decisions into ingrained practice. While these approaches are complementary, this

thesis focuses on behavior change interventions. I argue that behavior change in-

terventions represent a particularly promising research direction for promoting re-

sponsible data science for two key reasons. First, since model outcomes are direct

products of their development processes, targeting practitioner practices through be-

havior change interventions can more e!ectively ensure responsible models than ed-
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Figure 1.1: A conceptual diagram depicting the interdependent factors in responsible
data science. This diagram depicts the complementary relationship between ‘Tech-
nical Factors’—encompassing models, algorithms, and data science techniques—and
‘Human Factors’, which include past experience, decision making, and data process-
ing.

ucational approaches alone. Second, interventions at decision time o!er substantial

leverage—they can influence critical choices precisely when practitioners face ethical

dilemmas, complementing educational programs and potentially supporting and re-

inforcing the prolonged engagement necessary for habit formation. For these reasons,

I posit that behavior change interventions are a compelling approach for improve re-

sponsible practice in real-world settings, particularly when considering the tension be-

tween outcome-focused approaches (which evaluate only final results through metrics

like statistical parity) and process-oriented perspectives (which recognize that ethi-

cal development practices matter independently of outcomes). The behavior change

framework I propose acknowledges that responsible data science warrants both fair

outcomes and ethical processes, with practitioner behaviors serving as the critical link

between the two.

To advance this high-potential research area of exploring in-the-moment behavior

change interventions for promoting responsible data science, this thesis introduces (1)

the translational application of behavior change theories tailored for promoting re-

sponsible data science practices by emphasizing the role of the behaviors and human
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Figure 1.2: An overview of the dissertation research.

factors (data scientists), (2) a design space for behavior change interventions within

the data science context, and (3) the design and evaluation of behavior change in-

terventions for promoting responsible data science. These three components form an

integrated approach that advances the research of human factors in responsible data

science at di!erent levels: establishing theoretical foundations, providing actionable

design frameworks, and demonstrating practical e!ectiveness through developing and

evaluating an intervention. Focusing on these complementary aspects creates a path-

way from theory to practice that specifically targets the human behaviors underlying

responsible data science decisions. Through these contributions, this thesis advances

responsible data science research.
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1.2 Summary of Thesis Research

This research aims to promote responsible data science through behavior change

interventions. This consists of three high-level goals, summarized in Figure 1.2:

1. integrating theories from cognitive and clinical psychology with data science

workflow knowledge and ethics guidelines to produce a conceptual frame-

work of responsible data science through the lens of behavior change

theories,

2. synthesizing a design space to provide guidance on how to design and develop

behavior change interventions in the data science context, and

3. developing and evaluating the e”cacy of behavior change interventions in

the data science context to promote responsible data science.

This dissertation addresses these three goals across four projects. Specifically, I

developed theories for behavior change interventions (project 1), synthesized a design

space of behavior change strategies that can sca!old the design and implementation

of future interventions (project 2), created a proof-of-concept visual analytic tool to

facilitate responsible data science practices (project 3), and conducted a controlled

evaluation of the e”cacy of behavior change interventions (project 4).

1.3 Thesis Statement

In the pursuit of Responsible Data Science with Behavior Change Interventions,

this thesis addresses the critical need to go beyond technical solutions. I aim to

advance the field of responsible data science from the perspective of human behavior

through three goals: (i) introducing behavior change theories tailored to promote

responsible data science practices, (ii) establishing a comprehensive design space for

behavior change interventions within the data science context, and (iii) developing
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and evaluating specialized tools for behavior change aligned with the demands of

responsible data science. By emphasizing the role of human agents and their behaviors

in data science processes, I seek to address the systemic issues of bias and inequity

that persist in AI and data science, going beyond mere technical solutions to foster

meaningful and e!ective change in the field in the hands of responsible agents –

data scientists. This thesis advances responsible data science by developing

relevant theories, designing, developing and evaluating behavior change

interventions that target the human factors behind data science decisions.

1.4 Research Questions

This thesis will address the following research questions, which correspond to the

three goals described in section 1.2:

RQ1 How can I utilize behavior change theories to inform a novel framework for

responsible data science using the lens of behavior change interventions? (Goal

I: Develop Theories)

RQ2 How can I sca!old the design and development of behavior change interventions

for responsible data science? (Goal II: Synthesize Design Space)

RQ3 How e!ective are behavior change interventions at improving responsible data

science outcomes? (Goal III: Develop and Evaluate Interventions)
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Chapter 2

Related Work

2.1 Data Science Process and Framework

Data science deals with extracting high-level knowledge from low-level data. It re-

quires inter-disciplinary knowledge of statistics, computer science, and domain knowl-

edge pertaining to the dataset at hand [57, 46, 25, 64]. In this section, we describe

existing surveys characterizing di!erent high-level steps in the data analysis process,

which we refer to as “the data science pipeline”.

One established characterization of the data science pipeline is the KDD model

(knowledge discovery in databases) by Fayyad [65]. It is comprised of five phases:

Data selection, Preprocessing, Transformation, Mining, and Interpretation or Evalu-

ation. The CRISP-DM model (Cross-Industry Standard Processes for Data Min-

ing) [191] was proposed to standardize the data science process at the industry

level. CRISP-DM has six phases: Business Understanding, Data Understanding,

Data Preparation, Modeling, Evaluation, and Deployment. In his reflections on data

science as a field [57], Donoho identifies six high-level activities in the data science

process: Data gathering, Preparation and exploration, Data representation

and transformation, Computing with data, Data modeling, and Data visu-
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alization and presentation. Amershi et al. [9] formalizes the execution pipeline

for data science, which has been a ubiquitous tool in data science for the past decade.

They identify nine stages in the ML workflow - Model requirements, Data collection,

Data cleaning, Data labeling, Feature engineering, Model training, Model evaluation,

Model deployment, and Model monitoring. We observe that these frameworks define

high-level stages to have a self-explanatory meaning, and although labeled di!erently

across frameworks, stages having similar functionality can be identified.

We also note key commonalities among the frameworks, namely: these various

granularities of the framework are not mutually exclusive and serve mainly as high-

level structures to guide development for specific stages of the pipeline. Crisan et

al. [46] echo this similarity and accordingly model the data science pipeline as four

high-level stages that commonly appear across other frameworks: Preparation, Analy-

sis, Deployment and Communication, with two complementary phases - Collaboration

and Pedagogy.

In the forthcoming subsections, we review three stages of model development in-

cluding Pre-Processing, In-Processing, and Post-Processing, particularly highlighting

how researchers have considered the concept of model fairness within these stages.

2.1.1 Pre-processing

Pre-processing is a critical first step in building a data science model. Data qual-

ity, purity, and representation have a significant impact on model performance and

fairness. Before building a machine learning model, it is often beneficial to apply some

pre-processing operations (e.g., normalization, data transformation, data reduction)

on the dataset to enhance the data quality to improve the model’s performance and

generalizability. There are a number of objective factors that can contribute to bi-

ases in models related to the feature space[17], such as: (i) uneven data distribution

within these groups, (ii) their label distribution may be variable, (iii) some data may
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be incorrectly labeled, (iv) the input data dimensionality may not fit the model, (v)

the distribution of data may be too sparse for a specific model to learn some groups’

representations, or furthermore, (vi) the data itself may be the result of biased social

climates, all of which may warrant bias-mitigation processing before being fed into

the model[32].

Various pre-processing operations can influence the data di!erently. For instance,

data normalization[41] was first proposed in Edgar F. Codd’s rational database. It

scales down the scope of the dataset into a pre-defined range of values. This technique

is important for some scale-sensitive data science models, such as K-nearest neighbors

and neural networks. Feature transformation is a family of data pre-processing tech-

niques that transfer the feature space of the original dataset into an alternative, more

compact dimension space. Feature transformation operations aim to simplify the data

presentation while preserving as much information as possible. One canonical and

widely used technique is Principle Component Analysis (PCA)[94]. It approximates

a high-dimensional dataset with a lower-dimensional linear subspace. By creating un-

correlated feature variables that maximize variance, improve interpretability, and at

the same time, minimize information loss. Fordor[70] summarized multiple frequently

used dimension reduction techniques.

2.1.2 In-processing

In the pipeline of data science, in-processing plays a crucial role by integrating

fairness and ethical considerations directly into the model-building process. This

approach, as opposed to pre- or post-processing, involves modifying the learning al-

gorithms themselves to reduce bias and ensure fairness. Key techniques in this domain

include the use of regularization methods[103, 50, 76] that penalize unfairness in mod-

els, adversarial training that aims to make models robust against biased data, and

ensemble methods[20, 96] that combine predictions from multiple models to mitigate



10

individual biases. One notable example of debiasing during in-processing is the work

by Zhang et al.[197], where they proposed an adversarial debiasing framework that

learns to predict accurately while reducing discrimination. However, in-processing

methods for debiasing are not without challenges; they often involve a delicate bal-

ance between maintaining model accuracy and reducing bias. Furthermore, there

is no one-size-fits-all solution, as the appropriate technique largely depends on the

specific context and type of bias present in the data. The future of debiasing during

in-processing in data science appears promising, with burgeoning research focusing

on developing more sophisticated algorithms that can seamlessly integrate fairness

without significantly compromising on model performance.

2.1.3 Post-processing

Post-processing in data science emerges as a pivotal strategy to address fairness

and ethical concerns after a model has made its predictions. This technique is par-

ticularly useful when altering the data or training process is not feasible or has been

insu”cient to address biases. Post-processing debiasing methods typically involve

adjusting the decision thresholds of a trained model or recalibrating its outputs to

ensure fair treatment across di!erent groups[83, 96, 126, 172]. A notable instance

is the work by Hardt et al.[83], who introduced an equality of opportunity model

that adjusts thresholds for di!erent demographic groups to achieve fairness in pre-

dictions. While these methods are e!ective in enhancing fairness in the short term,

they come with their own set of challenges. For instance, indiscriminate applica-

tion of post-processing debiasing can lead to a decrease in overall model accuracy

and can sometimes be perceived as unfair by individuals belonging to the major-

ity group[154]. Moreover, determining the appropriate adjustments often requires a

deep understanding of both the model’s behavior and the socio-cultural context of the

data. Looking forward, debiasing during post-processing is an area poised for growth,
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with research increasingly focusing on developing more nuanced and context-aware

methods that can ensure fairness without significantly diminishing the utility of the

model’s predictions.

2.2 Responsible Data Science

Analyzing data and drawing insights from them places significant power and con-

sequently responsibility in the hands of the analyst since these insights can potentially

a!ect policies on a large scale. For example, when opaque models are used to make

court rulings, it becomes impossible to understand why a decision was made or how

biased inputs such as insu”cient training data influenced the outcome [15, 7]. Having

realized this responsibility, the data science community has called for more delibera-

tion on the ethics of current data science pipelines. Van der Aalst [174] described that

responsible data science centers around four challenging questions: (1) fairness: data

science without prejudice - how to avoid unfair conclusions even if they are true, (2)

accuracy: data science without guesswork - how to answer questions with a guaran-

teed level of accuracy, (3) confidentiality: data science that ensures confidentiality -

how to answer questions without revealing secrets, and (4) transparency: data science

that provides transparency - how to clarify answers so that they become indisputable?

These questions characterize the fundamental challenges that responsible data science

is facing.

Data science methods learn from training data with the aim of optimizing an

objective, such as maximizing correct classifications. However, achieving this objec-

tive does not guarantee responsibility and accountability. Training data can carry

biases, resulting in under-representation or discrimination against certain minority

groups. Even when sensitive attributes are excluded, systematic rejection of spe-

cific groups may persist. Profiling can exacerbate the stigmatization of these groups.
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Consequently, it is essential to develop approaches for identifying irresponsible and

unethical decisions, like unintended discrimination, and devise methods to promote

fairness. Ehsan et al.[60] argued that actionable interventions are in demand to rec-

ognize both the a!ordances and potential pitfalls of data science and AI. As a critical

first step of developing behavior change interventions for responsible data science, we

must first operationalize the concept. To this end, we further characterize the key

ingredients of responsible data science in chapter 3.

2.3 Theories of Behavior Change

In this section, we illustrate how existing psychological models can be applied to

inform the design of behavior change interventions in data science. There have been

numerous applications of behavior change techniques in the space of personal health

such as for smoking cessation [27, 141] and in environmental domains such as for

managing carbon footprint [137, 148]. Among this class of theories, there are a few

key concepts that are useful to operationally define before diving into the theories.

A target behavior is the behavior that we seek (such as smoking cessation), which

we achieve through behavior change. Behavior change interventions are designed to

encourage or influence target behaviors.

In spite of the application of behavior change interventions in numerous domains,

a survey by Wiafe et al. [190] revealed that only half of the behavior change inter-

ventions in persuasive systems across the domains of health, commerce, education,

and environment have a theoretical grounding. Orji et al. [139] revealed a similar

finding for persuasive technologies in the clinical domain. Furthermore, prior work

suggests that behavior change interventions informed by psychological theories are

more e!ective than those that are not [127, 33], promoting what is known as evidence-

based practices. Accordingly, there has been substantial theoretical development on
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evidence-based behavior change interventions. These theories of behavior change can

be broadly classified into 3 categories:

1. Factors A!ecting Behavior Change which tell us about the individual or

group-level characteristics that can influence the likelihood of a target behavior

being achieved,

2. Behavior Change Techniques (BCT) which are specific techniques or in-

terventions that, leveraging particular factors, can increase the likelihood of a

target behavior, and

3. Mechanisms of Action which explain the underlying cognitive mechanism

that makes a specific factor or technique work to influence behavior.

That being said, many theories in each category have overlapping constructs [67,

127, 12, 33, 130, 3] which have been shown to make it di”cult to identify individual

processes or factors underlying successful behavior change [139]. Further, most of

these theories are rooted in psychology and clinical research with limited empirically

verified attempts at generalization across di!erent fields. Thus, rather than com-

prehensively surveying theories, we instead focus on identifying and discussing the

theories that appear most relevant for the data science context, as advised by Pin-

der et al. [143] and Michie et al. [127]. We accordingly choose theories that are highly

cited and have more tangible implementations. In this thesis research, we exclude

theories of behavior change from our review that are too specific to the application

domain [66, 163, 187] and the theories designed primarily for longer-term intervention

[68, 163].

We describe these categories of theories further in the next chapter.
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Chapter 3

Developing Theories for

Responsible Data Science through

Behavioral Change Interventions

3.1 Motivation

Building on the motivation established in the chapter 1, this chapter delves deeper

into the theoretical foundations of behavior change as applied to responsible data

science. This chapter focuses on addressing a critical gap in current approaches to

responsible data science.

There has been an encouraging increase in academic research focusing on ad-

dressing these inequities within machine learning and data science[123], yet these

e!orts remain primarily concentrated on the technical dimensions of the problem.

Notable developments include the 2018 Conference on Fairness, Accountability, and

Transparency and various workshops at significant conferences, but the human be-

havioral aspects often remain underexplored. While the technical solutions described

in chapter 1 are necessary, they represent only half of the equation. We argue that
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Figure 3.1: We characterize data science practices according to desired outcomes
(rows – satisfactory and responsible) and agents (columns – technical and human).
It is important to note that outcomes are not mutually exclusive. Rigorous data
science has historically emphasized technical aspects like auto-tuning and measures
of model accuracy (A, green cell). Recent e!orts towards model fairness have illus-
trated responsible data science, but still ultimately rely on technical indicators and
algorithmic solutions (B). In this project, we emphasize the agency of humans (C
and D, right-hand column), and in particular, how human behaviors can contribute
to responsible data science (D, red cell).
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merely adjusting algorithms and models is insu”cient to address the systemic nature

of these issues. The spirit of this chapter is that meaningful progress in responsi-

ble data science requires attention to both technical systems and human behaviors,

with particular emphasis on the underexplored responsible human behaviors in data

science.

Hence in this project, we explore an alternative viewpoint in the literature. Specif-

ically, this project explores opportunities to redefine responsible data sci-

ence to encompass not only technical responsibility (holding algorithms/

datasets accountable) but also behavioral responsibility, i.e., holding data

scientists accountable for the patterns of behavior that may lead to posi-

tive or negative social outcomes. To this end, we reframe existing literature on

data science best practices and ethics guidelines through the lens of behavior change

models from cognitive and clinical psychology. To ground our discussion, we draw

parallels from successful behavior change interventions from cognitive and clinical

psychology such as smoking cessation [27] to common data science scenarios today

such as model training and exploratory visual data analysis. In this way, we show

how several key principles from foundational behavior change research translate to

the data science domain. This research project addresses RQ 1: How can we utilize

behavior change theories to inform a novel framework for responsible data science

using the lens of behavior change interventions? (Goal I: Develop Theories) This

research project[55] has been accepted for publication at ACM SIGCHI CSCW 2025

as a full paper.

For reference, we include Table 3.1 below to summarize acronyms that will be

introduced and used throughout the remainder of the project.
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Table 3.1: A summary of the acronyms used throughout this project.

Acronym Meaning

FBC Factors a!ecting Behavior Change
BCT Behavior Change Techniques
MoA Mechanisms of Action
FBM Fogg Behavior Model [72]
COM-B Capability (C), Opportunity (O), and Motivation (M) - Behavior (B) [129]
TDF Theoretical Domains Framework [127, 12]
BCTT Behavior Change Techniques Taxonomy [3, 130]

3.2 Identifying Relevant Theories of Behavior Change

for Data Science

In order to deliver responsible behaviors in data science, we seek to understand

the heuristics behind e!ective behavior change techniques and transfer them into the

data science domain. In this section, we illustrate how existing psychological models

can be applied to inform the design of behavior change interventions in data science.

There have been numerous applications of behavior change techniques in the space

of personal health such as for smoking cessation [27, 141], in environmental domains

such as for managing carbon footprint [137, 148]. In spite of the application of behav-

ior change interventions in numerous domains, a survey by Wiafe et al. [190] revealed

that only half of the behavior change interventions in persuasive systems across the

domains of health, commerce, education, and environment have a theoretical ground-

ing. Orji et al. [139] revealed a similar finding for persuasive technologies in the clin-

ical domain. Furthermore, prior works suggest that behavior change interventions

informed by psychology theory are more e!ective than those that are not [127, 33],

promoting what is known as evidence-based practices. Accordingly, there has been

substantial theoretical development on evidence-based behavior change interventions.

To identify relevant behavior change theories, we conducted a literature search

beginning with two canonical theories on factors influencing behavior change by Fogg
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[72] and Michie et al. [129]. We collected relevant papers by searching forward- and

back-references, as well as conducting additional keyword-based searches in Google

Scholar, including keywords such as “behavior change theories” and “behavior change

interventions.” Throughout this exploratory process, we prioritized selecting theories

and studies that are not only highly cited but have also stood the test of time (i.e.,

are still cited by a significant body of research at the time of this writing). From this

corpus of relevant theories, we then grouped them into the following three categories:

1. Factors A!ecting Behavior Change (FBC) which tell us about the indi-

vidual or group-level characteristics that can influence the likelihood of a target

behavior being achieved,

2. Behavior Change Techniques (BCT) which are specific techniques or in-

terventions that, leveraging particular factors, can increase the likelihood of a

target behavior, and

3. Mechanisms of Action (MoA) which explain the underlying cognitive mech-

anism that makes a specific factor or technique work to influence behavior.

That being said, many theories in each category have overlapping constructs [67,

127, 12, 33, 130, 3] which have been shown to make it di”cult to identify individual

processes or factors underlying successful behavior change [139]. Further, most of

these theories are rooted in psychology and clinical research with limited empirically

verified attempts at generalization across di!erent fields. Thus, rather than compre-

hensively surveying theories of behavior change in this project, we instead focus on

identifying and discussing the theories that appear most relevant for the data science

context, as advised by Pinder et al. [143] and Michie et al. [127]. We accordingly

choose theories that are highly cited and have more tangible implementations. In

this section, we describe these theories and use them to characterize behavior change

in the domain contexts listed in Figure 3.2 to ground them. We demonstrate how to

use these theories to generate a series of interventions in section 3.5.
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Figure 3.2: Drawing analogies from behavior change solutions in the clinical domain
(green) to the data science domain (blue). Each column represents a behavior change
domain. The rows characterize the behavior change problem and solutions, starting
with the domain context. The next row characterizes exemplary theories of behavior
change, followed by Agents and Desired Outcomes, and how together these might
inform a specific intervention in each domain context (final row). The agents and
outcomes, characterized as technically satisfactory or behaviorally responsible, are
described further in Figure 5.1 and Section 3.3.1. We hand-pick these limited ex-
amples for the sake of space and to demonstrate how behavior change theory can
be applied across di!erent domains to bring about the desired outcome through the
agent in a generalizable way.
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3.2.1 Factors A!ecting Behavior Change (FBC)

Here, we summarize established theories describing key factors that influence be-

havior change. While certainly not exhaustive, we focus on the following three promi-

nent theories because they are well-established in the literature and complementary

within the context of data science.

1. Fogg Behavior Model [72] or FBM (Fogg Behavior Model) proposes that be-

havior is comprised of three primary components: motivation, ability, and trig-

ger. Motivation comprises both conscious and unconscious cognitive processes

that guide and stimulate behavior. Ability refers to an individual’s psychological

and physical ability to engage in a particular activity. Trigger is a cue or a call

to a particular activity. In the FBM, a trigger represents a tangible event that,

under the appropriate circumstances, prompts an individual to change their be-

havior.

2. COM-B Model [129], standing for Capability (C), Opportunity (O), and Mo-

tivation (M) is a behavior change model that identifies these three key factors as

influential in modifying behavior (B). Although motivation and capability align

with the meanings of motivation and ability in FBM, COM-B introduces an ad-

ditional element called opportunity. Opportunity encompasses external factors

that enable or hinder the performance of a behavior.

3. Theoretical Domains Framework [127, 12] or TDF identifies 14 empirically

verified domains that contain di!erent factors which a!ect behavior change.

TDF [12] consists of 84 factors organized into these 14 domains. The do-

mains include knowledge, skill, social role and identity, benefits about capabil-

ity, optimism, belief about consequence, reinforcement, intentions, goals, mem-

ory/attention/decision process, environmental context and resources, social in-

fluence, emotion and behavior regulation. TDF extends its scope to focus on
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external social and environmental factors, providing a more fine-grained frame-

work for identifying factors a!ecting behavior change.

We found that the domains discussed in TDF closely relate to the success of data

science. However, the TDF, although good at identifying fine-grained factors a!ecting

behavior change, is di”cult to operationalize compared to the COM-B model, and

thus has seen fewer direct applications [143]. The conciseness and usefulness of the

COM-B model is corroborated by the fact that most prior theories [67, 127, 33, 12] in-

cluding TDF, ultimately break down into components of the COM-B model. Finally,

while COM-B balances specificity and generalizability, the Fogg Behavior Model [72]

is one of the first theories to consider Behavior Change Techniques, discussed next.

In summary, we refer to these three theories of factors a!ecting behavior change be-

cause of the complementary balance they provide in being concise (COM-B), specific

(TDF), and operationalizable (FBM).

In Figure 3.2, the target behavior for the smoking cessation example could use an

increase in the opportunity as per COM-B and TDF, to avoid lung cancer by using

risk-free cigarettes, thus leading a healthier life. As per FBM, risk-free cigarettes

provide a Trigger to bring about the change. Under TDF, such a behavior change

intervention falls under the environmental context and resources category as it alters

the resources available at hand. Note that while this solution can reduce toxicity, it

does not address the underlying addiction. We discuss this further in Section 3.3.3.

On the other hand for the data science domain, the target behavior for the machine

learning example calls for an increase in motivation as per FBM and COM-B to

consider and empirically verify the greater impacts of the decisions made from their

deployed ML models. As per TDF, this falls under changing the decision processes

of the data scientist to include this verification step in their workflow. The target

behavior for the visual data analysis example could be achieved by providing a trigger

(as per FBM) to the visualization designer to incorporate an evaluation step in the
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workflow before publishing the visualization. This provides an opportunity (as per

COM-B) to the designer to verify if their visualizations conform to the social norms

(as per TDF) of creating visualizations and are therefore e!ective in conveying the

message.

3.2.2 Behavior Change Techniques (BCT)

Behavior change techniques put the aforementioned factors of behavior change

to work, implementing the interventions which can bring about behavior change.

Michie et al. [129] provide a coarse categorization of these techniques as intervention

functions (IF). However, the most detailed taxonomy in this regard — the Behavior

Change Techniques Taxonomy (BCTTv1), was created by Abraham & Michie et

al. [3, 130], which lists 93 such techniques clustered into 16 categories. We use the

BCTTv1 taxonomy for its descriptive power and Michie et al.’s [129] categorisation for

its conciseness, when designing interventions, as described in our illustrative examples

in section 3.5.

In Figure 3.2, for achieving the target behavior, one could restructure the envi-

ronment by providing access to risk-free cigarettes in the smoking cessation example.

In the data science domain, to achieve the target behaviors in the machine learn-

ing example, organizations could educate/train (as per intervention functions) their

data scientists to identify possible negative impacts of the decisions of their deployed

models on the target groups. This shaping of their knowledge (as per BCTTv1) can

induce a change in their workflows to include empirical verification of downstream

consequences of their model decisions. In terms of the visual data analysis example,

the target behaviors of evaluating visualizations can be achieved through reminding

designers to compare (as per BCTTv1) their visualizations to the commonly accepted

visualization design norms or with visualization design models (as per intervention

functions) so that viewers do not have di”culties in understanding the conveyed
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message with the appropriate data context.

3.2.3 Mechanisms of Action (MoA)

Mechanisms of Action (MoA) represent the processes through which a BCT af-

fects behavior. In other words, it explains how a factor of behavior change influences

a certain technique to bring about the target change. Carey et al. [34] identified 26

di!erent mechanisms of action and linked the behavior change techniques from the

BCTTv1 taxonomy to these mechanisms (prompting or giving cues to the subject

works by leveraging the attention and behavioral cueing mechanisms of human cog-

nition, both of which a!ect the capability of the subject). We refer back to these

Mechanisms of Action to understand the most e!ective means of designing interven-

tions (section 3.5) with a theoretical grounding, thereby maximizing impact.

In Figure 3.2, the behavior change techniques of restructuring the environment

for the target behavior in the smoking cessation example works through a change in

the environmental context of the individuals. In the data science context (Jupyter

Notebook), training the data scientists about the potential ill-e!ects of their model

decisions on the target groups helps in changing the attitudes towards their behav-

iors. One potential behavior change technique – social comparison in the visual data

analysis example works by influencing the visualization designers to adhere to so-

cially accepted subjective norms of visualization design while incorporating the data

context.

3.3 Responsible Data Science

As a precursor to translating behavior change theories to responsible data science,

we must identify what constitutes responsible data science. Responsible Data Sci-

ence includes e!orts that address both technical and societal issues. We operationally
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adopt the definition of responsible data science from Cheng et al[39] which says the

objective of Responsible Data Science is to address the social expectations of gen-

erating shared value – enhancing both data science models’ ability and benefits to

society. This definition aligns with existing research examining ”Ethical AI” and

related topics[122, 169, 36, 181]. In subsection 3.3.1, we characterize responsible

data science as a function of agents and outcomes, with a (typically implicit) role

of behavior which can influence the outcomes. While we briefly review technically

satisfactory practices in data science in subsection 3.3.2, our primary focus of this

project, elaborated in subsection 3.3.3, is on the aspect of behavioral responsibility.

3.3.1 Characterizing Agents and Outcomes of Responsible

Data Science

To sca!old our discussion of responsible data science, we find it useful to charac-

terize it into two dimensions (as shown in Figure 5.1): agents and desired outcomes.

The first dimension, agent, can be technical or human. Technical agents represent

systems or techniques used in data science that have the potential to influence the

rigor of data science practice through technical indicators, algorithms, systems, and

toolkits that are incorporated into the data science project. Human agents, on the

other hand, represent behavioral actions that a!ect the rigor of data science prac-

tice. We choose this terminology to emphasize the proactive role of agents within

data science and AI. However, our framework is not limited to only AI/data science.

It can also be extended into other automated interventions designed with di!erent

application scenarios.

The second dimension, the desired outcome, indicates the extent of attention

to care and responsibility paid in the data science practice. We categorize desired

outcomes loosely as satisfactory and responsible. These outcomes are not mutually

exclusive and can overlap. Satisfactory outcomes focus on maximizing benefits
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by following the established best practices without much regard to ethics; a loan

approval model that maximizes the profit of banks but treats applicants who come

from di!erent genders unfairly. Responsible outcomes, on the other hand, aim to

minimize harm and actively benefit society, incorporating ethical considerations

throughout the data science process, a face recognition model that works well for

humans from di!erent ethnic groups. Moreover, being responsible itself can be seen

as an attitude within the data science process, guiding actions and decisions with the

intent of delivering responsible results. A responsible data science practice can, and

should, encompass both technically satisfactory and behaviorally responsible actions.

Among the four combinations of these dimensions shown in Figure 5.1, we high-

light the complementary importance of ”Technically Satisfactory” and ”Behaviorally

Responsible” practices in in the frame of responsible data science. ”Technically Sat-

isfactory” practices (Figure 1A, green cell) have traditionally been the focus of data

science practitioners to ensure that technical aspects of model development are sound,

using appropriate tools, models, and metrics. However, they often lack consideration

of ethical implications. In contrast, ”Behaviorally Responsible” practices (Figure 1D,

red cell) emphasize the ethical responsibilities of data scientists and the broader so-

cietal impacts of their actions. This focus on human behavior addresses the root

causes of biases and ethical issues that technical solutions alone cannot resolve. in

more detail in Sections 3.3.2 and 3.3.3 and connect them to the examples in Figure 3.2.

3.3.2 Technically Satisfactory Practices for Responsible Data

Science

Every step in the data science pipeline presents opportunities for decisions that

can significantly influence outcomes. In this subsection, we delve into the specifics of

technically satisfactory practices, elucidating key aspects that demand adherence to

best practices based on findings from a comprehensive survey on bias and fairness in
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machine learning [122].

1. Applying appropriate statistical tests: After a research hypothesis is for-

mulated, a suitable statistical test must be used to verify it. However, since

domain experts may not be well-versed in statistics, the selection of appropriate

statistical tests (one-way or two-way ANOVA) and parameters like significance

level must be carefully considered[22, 99].

2. Applying proper data science models: The choice of model can significantly

impact the quality of results and the ability to make meaningful predictions

or decisions [51, 107]. Depending on the nature of the data, di!erent models

may be more appropriate. Moreover, model selection should consider factors

such as scalability, computational resources, and interpretability. Regularization

techniques and hyperparameter tuning further refine model performance. In

some cases, ensemble methods or domain-specific models may be preferred.

3. Applying suitable evaluation metrics: Applying appropriate evaluation

metrics is a pivotal aspect of ensuring a technically sound data science project.

It is crucial to align the choice of evaluation metrics with the project’s specific

objectives [199]. Depending on whether the task involves classification, regres-

sion, or clustering, di!erent metrics such as accuracy, precision, recall, F1-score,

or Mean Absolute Error (MAE) should be carefully considered. Additionally,

the presence of imbalanced data or unique business considerations may warrant

the use of specialized metrics. Domain knowledge and collaboration with subject

matter experts can further guide the selection of metrics that best reflect the

real-world impact of the data science solution.

4. Visualizing or communicating results: Correll [42] calls for communicating

the results of data analysis sessions with consideration for the data context and

uncertainties, especially when using the medium of visualizations, which can

abstract or trivialize the context provided by the data. One example is the
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proposed use of fuzzy gradient plots instead of well-defined bar charts to better

convey the uncertainty in the data [43].

Row 2 in Figure 3.2 illustrates technical, but ethically blind practices. For the

smoking cessation problem, the example of using specialized cigarettes that prevent

the risk of lung cancer makes use of technological advancements to achieve the de-

sired satisfactory outcome. Extending the analogy to the data science domain, we

could use multiple model accuracy metrics to gauge model performance (point 3 in

the aforementioned bullet list). In the visual data analysis example, using appropri-

ate empirically verified visual encodings for designing visualizations leads us to the

satisfactory outcome of designing good visualizations (point 4 in the aforementioned

bullet list).

3.3.3 Behaviorally Responsible Practices in Data Science

Several behaviorally responsible approaches complement existing technically sat-

isfactory practices such Aragon et al.’s ethical principles in Human-Centered Data

Science [11], Heise et al.’s primary ethical norms in computational research [88], and

Zegura et al.’s calls for care and social good when practicing data science. Among

these literature, we emphasize insights from Human-Centered Data Science[11] and

the concept of Care and the practice of data science for social good [195]. These ap-

proaches complement one another by emphasizing the importance of responsible moti-

vation when practicing data science and characterize actionable solutions to facilitate

ethical practices in data science. While Human-Centered Data Science emphasizes

high-level guidelines for practicing data science with care and rigor, Care and the

practice of data science for social good delineates responsible practices at each stage

of the data science pipeline, such as problem understanding and data preparation,

which we describe in greater detail.

First, Human-Centered Data Science[11] provides a foundational resource that
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facilitates a systematic approach to contemplating behaviorally responsible practices

within the realm of data science. The book o!ers a comprehensive set of ethical

guidelines that encourage a nuanced consideration of data science projects, ethics

on defining the data science problem and ethical principles of training, validating,

and testing data science models. The authors emphasize the key characteristic of

responsible data science: “Our goal here is to make you aware that thinking critically

and caring about your process and how it a!ects your results, as well as the people

whose behavior is represented in your dataset, is needed every step of the way” [11].

The applicability of these ethical guidelines is notably well-suited to a wide range

of situations where humans are, or ought to be, involved, such as loan approval and

criminal recidivism predictions.

Second, the authors of Care and the practice of data science for social good [195]

argued responsible practices are informed by a thoughtful examination of how research

is done and in what context it is done. It argues responsible data science relies on

an ethics approach rooted in practicality: ethics involves not only adhering to formal

rules or their definitions but also observing actual behaviors. Ethics shouldn’t be

treated as a goal to optimize or “manipulate.”

We assert that ethics requires a continuous process of reflection—considering po-

tential risks, benefits, and harms. Yet, thoughtfulness alone does not prevent harm.

The imperative to embrace responsible behaviors in data science emerges from the

recognition that a standardized checklist is often insu”cient across diverse scenarios

encountered in the field [11]. Instead, behaviorally responsible data science practices

demand that practitioners proactively cultivate and dynamically respond to their

specific data science problem and context. Thus, a reflexive and adaptable stance is

essential, acknowledging that the ethical considerations surrounding each data science

project are nuanced and distinct. This diversity emphasizes the pivotal role of ”Care

Ethics[153, 11, 195]”, a key concept to both Human-Centered Data Science and the
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concept of Care and the practice of data science for social good as a foundational

principle guiding behaviorally responsible data science.

Care Ethics encourages data practitioners to approach their work with a deep

sense of empathy and conscientiousness[195, 125]. For example, Zegura et al[195]

proposed an orientation to a caring mindset in the practice of data science that

facilitates social good; Meng et al[125] highlighted the importance of applying the

ethics of care in democracy within collaborative data work. This approach prompts

practitioners to reflect on how their choices would impact individuals, communities,

and society at large. The notion of Care Ethics introduces a transformative shift in

perspective[26]. Encouraging data scientists to envisage their data science projects as

endeavors involving their own family and loved ones cultivates a heightened sense of

responsibility. Promoting Care Ethics not only enhances the behavioral responsibility

of data science but also infuses the decision-making process with an intrinsic sense of

accountability.

Inspired by the principles contained within care ethics[153, 11, 195], we review

some actionable activities that align with behaviorally responsible data science. These

practices are not exhaustive and should not be viewed as a checklist – instead, these

serve only as inspirational examples to further ground the concept of behavioral re-

sponsibility in data science.

1. Comprehensive problem understanding: Understanding the influence of

bias in data science problems is fundamental to behavioral responsibility in data

science. Data scientists should be aware of their own biases and how these biases

a!ect the way they formulate the problem[173]. To counteract these biases, it is

essential to involve diverse perspectives and stakeholders to develop a nuanced

understanding of the problem and potential impacts on di!erent groups. Beyond

that, attention should be paid to examining historical data, and considering the

historical context of the problem as it could reveal biases or systemic inequalities
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that need to be addressed.

2. Collecting unbiased data: Imbalanced datasets can lead to biased models

that perform poorly on minority classes. Data science practitioners may consider

gathering more data for minority classes, oversampling minority classes, or re-

weighting minority classes to address the issue [175]. Systems like Trifacta [1]

enable dataset anomaly detection and quality assessment using quality rules such

as data integrity constraints. Apart from that, consideration must be given to

data points that do not yet exist in the data [77], which may result in a biased

starting point.

3. Careful data preparation: Data preparation holds immense significance for

behavioral responsibility in the field. This process involves cleaning and wran-

gling datasets to ensure that the data is accurate, complete, and free from bias

[28, 173]. In addition to technically responsible techniques such as handling miss-

ing values, outlier detection and treatment, and thoughtful feature engineering,

behaviorally responsible data preparation extends to the responsible handling

of sensitive information, anonymizing data when necessary, and safeguarding

privacy to uphold behaviorally responsible standards.

4. Identifying biased interactions with data: Identifying when bias may oc-

cur during analysis or interpretation, especially during interactive data analysis

where the analyst may selectively look at certain data points while neglect-

ing others (even though inadvertently) [100] is also a crucial step. Wall et

al. [178, 179] propose an approach of computing and visualizing bias in user

interactions during visual analysis.

5. External Reviews for Accountability: Accountability in data science should

extend beyond technical reviews to include assessments by peers and stakehold-

ers who will be impacted by the model. This involves treating the review process

not just as a technical code review but also as a review of ethical practices and
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implications. These reviewers can identify potential harm and unintended con-

sequences that may not be evident to the technical team. One way to support

this type of review is to support provenance tracking [31, 63, 192], so that data

scientists may be held accountable not only to the outcomes of their models, but

their process as well.

6. Streamlining pipelines with checklists: At the commercial level where

stakes are typically high, checklists have been created to draw developers’ at-

tention to the entire pipeline specifically in machine learning-based data sci-

ence [98, 44, 117]. Notable tasks within these checklists among many others,

include ensuring fairness and privacy during data collection, transparency dur-

ing analysis, and interpretability during inference.

Revisiting the smoking cessation example in Figure 3.2, a smoker may act respon-

sibly by increasing his awareness of the health consequences of smoking to fight his

addiction. Extending the idea to the machine learning example, a data scientist could

act responsibly by evaluating the decisions of an ML model for potential downstream

consequences (point 1 in the aforementioned list). In the visual data analysis exam-

ple, responsible behavior could be to involve external evaluation of the visualizations

to check if they convey information in a non-misleading way (point 5 above).

3.4 Operationalizing Behavior Change Theories for

Responsible Data Science

In the preceding sections, we described the rich landscape of behavior change the-

ories for data science. As we transition from a theoretical understanding to practical

applications, it is essential to reflect on how these theories can be operationalized to

design interventions in real-world data science scenarios. This critical step involves

not only identifying and addressing specific behaviors within the context of data sci-
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ence but also decomposing the design process of behavior change interventions in the

context of data science environment. In this section, we aim to bridge this gap by

o!ering a guide to translating theoretical insights into actionable steps.

In the previous section, behavior change theories were introduced chronologically

based on the date of the publication of theories (e.g., factors of behavior change [72,

129, 127, 12], behavior change techniques [3, 130], and most recently work towards

understanding mechanisms of action [34]). In this section, we alter this order to align

with how we think about operationalizing these theories towards the development of

interventions for responsible data science.

1. Identify problematic and target behaviors: It is crucial to pinpoint both

problematic behaviors that might impede responsible data science practices and

target behaviors that should be encouraged to replace them (see subsection 3.3.2

and subsection 3.3.3 for examples). This requires analysis of current method-

ologies and workflows. For instance, overlooking biases in data or algorithms

can be considered a problematic behavior in the context of responsible data sci-

ence, whereas actively seeking diverse data sources might be a target responsible

behavior to encourage.

2. Identify factors a!ecting problematic behaviors: Building on the theories

outlined in subsection 3.2.1, we need to identify various factors (capability, op-

portunity, and motivation [129]) that might influence the problematic and target

behaviors identified in the previous step. We then need to assess whether digital

interventions are appropriate given the factors involved. For instance, insu”-

cient training can perpetuate undesirable practices in data cleaning, which might

be rectified through interventions aimed at enhancing capability. Similarly, the

lack of awareness among data science practitioners regarding the potential social

impacts of their models can jeopardize the benefits to a!ected groups. This gap

can be bridged by interventions that enhance their motivation to understand the
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ethical consequences of the models they develop.

3. Understand and employ appropriate Mechanisms of Action: Once the

factors a!ecting the problematic behavior are identified, the appropriate mecha-

nism of inducing the target behavior needs to be identified and employed, as dis-

cussed in subsection 3.2.3. This involves understanding how di!erent strategies

leverage capability, opportunity, or motivation to initiate and sustain behavior

change among data science professionals. Taking the machine learning scenario

as an example (Figure 3.2), if data scientists lack motivation to commit more

time to test model outcomes on di!erent influenced groups, this could be bridged

the mechanisms related to changing their attitudes towards their behaviors and

updating their beliefs about consequences [34]. This not only helps designers

to choose the most appropriate interventions for the digital context but also

facilitates them to maximize impact.

4. Envision potential interventions using BCT: Having identified both the

factors a!ecting problematic behaviors and the underlying mechanism of action,

we can now envision potential interventions in the data science context by refer-

ring to the behavior change techniques [3, 130] introduced in subsection 3.2.2.

These might include training programs, ethical guidelines, and decision-support

tools that encourage reflection on the consequences of one’s actions in the data

science workflow. For example, to develop interventions in the data science en-

vironment that boost motivation by strengthening the understanding of ethical

implications in the machine learning example (Figure 3.2), organizations can

educate or train their data scientists, which facilitates their beliefs about conse-

quences and knowledge. This shaping of their knowledge (as per BCTTv1[130])

could focus on identifying potential negative impacts of their models on target

groups, using a variety of illustrative case studies.
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Prior work has mapped factors a!ecting behavior change (FBCs) to specific in-

terventions (BCTs) [164] and specific interventions to their underlying mechanisms

of action (MoAs) [35]. To help designers choose appropriate FBCs, MoAs, and inter-

ventions, we provide a supplemental table that merges these mappings.

3.5 Interventions

In this section, we refer back to the two data science contexts in Figure 3.2 to apply

these theories and discuss potential interventions for both the desired technically

satisfactory and behaviorally responsible practices for the machine learning example

in the second column (subsection 3.5.1), and visual data analysis example in the third

column (subsection 3.5.2). Note that this is not an exhaustive account of interventions

for these two contexts but merely describes some possibilities, grounded in behavior

change theory. We further use this as an opportunity to describe these two examples

as usage scenarios to explain how to apply the framework from Section 3.4, and

in subsection 3.5.3, we provide our own internal reflection on the usage of this

framework for envisioning behavior change interventions for responsible data science.

3.5.1 Interventions Designed for the Machine Learning Ex-

ample

Maggie is a researcher who is designing Jupyter Notebook plugins to help people

build more socially responsible models. She is collaborating with a data science

team tasked with creating a loan approval model that avoids discriminating against

potentially disadvantaged groups, such as female applicants [170]. Maggie decides to

implement interventions based on our proposed framework.

She begins by identifying problematic and target behaviors within the

team’s workflow that could hinder the development of a fair model. Maggie is certain
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that the team has su”cient expertise to tackle the technical challenges of data science

models and deliver models with high accuracy. However she is concerned that they

may not have enough understanding of how decisions made during the process of data

wrangling and model building can have downstream e!ects, influencing the outcomes

for di!erent potentially disadvantaged groups. Recognizing a lack of motivation

as a significant factor, Maggie wants to increase their awareness and empathy

regarding the e!ects of their model decisions on socially disadvantaged groups.

To achieve this, Maggie thinks that she should change the attitudes towards

their behaviors (MoA) [34] and employs this mechanism within her interventions.

In the form of real-life stories of individuals, particularly female applicants who have

faced repeated rejections from loan approval models, resulting in missed opportunities

for housing or education, Maggie uses sharing social and environmental con-

sequences (BCT) [130]. These stories are integrated into the team’s data analysis

environment within a notebook cell shown on the top, containing hyperlinks for these

stories (Figure 3.3.a), serving as a constant reminder of the real-world impacts of

their work.

Additionally, she identifies goals (MoA) [34] as another possible underlying

mechanism and decides to employ goal priming (BCT) [130] intervention within

the data analysis tools. She introduces prompts in the data analysis environment

to ensure that data scientists are explicit about their goals throughout the workflow

(Figure 3.3.b).

Enhancing the workflow in this way with contextual anecdotes and prompts to

elicit development goals ensures that data scientists continuously reflect on the ethical

aspects of their work. By envisioning potential interventions using our framework,

Maggie ensures that her team is not only technically proficient but also behaviorally

responsible.
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Figure 3.3: As data scientists start analyzing the loan approval dataset within a
Jupyter notebook, this intervention (a) reinforces their motivation to practice re-
sponsible data science by sharing a real-life story that highlights the potential harm
that model outcomes can inflict on disadvantaged groups, aiming to evoke their empa-
thy; (b) follows-up with a goal-priming hint to emphasize the importance of behaving
in an unbiased way towards vulnerable sub-groups that are influenced by the model’s
outcome.
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Figure 3.4: A data visualization showing which nations are major CO2 emitters,
and which nations are vulnerable to the e!ects of these emissions. In its cur-
rent state, this visualization might only help global policymakers like the Intergov-
ernmental Panel on Climate Change (IPCC). By gathering feedback from viewer
groups of di!erent backgrounds like politicians, farmers, and students, this visualiza-
tion could be made more e!ective by additionally visualizing how each group con-
tributes to these emissions and how they could help alleviate the problem. Credits:
https://onlinepublichealth.gwu.edu/resources/climate-change-emissions-data/

3.5.2 Interventions Designed for the Visual Data Analytics

Example

Dylan is a quality control specialist within a data visualization team. His pri-

mary objective is to ensure that his team creates clear and trustworthy visualizations

that are non-misleading and can be easily understood by people with various educa-

tional/occupational backgrounds.



38

For example, consider Figure 3.4 which estimates the carbon emissions from dif-

ferent countries, and highlights countries vulnerable to the e!ects of these emissions.

The current version may only be helpful for policymakers to identify how they could

address this problem, and may miss the chance to communicate with audiences such

as students or farmers, who could address this problem in their own individual capaci-

ties. Realizing the scope to maximise impact, Dylan decides to design an intervention

tool based on our proposed framework to help the visualization team.

While identifying problematic and target behaviors in the visualization

workflow, Dylan realizes that although technically adept, the designers in his team

might not realize how many di!erent target audiences may encounter their visualiza-

tions. He considers this problem in terms of a textbflack of motivation, and decides

to use the social influences MoA [130] to help them realise the potential impact on

society. Dylan designs interventions to prompt designers to estimate the anticipated

range of their target audience [111] (policymakers, urban public, university students,

rural public, ). He generates possible scenarios to expose designers to diverse ques-

tions audience members might ask about the visualization; how di!erent agricultural

activities contribute to these emissions might interest rural communities; students

might be interested in the steps they can take to help alleviate this problem or in-

crease awareness.

Alternatively, Dylan also recognizes a lack of opportunity as a factor. He

understands that although the designers are aware of the di!erent target audience

groups, not getting feedback from these diverse groups is hindering them from creating

more inclusive and e!ective visualizations.

To achieve this, Dylan incorporates feedback processes (MoA) [130]. Us-

ing our framework, Dylan figures out that gathering feedback from di!erent target

audience groups, which falls under feedback of behavior (BCT) [130] could be em-

ployed. Dylan thus generates customizable annotations that appear upon completion
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of visualizations along with a shareable link. These annotations nudge the design-

ers to proactively communicate and gather feedback from stakeholders from diverse

backgrounds, capturing their individual perspectives and levels of comprehension re-

garding the visualizations, and facilitating the designers in pinpointing potentially

confusing or divisive areas in need of improvement.

3.5.3 Internal Reflection

In this section, we reflect on the usage of our proposed framework for envisioning

behavior change interventions for responsible data science. We do so by reflecting on

some explicit questions.

Where was the framework the most helpful? As seen in the previous two

subsections, the framework helped Maggie and Dylan enlist multiple possible FBCs,

and the possible MoAs and corresponding BCTs to bring about the desired behavior

change. Maggie used the framework to identify di!erent MoAs (attitude towards be-

havior and goals) to better motivate the data scientists to consider the downstream

e!ects of their models. On the other hand, Dylan found two di!erent FBCs - motiva-

tion and opportunity and accordingly employed BCTs to help visualization designers.

The framework thus acted as a comprehensive, though not necessarily exhaustive tool,

to generate ideas in a systematic way, without which both Maggie and Dylan could

have missed out on potential additional ways to bring about responsible behavior

change.

Where was the framework the least helpful? The framework provides a

consolidated space of possible approaches for identifying the scope for responsible

behavior change, and actionable techniques to bring about the change. However

occasionally, the boundaries between the individual FBCs, MoAs, and BCTs that are

applicable in a situation are not very clear. For example, attitude towards behavior

MoA could be employed through BCTs of both consequences and rewards. The
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appropriate alternative is evident based on the context in most cases, Maggie used

the MoA to inform data scientists about the consequences. However, the blurred

boundaries or redundancies between some of these terms might cause di”culties for

practitioners to use the framework.

Further, there is an open-ended nature in the interpretation of a certain situation

as lacking a certain FBC. For example, Maggie’s intervention of providing prompts for

goal priming could boost motivation of the data scientist to also address downstream

consequences of their models. However, it could also be interpreted as providing

opportunity to the data scientist through prompts/cues during model development to

inform them about downstream consequences. The latter interpretation assumes that

the data scientist is already motivated but lacks the right opportunity to be reminded

about responsible behavior.

Although these limitations of our framework might create complications in choos-

ing the appropriate BCT, the framework also helps practitioners by making them

aware of the possible multiple interpretations of the situation. We thus see this

framework as providing a full range of behavior change solutions, while leaving the

responsibility to choose the right alternative to the practitioner.

3.6 Discussion

In this project, we introduced a new perspective on responsible data science that

elevates the importance of responsible agents through the lens of behavior change.

Our research complements existing work in guideline and curriculum development

by encouraging analysts to adopt more responsible analysis behaviors through their

real-time interactions with data science tools. Based on this novel perspective, we

identify pressing research challenges moving forward.
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3.6.1 Challenge 1: Intervening at the Right Time

When introducing interventions to foster responsible data science practices, it is

crucial to strike a balance where interventions are neither absent when assistance

is needed nor persistent to the point of causing frustration. Hence, the timing and

appropriateness of interventions are crucial not only for their e!ectiveness but also

for ensuring a positive user experience. Adopting the concept of triggers for behavior

change interventions [72], we could conceptualize when to initiate an intervention as

a disruptor. We present several heuristic approaches to disrupt data science practices

to initiate an intervention, hoping to inspire potential solutions to this open challenge:

Disrupt by Data Science Phase. The output at each phase of a data science

workflow serves as input to, or otherwise influences, the next phase. A seemingly

benign negligence of technically satisfactory or behaviorally responsible practices in

one phase can significantly impact downstream deliverables through the propagation

of inaccuracies and biases. Thus, the beginning or end of a phase in the data science

pipeline may be an apt time to disrupt the user’s process to intervene.

Disrupt by Algorithmic Performance. Interventions could also be designed

to disrupt a data scientist’s practices based on active monitoring of metrics. In

a fairness-aware data science project, crime recidivism analysis, algorithmic bias is

treated as an important evaluation metric. One disruptor, in this case, could be to

continuously monitor fairness metrics that have been identified as critical for the task

to identify important dips to the metrics of interest when data is transformed, model

parameters are tuned, etc.

Disrupt by Minimal Timeline. Another possible disruptor could be related to

minimum expectations for time spent on some tasks. The underlying assumptions are

that (1) some tasks must be completed, running fairness checks on data prior to model

building, and (2) there is an expected amount of time to complete various tasks, which

when below a threshold, may be indicative of negligence to fully understand the data
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or model. For instance, if an analyst does not dedicate time to exploring the data

prior to creating a model from it, it could lead to unknown problems downstream.

Disrupt by Third-party Review. Interventions could also involve an external

ethics review board or third-party auditors to conduct periodic assessments of the

data science project to provide an unbiased evaluation of responsible data science

practices. Furthermore, interventions can be based on feedback from stakeholders,

end-users, or a!ected communities to address any ethical issues or concerns that arise

during the project’s lifecycle.

Disrupt by Programming Specification. Disruptors can also be identified

through established issues in technical standards. For example, a normative coding

style is beneficial to avoid ambiguity for implementer reading, collaboration purposes,

and future model maintenance. Non-normative coding and variable naming habits

may impede collaborators from easily verifying the code which can discourage or hin-

der future checks on responsible practices. Thus, disruptors could identify violations

of established programming patterns.

3.6.2 Challenge 2: Facilitating Lasting Behavior Change Through

In-The-Moment Interventions

In this project, we focus primarily on settings and examples for in-the-moment

interventions that potentially result in short-term positive behavior changes during

data analysis. However, it is unclear if and how these interventions will funda-

mentally change the long-term practices of analysts [143]. We view in-the-moment

interventions as a subset of behavior change techniques (BCT) for facilitating rig-

orous data science. The superset also includes interventions for long-term behavior

change or habit formation, provide learning materials like enrolling in a course to learn

new skills, checklist generation (Planning and Repetition), setting goals and tracking

progress [109]. Alternative theories and applications of behavior change interventions
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emphasize settings intended to encourage longer-term habit formation [68, 163]. Ac-

cordingly, we observe at least three major challenges in establishing lasting behavior

changes in analysts.

Ensuring smooth hand-o!s between in-the-moment interventions for short-

term behavior change, and interventions for long-term behavior change will hopefully

expose analysts to a range of experiences to reinforce rigorous data science practices.

Examples include pointing the analyst to relevant online tutorials or courses on statis-

tical testing (long-term) after detecting improper statistical testing being performed

and recommending more appropriate tests (short-term).

Accounting for the evolution (or devolution) of the analyst. The analyst’s

practice of data science may change over time, which may influence both the e”cacy of

interventions and disruptors. For example, disrupting the flow of a confident analyst

during a well-defined task may hinder rather than accelerate their work [93]. How

then do we interrupt an analyst who is initially receptive to interventions, but starts

ignoring them later for an unknown reason?

Tackling Long-term Bias. Another critical aspect of designing long-term inter-

ventions is considering the potential long-standing biases that may exist or develop

over time in data scientists and analysts, independent of their use of interventions.

These biases could influence their decision-making processes and perpetuate existing

inequities[78, 124], which may be less responsive to intervention. Thus recognizing

the boundaries of where interventions may be e!ective is important for designing

more ambitious interventions.

3.6.3 Challenge 3: Measuring E”cacy & Boosting Adoption

We hypothesize that a collection of complementary evaluation techniques will

be needed to understand the complex interplay between system behavior and user

behavior when measuring behavior change in data science.
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How do we measure the e”cacy of deployed interventions? Are the same metrics

used to choose a disruptor and an intervention su”cient to understand their e”cacy?

It also becomes crucial to isolate whether the cause of positive behavior change is

indeed the intended intervention, or attributable to some other confounding factor.

Furthermore, would repeated measures of the same heuristic over time provide suf-

ficient information to show progress? Or do we need to measure specific long-term

outcomes[78]? Incorporating these long-term fairness considerations can provide a

more comprehensive view of the e!ectiveness of behavior change interventions. For

instance, tracking the long-term outcomes of interventions on loan approval fairness

can reveal whether initial improvements in fairness metrics translate into sustained

equitable lending practices.

3.6.4 Challenge 4: Incentives Versus Consequences to Induce

Behavior Change

Encouraging positive behaviors or punishing negative behaviors is analogous to a

carrot versus stick metaphor. The examples we emphasize in this project primarily

focus on positive reinforcement (carrots). However, these so-called “carrots” are not

the only way to encourage responsible data science practices. Alternatively, how to

establish consequences (sticks) operationalized into interventions as a way to enforce

course correction has yet to be explored. The BCT taxonomy [130] identifies relevant

interventions in the categories of Reward and Threat and Scheduled Consequences

which target the capability of the analyst through behavioral regulation or by chang-

ing their attitudes towards the behavior. However, it is unclear what role data science

tools should play in holding analysts accountable for their contributions to irrespon-

sible data science outcomes. For example, how do we infer the scope of an analyst’s

contribution to a certain outcome, positive and/or negative? Once this scope is es-

tablished, how do we reason about the consequences of an analyst’s contributions in
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relation to the final outcomes?

3.6.5 Challenge 5: Automated Versus Behaviorally Respon-

sible Data Science

There exists a tension between automation and behavioral responsibility. For

example, autoML techniques aim to reduce the reliance on analysts for making design

decisions towards creating satisfactory models [104]. While these methods reduce

the analyst’s time and e!ort in generating satisfactory models, autoML methods are

poorly designed to support human oversight and agency within this process [45]. With

a reduced ability to intervene in the model design process, the analyst’s behavioral

responsibilities may clash with the goals of autoML systems. Further investigation

is needed to understand how behavioral responsibility can meaningfully engage with

highly automated data science tools.

3.6.6 Challenge 6: Enhancing Education and Training for

Data Science Practitioners

Throughout this project, we highlight the importance of education in promoting

responsible data science practices. Echoed by many prior works in this space [13,

161, 29], one potential direction for the responsible data science research community

is to delve deeper into developing comprehensive educational frameworks and train-

ing programs that equip the current and future data science practitioners with the

necessary skills and ethical mindset to navigate complex data science environments.

These programs should go beyond technical proficiency to include modules on ethical

reasoning, bias detection and mitigation, and the societal impacts of data science

decisions. Additionally, integrating behavior change theories into training curricula

can help instill long-lasting responsible behaviors. Research should also explore in-
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novative teaching methods, such as experiential learning[177], case studies[116], and

interactive simulations[157], to enhance the learning experience. By advancing edu-

cation and training, we can prepare data scientists to not only excel technically but

also to act responsibly and ethically in their professional roles.

3.7 Limitations

While this chapter establishes a theoretical foundation for applying behavior

change models to responsible data science, several limitations must be acknowledged.

First, the translation of psychological frameworks from health and environmental do-

mains to data science involves inherent di!erences between the domains which make

it non-obvious how appropriately these frameworks can suit this new context. Data

science workflows di!er significantly from personal health behaviors in their complex-

ity, collaborative nature, and professional context. The behavioral models we have

adapted may require further refinement to fully capture the nuances of data science

practice.

Second, our theoretical approach intentionally separates technical and human fac-

tors for analytical clarity, which risks oversimplifying the deeply sociotechnical nature

of data science work. In practice, responsible data science emerges from the complex

interplay between human decision-making, organizational structures, and technical

systems. Future work should reintegrate these dimensions through empirical stud-

ies of how data scientists navigate ethical considerations within existing technical

constraints.

Third, the e”cacy of behavior change interventions in data science remains largely

theoretical at this stage. While we have drawn parallels to successful interventions

in other domains, the data science context presents unique challenges that may limit

transferability. As subsequent chapters of this dissertation will demonstrate, de-
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signing and empirically validating interventions requires moving beyond theory to

implementation and evaluation in realistic data science scenarios.

3.8 Summary

In this project, we addressed RQ 1 (How can I utilize behavior change theories

to inform a novel framework for responsible data science using the lens of behavior

change interventions? ) by introducing the concept of behavior change interventions

for data science, where we focus on data science behaviors as possible predictors

of biased outcomes. We first synthesized a definition of responsible behaviors in

data science work for both humans (behavioral) and systems (technical). Secondly,

we illustrated how existing psychological models can inform the design of behavior

change interventions in data science contexts. Lastly, to inspire the design of po-

tential interventions, we presented concrete examples of possible interventions aimed

at encouraging socially responsible behaviors within the data science context. We

concluded this project by describing the next action item uncovered by this vision

project and calling on our community to explore this new research area of behavior

change interventions for responsible data science.
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Chapter 4

Synthesizing a Design Space of

Behavior Change Interventions for

Responsible Data Science

4.1 Motivation

Behavior profoundly impacts the development and deployment of data science

models. In Chapter 3, we established a conceptual framework of responsible data

science using behavior change theories to address RQ1 and proposed high-level four-

step guidelines for designing behavior change interventions (Chapter 3.4). While this

foundation provides a valuable starting point, translating these principles into e!ec-

tive interventions requires a more comprehensive and systematic design framework.

This chapter introduces a 5W1H (Who, What, When, Where, Why, and How)

interrogative design space that bridges theoretical understanding and practical appli-

cation for responsible data science interventions. This structured approach is crucial

because designing e!ective interventions requires navigating complex interdependen-

cies between technical systems and human behaviors. Without systematic guidance,
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intervention designers may overlook critical factors or fail to consider the full range of

available strategies, potentially leading to ine!ective or counterproductive outcomes.

A well-defined design space creates a common language and conceptual structure

that enables knowledge accumulation across di!erent contexts, accelerating collec-

tive progress in responsible data science. After careful consideration of alternative

approaches, we deliberately chose the 5W1H interrogative framework for several key

advantages: it is domain-agnostic yet easily adaptable to responsible data science con-

texts; it ensures coverage of all essential design dimensions; and it employs familiar

questioning patterns that practitioners already use in their work. The framework’s

natural interrogative structure aligns well with design thinking methodologies widely

used in human-computer interaction [91, 160, 165, 166], making it accessible to inter-

disciplinary teams. Additionally, this approach o!ers flexibility for future expansion

and refinement as the field of responsible data science continues to evolve.

This project addresses the second research question: How can we sca”old the

design and development of behavior change interventions for responsible data science?

(Goal II: Synthesize Design Space). The objective is to outline principles that can

guide the design of interventions in the context of responsible data science. To guide

our design space, we adhere to the 5W1H interrogative framework[85], encompassing

Who, What, When, Where, Why, and How. We demonstrate the overview of

the proposed design space in Figure 4.1.

1. Why do you as a designer want to intervene?

2. Who is the target of the behavior change intervention?

3. What key objectives does the intervention seek to influence?

4. When is a suitable time to intervene?

5. Where do these interventions take place?

6. How can we design e!ective interventions?
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Figure 4.1: An overview of 5W1H design space proposed in the work.

Furthermore, we survey and characterize existing responsible data science tools

to validate the coverage of this design space. Through this analysis, we validate the

relevance and applicability of the design space, and identify future research opportu-

nities where current tooling falls short. In summary, this section makes the following

contributions:

• We introduce a design space of behavior change interventions to promote

responsible data science practices, comprised of behavioral considerations and

implementation considerations.

• We present a complementary interactive website for convenient use of the

design space by potential intervention designers.

• We validate the breadth and applicability of the design space through a quali-

tative analysis of 23 data science tools and demonstrate its potential with

two usage scenarios.

This design space fills two key gaps in the literature. First, existing frameworks
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for responsible data science often focus on practitioners by providing checklists or

guidelines to follow [150, 149, 134, 75]; yet, these resources lack actionable strategies

for tool developers who aim to promote behavior change through the development

of interventions. Our framework is thus complementary to these e!orts, o!ering

a flexible, structured, and actionable approach to fostering ethical responsibility in

tool design and development. Second, this design space enables us to move beyond

static references for compliance, and instead supports researchers and developers to

translate good practices into actionable applications. This project has been accepted

by ACM IUI 2025 as a full paper[53].

4.2 Design Space Rationale

The decision to utilize the 5W1H framework [85] in designing behavior change in-

terventions for responsible data science stems from its versatility and widespread ap-

plicability across various domains. The 5W1H approach—encompassing Why, Who,

What, When, Where, and How—provides a comprehensive, yet structured way to

navigate the complexities of behavior change interventions by addressing key ques-

tions that guide the design process. These dimensions are grounded in a robust basis

in the sciences [167, 79, 89] as well as recent applications in Human-Computer Inter-

action (HCI) and Visualization [91, 160, 165, 166]. To ensure clarity, we have divided

these dimensions into two categories:

• Behavioral considerations (Why, Who, and What) which focus on under-

standing the motivations, audience, and targeted behaviors

• Implementation considerations (When, Where, and How) which deal with

the practical aspects of timing, context, and delivery methods

It is important to note that these dimensions are not strictly orthogonal but rep-

resent complementary perspectives that work together to drive responsible behavior
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Figure 4.2: A screenshot of the interactive BCDS design space website.

in data science.

Interactive Website. To facilitate the exploration and application of the design

space, we developed an interactive website. The website allows users to step through

dropdown sections representing each branch in the design space. Users can decide

which aspects are needed for their intended intervention and enter notes or annota-

tions throughout each subsection (see Figure 4.2). Once the user has explored the

design space, the completed design and associated notes are generated into a down-

loadable PDF. The designer can refer to the document and share it with collaborators

throughout the design process. The full interactive website source code and completed

scenario examples can be found within the supplementary materials.

Usage Scenarios. We additionally contribute two usage scenarios. The usage sce-

narios are meant to illustrate how our design space supports an intervention designer

in achieving a focused vision for their tool. We show two illustrative examples in

Sections 4.3.4 and 4.4.4. The first demonstrates how the design space can be used in

the early stages to systematically understand the user context and subsequent goals

for the intervention. The latter is aimed at the ideation phase, where the user context
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is known and interventions are ready to be designed.

The design space is intended to be a living, collaborative and instructive artifact.

Therefore, it can be updated, shared, and referenced for a variety of activities such as

documentation, informing stakeholders (especially non-technical), processing design

feedback and aiding software developers in creating the intended tool. In addition to

the two usage scenarios we outline, we envision the design space can be used in other

contexts as well, e.g.:

• to develop internal tools and guidelines to help company ethics advisors figure

out the best way to ethically guide company data scientists

• to design an interview study to better understand the needs of a target data

science community that you are building an intervention for

• as an evaluation tool for intervention designers to determine if additional features

should be added or existing features should be refined

4.3 Behavioral Considerations

In designing responsible data science interventions, it is essential to understand the

human and behavioral factors that influence ethical practices. This section introduces

the behavioral aspects of intervention design by exploring:

• Why do you as a designer want to intervene,

• Who is the target of the behavior change intervention, and

• What key objectives does the intervention seek to influence.

Furthermore, we demonstrate in subsection 4.3.4 how this design space can be applied

through a usage scenario that illustrates how the behavioral dimensions can facilitate

the development of a responsible data science intervention tool.
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4.3.1 Why: Why do you as a designer want to intervene?

Understanding the motivations behind behavior change interventions is fundamen-

tal to designing strategies that are both e!ective and sustainable [37]. The “Why”

dimension explores the driving forces that compel the adoption of ethical practices

in data science. We characterize three broad categories that represent di!erent per-

spectives on motivations for a developer to intervene in data scientists’ practices:

Purposes, Outcomes and Regulations.

Purposes

Purposes characterize our reasons behind intervening, which we further categorize

into two areas: technical convenience and responsible considerations, as described

next.

1. Technical Convenience: We could intervene to simplify the process of imple-

menting responsible data science practices through streamlining or automation.

For example, an intervention might automatically detect missing data and rec-

ommend pre-processing techniques to assess the fairness of di!erent strategies

for dealing with the missing data (e.g., imputing missing values vs. discard-

ing the data [52]). Similarly, a plugin could suggest encryption methods during

data export to make compliance with data security standards easier for the user

without requiring extensive manual configuration.

2. Responsible Consideration: We could also intervene to incentivize data sci-

entists to engage in ethical practices in general. This could be achieved by

highlighting the long-term benefits of ethical actions, such as improved model

accuracy and public trust. For instance, an intervention might prompt users

to assess the social consequences of their model by providing a pop-up message

highlighting potential bias and fairness issues a!ecting underrepresented groups.
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Outcomes

Thinking about the “Why” dimension in terms of outcomes is crucial for measuring

intervention success and ensuring that it leads to a targeted or meaningful behavior

change. We can think of this dimension according to promoting target outcomes or

hindering problematic outcomes:

1. Positive Behavior Promotes Outcome: Interventions designed to promote

positive behaviors encourage actions that lead to beneficial outcomes in data

science projects. For instance, one possible intervention could be a real-time bias

monitoring tool that reminds users to refine the model configurations when their

model’s outputs show potential bias against certain groups. This tool could guide

the user through steps to adjust the model or provide resources on alternative

algorithms or techniques. The direct outcome is a more equitable treatment

of individuals by the models developed, which upholds ethical standards and

improves societal impact.

2. Negative Behavior Hinders Outcome: Interventions aimed at reducing neg-

ative behaviors focus on preventing actions that could lead to harmful outcomes.

For example, by integrating features that track and report the use of data in

unauthorized ways, an intervention could alert administrators or data ethics of-

ficers if sensitive data is being misused. Another example could be mandatory

review checkpoints before a model is deployed, preventing models from not being

evaluated for ethical compliance and bias.

Regulations

Regulations focus on the need to align data science practices with both external

regulations and internal standards, ensuring that individual actions are bound by

ethical, legal, technical and organizational mandates. Regulations can be further
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categorized into at least three relevant types:

1. Technical Standards: These are specific, often quantifiable standards that

models and data handling procedures must meet, such as reaching certain con-

fusion or fairness metrics. Interventions here might involve compliance checks

integrated into data science platforms that automatically verify whether the

data management, model implementation and development processes meet es-

tablished technical benchmarks for security and e”ciency.

2. Legal Standards: Legal requirements demand adherence to laws and regula-

tions, such as GDPR [176] for data privacy in the European Union or HIPAA [4]

in the United States for health data. Interventions could include compliance

modules within tools like Jupyter Notebook that guide data scientists through

necessary legal documentation and ensure that their work complies with relevant

laws.

3. Ethical Standards: These standards reflect the moral obligations of the pro-

fession and are often guided by broader ethical principles of harm prevention

and fairness. Interventions could consist of ethical audit trails in software that

document decision-making processes and flag potential ethical issues, prompting

users to reconsider decisions that may have harmful implications.

4.3.2 Who: Who is the target of the behavior change inter-

vention?

Interventions that influence behavior must be personalized to their audience to

be e!ective [158]. The “Who” dimension addresses the diverse spectrum of individ-

uals and groups involved in data science processes. This di!erentiation is crucial

because data science is not a monolithic field [173]; it involves various stakeholders

with di!erent roles, expertise, and influence over data-driven outcomes. Categorizing
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the target audience in di!erent dimensions can ensure that interventions are not only

appropriately designed but also contextually relevant in order to increase the likeli-

hood of adoption and impact [156]. This section characterizes the target user along

two complementary dimensions: Personal Factors and Systemic Factors. These

factors may help inform optimal behavior change interventions that are e!ective for

specific types of users.

Personal Factors

The Personal Factors dimension includes factors related to the individual charac-

teristics of data science practitioners. We describe three potentially useful ways of

thinking about characteristics of target users:

1. Professional Role: Di!erent professional roles entail varied responsibilities

and influence within data science projects, which suggests a need for customized

interventions designed for di!erent professional profiles. For instance, Scien-

tists/Academics, Engineers/Analysts, Educators, and Students all have

very di!erent relationships with data science practices. For example, engineers

need real-time tools that can detect and mitigate biases in their model implemen-

tation, while educators could benefit from interventions that facilitate their data

science teaching process or interactive tutorials that provide engaging learning

experiences to their students.

2. Professional Expertise: Expertise level influences how interventions are re-

ceived. Data science projects not only include knowledge of data science broadly,

but also require fundamental knowledge of the target task domain. Hence, two

specific areas of expertise that are especially important for making informed

choices of behavior change interventions include Data Science Expertise and

Domain Knowledge. Those lacking in data science expertise could benefit
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from interactive tutorials that introduce core data science concepts along with

ethical considerations. On the other hand, data science professionals who lack

domain-specific knowledge could benefit from interventions that provide domain-

specific guidelines and best practices for ethical data handling and analysis.

3. Personal Profile: This dimension emphasizes the individual characteristics of

data scientists who will use the interventions, focusing on their own identity and

role within the data science process. Below we exemplify some significant aspects

of the intervention users that the intervention designers should take into consid-

eration, includingGender, Ethnicity, Age Groups, and Personality Traits.

For example, individuals’ gender identity and unique experiences can influence

how they interact with technology and perceive ethical issues. An intervention

could include gender-sensitive training modules that highlight common biases

in data science practices and o!er strategies to overcome them. Furthermore,

di!erent age groups may have varying levels of familiarity with technology and

ethical norms. Younger data scientists might be more comfortable with interac-

tive, tech-driven interventions, while older professionals might prefer traditional

methods. Interventions should cater to these preferences.

Systemic Factors

Systemic Factors reflect the broader context in which professionals operate, in-

cluding the organizational and cultural norms that influence their work [8]. Unlike

individual behaviors or personal intentions, systemic factors acknowledge that dis-

parities and biases can emerge unintentionally due to the workings of larger social,

organizational, or technological systems. Interventions designed with an understand-

ing of these systemic factors can better align with existing workflows and cultural

norms, thereby enhancing adoption and e!ectiveness. We describe two potentially

relevant perspectives on systemic factors:
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1. People: This category acknowledges the diverse range of stakeholders involved

in or a!ected by data science projects. Relevant factors include Data Privilege

and Collaborative Factors. Data privilege indicates the accessibility to data

based on one’s position or role. An intervention could highlight these disparities

by alerting users when their dataset includes proprietary information unavailable

to others, encouraging them to consider whether this advantage might uninten-

tionally contribute to bias or inequity in their model’s outcomes. Collaborative

factors focus on how collaborative dynamics influence data practices (e.g. Multi-

discipline collaboration and team culture). Interventions might feature collab-

orative coding tools or shared Jupyter Notebook environments that encourage

transparency, peer review, and the ethical sharing of insights and methodologies.

2. Organizational Process: Organizational processes govern how data science

work is conducted. This category is split intoProcess Orientation andProject

Clarity. Process orientation refers to the overall approach an organization takes

toward data science projects including the specific workflows, priorities, and

methodologies it adopts. Interventions could include automated workflow tools

in Jupyter Notebook that ensure ethical checkpoints or reviews are a routine

part of all data science projects. Project clarity ensures that all team members

have a clear understanding of project goals and ethical guidelines. A Jupyter

Notebook extension could, for example, provide project dashboard functionali-

ties that explicate project roles, expectations, and ethical considerations at each

stage of a project.

4.3.3 What: What key objectives does the intervention seek

to influence?

The “What” dimension focuses on identifying the behaviors that the interven-

tion aims to modify or reinforce. Understanding which behaviors to target is crucial
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for designing interventions that can e!ectively guide data scientists toward more re-

sponsible practices. Additionally, we consider attitude change in this section because

shifting attitudes can lead to more sustainable and internalized behavior change [120].

To consider what behaviors we aim to change, we orient this dimension with two fun-

damental questions: What behavioral factors (COM-B) [129] are being ad-

dressed? and What attitude change processes [105] are being addressed?

What Behavioral Factors Are Being Addressed?

The COM-B model [129] o!ers a framework for understanding Behavior (B) as

a function of three core factors: Capability (C), Opportunity (O), and Motivation

(M). The factors that influence a user’s behavior the most may vary across di!erent

scenarios. Identifying which of these factors may need to be bolstered could help

make the intervention more e!ective:

1. Capability: This refers to an individual’s psychological and physical capacity to

engage in the behavior. If capability is lacking, interventions can focus on ways

to enhance it accordingly. For example, an intervention could be an embedded

tutorial or pop-up hints that guide users on how to implement data privacy

measures or check for data bias.

2. Opportunity: This involves all the factors that make the behavior possible

or prompt it. E!ective interventions should help create opportunities for re-

sponsible data science practices to take place. For example, an intervention

might modify the Jupyter Notebook interface to make ethical guidelines more

accessible or to facilitate discussion and peer review before publishing results.

3. Motivation: This refers to the brain’s processes that energize and direct be-

havior, which can be reflective (planning, evaluating) or automatic (habits, emo-

tions) [73]. An intervention might include motivational reminders or gamified
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elements that reward users for consistent application of ethical practices, thereby

boosting motivation.

What Attitude Change Processes Are Being Addressed?

In addition to behavioral factors, behavior change interventions in responsible

data science also need to address attitude change processes. We draw on three well-

established attitude change processes from Kelman [105]: compliance, identification,

and internalization to contextualize them in responsible data science. Short-term

behavior change, such as compliance, tends to be externally motivated, often driven

by rewards or penalties—a metaphorical “carrot and stick” approach. On the other

end of the spectrum, long-term behavior change involves internalization, where the

behavior becomes inherently motivated and aligned with personal values, leading to

more sustainable ethical practices.

1. Compliance: This refers to the influence that is accepted in order to avoid pun-

ishments or gain rewards, often occurring when behavior is monitored or under

surveillance [105]. Compliance typically drives short-term behavior change, as

data scientists may comply with data privacy regulations, such as GDPR [146],

to avoid legal penalties or reputational damage.

2. Identification: This occurs when individuals adopt behaviors or attitudes

because they aspire to emulate someone they admire or respect [105]. In re-

sponsible data science, identification can be leveraged by promoting role models

within the field who exemplify ethical behavior. For instance, sharing highlight

stories from senior data scientists, professors, or prominent figures in the field

who advocate for fairness, transparency, and ethical practices can inspire others

to follow their example.

3. Internalization: Internalization is the deepest form of attitude change, where

individuals adopt behaviors because they align with their personal values [105].
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This process is associated with long-term behavior change, as data scientists

follow ethical guidelines out of an inherent belief in the importance of responsi-

bility. Interventions aimed at fostering internalization might focus on education

and awareness-raising e!orts that connect ethical practices with personal values.

For instance, providing informational links that explore the societal impacts of

biased models or the long-term consequences of data privacy breaches can help

data scientists understand the moral imperatives of their work.

4.3.4 Usage Scenario: A State Government’s COVID-19 Sup-

port Model

Intervention Inception

The Georgia Department of Economic Development was awarded a federal grant

to support small businesses adversely a!ected by the COVID-19 pandemic. More

specifically, the grant is focused on assisting businesses owned by minorities, women,

veterans, immigrants, first-generation immigrants, individuals with disabilities, or

identified members of the LGBT+ community (classified as “protected groups”). The

department has access to the data of state registered small business within the past

four years. The team assembled to implement the grant project decided to build a

model to determine if a business is eligible for the funding and how much they should

receive from the available funding. A small, contracted data science team is brought

on to develop the model. The fiscal and political experts from the original team are

responsible for providing advice and evaluating the model. The lead of the technical

team, Sean, wants to create a responsible data science intervention to ensure the

funding algorithm equitably allocates funding opportunities across all of the groups

of interest. The technical lead decides to use the Behavior Change for Responsible

Data Science design space to determine the direction of the intervention.
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Key Insights from Design Space

Sean uses the interactive Behavior Change in Data Science website to annotate

notes about the dimensions he finds helpful. Sean found the “Systemic Profile” of the

“Who” branch to be an instructive way to clarify the organization of the team. There

is a healthy multidiscipline collaboration between the subject matter experts in the

department and the data science consultants. Sean values the input of the financial

and political experts and knows that the model has to be signed o! by the experts

before it is deployed. The data scientists report to Sean, and Sean works with the

department experts to get feedback and transform the feedback into technical tasks.

Scrolling down the webpage, the “COM-B factors” in the “What” section helped

Sean clarify the main goal of the intervention: to improve the opportunities for the

data science team to review how closely their work aligns with primary responsibility

goals. The “Why” branch spurred Sean to seek answers from the legal expert of

the team. He understands that there is a strong ethical push to the project, but he

is unsure of the legal standards and regulations that the data scientists should be

aware of. After reviewing the “Why” section, Sean communicates his queries to the

legal expert, who hosts a meeting with the technical team to outline all the relevant

regulations and government laws the team needs to consider for the project. All in

all, Sean’s exploration of the behavioral considerations of the design space helped

him identify the social dynamics he wants the intervention to support and the gaps

of knowledge he needs to address before moving forward with the intervention and

project in general. After completing the behavioral considerations, Sean reviewed the

implementation considerations of the design space to complete the design space and

hit the “Download” button to save the annotations for future design usage.
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A checklist that navigates 
the responsible data 

science pipeline

A reflection cell shows up 
after the user finish 
preparation stage

Figure 4.3: An exemplary intervention Sean envisioned.

Design Space Impact

Sean downloaded his completed report from the website and added it to the project

folder. In the first team meeting with the department and technical team, he printed

copies of the report and shared it with the team as a part of the meeting material.

The department team appreciated the detailed focus on equity and the technical

team appreciated the guidance the tool would provide. With the report as a guide,

Sean led the technical team through the first sprint to create a simplified version of

the intervention. This version provides a static checklist and an interactive cell that

enable data scientists to reflect on their process and potentially recognize flaws for

each stage in the data science process (Figure 4.3). The technical team found the

design of the intervention very helpful to clarify the ethical goals of the project at

each stage of development. Sean presented the intervention tool to the subject-matter

experts in the subsequent meeting to get feedback on the accuracy of the checklist

content. The department team was very excited by the reflection feature because it

could be used as qualitative data to record progress to their grant funders. They also
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asked for a digital copy of the report to add to their documentation as well. Using

the intervention, when Sean met with the department team each week he was able

to update them on the stage of development and answer any concerns in detail based

on his analysis of the technical team’s reflections. Once they completed the model,

it was deployed by the department’s IT team, and a protected balance sheet that

recorded all the funds given to each registered small business was populated. The

department was impressed by how e”cient the intervention made the collaboration.

They brought back Sean’s team so they could create an intervention tool for all

technical consultants in the department to use. Sean then provided the report to

show the additional features and functionality he wanted to add to the intervention

which further excited the department director.

4.4 Implementation Considerations

In addition to behavioral factors, the practical and technical logistics of inter-

ventions are critical for their success. This section delves into these implementation

considerations for the design of behavior change interventions:

• When is a suitable time to intervene,

• Where do the interventions take place, and

• How can we design e”ective interventions.

To further illustrate the application of these dimensions, we present a usage scenario

that demonstrates how these technical considerations can shape and facilitate the

design of a responsible data science intervention tool in subsection 4.4.4

4.4.1 When: When is the suitable time to intervene?

The timing of behavior change interventions is a pivotal factor in their e!ectiveness[38].

Interventions ought to be strategically timed to align with key moments in the data
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science process where they can have the most significant impact. Incorrect timing

could render even the most well-designed interventions ine!ective, as they may either

preempt the need for action or come too late to influence the desired outcomes [133].

The timing of interventions can be informed by prior work in HCI on intervention

and notification timing by Fogarty et al. [71]. Intervention developers can consider at

least three di!erent ways of characterizing “When” the intervention occurs: according

to the action occurrence, the phase in the data science process, and the stage

of human information processing.

Timing Based on Action Occurrence

The e!ectiveness of an intervention can greatly depend on its temporal relationship

to the behavior it targets. Classifying interventions based on their timing relative to

the behavior — whether they are Synchronous or Asynchronous — allows us to

strategically influence data scientists’ actions in a way that promotes ethical conduct

and minimizes risk. Synchronous interventions are designed to work in real-time,

providing immediate guidance or feedback during the occurrence of the behavior.

Asynchronous interventions operate after the behavior has taken place, allowing for

reflection and review.

Timing Based on Phase in the Data Science Process

The four stages of the data science process (preparation, analysis, deployment,

and communication) as described by Crisan et al [47] are a sequence of intercon-

nected stages, where each is crucial for the overall success of data-driven projects.

Categorizing interventions according to these stages allows us to address the unique

ethical and practical challenges that arise at each point:

1. Preparation: During the data preparation phase, interventions can be intro-

duced to ensure data quality and integrity. For example, a Jupyter Notebook
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plugin could automatically suggest privacy-preserving methods when sensitive

data is being cleaned and prepared.

2. Analysis: In the analysis stage, real-time tools can assist data scientists by

providing in-line guidance on statistical methods and algorithms that minimize

bias and ensure fairness.

3. Deployment: During deployment, interventions can include mandatory ethical

compliance checks that ensure models meet ethical standards before they are

used in decision-making processes.

4. Communication: During the communication of results, interventions can help

ensure that data visualizations and reports are transparent and do not mislead

stakeholders about the implications of the data.

Timing Based on Four Stages of Human Information Processing

Another way to think about the timing of behavior change interventions is through

the relevant stage of information processing. Human interactions and behaviors are

guided by four steps of human information processing [142]: (1) information acqui-

sition; (2) information analysis; (3) decision and action selection; and (4) action

implementation:

1. Information Acquisition: Information acquisition refers to the acquisition

and registration of multiple sources of information [142]. In the context of re-

sponsible data science, this stage involves gathering relevant data and informa-

tion needed for analysis. It includes identifying sources, collecting and inspecting

data, and ensuring its quality and relevance. For example, a Jupyter Notebook

plugin could alert users when the data they are importing has historically been

prone to bias or when the data lacks representation from certain groups. This

plugin could provide links to additional resources or alternative datasets that

might help balance or correct these biases.
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2. Information Analysis: Information analysis involves conscious perception and

manipulation of processed and retrieved information in working memory [14].

This stage also includes cognitive operations such as rehearsal, integration, and

inference, but these operations occur prior to the point of the decision [142]. In

the context of responsible data science, it includes applying statistical methods,

algorithms, and models to understand the data. One potential intervention

could be an embedded tool in Jupyter Notebook that analyzes the algorithms

being used and suggests modifications or alternative algorithms that are known

to reduce bias. This tool could also visualize the e!ects of bias in current models

and o!er real-time feedback on how changes to the model could improve fairness.

3. Decision and Action Selection: The Decision and action selection stage is

where decisions are reached based on the iterations of the previous two cog-

nitive processes [142]. Interventions at this stage help data scientists consider

ethical implications and make informed, responsible decisions within the process

of building a data science model. This involves supporting data scientists in

making ethical decisions about which models to use or how to deploy them. For

example, before finalizing a model, this system could ask questions to ensure the

user has considered all ethical aspects, such as “Have you checked for gender

bias in your model outcomes?” or “Does this model disproportionately a!ect a

particular community?”

4. Action Implementation: Action implementation involves the implementa-

tion as a response or action consistent with the decision choice [142]. In the

context of responsible data science, the final stage involves deploying models,

sharing results, and ensuring that actions are carried out e!ectively. Automated

tools could be integrated into Jupyter Notebooks to execute privacy-preserving

techniques, such as data anonymization or di!erential privacy, automatically

whenever data is exported or reports are generated. These tools could also im-
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plement routine fairness checks before any analysis is finalized, ensuring that all

outputs adhere to certain ethical standards.

4.4.2 Where: Where do the interventions take place?

The setting of a behavior change intervention profoundly influences its e!ective-

ness [59]. The “Where” dimension analyses how seamlessly interventions integrate

into the daily routines of data scientists, influencing both their usability and the

likelihood of adoption. Properly situating interventions can bridge the gap between

theoretical behavior change and practical, actionable modifications in real-world set-

tings.

In this section, we describe two distinct approaches for embedding these inter-

ventions and their respective tradeo!s: in-situ and ex-situ. In-situ interventions

are those that can be directly incorporated within the data science deployment en-

vironments (e.g., Jupyter Notebook [108], Google Colab, VSCode). By embedding

behavior change prompts and guidance within the context of existing tooling, prac-

titioners can receive real-time support during various stages of their workflow—from

data preprocessing to model evaluation. On the other hand, ex-situ interventions

exist outside of the tools used in data scientists’ practices, extending their reach to

standalone websites or systems like visual analytic platforms. For example, an ex-situ

intervention might enable data scientists to export their project data to a dedicated

ethical auditing tool outside their routine deployment environment.

4.4.3 How: How can we design e!ective interventions?

The “How” dimension addresses the various elements that must be considered

to create interventions that are not only theoretically sound but also practical and

engaging for the intended audience. This dimension fundamentally influences the

usability, acceptance, and overall impact of the interventions. Some characteristics
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of “How” to design e!ective interventions include intrusiveness, programming

requirement, interactivity, and level of automation. These dimensions are not

exhaustive but rather provide some exemplary considerations that can inform e!ective

behavior change intervention design. The selection of these dimensions was informed

by a combination of a literature review of existing frameworks in behavior change

and human-computer interaction (HCI), along with iterative brainstorming sessions

among the authors to ensure they capture the technical and practical needs specific

to responsible data science interventions.

Intrusiveness

Intrusiveness concerns the visibility of interventions and the degree to which users

can choose to engage with them. If an intervention is too intrusive, it may annoy

users and lead to disuse; if too subtle, it might be ignored. Understanding the optimal

level of intrusiveness helps in designing interventions that are e!ective yet respectful

of the user’s workflow:

1. Hidden and Ignorable: These interventions operate in the background with

no notification to the user. For instance, an intervention in a Jupyter Notebook

could silently monitor for the use of deprecated or non-compliant data process-

ing methods, logging this use for later review without interrupting the user’s

workflow.

2. Hidden and Not Ignorable: These interventions operate in the background

but take action without requiring user engagement, ensuring that essential tasks

are performed. For example, an automated tool that corrects variable name

errors without notifying the user. This type of intervention can improve the

workflow by handling routine tasks silently but e!ectively.

3. Visible and Ignorable: These interventions are apparent but do not force

interaction. An example could be a sidebar in Jupyter Notebook that displays
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ethical guidelines or suggestions that users can choose to engage with or ignore

at will during their work.

4. Visible and Not Ignorable: These interventions require user engagement to

proceed. It should be utilized when a particular decision is critical. For instance,

a popup that requires user action before certain types of data, such as sensitive

or protected groups, can be processed.

Programming Requirement

The need for programming skills to utilize an intervention influences its accessi-

bility and the breadth of its deployment. Interventions that Require Coding might

limit their use to more technically adept users (e.g., a Jupyter Notebook extension

could require users to implement custom scripts that check for bias in data before

analysis can proceed), whereas those with No Coding Required can be adopted

more widely across various levels of technical expertise (e.g., a pre-built Jupyter

Notebook extension that automatically scans datasets for sensitive information and

prompts users through a simple GUI to anonymize data before analysis).

Interactivity

The degree of interactivity in an intervention influences how engaging and adapt-

able it is. It could be categorized into two di!erent types: Interactive and Static.

Interactive interventions involve active participation or input from the user, such as

tools that require users to make selections, provide feedback, or make decisions based

on the provided information (e.g., an interactive module in Jupyter Notebook that

simulates di!erent data handling scenarios and asks users to choose the best ethical

approach, providing instant feedback on their choices). On the other hand, static

interventions do not allow for user input but provide prompts, information, notifica-

tions, or warnings (e.g., a static report generated by a tool within Jupyter Notebook
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       Levels of Automation Definition

No Automation 1 The intervention offers no assisted decisions and actions, and human are fully responsible for them

Low Automation

2 The intervention offers a range of options but leaves the final decision to human

3 The intervention uses predefined criteria to limit choices to the most appropriate ones.

4 The intervention proposes the best action based on its analysis.

5 The intervention executes a proposed action only after human confirmation. 

6 The intervention allows the human a restricted time to veto before automatic execution

High Automation

7 The intervention executes automatically, and only informs the human when necessary

8 The intervention handles tasks independently and provides details only upon human’s request

9 The intervention informs the human only if it, the computer, decides to

Fully Automated 10 The intervention decides everything and acts autonomously, ignoring the human

Figure 4.4: We adopt the concept of levels of automation from Vagia et al. [171] to
measure the intervention’s automation level in the context of data science.

that assesses the ethical implications of a project’s data usage, available for review

at the user’s discretion).

Level of Automation

The level of automation determines how much of the decision-making process is

handled by the intervention versus the user. This balance is crucial as it a!ects the

user’s control over the tasks and their trust in the intervention’s recommendations or

actions. We adopt the concept of 10 levels of automation from Vagia et al. [171] and

adapt it into the context of data science, as shown in Figure 4.4. These levels range

from complete user control to full automation by the system.

For the sake of simplicity in our subsequent coding of existing responsible data

science tools (Section 4.5), we group the total 10 levels of automation into four types

as shown in the Figure 4.4: No Automation (level 1 in section 4.4.3), Low Automa-

tion(level 2-6 in section 4.4.3), High Automation (level 7-9 in section 4.4.3), and Fully

Automated (level 10 in section 4.4.3).
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4.4.4 Usage Scenario: A Professor’s Intro to Responsible

Data Science Course

Intervention Inception

Dr. Y is a computer science professor teaching a Fall course called “Introduction

to Data Science.” As Dr. Y was preparing the teaching plan for the summer, Dr. Y

wanted to include a unit on responsible data science after covering basic data science

concepts and skills. Dr. Y wants to conclude the responsible data science unit with a

project in which the students execute responsible data science practices. To ground

the project in the real world, Dr. Y chose to scope the project around creating a

prediction model for loan approvals. Dr. Y selected the South German Credit dataset.

The dataset includes credit and demographic information from clients with good and

bad credit scores from 1973 to 1975 [2]. An important feature Dr. Y wants to focus

on is the foreign worker feature. While Dr. Y is very excited about debuting the

responsible data science project in the class, Dr. Y wants to ensure that the students

engage in the current practices for addressing anti-immigrant bias. Dr. Y decides

to build an intervention tool for the project. Dr. Y wants to encourage a reflexive

development of responsible data science skills not a prescriptive development. Dr. Y

wants to explore if in-situ explanation, guidance and reflection prompts students to

change their behavior towards adopting responsible data science as a part of their

everyday data science practice. Dr. Y refers to the Behavior Change for Responsible

Data Science design space website to guide the design of the responsible data science

intervention tool for the students.

Key Insights from Design Space

Dr. Y completed the Behavioral Considerations of the design space to build a

comprehensive picture of the student user group based on previous iterations of the
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course. Next, Dr. Y considers the Implementation Considerations. The “When”

branch prompts Dr. Y to consider the finer points of the tool’s design in terms of

the data science lifecycle. Despite Dr. Y’s interest in the di!erent ideas, Dr. Y

realizes the intervention would become too complex if it had to cover the majority

of the data science lifecycle. Dr. Y decides to focus on the “analysis” stage which

is the more ambiguous yet essential stage in practicing responsible data science. In

the “Where” branch, Dr. Y decides that the tool should come in the form of an

“in-situ” plugin for the coding notebook platform, Jupyter Notebook. Dr. Y’s course

only teaches students how to code in Jupyter Notebook so it’s an environment the

students are comfortable with. Finally, Dr. Y visits the “How” branch of the

design space to decide the functionality of the tool. Dr. Y wants to encourage the

student users to engage with the intervention before they can move forward. Pop-

ups can be a feature that enforces this user experience (“visible and not ignorable”).

Given the educational purposes of the intervention, Dr. Y doesn’t want to create a

complex and highly interactive tool. Therefore, the tool will be primarily “static”

but allowing a drop-down to support students browsing results in di!erent evaluation

metrics (“No Automation”).

Design Space Impact

After walking through the design space, Dr. Y downloads the consolidated be-

havior change for responsible data science report that contains all of their notes and

selections. Dr. Y then uploads the report to their teaching plan folder and now

feels more confident about completing the intervention tool over the summer before

the course. Dr. Y refers to the report while writing the project requirements and

development plan for the intervention tool. When two undergraduate students from

a previous class express interest in working with Dr. Y over the summer, the report

serves as one of the onboarding documents for their work over the summer. As Dr.
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Firstly, Intervention reminds 
students to inspect different 

evaluation metrics

Open the drop-down and select a 
evaluation metric

After the training is over, students 
can view the result of the selected 

metric

Figure 4.5: An exemplary intervention Dr. Y envisioned.

Y routinely meets with the research assistants to check on their progress, they all

refer to the report to check if the team’s progress aligns with the design imagined

in the report. If changes need to be made, the team returns to the website to make

new report iterations. When the prototype is deployed in Dr. Y’s first Introduction

to Data Science Class, Dr. Y shares the most recent report with the class as an act

of transparency. As shown in Figure 4.5, the intervention first reminds students to

inspect di!erent evaluation metrics with a pop-up box. Furthermore, students can

interact with the drop-down menu to measure the model’s performance using di!er-

ent evaluation metrics. Once the training is over, students can view the result of

the selected metric at the bottom of the drop-down menu. The intervention receives

strongly positive feedback from the students so Dr. Y submits a manuscript to share

the findings from their project and includes the report as a supplementary document
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Figure 4.6: The process of arriving at the 23 interventions discussed in Section 4.5.

for readers to refer to. All in all, Dr. Y is glad they took the time to work through the

design space because it improved the productivity of the project, kept collaborators

on the same page, and provided a method of transparency for users.

4.5 Characterizing Existing Intervention Tools

To demonstrate the utility and applicability of our proposed design space, we

conducted a targeted survey and coding of existing tools in the domain of RDS. The

objective of this analysis is twofold: first, to map the features of these tools to the

implementation considerations (When, Where, and How) of the 5W1H dimensions to

understand coverage of the design space; and second, to identify trends, gaps, and

opportunities for further innovation in RDS. For this analysis, we do not report on

the behavioral dimensions (Why, Who, and What), since this would require us to

make inferences about the developers’ intentions for the tools, which is not always

explicit for these artifacts.
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4.5.1 Method

To identify relevant behavior change intervention tools for RDS, we began by re-

viewing the survey conducted by Wang et al. [184] which covers 163 existing tools

that facilitate data science practices (Figure 4.6). From this set of 163 existing data

science tools, we assessed their relevance by reviewing available abstracts, full papers,

GitHub repositories, prototypes, and demo videos, where applicable. We specifically

selected 18 tools that directly addressed issues related to model responsibility (e.g.,

What-If-Tool [189]) or ethical considerations (e.g., DocML [21]) in data science. Fol-

lowing this initial filtering, we conducted forward and backward literature searches

as well as keyword searches on Google Scholar to identify additional relevant inter-

vention tools that focus on RDS in the past 10 years. This involved reviewing papers

cited and cited by the filtered tools, further expanding our dataset of tools for RDS.

In total, 23 RDS intervention tools were included as they either: (1) directly

supported responsible model deployment practices, such as subgroup analysis [193],

bias auditing and reduction [152, 136, 189], model outcome evaluation and monitoring

[6, 132, 180, 95], fair model building [113, 182], e!ective communication through sense-

making visualizations [80, 112]; or (2) contributed to ethical considerations more

broadly, such as by providing machine learning documentation for ethical priming

during model deployment [21, 84, 196], highlighting the consequences of configuration

changes on fairness [110, 186, 185], or explaining model interpretability [131, 138, 183,

188].

Next, three authors collaboratively developed the codebook through an iterative

process. The team held four working sessions, during which we discussed each di-

mension of the design space and how it would apply to the coding process. During

these sessions, we refined the definitions of each subcategory to ensure they accurately

reflected the features of the tools being assessed. Each session resulted in revisions

to the codebook, which was then piloted on a small set of tools to ensure consistency
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in interpretation and application. This codebook is attached in the supplementary

materials. It served as the guiding framework for coding each tool based on the tech-

nical considerations (When, Where, How) outlined in the design space. Two authors

then independently coded the tools across four rounds of coding, and 5-7 uncoded

tools were coded in each round. After each round, the coders assessed their mutual

agreement using Cohen’s Kappa [121] to measure inter-rater reliability. Inter-rater

reliability in each of the four rounds of coding were ω1 = 0.31, ω2 = 0.39, ω3 = 0.72,

and ω4 = 0.89, respectively, for an overall inter-rater reliability of 0.62. This process

ensured consistent application of the codebook definitions and allowed for iterative

refinement of the coding process. At the conclusion of each round, the coders re-

viewed their results to reach a consensus coding, resolving discrepancies, and refining

the codebook as necessary.

4.5.2 Results

Below, we present a summary of the coding results, focusing on the technical di-

mensions of When, Where, and How. F1-F8 describe 8 salient findings. Figure 4.7

provides a visual representation of these results, with key findings highlighted below:

F1: (How) Minimal automation to develop responsible skillset across tools.

As described in section 4.4.3 and Figure 4.4, we categorized interventions into four

levels of automation: No Automation (level 0), Low Automation(level 1), High Au-

tomation (level 2), and Fully Automated (level 3). The majority of tools either o!er no

automation (52%) or a low level of automation (35%), with only 13% of tools o!ering

high levels of automation. This suggests that developers may prioritize maintaining

human agency in RDS, likely due to the complex ethical judgments involved, which

may not be easily navigated by fully automated systems.

Low-automation interventions leave all decision-making and behavior choices to



79

Intervention Name

When Where How
Action 

Occurence Data Science Process Stages of Human Information 
Processing

In
-S

itu

Ex
-S

itu

Intrusiveness Programing 
Requirement

Le
ve

l o
f A

ut
om

at
io

n

Interactivity

Year

Sy
nc

hr
on

ou
s

A
sy

nc
hr

on
ou

s

Pr
ep

ar
at

io
n 

A
na

ly
si

s

D
ep

lo
ym

en
t

C
om

m
un

ic
at

io
n

In
fo

rm
at

io
n 

A
cq

ui
si

tio
n

In
fo

rm
at

io
n 

A
na

ly
si

s

D
ec

is
io

n 
an

d 
A

ct
io

n 
Se

le
ct

io
n

A
ct

io
n 

Im
pl

em
en

ta
tio

n

H
id

de
n 

an
d 

Ig
no

ra
bl

e

H
id

de
n 

an
d 

N
ot

 Ig
no

ra
bl

e

Vi
si

bl
e 

an
d 

Ig
no

ra
bl

e

Vi
si

bl
e 

an
d 

N
ot

 Ig
no

ra
bl

e

C
od

in
g 

N
ee

de
d

C
od

in
g 

no
t N

ee
de

d

In
te

ra
ct

iv
e 

G
U

I

St
at

ic
 In

fo
rm

at
io

n

2019 Aequitas 0

2019 VizSeq 1

2019 InterpretML 1

2019 Interpret-Community 0

2019 What-if Tool 0

2020 Whatlies 0

2020 RAI Widgets 0

2022 TimberTrek 1

2022 GAM Changer 0

2022 Evidently 0

2022 Visual Auditor 2

2023 CausalVis 0

2023 Calibrate 0

2023 DocML 0

2023 EDAssistant 2

2023 ModelSketchBook 1

2023 Notable 1

2023 VizProg 1

2023 watsonx.governance 1

2024 HAX Toolkit 0

2024 Farsight 1

2024 Wordflow 0

2024 Retrograde 2

Percentile 52% 52% 30% 74% 52% 4% 43% 70% 70% 4% 83% 43% 0% 0% 100% 9% 52% 48% 12:8:3:0 100% 0%

Figure 4.7: Summary of coding results for behavior change intervention tools in RDS.

the data scientist (e.g., DocML [21] only reminds users to follow the model cards pro-

posal during model development). In contrast, high-automation interventions handle

most initial decisions, involving users only for confirmation or when necessary (e.g.,

EDAssitant [113] automatically searches and recommends relevant Python APIs and

notebook examples, asking users to confirm their selection). High levels of automa-

tion, while e”cient, may not yet be trusted to navigate these complexities without

risking unintended biases or oversights. However, it is still di”cult for data scientists

to navigate complex ethical considerations even with interventions [49].

Takeaway: As this research area grows, limiting automation in intervention tools

may be viewed as an essential feature. Rather than automating the responsible work,

interventions can be designed to illustrate and teach RDS practices through guided

actions for users. Therefore, one potential reason behind this observation is developers

are likely to prioritize manual or semi-automated tools to ensure human oversight and

control, preserving ethical accountability in decision-making processes.
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F2: (How) Interventions are visible, but ignorable. All coded tools are visible

but ignorable (100%), reflecting a design preference towards non-intrusive interven-

tions. This method could be the result of balancing usability with ethical guidance

by not disrupting user control.while not engaging users too frequently. However, this

also highlights a potential area for improvement, as critical ethical considerations may

sometimes require more visible and not ignorable interventions, especially in high-risk

scenarios in which enforcing ethical behavior is essential (e.g., interventions that fa-

cilitate building crime recidivism prediction model). This dimension also highlights

how RDS intervention tools consider user agency. As outlined in the “What” branch

of our design space, internalization is the strongest avenue for attitude change (see

section 4.3.3). Choosing to execute ignorable suggestions over time can encourage

users to adopt RDS practices on their terms. On the other hand, in the case of

high-risk domains, a compliance approach to attitude change may be preferred for its

expediency. Another possible reason why we coded all interventions as “visible and

ignorable” could be the bias in our search process for data science tools.

Takeaway: We encourage the development of non-ignorable interventions, especially

for high-stakes analysis scenarios.

F3: (How) Interactive interfaces dominate but there should be consid-

eration of cognitive load. All coded tools provide an interactive GUI (100%),

with none relying solely on static information. This could suggest the need for user

engagement in RDS. One potential reason is ethical decision-making often requires

dynamic feedback and user exploration to address evolving challenges e!ectively. In-

corporating static information alone may not provide the flexibility or depth required

to address the evolving nature of ethical challenges in data science workflows. Con-

versely, although static information alone may lack flexibility or depth, it presents

an opportunity to reduce cognitive load for users. Static interventions can simplify

decision-making by o!ering clear, concise guidance without overwhelming users with
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too many options or interactions[145]. This reduced complexity could be beneficial

in scenarios where quick ethical checks are needed, or when practitioners are already

managing high cognitive demands from other tasks.

Takeaway: Intervention designers should strike a balance between dynamic user

engagement and concise presentation of information to avoid cognitive overload.

F4: (How) Customization tradeo!s of coding requirements in interven-

tions Some tools required coding, others not. Half of the tools (52%) do

not require coding, indicating accessibility of RDS interventions to practitioners with

varying levels of technical expertise. This trend aligns with e!orts to democratize

responsible data practices across di!erent user groups [118]. No-code tools allow

users to focus on developing code for the task or project at hand. However, there is

a tradeo! between the ease of use o!ered by no-coding tools and the customization

that coding tools provide. Tools that require coding allow users to tailor interventions

more precisely to their specific needs, while no-coding tools prioritize simplicity and

accessibility but may sacrifice customization.

Takeaway: In addition to no-code base functionality, intervention designers should

consider providing the option to execute code within their tool for users to further

customize intervention actions to their context.

F5: (Where) Preference for in-situ over ex-situ tools for accessibility. 19

RDS intervention tools (83%) are designed as in-situ tools. These intervention tools

are integrated within the working environments of data scientists as notebook plugins

or compatible Python packages. 26% of tools support both in-situ (within notebook)

and ex-situ formats (standalone websites or toolkits). This emphasis on in-situ design

could suggest the need for tools to be readily accessible and seamlessly embedded

within existing workflows. Designers of data science tools often prioritize seamless

integration in the workflow based on user feedback [193].

Takeaway: In-situ intervention designs can prioritize ease of use. Limiting barriers



82

to use provides ample opportunity for engaging in RDS practices.

F6: (When) Opportunities to intervene at later stages of lifecycleConcen-

tration on information analysis and decision stages. Most intervention tools

focus on the Information Analysis (70%) and Decision and Action Selection (70%)

stages, with 36% of tools supporting both stages simultaneously. Interventions focus-

ing on Information Analysis help data scientists process and interpret data ethically

by providing insights into potential biases or fairness issues within the data. These

interventions ensure that ethical considerations are embedded in the analysis process,

and assist users in making responsible decisions during model building. This suggests

that interventions prioritize assistance in data interpretation and decision-making,

with fewer tools addressing the other stages; only 43% of interventions support Infor-

mation Acquisition (e.g., TimberTrek [183] helps users to summarize di!erent levels

of the decision tree model at scale) and 4% of interventions support Action Implemen-

tation (e.g., Notable [112] supports users converting data findings into visualization

story-telling). This suggests a potential gap that future interventions could concen-

trate more on either the Information Acquisition stage or the Action Implementation

stage. For example, interventions could help data scientists gain deeper insights of

potential correlations within data, or help users run fairness examination of model

outcomes once they finalize model configurations.

Takeaway: While supporting initial data analysis is paramount for RDS, interven-

tion designers should also explore how to conduct fairness evaluation and tuning at

the later stages.

F7: (When) Emphasis on the analysis phase of data science. Most tools

target the Analysis stage (74%), followed by the Deployment (52%) and Prepara-

tion (30%) stages. A notable gap exists in the Communication phase, where only

1 intervention tool (4%) provides support [112]. This suggests a potential area for

future tools to enhance ethical communication and reporting of data science results.
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For example, interventions could help standardize ethical reporting practices across

projects, providing templates or prompts to ensure that all relevant ethical factors

are included in final reports and visualizations. There is a lack of cohesive support

across all stages of data science workflows. Existing tools tend to focus on isolated

aspects rather than providing end-to-end support. Such fragmentation and uneven-

ness reflect the complexity and dynamic nature of ethical challenges in data science.

Di!erent stages of the workflow involve varying stakeholder priorities and levels of

urgency, making it di”cult for existing tools to address RDS holistically.

Takeaway: Given the prevalence of intervention tools for analysis, future designers

can address the lack of RDS support in the other stages of the life cycle (especially

the communication stage).

F8: (When) Balance between synchronous and asynchronous. The distri-

bution between synchronous (52%) and asynchronous (52%) interventions is evenly

distributed (one intervention supports both synchronous and asynchronous [138]).

This balance highlights the importance of addressing ethical concerns both in the

moment, when critical decisions are made, and after the fact, when there is time for

deeper consideration of long-term impacts. Recently, RDS scholarship is increasingly

embracing reflexive techniques to contend with the complex decisions practitioners

have to make [90]. Interventions can play an important role in spurring reflexive

practices as a consciousness-raiser or potential collaborator in a user’s RDS journey.

Takeaway: The presence of both intervention types suggests ethical data science

workflows can benefit from both immediate guidance and opportunities for reflective

evaluation.

4.6 Discussion

Generalizability and Robustness: While this framework was validated with a spe-
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cific set of data science tools, its guiding principles—behavioral and implementation

considerations—can be broadly applied to di!erent contexts beyond those explored

in this study. For example, developers creating intervention tools for domains such as

medical data science can leverage the framework by considering e.g., the Regulations

(Why) and Level of Automation (How) that is relevant and standard practice in this

field. Furthermore, the separation of behavioral and implementation factors allows

for incremental adoption in the given context; practitioners can prioritize dimensions

that align with their immediate goals while gradually expanding their interventions to

include more comprehensive support. The modularity of the design space can also be

iteratively refined to enable users to adapt interventions as technologies, regulations,

and societal expectations evolve.

4.7 Limitations:

While the 5W1H interrogative framework provides a sca!old for designing be-

havior change interventions in responsible data science, several limitations warrant

acknowledgment. First, our design space may oversimplify the multifaceted nature

of ethical decision-making in data science practices. By structuring interventions

around discrete dimensions, we risk fragmenting what is inherently an integrated,

context-dependent process. Ethical considerations in data science rarely fit neatly

into categorizations, and the interactions between dimensions (e.g., how the “When”

influences the e!ectiveness of “How”) remain underexplored in our framework. Future

work should explore these complex interdependencies to ensure interventions address

the holistic nature of ethical decision-making rather than isolated components.

Second, although we have established a design space in this chapter to answer

RQ2, we have yet to establish an evaluation plan to validate the e”cacy of the
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interventions that are created following our design space guidelines. Therefore, in

chapter 5 and chapter 6, we aim to implement an intervention following our design

space framework and explore methodologies for evaluating the e”cacy of these in-

terventions. This approach will help bridge the gap between theoretical design and

practical impact assessment, furthering our thesis goal of developing and evaluating

behavior change interventions that promote responsible data science.

Finally, our design space does not yet provide definitive guidance on how to resolve

potential conflicts between di!erent intervention strategies or how to prioritize among

multiple design considerations. As we move toward the practical implementation and

evaluation of interventions in the subsequent chapters, addressing these trade-o!s will

become increasingly important for translating our theoretical and design contributions

into meaningful improvements in responsible data science practice.

4.8 Summary

In this project, we conducted work to addressRQ 2 (How can I sca”old the design

and development of behavior change interventions for responsible data science? ) by

exploring the essential role of behavior change interventions in advancing responsible

data science practices. Addressing the complex ethical challenges in data science, we

aim to foster ethical decision-making and responsible model deployment through a

multifaceted approach that combines technical skills, ethical awareness, and behav-

ioral insights. We aim to catalyze a cultural shift towards ethical data practices within

the data science community. To achieve this, the project outlines a design space for

behavior change interventions, guided by the 5W1H framework (Who, What, When,

Where, Why, and How). This framework helps in identifying the target audience,

desired behaviors, optimal timing, location, objectives, and methods of interventions.

We examined 23 existing responsible data science tools and mapped their functionali-
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ties to our design space, identifying gaps and potential opportunities for future work.

Additionally, we demonstrated the usability of this design space through two usage

scenarios to show how it can be applied at the ideation phase for building e!ective

tools to foster responsible data science practices.
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Chapter 5

Developing a Behavior Change

Intervention for Technical

Responsibility in Data Science

Pre-Processing

5.1 Motivation

Building upon the behavior change framework for responsible data science estab-

lished in chapter 3 and chapter 4, this chapter moves from theoretical foundations to

practical implementation. New techniques have been developed to tackle challenging

and complicated tasks, many of which require human’s input due to potentially life-

changing ramifications if models are not fair (e.g., hiring[119], loan approval[168], and

crime recidivism prediction[69]). One notable example of AI bias is the COMPAS

(Correctional O!ender Management Profiling for Alternative Sanctions) algorithm

used in US court systems to predict the likelihood that a defendant would become a

recidivist. The model predicted twice as many false positives for recidivism for black
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o!enders (45%) compared to white o!enders (23%)[69]. Thus, while data science and

machine learning models are typically trained to maximize prediction accuracy and

model robustness, it is apparent that social fairness and parity are important objec-

tives to manage during model training and performance evaluation. These examples

highlight the systemic inequities that data science pipelines can perpetuate when left

unchecked—precisely the problem identified in chapter 1.

While some technical tools that promote responsible behaviors in DS exist to mea-

sure and mitigate bias in the model pre-processing, in-processing, and post-processing

stages of model development, an often minimized part of the DS pipeline is the po-

tential downstream e!ect on fairness when di!erent pre-processing strategy sequences

are applied to data. Not only does the prevailing literature emphasize the critical im-

portance of the pre-processing phase in ensuring fairness within DS and ML, but the

influence of pre-processing is corroborated by our experimental findings (section 5.2).

After establishing a conceptual framework of responsible data science using be-

havior change theories in chapter 3 to address RQ1, we seek to develop a technically

responsible behavior change intervention for responsible data science. In this project,

we introduce a visual analytic prototype, PreFair, designed to enhance

technical responsibility in DS and ML by assisting model builders in ex-

ploring the trade-o!s between various pre-processing strategies. In the

context of the design space from chapter 4, PreFair exemplifies a targeted interven-

tion that enhances Capability and Opportunity within the COM-B model (What) for

data scientists and students (Who). This ex-situ tool (Where) focuses on the pre-

processing stage (When), using an interactive, programming-free interface (How) to

promote responsible practices and demonstrate the connection between pre-processing

decisions and model fairness (Why). PreFair allows for the evaluation of model

performance using both confusion matrix and fairness metrics, considering di!erent

sequences of pre-processing techniques. Through this exploration, we aim to shed
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Figure 5.1: PreFair integrates multiple views for assisting users in choosing a
fairness-aware pre-processing strategy, including: A. Parallel Coordinates View shows
pre-processing strategies alongside di!erent fairness metrics; B. Cluster View shows
pre-processing strategies based on similar fairness outcomes; C. Radar Plot View
shows strategies’ performance under various metrics; D. Rule View characterizes how
strategies in the selected cluster are di!erent from others in the format of descriptive
rule lists; E. Tree View visualizes the strategies of each cluster in the form of a
word-tree structure; F. Customization View provides a playground for users to test
their own pre-processing strategies.

light on the pivotal role of technically responsible behavior change interventions de-

signed for data pre-processing and its relative importance within the broader context

of DS and ML fairness. This research project addresses the goal of development in

RQ3: How e”ective are behavior change interventions at improving responsible data

science outcomes? (Goal III: Develop and Evaluate Interventions). Currently, this

research project[54] is in preparation for submission to TVCG 2026.
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5.2 Quantifying the Impact of Pre-Processing on

Model Fairness

In this section, we present a machine learning experiment in which diverse pre-

processing strategies are applied to the same dataset and model. This demonstration

serves to emphasize the substantial influence that pre-processing can have on model

performance, especially on model fairness. We first introduce (i) the specific pre-

processing operations, (ii) privileged/unprivileged groups, and (iii) evaluation metrics

utilized in both this experiment and PreFair. Subsequently, we delve into (iv) the

experiment and its outcomes, showcasing the significant impact that diverse pre-

processing strategies can have on model performance and fairness.

In the context of the forthcoming experiment and the PreFair prototype, we uti-

lize the German Credit Dataset, an Adaboost classifier, six pre-processing operations,

and seven evaluation metrics to illustrate the system and contextualize experimental

findings. It is worth noting, however, that the experimental findings and system tech-

niques we present are not limited to these choices and can be replaced with alternative

datasets, models, pre-processing operations, and fairness metrics as appropriate. We

discuss the generalizability of PreFair to cover more machine learning phases and

options in the discussion section (chapter 7).

Pre-Processing Operations. We incorporate 6 canonical frequently used pre-

processing operations for the experiment and proof-of-concept prototype in PreFair.

These operations fall into three categories: data normalization, dimension reduction,

and bias mitigation operations. Users can pick Manhattan Distance (L1) or Euclidean

Distance (L2) to normalize the dataset, apply Principle Component Analysis (PCA)

with 3 or 5 components (PCA-3 and PCA-5, respectively) to reduce the data dimen-

sionality, and utilize the Re-weighing Algorithm[102] or Disparate Impact Removal

Algorithm[74] to reduce bias towards the unprivileged group before feeding the dataset
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Figure 5.2: The percentage change in model metrics for the German credit dataset[58]
after applying di!erent pre-processing strategies. A positive or negative percentage
change refers to an increase or decrease in the performance of respective evaluation
metrics, compared to training the model without any pre-processing. DI, SPD, ERR,
and EOD are the abbreviations for disparate impact, statistical parity di!erence,
error rate ratio and equal opportunity di!erence, respectively.

into the model for training. Multiple impractical strategies are excluded from the op-

tion space (e.g., normalizing the dataset twice with L1 and then L2 Normalization

will not make sense).

Privileged/Unprivileged Groups. In the German Credit Dataset[58], as dis-

cussed in AI Fairness 360[18], young (age<25) loan applicants are shown to be sta-

tistically less likely to get loan approval compared to older (age→25) applicants, and

female applicants are similarly observed to have lower approval rates compared to

male applicants. Therefore, we define the unprivileged group as young (age<25) fe-

male applicants and the privileged group as older (age→25) male applicants in this

project.

Evaluation Metrics. We chose to use a combination of three performance

metrics[162]: Accuracy, Precision, Recall; and four fairness metrics: Statistical Parity

Di!erence[40], Equal Opportunity Di!erence[82], Disparate Impact[159], and Error

Rate Ratio to quantify pre-processing strategies’ predictive performance. Figure 5.3

describes the performance metrics used in PreFair, where ŷ represents an instance’s

predicted label, P represents the privileged group, and UP represents the unprivi-

leged group.
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Figure 5.3: TP , TN , FP , and FN are abbreviations for true positive, true negative,
false positive and false negative. These are the possible outcomes of making pre-
dictions with a binary classifier. N and P are the total negative and positive cases
respectively. P and UP represent the privileged and unprivileged groups respectively.
ŷ is the predicted value; thus Pr(ŷ = 1) indicates the probability of a positive pre-
diction.

Experiment and Results. We conducted a comprehensive experiment to explore

the impact of di!erent pre-processing strategies on model performance using the Ger-

man Credit Dataset. All possible permutations of the six pre-processing operations

were applied to the dataset. The experiment employed an Adaboost Classifier with

100 estimators to predict loan approval for individual candidates, with a 7:3 train/test

split ratio. We utilized a stratified 10-fold validation from Scikit-learn to calculate

average model performance under the confusion matrix and four fairness metrics.

The empirical results in Figure 5.2 illustrate the percentage change in model met-

rics when various pre-processing strategies were applied before model training. Pos-

itive and negative percentage changes indicate increases or decreases in the perfor-

mance of evaluation metrics compared to training the model without pre-processing.

Notably, while di!erent pre-processing strategies had minimal impact on the confusion

matrix, they notably influenced the four selected fairness metrics. This observation

aligns with the findings reported by Biswas and Rajan [24], highlighting the important

role the pre-processing stage plays in machine learning fairness.
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5.3 Design Approach

In this section, we describe our design approach for PreFair including our design

process and design goals.

5.3.1 Design Process

PreFair is the result of an iterative design process. We implemented our initial

design after more than a dozen rounds of sketches and discussions among the four

authors. The initial prototype was designed around the clustering of pre-processing

strategies. We then invited three VIS+HCI researchers and three ML experts to pro-

vide formative feedback on the usability and the interaction design of the prototype.

Formative feedback was primarily focused on supporting a more cascaded and user-

friendly workflow to narrow down the search space. Some specific feedback included

(i) supporting multiple clustering algorithms, (ii) removing unnecessary interactivity

from rule learning and using it instead in a purely descriptive fashion, (iii) support-

ing additional linking between several views, and (iv) enabling comparison of di!erent

strategies’ performance in various ways. We incorporated this feedback in an updated

prototype design, described in Section 5.4, before collecting summative feedback from

six additional experts (who did not participate in the formative feedback phase).

5.3.2 Design Goals

Based on our iterative design process, we synthesized the following three design

goals (DGs) to guide the development for PreFair:

DG 1. Present strategies’ outcomes under various evaluation metrics.

Data pre-processing choices can lead to substantially di!erent outcomes according

to di!erent evaluation metrics. Overemphasizing specific metrics or a specific pre-

processing strategy could lead to blind spots in the model deployment, such as a lack
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of awareness of alternative pre-processing strategies which could have even better

fairness outcomes. This objective translates to presenting a model’s predictive results

given all possible pre-processing strategies under a variety of evaluation metrics.

DG 2. Enable nuanced strategy exploration and comparison. Deciding on a

proper pre-processing strategy demands abundant knowledge of the option space and

subsequent exploration and comparison. Therefore, we aim to assist users to explore

the nuances of the option space with user-friendly approaches to create, evaluate, and

compare strategies.

DG 3. Facilitate narrowing down the option space. In addition to facilitat-

ing the exploration of the option space, we also aim to help users narrow down the

search space to select a pre-processing strategy that works for their needs. Because it

is unlikely to satisfy all fairness criteria simultaneously [101], we aim to capture and

present trade-o!s of strategies based on di!erences in evaluation metrics and sup-

port a step-by-step filtering process so users can select an appropriate pre-processing

strategy.

5.4 Visual Analytic Interface

The PreFair user interface consists of six views, as shown in Figure 5.1. Parallel

Coordinates View (Figure 5.1A) visualizes each pre-processing strategy as a poly-

line with each vertical axis representing the strategy’s performance for an evaluation

metric. Cluster View (Figure 5.1B) clusters pre-processing strategies together based

on similarity of evaluation metric outcomes. Radar View (Figure 5.1C) compares

clusters and designated strategies across di!erent metrics. Rule View (Figure 5.1D)

characterizes the relationship between strategies inside and outside the selected clus-

ter. Tree View (Figure 5.1E) presents an organized representation of strategies

in each cluster using a word tree representation where common sub-sequences are
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collapsed into a single node. Customization View (Figure 5.1F) supports brain-

storming, customizing, and comparing specific strategies’ outcomes. We describe

these views in greater detail in the following three sections, which functionally cor-

respond to providing an overview of strategies (Section 5.4.1), narrowing down the

search space (Section 5.4.2), and comparing specific strategies (Section 5.4.3).

In Figure 5.4, we illustrate the workflow of PreFair and show how these six

views interact with one another to facilitate users exploring trade-o!s and narrowing

down the space of di!erent sequences of pre-processing strategies under the evalua-

tion of both confusion and fairness metrics. Initially, A, all strategies are screened

using specific inclusion criteria pertinent to pre-processing operations. Following this,

B, the Cluster View, enables further filtering by grouping strategies based on their

similarities in evaluation metric outcomes. If the resulting clusters are deemed insuf-

ficient, users have the flexibility to C, revise the filters with assistance from the D,

Rule View. Alternatively, they may E, opt for a di!erent clustering method. Once

a satisfactory clustering arrangement is achieved, F, users can undertake a compara-

tive analysis of the retained strategies through four integrated views to finalize their

choice. Throughout this process, the option to G, return to the Parallel Coordinate

View is available, allowing users to modify the initial filters based on any new insights

or considerations that may arise.

Because there are inevitably more strategies than can be plausibly considered

simultaneously by a human, we use clustering to automatically discover groupings of

similarly performing strategies. We chose complementary techniques with the Parallel

Coordinates and Cluster Views to make exploration of these strategies productive.

The scatter plot in the Cluster View makes it easier to spot groupings that emerge

based on similar evaluation metrics, while the Parallel Coordinates View makes it

possible to see how various strategies or groups of strategies perform with respect to

individual metrics. The clusters are mapped to color in both the Parallel Coordinates
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Figure 5.4: The workflow for PreFair. All strategies are A. filtered based on in-
clusion criteria for pre-processing operations. Next, the B. Cluster View facilitates
additional filtering based on strategies that result in similar evaluation metric out-
comes. If the clusters are not su”cient, users can C. adjust the filters again with
the help of the D. Rule View, or E. change the clustering method. Once satisfied
with the clustering strategy, F. users can compare the remaining strategies using four
coordinated views to finalize their choice. During this process, users could G. go back
to the Parallel Coordinate View to adjust the filters if they come across insights to
improve the initial filtering process.

and Cluster Views so individual strategies can be evaluated, but we also provide a

Radar View to give an overview of the clusters.

5.4.1 Overview of Strategies

Users will encounter the prototype first through an overview of all strategies’

performance across all evaluation metrics, providing a “big picture” view of the dis-

tribution of strategies and metrics. Because it is designed to support comparison

and filtering, the Parallel Coordinates View supports DG 1 and DG 2 by explicitly

visualizing strategies’ performance and distribution.

Parallel Coordinates View: Above the Parallel Coordinates View, users can

choose which pre-processing operations to include or exclude by toggling the op-

eration buttons, and the Parallel Coordinates View will dynamically update to show

all possible pre-processing operations which contain at least one of the chosen op-

erations. As shown in (Figure 5.1A), the parallel coordinates view represents each
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pre-processing strategy as a poly-line in the plot, where the intersection with each

vertical axis indicates the evaluation metric for the given strategy.

With a large number of possible pre-processing permutations, the Parallel Coor-

dinates View can su!er from occlusion and excessive edge crossings. To mitigate this

issue, our design focuses on enabling e!ective filtering and clustering to reduce the

visual complexity. Users can interact with the Parallel Coordinates View by clicking

and dragging along each axis to create filters for an acceptable range of values for each

evaluation metric. Users may choose to perform initial filtering using this approach

to get rid of strategies whose performance according to certain metrics would be un-

acceptable (e.g., users may apply a filter to only include options with a minimum of

75% accuracy). By allowing users to filter out less relevant strategies early on, we

help minimize the number of lines displayed simultaneously.

Next, clicking on the “Run Clustering” button will group the remaining candidate

strategies into multiple clusters for further exploration by a clustering method that

comes with the best silhouette score (a measurement of cluster quality, explained

further in the next section). Because the clustering approach groups similar strategies

together, it can further highlight patterns within clusters, which simplifies the analysis

(described in further detail in subsection 5.4.2). This combined filtering and clustering

strategy helps maintain the comprehensibility of the Parallel Coordinates View even

when handling complex datasets.

5.4.2 Narrow Down the Search Space and Explain Options

PreFair is designed to support the process of narrowing down the search space

of pre-processing strategies. To accomplish this goal (DG 3), we employ clustering

and descriptive rule learning. First we apply clustering to separate significantly dif-

ferentiated strategies into groups whose member strategies have similar evaluation

metric outcomes. Second we present the centroid strategy of each cluster in a radar
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plot showing the performance of each cluster along di!erent metrics represented as

the radial spokes. We incorporate descriptive rules to characterize the distinctions

between clusters. Lastly, users can select a cluster that represents the ideal balance

of evaluation metrics. Alternatively, users can click on the “select clusters” button

to switch to another clustering method, or revisit the Parallel Coordinates View for

further filtering.

Cluster View: After the initial round of filtering in the Parallel Coordinates View,

we cluster and visualize the qualified strategies in the Cluster View. Clustering the

strategies can narrow down the selection of strategies by identifying pre-processing

sequences which result in comparable performance and fairness outcomes. The high-

dimensional strategy performance evaluated by 7 metrics (3 performance metrics

and 4 bias metrics) is clustered and projected into a 2-dimensional scatter plot in

the Cluster View. Each point shown on the scatter plot represents a pre-processing

strategy, and the color encodes the cluster to which the strategy belongs. The scatter

plot provides users with a visual overview of how di!erent strategies group together

based on their performance across multiple metrics. Users can thus quickly identify

groups of strategies that perform similarly, allowing them to focus on specific clusters

rather than individual strategies. This helps to significantly narrow down the search

space.

The scatter plot in the Cluster View also guides users by showing the spatial

relationship and density of di!erent strategy clusters. For instance, if a cluster appears

densely packed, it indicates that the strategies within this cluster perform similarly

across the selected metrics. Conversely, more sparse clusters might suggest more

variability in performance, prompting further investigation. By selecting a strategy

from the scatter plot, users can leverage the aggregated insights provided by the

clustering process. This is particularly useful when the Parallel Coordinates View
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reveals too many individual strategies, making it di”cult to identify patterns. In

contrast, the scatter plot’s clusters provide a higher-level overview that simplifies

decision-making.

Users can swap the clustering algorithm used by clicking on the “select clusters”

button to explore alternative clustering outcomes. Clicking this button reveals a table

containing clustering methods and their respective silhouette coe”cients (a measure

of the goodness of a clustering technique[151] ranging from -1 to 1). In this panel,

we incorporate five clustering algorithms, including k-means clustering, hierarchical

clustering, OPTICS clustering, DBSCAN clustering, and birch clustering[10, 23, 198].

PreFair by default displays the clustering method that produces the best silhouette

coe”cient in the Cluster View. We then apply either principle component analysis,

multi-dimensional scaling, or t-Distributed Stochastic Neighbor Embedding (t-SNE)

to project the clusters into two dimensions. By default, it displays the projection of

the dimension reduction that comes with the highest preservation of variance. Users

can click on the drop-down menu to switch the projection method. The generated

clusters will dynamically update associated changes in the Radar View, Rule View

and Tree View.

Radar View: The Radar View presents the centroid strategy of each cluster. Each

radial spoke in the radar chart represents one of the 7 evaluation metrics with the

range defined by the minimum and maximum values for each metric in the power

set of pre-processing strategies. Each polygon represents a cluster. The radar chart

facilitates at-a-glance comparisons of area, indicating general performance of the clus-

ters according to the 7 metrics. This supports DG 2 by enabling users to compare

strategies’ performance on all of the 7 metrics. The Radar View dynamically updates

in response to changes in the Cluster View, Tree View, and Customization View.
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Rule View: Although the centroid polygons in the Radar View provide a rough

approximation of each cluster, we also want to provide a mechanism to characterize

the extent of the most frequently occurring operations for the strategies in each clus-

ter. Thus, we employ descriptive rules [147] to present the common characteristics

held by the majority of the strategies in the same shared cluster. Each cluster’s rule

view is colored to match the encoding for the respective cluster in the Radar View.

Clicking on the respective color swatches will generate the descriptive rule for the as-

sociated cluster. The Rule View explains, in the format of one descriptive rule, how

the strategies in the selected cluster are di!erent from the strategies outside the clus-

ter. The rule is generated using Quinlan’s C5.0 algorithm[147], a decision tree-based,

optimized IF-THEN rule extractor.

For example, the Rule View in Figure 5.1D shows a rule containing three condi-

tions. Each condition is presented in the form of a histogram (using the same color

of the current cluster) which indicates the distribution of the rule for the inclusion

of operations. These conditions describe the most frequently occurring operations

that the majority of strategies in the currently selected cluster include, while most

strategies outside of the cluster do not. Some clusters may have more than one rule

condition, and all of the conditions can be collectively used to describe the given clus-

ter’s inclusion criteria. We rank these rule conditions by how well they di!erentiate

the cluster in the measurement of information gain[106], and we show conditions in

descending order in terms of added information gain in the Rule View.

5.4.3 Strategy Exploration and Comparison

Once users shrink the target search space, it is time to examine the performance

of the remaining strategies and compare them to make their final decision on the

appropriate strategy. We include the Tree View and Customization View to facilitate

these goals, which primarily address DG 2.
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Tree View: In the Tree View, we show the clustered strategies in the form of a

word-tree structure, where common strategy prefixes are represented as a node in the

tree that branch when strategies diverge. Clicking on the [regular] button will expand

a collapsed node. Hovering on each node of the tree will dynamically highlight the

current strategy’s performance on the Radar View and the Parallel Coordinates View

to show the predictive outcome if the strategy represented by the hierarchical se-

quence from root to hovered node were applied to the dataset. For instance, suppose

the user hovers on the “PCA-5” node that has ancestor “L2 Normalization” under

“Cluster 2”. The Radar View would then show a polygon representing the model’s

performance if the pre-processing strategy (L2 Normalization ↑ PCA-5) were applied

to the dataset in pre-processing.

Customization View: Throughout their exploration of the search space of strate-

gies, users may identify certain combinations of pre-processing operations they want

to consider more deeply or directly compare to one another. They may be curious

about a strategy that has been filtered out or want to compare the “what-if” scenario

of a permutation of a preferred strategy. The Customization View supports the con-

struction of pre-processing sequences whose model outcomes can then be visualized

according to the resulting evaluation metrics in the Radar View. By clicking on the

root node in the Customization View, users can choose the “Create Node” button to

create an empty operation node, then drag and drop operations from above into the

empty node. To continue building out a custom pre-processing sequence, users can

continue building pre-processing sequences by iteratively adding leaf nodes. Users

can delete a leaf node by selecting the “Delete Node” option. To visualize the cus-

tom strategy’s performance, users can then click the “View Result” button, and the

corresponding performance of the custom strategy will be shown in the Radar View.
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Method Selection

Figure 5.5: Usage scenario 1 (subsection 5.5.1). a Clipping the range of statistical
parity di!erence and error rate ratio. b The centroid of cluster 2 has decent per-
formance other than error rate ratio. c Switch to another clustering method in the
Cluster View. d Observe rules among the three clusters and infer disparate impact
remover algorithm may positively impact the error rate ratio for this prediction task.

5.5 Usage Scenarios

In this section, we introduce two usage scenarios to demonstrate how PreFair

can assist users in making fairness-informed decisions for data pre-processing.

5.5.1 Searching with Prioritized Metrics

Consider Darren, a data science engineer, is using PreFair to analyze loan appli-

cations in the German Credit dataset[58] to determine creditworthiness. He utilizes

PreFair to facilitate his decisions and nudge his behavior in order to make respon-

sible choices for pre-processing his data. The dataset consists of both categorical

and numerical data and contains 1000 instances (rows) described by 20 attributes

(columns). After deciding to use an Adaboost classifier[155] with 100 estimators and

split the train/test set with a 7:3 ratio to predict loan approval, he wants to deter-
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mine what data pre-processing strategy he should use so it honors model fairness.

Darren prefers to prioritize “statistical parity di!erence” and “error rate ratio” while

balancing choices that will result in decent values for other metrics.

He first looks into the Parallel Coordinates View to scan through the overall

distribution of potential options. He leaves all of the operation buttons selected to

begin his search with the full set of possibilities. Darren creates a filter on the Parallel

Coordinates View by dragging along the statistical parity di!erence axis, and observes

that if he sets the filter in the range [-0.1, 0], about half of the options are excluded.

If he further shrank the range to [-0.05, 0], only a few strategy options would remain.

While exploring, Darren makes a similar observation when filtering the error rate

ratio into a relatively small range. Darren ultimately chooses to narrow down the

search space by clipping the range of statistical parity di!erence to [-0.13, 0], and

the range of error rate ratio to [0.08, 0.15] (Figure 5.5a). Given the numerous

strategies, Darren wants to see how clustering can help further shrink the search

space. He moves to the Cluster View, where he can visualize the filtered strategies

in a 2-dimensional scatter plot. Each point in this plot represents a pre-processing

strategy, with colors indicating the cluster to which the strategy belongs. The Cluster

View’s scatter plot nudges Darren’s behavior by providing a visual summary of how

strategies group based on their overall performance. By identifying dense clusters, he

can infer that the strategies within these clusters are likely to perform similarly and

focus his attention on specific groups rather than individual strategies.

After clicking on the “Run Clusterings” button on the Parallel Coordinates View,

a scatter plot with colors representing three resulting clusters is shown in the Cluster

View. Looking at the scatter plot, Darren sees each strategy represented by a point,

colored by cluster. Darren can see one cluster has numerous possible strategies that

are similar (tightly grouped in the plot), while another has few.

Darren then examines the radar chart to identify which cluster has the proper-
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ties he cares about. The radar chart presents the centroid strategy of each cluster,

showing performance across all metrics. Darren notes that although cluster 2 has

great performance on statistical parity di!erence and the majority of other metrics,

its error rate ratio performance is the lowest among the three clusters (Figure 5.5b).

Given he cannot find a cluster with ideal scores for his priority metrics, he realizes the

default clustering method may not necessarily help him to narrow down the search

space.

To ensure his behaviors and decisions are responsible with optimal fairness out-

comes, Darren decides to swap the clustering method. Clicking on the “select clusters”

button, a clustering method selection table pops up, and Darren observes the silhou-

ette coe”cient of each clustering option is provided. He switches the method from

the default, k-means clustering with 2 clusters, to OPTICS clustering with 3 clusters

(Figure 5.5c), which has the second highest silhouette coe”cient value. The Cluster

View, Radar View, Rule View, and Tree View are accordingly updated.

In the Radar View, Darren observes that the centroid of cluster 3 has the best

error rate ratio compared to other centroids, and it also has a decent statistical parity

di!erence. This looks promising. The only problem with cluster 3 is the centroid

strategy has a disparate impact that is below average. Darren realizes the error rate

ratio of the other two clusters is dramatically worse than cluster 3, and wonders

why that would be the case, and in general what operations can bring a better error

rate ratio for this dataset. He looks into the Rule View, which complements this

by providing descriptive rules that explain the common characteristics of strategies

within each cluster, enabling Darren to understand why certain strategies perform

better in specific metrics. Darren clicks on cluster 3’s button in the Rule View. A

rule list shows that the major characteristic of strategies in this cluster is that most of

them include the re-weighing algorithm. Darren observes the rule lists of both cluster

1 and cluster 2 do not contain the disparate impact remover algorithm, while cluster
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3 does (Figure 5.5d). He thus infers that applying the disparate impact remover

algorithm may positively impact the error rate ratio for this prediction task.

Based on the characteristics of cluster 3, Darren wants to get rid of strategies

whose disparate impact is below average. Therefore, Darren adjusts the filters in the

Parallel Coordinates View to set the statistical parity di!erence to be above -0.075,

the error rate ratio to be above 0.125, and the disparate impact to be above average.

After that, Darren clicks the “Run Clustering” button again to output a refined search

space.

Now Darren observes there remain 13 qualified strategies. Darren inspects the

Radar View and finds that although the centroid strategies of the three clusters are

now di!erent, their di!erence is not as dramatic as in the first round of clustering.

After carefully comparing the clusters, he reflects there is no clearly superior cluster

and decides to examine all 13 remaining strategies in the Tree View. He clicks the

[regular] button and observes the strategies in each word-tree cluster. Darren hovers

through each leaf node in turn to examine the performance of the pre-processing

strategy on the Radar View. After thorough consideration, Darren believes that

choosing L1 Normalization ↑ Disparate Impact Remover is his final choice for pre-

processing his data, and he is confident that such a decision is responsible after careful

iterations with this DS intervention tool.

5.5.2 Strategy Brainstorming

Abbey, an undergrad student in a data science class, is using PreFair as an inter-

vention tool to understand and navigate her behaviors during the process of learning

how di!erent pre-processing strategies can a!ect model outcomes and how some al-

gorithms can reduce model bias at the pre-processing stage. She first wants to see

how normalizing data in di!erent ways can influence model performance. Starting

with the Customization View, she clicks on the root node then drags and drops “L1
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Normalization” into the empty node. Clicking on the “View Result” button, the

performance of this pre-processing strategy is then shown in the Radar View. After

seeing the performance with L1 Normalization, she drags and drops “L2 Normal-

ization” on the leaf node to replace the L1 Normalization. She presses the “View

Result” button again. Compared to L1 Normalization, she observes that disparate

impact increases a bit and precision decreases a bit, while other metrics do not change

dramatically. Abbey next wants to explore how bias mitigation algorithms can in-

fluence model performance. She adds another node after “L2 Normalization”, and

drops “Disparate Impact Remover” onto the leaf node, followed in turn by replacing it

with “Re-weighing Algorithm.” Abbey notices that each of these two bias mitigation

pre-processing algorithms can improve some fairness metrics: applying Re-weighing

algorithm can mitigate statistical parity di!erence by 0.12 and Disparate Impact Re-

mover can dramatically reduce disparate impact by 0.17. In the context of the German

Credit Dataset, Abbey observes that Disparate Impact Remover slightly out-performs

Re-weighing algorithm for enhancing model’s overall fairness performance, given that

the data is first processed with L2 Normalization.

5.6 Preliminary User Feedback

In order to understand how the PreFair approach helps users make fairness-

aware data pre-processing decisions, we collected feedback from six machine learning

experts. Each session lasted 45-60 minutes and consisted of a brief introduction to

the project, a background questionnaire, a scripted walk-through of the prototype,

task operation, and a post-study survey. Participants volunteered for the study and

were not compensated. The primary goal was to understand how well PreFair helps

the user (1) narrow down the search space of pre-processing strategies, and (2) assess

fairness trade-o!s of di!erent pre-processing strategies. In this section, we provide
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the participant’s background, describe the methodology, and report our findings.

5.6.1 Participants

We recruited six participants who had 4+ years of experience designing and ap-

plying machine learning solutions. Participants were recruited via email and through

the authors’ personal Twitter network. Table 5.1 summarizes participants’ informa-

tion. The participant pool had a diverse background for categories such as – industry

(3 academic, 3 industry), gender (4 male, 2 female), age (range: 27-35; median: 29),

and degree (Ph.D.: 2, MS: 1, Ph.D. students: 3). The expertise of the participants

spanned over multiple machine learning sub-domains such as – Machine Learning

Fairness (P1), Natural Language Processing (P2, P4), Data Science (P3, P6), and

Applied Machine Learning (P5).

All of our participants have a background in a computational field (e.g., Computer

Science, Data Science, Human-Computer Interaction). P1 is a Ph.D. student who

works in the area of machine learning fairness; P2 and P4 are Ph.D. students working

on Natural Language Processing; P3 and P6 are data scientists, and P5 is an applied

scientist working on a machine learning related area. None of the participants had

previously used any visual analytic tool to help mitigate bias in machine learning.

P Y E D G A
P1 Academia 7 Y Ph.D. (IP) F 28
P2 Academia 4 N Ph.D. (IP) M 27
P3 Industry 5 N Ph.D. M 31
P4 Academia 5 N Ph.D. (IP) F 28
P5 Industry 7 N Ph.D. M 35
P6 Industry 8 N M.S. M 30

Table 5.1: Participants’ information about P (Profession), Y (Years of experience
in machine learning), E (machine learning fairness Expert or not), D (highest degree
attained or in progress (IP)), G (Gender), A (Age).
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5.6.2 Method

We performed our study as a hybrid in-lab (5 participants) and virtual (1 partici-

pant) study which utilized the Zoom software allowing for remote collaboration such

that the application ran locally on the administrator’s system and the participants

interacted remotely with it. This remote access was achieved by screen sharing and

remote control.

The study commenced with a background questionnaire designed to gather infor-

mation on various aspects of participants’ experiences and perspectives. This ques-

tionnaire collected details about their domain experience, familiarity with algorithmic

fairness, the types of data they typically work with, their usual data pre-processing

routines, and their views on the importance of the data pre-processing stage in influ-

encing the fairness of machine learning models. We gave each participant a tour of

the tool by introducing each component of the prototype and interactions between

each panel. Next, we asked participants to practice and interact with the prototype,

followed by an opportunity to ask questions.

After each participant became familiar with the prototype, they completed the

primary task of the study: “Given the German Credit Dataset, suppose you decided

to use an Adaboost classifier to predict applicants’ loan approval. You want to ensure

the model’s predictive fairness on young female applicants while maintaining a decent

predictive performance. Use PreFair to select an optimal pre-processing strategy, in

your mind, given that you want to prioritize statistical parity di”erence and disparate

impact.”

We encouraged participants to think aloud and ask questions if they got stuck

during the session. After each participant finished the task, we concluded with a

feedback session (in the format of a semi-structured interview) where we asked them

about their experience using PreFair. Lastly, participants were requested to furnish

retrospective feedback concerning the usability of the prototype and its features via



109

a post-study survey. The post-study survey focused on the system’s overall usabil-

ity, the utility of each specific view, and their combined e!ectiveness in supporting

the completion of the assigned study task. A critical aspect we explored was how a

system like PreFair integrates into the participants’ data science project pipelines.

Furthermore, the post-study survey aimed to understand their perspectives on the

role of pre-processing in enhancing fairness in machine learning applications, specif-

ically asking for their insights on the importance of the data pre-processing stage

in influencing model fairness after using the PreFair system. To complement this,

we also asked whether using the PREFAIR system had enriched their understanding

of the significance of the data pre-processing stage in ensuring fairness in machine

learning. Sessions were recorded to analyze the interactions and user experience.

5.6.3 Qualitative Findings

Based on our observations during the study task and the post-study interview, we

summarize key insights below.

PreFair helped people identify trade-o!s and explore options. Overall, par-

ticipants indicated satisfaction with PreFair. P6 said PreFair provided “utility to

find good strategies among a large number of candidates.” Similarly, P1 commented

on the cascaded workflow: “Parallel Coordinates View helps you do the first round

of filtering. Cluster View does a second round (of filtering), and the other views help

with the last round of searching.” We also noticed that the Parallel Coordinates view

was considered the most useful view by all participants (verified by usability scores,

included in supplemental materials): P2 stated that “overall, the most useful infor-

mation is all in the PC view (...) it contains almost 90% of the information I need

for shrinking the option space.” Beyond that, participants found the Parallel Coor-

dinates View helped them to understand the performance distribution of evaluation
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metrics. P6 commented it is “more than a filter (...) By sliding the filters, I can

understand for a range of one metric, how many strategies have good performance

in other metrics I’d have to sacrifice for.” P5 similarly emphasized that the PC

view shows “the density of lines (which) tells me that the strategies’ performance is

unevenly-distributed, and I will bear it in mind when I move the filters.” P4 found

that adjusting the filters in the Parallel Coordinates View helped narrow down the

options without losing too many candidate strategies: “According to the PC view,

I’m able to apply filters only on the important metrics that I should pay attention to.

At the same time, I can decide the selection range of these two filters according to the

changing trend of other metrics (...) I can get a sense of how much I would set the

filters (without losing too many candidates).”

The value of the interface is highly dependent on the quality of the clus-

tering outcome. 5 out of 6 participants commented on the cascaded workflow to

narrow down the search space of pre-processing strategies. Accordingly, many par-

ticipants emphasized that the quality of filtering in the Parallel Coordinate View is

essential for the success of the pipeline. P4 indicated: “the clustering quality matters

a lot in order to deliver a good second round of filtering. I get the idea that you re-

alized this as well. You made several clustering options in case one single clustering

does not work.” This was echoed by P6 as well: “If I can not find a clustering method

that looks good enough to separate clusters, I would further change the PC filters and

re-do the clustering.”

Some views were complementary but had overlapping functionalities. Dur-

ing the study, we observed participants were satisfied with the views we designed to

support each other, as P1 commented: “PC and all other views are complementary.”

P3 stated: “For the last round of searching, I basically clicked on each dot in the

Cluster View and saw their performance in the Radar View. I like the design of the
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radar as I can easily see the di”erence by comparing the area size, but for sure I

kept an eye on the prioritized metrics as well.” However, we also observed many un-

intended workflows that demonstrated the overlapping functionalities of some of the

views, given that participants had varied approaches in making the final decision. For

instance, before the participants made their final decision, P3 and P5 mainly relied

on viewing the strategy’s performance from the Parallel Coordinates View by clicking

on the points in the Clustering View, whereas P1, P2, P4, and P6 primarily relied

on the Radar View to make the same comparison. Some preferred one view over the

other for such comparisons due to inherent limitations. For instance, P1 shared “I

can imagine when there are a lot of strategies, the PC view will be less e!cient for

viewing the selected strategy while the radar plot can do a better job of clearly viewing

the selected strategy’s result.”

Rule View was seldom incorporated into the workflow. Only P1 used the

Rule View while completing the given task. P1 expressed that the Rule View had

the potential to add interpretability to the favored cluster chosen by users, stating:

“the cluster and Rule View provides some descriptive info about why some strategies

perform better.” P2 did not use the Rule View during the study, but could envision

its utility in another scenario: “If the goal is to summarize a profile of successful

strategies, then the Rule View will be super helpful.”

Customization view was seldom used, but users could imagine useful sce-

narios. Apart from the Rule View, we also found participants seldom used the

Customization View as we had expected. Only one out of six participants used the

Customization View during the study. P2 indicated that this view is “not directly

useful” for completing this task; P4 mentioned that they “did not think of using

Customization View during the study at all.” Nonetheless, P3 suggested that the

Customization View would be helpful in certain scenarios: “I can imagine it could
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be useful for those who already have some plan in mind to deal with data. They can

grab and use it to test their ideas. It has high flexibility for customized pipelines of

pre-processing strategies.”

Users wanted a better way to maintain awareness of their provenance. In

spite of multiple ways to view the performance of pre-processing strategies, partici-

pants noted several opportunities for the interface to do a better job helping them

keep track of their process. P1 suggested, “It would be great if you have a bookmark

function, so I can save some good candidates (strategies) for future comparison.” P6

wanted to use a bookmark function but ended up finding an alternative way given

the Tree View: “I also used the hover function as a kind of bookmark. When I see

a good candidate, I hover on it in the tree view and keep clicking on other points in

the Cluster View, so I can compare the strategy that is bookmarked (hovered in the

tree view) with the one I select.” P2 indicated a desire for the interface to track the

number or percentage of strategies that are kept after filtering: “I want to have an

information board in the Parallel Coordinates View, telling me given my current fil-

tering, how many strategies are there in total, how many are selected, and how many

are filtered.” P3 suggested another improvement to track their process in the Parallel

Coordinates View: “Adding an average point on each axis in the PC View would be

great for benchmarking how many strategies I got rid of while filtering.”

Users envisioned scalability solutions for practical use. Many participants

shared their opinions on how PreFair could be adapted into real-world machine

learning model deployment, namely with respect to dealing with larger dataset ap-

plications. P2 suggested scalability challenges could be addressed by an ensemble

approach: “you could sample small batches from the whole dataset and use this to

select pre-processing strategies for each small batch. With all strategies picked from

small batches, you could make decisions on how to process data on the large dataset
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in an ensemble way (like using strategies you chose in small batches to do majority

voting for the bigger dataset).” P6 suggested that the idea of filtering and narrowing

down the search space could also be applied for model parameter grid search: “If we

could use PreFair for comparing all parameters we want to try, you could calculate

their (di”erent parameter combinations’) performance for all metrics that we care

about, and make decisions with a similar mechanism.” Apart from the comments on

scalability, we also receive comments on integrating PreFair into frequently used

machine learning deployment environments. P3 suggested “It would be interesting to

see if you can deploy this system into Jupyter Notebook or Visual Studio Code as a

Python package or add-on.”

5.6.4 System Improvements

In response to user feedback during the summative evaluation, we engaged in one

additional round of iteration on system development. As pointed out by P1 in the

qualitative user feedback, the Parallel Coordinates View may not scale when there are

a large number of strategies. To mitigate this, we implemented a default axis ordering

on the Parallel Coordinates View using the algorithm introduced by Heinrich et al.

[87] to minimize edge crossings and improve readability of the chart. The system

code, code for the experiment in section 5.2, and materials related to user study

(survey, questionnaire, scripts, and results) are included in supplemental materials1.

5.7 Discussion

We anticipate that PreFairmay be useful both in the context of machine learning

engineers building models for applications in government or industry as well as an

educational tool to teach students the potential fairness impacts of seemingly benign

1
https://drive.google.com/drive/folders/13lcHLH6n-nitiJI3ufjqIbNtD3o8Gp7L?usp=sharing
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data pre-processing sequences. Below we discuss limitations of our current approach

as well as avenues for future work.

Scalability and Generalizability of the PreFair Technique. While PreFair

currently concentrates on the pre-processing stage of the machine learning pipeline as

a proof-of-concept, we acknowledge that bias may manifest and intensify at various

stages throughout the pipeline even if the data appear to be “good” at the pre-

processing stage. We can thus envision a more robust application of the PreFair

technique that incorporates in-processing and post-processing stages to represent a

holistic, end-to-end tool for assessing model fairness through the permutation of a

multiverse of model choices[81]. This could include data wrangling, model selection,

training, and a thorough assessment of model outcomes. The technique can also be

extended in a straightforward fashion to support alternative evaluation metrics, model

types, and datasets (including multimedia training data such as text, images, etc).

For example, the system could encompass a mix of model types and training epochs,

allowing PreFair to refine the search space for solutions that span the entire machine

learning pipeline. Allowing a selection of model types would necessitate incorporating

options for model hyper-parameters as well. This would present challenges in Pre-

Fair due to the numeric nature of typical parameter search spaces, as opposed to

categorical options for including pre-processing steps. However, autoML techniques

could be used for hyper-parameter tuning via grid search behind the scenes, prior to

feeding the performance data into PreFair. Using autoML to optimize for accuracy

would not undermine the concept of fairness from choosing pre-processing strategies,

because there is already an assumption that the model performs as accurately as pos-

sible, but that we still gain fairness benefits from the strategy selection. Certainly,

autoML could be applied to other metrics to tune as well, e.g., targeting fairness

explicitly or in an ensemble.

How much does it matter to compare pre-processing strategies? Prior
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work[24], validated by our analysis (Figure 5.2), suggests that changes in pre-processing

operations and even ordered sequences of operations can a!ect model fairness. On

the other hand, our preliminary feedback came from 6 expert participants, none of

whom indicated that they explore alternative pre-processing strategies or consider

its e!ects on model fairness. This led us to revisit our assumptions about data sci-

ence practices. There are numerous reasons that could explain this trend, e.g., some

experts may be working on applications wherein fairness is not viewed as critical,

or, experts who do consider model fairness may do so at di!erent stages of the ma-

chine learning pipeline (e.g., in post-processing[5, 114]). Additional work is needed

to investigate the e”cacy of addressing model fairness from the pre-processing stage

vs. considering downstream mitigation strategies. In cases where model builders are

unaware or ambivalent about model fairness, we can investigate future interventions

to increase the investment in fair model outcomes.

Human-in-the-Loop Fairness. In computational fields, there is naturally impulse

to operationalize, quantify, and compute. In many scenarios with well-defined prob-

lems, these approaches are ideal to achieve e”cient solutions. However, applications

that are less crisply defined or those of ethical importance may ultimately still benefit

from human-in-the-loop oversight. Auditing models for fairness is one such appli-

cations where social justice and other matters of societal importance are at stake;

hence, maintaining human-in-the-loop oversight is critical. While PreFair provides

an approach to explore fairness trade-o!s, it still solely relies on quantified metrics to

support this oversight. Future work may explore approaches that nudge or incentivize

model builders to directly engage with communities a!ected by models or consider in-

tegration of prototype components that will allow more flexible exploration of model

fairness, e.g., via supporting what-if analysis.

Optimizing Pre-processing Strategy Selection. The current interface for Pre-

Fair emphasizes user agency to explore the space of pre-processing strategies and
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select the option that best fits their priorities. If prioritization of the evaluation met-

rics is known, an automated optimization strategy can solve the problem of choosing

the appropriate pre-processing strategy. In situations where users may not have spe-

cific criteria for evaluation until they explore the space, an interactive visual analytic

approach such as PreFair is suitable. However, user feedback from the evaluation

revealed opportunities to further reduce the burden on the user to evaluate alterna-

tive strategies. If we assume that (1) the user has filtered out strategies that do not

contain the appropriate pre-processing operations for their application and (2) that

all of our evaluation metrics have defined “preferred” values (e.g., higher accuracy is

better; lower fairness metric value is better), then we can reduce the space of remain-

ing options by considering the pareto front[115]. That is, users need not consider the

full range of all solutions, because some may be strictly inferior to others according

to the evaluation metrics. For instance, the pre-processing strategy A ↑ B may be

dominated across all evaluation metrics (strictly inferior in fairness and performance

metrics) compared to B ↑ A. In this case, dominated strategies like B ↑ A could be

pruned from the analysis. P1 made a similar suggestion: “If I can set a benchmark

strategy, it would be great if I click on a button, all strategies that are better than the

benchmark are kept, and others will be grey. This will make the process smoother.”

5.8 Limitations

The development and implementation of PreFair revealed several limitations that

inform our broader thesis on behavior change interventions for responsible data sci-

ence. While PreFair successfully demonstrates how technical tools can support re-

sponsible pre-processing practices, it primarily addresses the “capability” aspect of

our behavior change framework without fully engaging with motivation and opportu-

nity factors identified in chapter 3. The tool assumes users are already motivated to



117

pursue fairness goals but may lack the technical capabilities to evaluate pre-processing

strategy impacts. Additionally, our evaluation focused on technical e!ectiveness

rather than behavioral outcomes, making it di”cult to assess PreFair’s impact on

actual data scientists’ practices over time. This limitation highlights the critical need

for comprehensive evaluation frameworks that measure not just technical capabilities

but behavioral changes in real-world contexts. Future work could integrate PreFair-

like tools into broader intervention systems that address motivational factors and

workflow compatibility, while employing structured evaluation frameworks to assess

intervention e!ectiveness. These insights directly inform our subsequent research on

evaluating intervention e”cacy

Within the scope of RQ3, PreFair has focused on just one phase of the data

science workflow, suggesting that additional interventions may be needed to e!ec-

tively address responsible practices across other stages of the data science lifecy-

cle. It focuses on the pre-processing stage of data science workflows—while impor-

tant—captures only a portion of the complex decision-making processes that impact

responsible data science outcomes. The tool’s design does not allow us to quantify in-

tervention e”cacy and success thoroughly across the entire data science pipeline, from

problem formulation through deployment and monitoring. This limitation highlights

the need for more comprehensive evaluation methods that can measure intervention

e”cacy across the entire data science lifecycle, prioritizing approaches with quan-

tifiable metrics and expanding beyond fairness metrics to include a broader set of

evaluation methods.

5.9 Summary

In this project, we designed and implemented PreFair, an interactive interven-

tion tool to provide insights into RQ 3 (How e”ective are behavior change interven-
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tions at improving responsible data science outcomes? ). We first presented a machine

learning experiment to showcase that model pre-processing influences DS model fair-

ness in a notable way. Second, we elaborated on the PreFair prototype by introduc-

ing its design process and goals, interfaces, and usage scenarios. Finally, we described

the user study and its preliminary evaluation results with DS experts, suggesting that

PreFair is a promising approach to help the DS model builders understand fairness

trade-o!s when pre-processing data. The results show that successful interventions

should be designed with specific, measurable metrics in mind—an area where PreFair

excelled through its visual representations of fairness metrics. However, our findings

also reveal that e!ectiveness depends on how well interventions integrate with data

scientists’ existing workflows—a limitation we encountered with PreFair’s implemen-

tation. This tension highlights a critical gap in the field: the need for intervention

e”cacy measurements from both outcome and process perspectives. This realization

motivates our next chapter, where we evaluate intervention e”cacy that provides the

missing structure by establishing concrete performance goals for intervention design-

ers.
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Chapter 6

Evaluating Behavior Change

Interventions for Responsible Data

Science

6.1 Motivation

We now want to address a critical gap in responsible data science research: the

evaluation of behavior change intervention e”cacy. Despite growing interest in devel-

oping interventions to promote responsible practices, systematic approaches to mea-

suring their e!ectiveness remain underdeveloped. Current approaches to evaluation

in RDS often focus either on technical metrics (such as fairness indices) or qualitative

user experiences alone, but rarely integrate these perspectives into comprehensive

evaluation paradigms. This fragmentation makes it di”cult to systematically im-

prove interventions or to compare their e”cacy across di!erent contexts and user

populations. Moreover, the field lacks consensus on what constitutes “successful”

intervention adoption.

After establishing a framework for RDS through the lens of behavior change theo-
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ries in chapter 3 (addressing RQ1), proposing a design space for behavior change in-

terventions for RDS in chapter 4 (addressing RQ2), and developing a behavior change

intervention tool designed for RDS in chapter 5 (addressing developing an interven-

tion in RQ3), we seek to answer the second part of RQ3 (evaluating intervention

e”cacy) and bridge the gap between theoretical aspirations and practical challenges

in fostering responsible behavior in data science workflows. Specifically, we focus on

evaluating the e”cacy of behavior change interventions (BCIs) designed to encourage

practices such as fairness-aware modeling, bias mitigation, and comprehensive data

exploration. In this project, we compare three levels of intervention: (1) a

control condition with no explicit guidance, (2) a fairness primer aimed at

raising awareness of biases, and (3) the use of Aequitas, an open-source

toolkit for auditing bias and assessing fairness. Rather than testing PreFair

as an intervention in this study, we opted for the two alternative interventions: (i) a

simpler priming approach and (ii) an established fairness toolkit (Aequitas [97]). A

key reason for this choice is that PreFair is an ex-situ intervention that requires ex-

tra e!ort to incorporate into the data science development environment. We suspect

that in-situ interventions (embedded directly within the notebook environment it-

self) would likely be more e!ective and promote responsible behaviors and outcomes,

making them a more appropriate first intervention to test. By assessing these inter-

ventions, we aim to uncover how di!erent approaches influence both the behaviors of

data scientists and the resulting technical outcomes. Additionally, we examine factors

such as cognitive load and usability to ensure that the interventions are practical and

sustainable for real-world adoption. This multifaceted evaluation provides actionable

insights into how behavior change can be e!ectively fostered in data science practices.

This work[56] is currently in preparation for submission to CHI 2026.
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6.2 Methods

This user study is designed to assess the e”cacy of behavior change interventions

in promoting responsible data science practices. By comparing di!erent levels of

intervention, this study aims to explore how data scientists’ approaches to fairness,

data exploration, and bias mitigation are influenced under varying conditions. This

section presents an overview of the study objectives, the tasks that participants were

asked to perform, and the chosen interventions.

6.2.1 Tasks & Interventions

The study design (depicted in Figure 6.1) is divided into two within-subjects tasks:

1. Credit: In this task, participants were asked to predict the risk of bank loans us-

ing the German Credit Dataset. The task required participants to evaluate how

features such as income, credit history, and employment status might influence

loan decisions.

2. Census: This task focused on predicting income brackets using the Census

(Adult Income) dataset to advise the state government to allocate low-income

housing benefit aid. Participants had to consider factors such as education,

occupation, and marital status, analyzing their impact on income predictions.

The order of the two tasks is randomized. Additionally, there are three conditions

corresponding to three levels of intervention:

1. Control (no intervention): Participants complete the task in a basic Google Co-

lab notebook without instructions on responsible data science or model fairness.

2. Prime: Instructions are augmented to prime participants to be concerned with

model fairness. For example, we added the following text for the Credit Task:

“As banks increasingly deploy artificial intelligence tools to make credit decisions,
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they are having to revisit an unwelcome fact about the practice of lending: His-

torically, it has been riddled with biases against protected characteristics, such

as race, gender, and sexual orientation. Such biases are evident in institutions’

choices in terms of who gets credit and on what terms. Research shows that 56%

of the female applicants evaluated would have received an unfair o”er compared

to their male peers with worse credit profiles and less profitable, but otherwise

similar, businesses. If biases played no role in credit decision-making, that per-

centage would have been zero.”

3. Within the context of the design space from Chapter 4, Aequitas [97]: Partic-

ipants use the Aequitas notebook plugin to complete the task. Aequitas is an

open-source tool developed to audit data science models for bias and fairness. It

provides data scientists interventions to assess model fairness and mitigate biases

in predictive models. Aequitas exemplifies an intervention that enhances both

Capability and Motivation within the COM-B model (What) for experienced

data scientists (Who), functioning as an in-situ tool during modeling workflows

(Where) that operates at the post-processing of data science pipeline (When),

using automated fairness auditing with visual feedback (How) to identify and

mitigate bias while balancing fairness and performance metrics (Why)

Each participant first completed one of the two tasks in the Control condition,

followed by the second task using one of the interventions (Prime or Aequitas,

randomly assigned). After finishing each task, participants were asked to complete

the NASA-TLX[86] questionnaire to assess their cognitive load during the process.

Once participants finished the Prime or Aequitas phase, researchers collected their

qualitative feedback on how the intervention influenced their decisions, attitudes, and

behaviors compared to the Control condition and their responses to our interview

questions.
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Figure 6.1: 6 participants were recruited to conduct Task 1 and 2a, with the other
6 participants tasked with Task 1 and 2b. with each task being randomized and
presented in the Census dataset or Credit dataset context.

6.2.2 Participants

We recruited 12 participants, each with at least 5 years of experience in data sci-

ence. These participants were recruited through direct recruitment emails and mes-

sage invitation on Linkedin to data science practioners in the industry. Participants

were incentivized with a digital gift card worth $25 per hour for their participation,

which included their time spent in both phases of the study, as well as follow-up sur-

veys and interviews. We introduce the participants’ demographic information within

the Table 6.1.

6.2.3 Procedure

The study was conducted via Zoom, with each of the two tasks taking approxi-

mately one hour and separated by a minimum of 24 hours. Each of the two tasks were

conducted on separate days for two reasons: (1) to reduce fatigue and (2) to minimize

the risk of participants relying on short-term memory or learning e!ect from earlier
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Session Participant Gender YOE Age Occupation

Prime P1 Male 5 26 Data Scientist
Prime P2 Female 6 38 Data Scientist
Prime P3 Female 11 37 Applied Scientist
Prime P4 Male 7 38 Research Scientist
Prime P5 Male 8 32 Data Scientist
Prime P6 Female 9 31 Applied Scientist

Aequitas P7 Male 8 31 Data Scientist
Aequitas P8 Male 7 32 Bio Info Data Scientist
Aequitas P9 Male 5 27 Data Analytist
Aequitas P10 Male 10 36 Machine Learning Scientist
Aequitas P11 Male 10 33 Data Scientist
Aequitas P12 Male 8 36 Applied Scientist

Table 6.1: The participants’ demographic information on their gender, year of expe-
rience(YOE), age, and Occupation

tasks that could influence their behavior in subsequent tasks. Participants were asked

to turn on screen sharing during the session. The Zoom meeting was screen and audio

recorded to capture participant behaviors during data science practices. All partic-

ipants provided verbal responses to our interview questions, with the exception of

one participant (P7) who shared his responses via email due to recovery from recent

throat surgery. Participants were provided with a Colab Notebook containing dataset

characteristics and task instructions corresponding to their condition in the study. All

AI features including Gemini were disabled.

6.2.4 Responsible Data Science Practices and Data Collec-

tion

To evaluate the e”cacy of behavior change interventions, we establish a checklist

of responsible data science practices. This checklist serves as a reference for observing

participants’ behaviors during their data science workflows. The practices identified

are informed by Crisan et al.[46], which outlines the data science process, and Bellamy

et al.[19], which provides concrete methods to ensure fairness and responsibility in
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AI-driven models. Below, we detail the specific responsible practices included in the

checklist, categorized into Pre-processing, In-processing, and Post-processing stages.

1. Pre-processing - These practices focus on preparing the data responsibly, en-

suring quality and fairness before any modeling occurs.

(a) Data Profiling: Examine data distributions and key attributes, such as col-

umn types and ranges, to identify anomalies or imbalances.

(b) Data Engineering: Address missing values or labels in datasets by applying

appropriate techniques such as imputation or removal.

(c) Data Wrangling: Transform raw data into usable formats, such as converting

numerical/textual data into categorical formats and creating meaningful

features.

(d) Sub-group Exploration: Analyze and visualize the distribution of sub-groups,

particularly sensitive groups, to explore data distribution and potential data

imbalances.

(e) Bias Mitigation Pre-processing: Apply pre-processing bias mitigation meth-

ods, such as Disparity Impact Remover[62], to reduce bias in the data before

modeling.

2. In-processing - These practices guide responsible decision-making during model

training.

(a) Fairness-Aware Modeling: Utilize fairness-aware algorithms, such as FairGBM[48],

to address biases during model development.

(b) Compare Model Alternatives: Experiment with various model types to iden-

tify those that balance performance and fairness e!ectively.

(c) Parameter Tuning: Perform hyperparameter comparison and optimization,

such as grid or random search, to enhance model performance.
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3. Post-processing - These practices ensure the outputs of the model are inter-

preted and refined responsibly.

(a) Outcome Inspection: Print or visualize confusion matrices or other evalua-

tion metrics to understand model performance.

(b) Bias Auditing: Audit the model’s predictions to assess bias and fairness on

the potentially disadvantaged group.

(c) Configuration Iterations: Iterate on earlier stages (pre-processing or in-

processing) based on the outcomes to refine the data or model configuration.

(d) Fairness Correction: Modify model outputs to meet fairness criteria without

retraining, such as equalizing outcomes to reduce disparities[144].

6.2.5 Hypotheses

In this user study, we formulated several hypotheses regarding the impact of be-

havior change interventions on responsible data science practices:

H1: Responsible Behaviors - Both Prime and Aequitas interventions will promote

responsible behaviors compared to the Control, and Aequitas will outperform Prime.

H2: COM-B Factors[128] - Both Prime and Aequitas interventions will primarily

influence the ‘Motivation’ factor within the COM-B framework, compared to ‘Capa-

bility’ and ‘Opportunity’.

H3: Model Fairness - Both Prime and Aequitas interventions will improve fairness

metrics of the resulting models, and Aequitas will outperform Prime.

H4: Model Performance - Both Prime and Aequitas interventions will not signifi-

cantly a!ect the accuracy of the resulting models.

H5: Cognitive Load - Both Prime and Aequitas interventions will not significantly

increase the cognitive load compared to the Control.
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6.2.6 Measures

To evaluate the e”cacy of behavior change interventions, we employ a mixed-

methods approach combining quantitative analysis and qualitative insights. For each

hypothesis (H1–H5), statistical tests (e.g., repeated-measures t-tests, Wilcoxon test)

are applied to assess di!erences across intervention conditions (Control, Prime, Ae-

quitas). These quantitative measures are also supplemented with qualitative feedback

from participant interviews, including reflective quotes on their decision-making pro-

cesses, challenges, and perceived answers to our interview questions. We demonstrate

the statistical measurement for each hypothesis below:

1. H1: We conducted a Repeated-Measures t-test to compare the mean coverage

and frequency of responsible practices observed in participants’ behaviors across

the three intervention levels: Control, Prime, and Aequitas.

2. H2: We utilized a Wilcoxon test to examine di!erences in participants’ Likert-

scale ratings for ”Capability,” ”Opportunity,” and ”Motivation” across the three

conditions, while accounting for within-subject dependencies.

3. H3: A repeated-measures t-test was performed to compare fairness metrics

(false discovery rate ratio of disadvantaged and non-disadvantaged groups) across

conditions (Control, Prime, and Aequitas).

4. H4: A repeated-measures t-test was performed to compare model’s accuracy

across conditions (Control, Prime, and Aequitas).

5. H5: We applied a Wilcoxon test to compare the median cognitive load scores

between conditions (e.g., Control vs. Prime, Control vs. Aequitas) by analyzing

the direction and magnitude of paired di!erences.
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Session Participant

Responsible Behaviors
(Pre-Processing)

Responsible Behaviors
(In-Processing)

Responsible Behaviors
(Post-Processing) Total

Count
Data Profiling Data Engineering Data 

Wrangling
Sub-group 
Exploration

Bias Mitigation 
Pre-processing

Fairness-Aware 
Modeling

Compare Model 
Alternatives

Parameter 
Tuning

Outcome 
Inspection Bias Auditing Configuration 

Iterations
Fairness 

Correction

Control

P1-1 3
P2-1 3
P3-1 3
P4-1 2
P5-1 4
P6-1 2

Control Stats 33% 17% 100% 17% 0% 0% 0% 17% 100% 0% 0% 0% 2.8

Treatment
(Prime)

P1-2 5
P2-2 7
P3-2 6
P4-2 5
P5-2 6
P6-2 5

Treatment (Prime) Stats 50% 33% 100% 33% 0% 17% 67% 50% 100% 67% 50% 0% 5.7

Figure 6.2: An overview of the participants’ responsible behaviors within the Prime
group’s control and treatment sessions.

Session Participant

Responsible Behaviors
(Pre-Processing)

Responsible Behaviors
(In-Processing)

Responsible Behaviors
(Post-Processing) Total

Count
Data Profiling Data Engineering Data 

Wrangling
Sub-group 
Exploration

Bias Mitigation 
Pre-processing

Fairness-Aware 
Modeling

Compare Model 
Alternatives

Parameter 
Tuning

Outcome 
Inspection Bias Auditing Configuration 

Iterations
Fairness 

Correction

Control

P1-1 4
P2-1 6
P3-1 2
P4-1 3
P5-1 4
P6-1 3

Control Stats 50% 67% 100% 17% 0% 0% 17% 17% 100% 0% 0% 0% 3.7

Treatment
(Aequitas)

P1-2 10
P2-2 9
P3-2 8
P4-2 9
P5-2 6
P6-2 7

Treatment(Aequitas) Stats 33% 83% 100% 67% 17% 33% 100% 83% 100% 100% 100% 0% 8.2

Figure 6.3: An overview of the participants’ responsible behaviors within Aequitas
group’s control and treatment sessions.

6.3 Results

6.3.1 H1: Responsible Behaviors

To assess the impact of our interventions on responsible data science practices

(H1), we counted the number of responsible behaviors exhibited by participants

across all three conditions, using the framework outlined in subsection 6.2.4 (maxi-

mum of 12 responsible behaviors).

The data reveals a clear pattern of a larger number of responsible behaviors ob-

served while using the interventions compared to the control, we report the overviews

of observed responsible behaviors within the Prime and Aequitas groups within Fig-

ure 6.2 (Prime) and Figure 6.3 (Aequitas). When exposed to the Prime intervention,

participants exhibited an average of µ = 5.7 (ε = 0.75) responsible behaviors com-

pared to their Control behaviors of µ = 2.8 (ε = 0.69). Using a repeated measures

t-test, we determined this to be statistically significant (t = ↓6.26, p < 0.01). Those
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using the Aequitas toolkit demonstrated the highest average at µ = 8.1 (ε = 1.34)

responsible behaviors compared to their Control behaviors of µ = 3.67 (ε = 1.25),

which we also found to be statistically significant (t = ↓9.22, p < 0.01).

It is worth noting that we examined the baseline responsible behaviors of partici-

pants in the control condition across the Prime and Aequitas groups to ensure initial

comparability. A statistical comparison yielded a result of (t = ↓9.21, p = 0.09),

suggesting a marginally significant di!erence in baseline behaviors between the two

groups. While this di!erence did not reach the conventional threshold for statistical

significance (p < 0.05), it indicates some initial variability between groups that should

be considered when interpreting the intervention e!ects.

These results support H1: that both interventions promote responsible behaviors

compared to the Control condition, with Aequitas demonstrating a more pronounced

e!ect than Prime. The significant increase in observed responsible behaviors suggests

that both motivational priming and technical tooling such as Aequitas can e!ectively

influence data scientists’ behaviors towards more responsible practices.

These quantitative results are further supported by participants’ reflections on

their behavior during the study. For example, P6 noted, “I definitely put more ef-

fort within this study to ensure fairness [after reading the Prime].” In contrast,

participants using Aequitas described more concrete shifts in practice. P1 reflected,

“Using Aequitas made me realize it [fairness] is also a very important component in

the evaluation process. . . Without Aequitas, I would feel reluctant to put so much

e”ort to manually implement and evaluate fairness on my own.” Likewise, P3 noted,

“This tool made me aware how unfair some groups can be treated in ML practices. . .

it gives me a chance to revisit my model configuration from time to time.”
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6.3.2 H2: COM-B Factors

For H2, we were interested in whether the interventions would primarily influence

an individual’s Capability (C), Opportunity (O), or Motivation (M) to perform re-

sponsible data science behaviors. We asked participants to rate the extent to which

the treatment altered their Capability, Opportunity, and Motivation to complete the

task responsibly, and asked them follow up questions to further elaborate on their

rating (Interview questions are shown in Table 6.2). We used the term “engagement”

to replace the term “opportunity” as pilot studies revealed that the terminology of

“opportunity” was not clear to participants. We collected Likert-style ratings (-2 =

Negative Influence, -1 = Slightly Negative Influence, 1 = Slightly Positive Influence,

2 = Positive Influence) from participants on their perceived Capability, Opportu-

nity, and Motivation across the three conditions (Table 6.2). We employed Wilcoxon

signed rank tests to analyze di!erences between COM-B factors within each inter-

vention group.

For the Prime intervention (n=6), participants rated a marginally positive influ-

ence on Capability (µ = 1), Opportunity (µ = 1.67), and Motivation (µ = 2). Con-

sistent with H2, Motivation was rated as having the largest influence. A Wilcoxon

signed rank test comparing Motivation and Capability yielded a significant e!ect

(W = 21, p = 0.01563), indicating that Motivation ratings were significantly higher;

however, the comparison of Motivation to Opportunity was not significant (W = 3,

p = 0.07865). For the Aequitas intervention (n=6), participants rated a marginally

positive influence on Capability (µ = 1.67), Opportunity (µ = 1.67), and Motiva-

tion (µ = 2). While Motivation was rated higher than both Capability (W = 3,

p = 0.07865) and Opportunity (W = 3, p = 0.07865), the results were not significant.

Thus these findings partially support H2.

While the Prime intervention significantly enhanced participants’ Motivation com-

pared to their perceived Capability, it was not significant when comparing Motivation
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Factor Question Phrasing

C How did Prime/Aequitas influence your capability to complete the task?
O How did Prime/Aequitas influence your engagement to complete the task?
M How did Prime/Aequitas influence your motivation to complete the task?

Table 6.2: Interview questions we asked participants after they finished the treatment
study session.

to Opportunity, or for any of the factors for the Aequitas intervention. While we do

not find conclusive statistical support for the motivational impact of the interventions,

we do find qualitative support for some individuals. Several participants who received

the Prime intervention explicitly mentioned how the fairness framing motivated their

behaviors. For instance, P5 shared, “I wouldn’t necessarily say my model is better, but

I would say it’s more responsible given my motivation... It [Prime] definitely moti-

vates me to explore more about what’s going on with this bias.” Similarly, P10 noted,

“It made the problem more tangible, more personal, and more interesting to solve, and

made me look forward more to the outcome of this data science model.” Participants

exposed to Aequitas also reported motivational e!ects, though slightly more nuanced.

P8 observed, “It improved my motivation by making it visually prominent... bias is

something small and implicit, not explicitly captured by any commonly used metrics

in my usual workflow.” Thus while Capability and Opportunity still played a role,

participants largely perceived Motivation as the driver of behavior change.

6.3.3 H3: Model Fairness

To evaluate the impact of the interventions on model fairness (H3), we performed

repeated-measures t-tests on fairness metrics across the Control, Prime, and Aequitas

conditions. We operationalized fairness as the false discovery rate ratio between

disadvantaged and non-disadvantaged groups. In this case, values closer to 1 indicate

more fair models. We hypothesized that both interventions would lead to fairness
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improvements, with Aequitas yielding superior results compared to Prime.

Participants in the Prime condition exhibited a slight improvement in fairness

metrics (µ = 1.65, ε = 0.35) over their Control fairness (µ = 2.05, ε = 0.39), with

a paired t-test showing a non-significant improvement (t = 1.42, p = 0.1075). In

contrast, participants in the Aequitas condition demonstrated a substantial improve-

ment in fairness (µ = 1.18, ε = 0.16) over their Control fairness (µ = 2.45, ε = 0.31),

which we found to be statistically significant (t = 9.2, p < 0.01). This e!ect suggests

that providing direct fairness auditing and mitigation tools can significantly impact

fairness outcomes, leading to more equitable predictions across demographic groups.

Given these findings, we find partial support for H3: Both Prime and Aequitas

improve fairness (though Prime was not a statistically significant improvement), and

Aequitas outperforms Prime in terms of fairness improvement. The quantitative im-

provements in model fairness were echoed by participants’ reflections on how the

interventions shaped their fairness-oriented decision-making. Participants who used

Aequitas, for instance, highlighted the tool’s role in identifying and mitigating bias.

P1 shared, “Using Aequitas made me realize fairness is also a very important compo-

nent in the evaluation process... It can inform my decision on what kind of model to

choose.”

6.3.4 H4: Model Performance

To evaluate whether the interventions a!ected model performance (H4), we con-

ducted repeated-measures t-tests comparing the accuracy of models produced in the

Control condition versus those developed with the Prime and Aequitas interventions.

The Prime group (n=6) had an average accuracy of µ = 0.60 (ε = 0.03) compared

to their Control accuracy of µ = 0.59 (ε = 0.05), which was not significantly dif-

ferent (t = ↓0.59, p = 0.58). Similarly, the Aequitas group (n=6) had an average

accuracy of µ = 0.58 (ε = 0.04) compared to their Control performance of µ = 0.61
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(ε = 0.02), which was not significantly di!erent (t = 1.59, p = 0.17). We thus find

support for H4: that neither the Prime nor Aequitas interventions significantly

a!ect model accuracy.

These findings have important implications for the responsible data science field.

The fact that neither intervention significantly a!ected model accuracy suggests that

making models more responsible need not be a “zero-sum game.” In other words,

practitioners do not necessarily need to sacrifice technical performance to achieve

greater fairness. This challenges the common perception that there must be a trade-

o! between ethical considerations and model performance. While our study focused

on specific datasets and interventions, these results provide promising evidence that

with appropriate tools and motivation, data scientists can improve fairness outcomes

while maintaining model quality.

6.3.5 H5: Cognitive Load

To assess H5, cognitive load was measured using the NASA-TLX on a 7-point

scale (0 = low demand to 7 = high demand) for six dimensions: mental demand,

physical demand, temporal demand, performance, e!ort, and frustration. Note that

because this was a non-standard scale for the NASA-TLX, we rely on within-subjects

relative comparison of ratings, with each response first standardized before conducting

statistical tests. We employed the Wilcoxon signed-rank test to determine whether

the interventions significantly influenced cognitive load across the six dimensions of

the NASA-TLX. Table 6.3 summarizes the standardized ratings for both groups and

the corresponding p-values from the Wilcoxon test.

For the Prime intervention, we compared standardized NASA-TLX scores be-

tween the control and treatment groups. A Wilcoxon signed rank test revealed no

statistically significant di!erences in mental demand (µC = 2.5, µP = 2.67, W = 3.5,

p = 0.39), physical demand (µC = 0.67, µP = 1.5, W = 3, p = 0.08), temporal
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demand (µC = 0.5, µP = 1.33, W = 3, p = 0.09), performance ratings (µC = 4.17,

µP = 4, W = 2, p = 0.72), e!ort (µC = 2, µP = 2.3, W = 10, p = 0.24), or

frustration (µC = 0.83, µP = 1.17, W = 1, p = 0.16). These findings suggest that

the Prime intervention did not introduce additional cognitive burden on participants.

This aligns with the intervention’s design as a lightweight, awareness-raising tool that

required no procedural changes to participants’ workflows.

In contrast, for the Aequitas intervention, the Wilcoxon signed-rank test indicated

a statistically significant increase in mental demand (µC = 1.67, µA = 3, W = 21,

p = 0.02), physical demand (µC = 0.67, µA = 1.33, W = 10, p = 0.02), performance

(µC = 2.33, µA = 3.33, W = 10, p = 0.03), and e!ort (µC = 1, µA = 2.83, W = 15,

p = 0.02) in the treatment group compared to the control. However, no significant

di!erences were observed in temporal demand (µC = 1.17, µA = 1.67, W = 4.5,

p = 0.21) or frustration (µC = 0.67, µA = 0.67, W = 3, p = 0.5). These results

suggest that while Aequitas may enhance fairness-oriented decision-making, it also

imposes a higher cognitive load in specific areas. These results indicate that the

toolkit’s additional steps—such as configuring bias audits and interpreting fairness

metrics—required more cognitive engagement than the Control or Prime conditions.

We these findings partially support H5 and that Aequitas does increase cognitive

load.

Participants’ perceived experiences align with our findings on cognitive load. Par-

ticipants using Aequitas described a more involved and demanding experience. P7

noted, “This tool increases my ability of doing data science work but not a lot, but I

do think it almost mandatorily engaged myself on checking the fairness status,” in-

dicating increased e!ort and mental engagement. P1 echoed this, saying, “Without

Aequitas, I would feel reluctant to put so much e”ort to manually implement and

evaluate the fairness by my own.” These comments suggest that while Aequitas was

e!ective in promoting fairness, it did so by increasing the cognitive demands of the
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Session Mental Physical Temporal Performance E!ort Frustration

Prime 0.17 0.83 0.83 0 0.33 0.33
Aequitas 1.33* 0.33* 0.5 1* 1.83* 0

Table 6.3: Comparison of NASA-TLX cognitive load dimensions across intervention
conditions (Control vs. Prime vs. Aequitas) using Wilcoxon signed-rank tests. We
report the within-group average di!erence between control and treatment and indicate
significance as p-values < 0.05 with an asterisk*.

Hypothesis Description Statistical Result Conclusion

H1: Responsible Behaviors Both Prime and Aequitas interventions will promote responsible behaviors compared to Control, 
and Aequitas will outperform Prime.

Prime vs. Control:  p < 0.01
Aequitas vs. Control: p < 0.01 Supported

H2: COM-B Factors Both interventions will primarily influence the 'Motivation' factor within the COM-B framework.

Prime M > C: p = 0.016
Prime M > O: p = 0.079

Aequitas M > C: p = 0.078
Aequitas M > O: p = 0.078

Partially Supported

H3: Model Fairness Both interventions will improve fairness metrics, and Aequitas will outperform Prime. Prime vs. Control: p = 0.108
Aequitas vs. Control: p < 0.01 Partially Supported

H4: Model Performance Neither intervention will significantly affect model accuracy. Prime vs. Control: p = 0.58
Aequitas vs. Control: p = 0.17 Supported

H5: Cognitive Load Neither intervention will significantly increase cognitive load.
Prime: No significant differences

Aequitas: Significant increases in mental demand (p = 0.02), physical 
demand (p = 0.02), performance (p = 0.03), and effort (p = 0.02)

Partially Supported

Figure 6.4: An overview of the outcomes for the 5 hypotheses we proposed

task.

6.3.6 Summary of Results

We summarize the outcomes for the hypotheses in Figure 6.4. Our results demon-

strate that behavior change interventions can e!ectively promote responsible data

science practices, with technical tools like Aequitas showing stronger impacts on fair-

ness outcomes than motivational priming alone. However, this e!ectiveness comes

with a cognitive cost, as the more e!ective intervention (Aequitas) also imposed

higher cognitive demands. Importantly, we found that improving fairness did not

necessarily require sacrificing model performance. These findings suggest that in-

tervention designers should consider the balance between e!ectiveness and cognitive

burden, potentially exploring hybrid approaches that combine motivational elements
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with streamlined technical capabilities.

6.4 Discussion

Our findings provide valuable insights into the e”cacy of behavior change inter-

ventions (BCIs) in promoting responsible data science (RDS) practices. By eval-

uating Prime (motivational priming) and Aequitas (fairness toolkit), we identified

distinct ways in which these interventions influence fairness-oriented decision-making

and practitioner behavior. This section discusses the broader implications of these

findings, the trade-o!s involved, and directions for future research.

On the Role of Motivation: Our study highlights the role that motivation can

play in fostering responsible data science practices. The Prime intervention, which

framed fairness as a tangible and urgent issue, significantly influenced participants’

motivation to adopt responsible behaviors. Interestingly, three female participants

in the Prime group explicitly mentioned that they could relate to the disadvantaged

groups described in the task. P9 reflected: “I can totally relate to the situation [fe-

male applicants unfairly treated by loan approval models] as a female.” This suggests

that interventions leveraging lived experiences or empathy may be particularly ef-

fective in motivating ethical decision-making, especially when practitioners identify

with the a!ected groups. However, while motivational priming raised awareness, its

impact on fairness metrics (H3) was not statistically significant. This underscores

a key challenge: motivation alone may not su”ce to translate ethical intentions into

actionable outcomes without complementary tools or guidance.

Balancing Cognitive Load: The Aequitas intervention demonstrated superior

results in promoting responsible behaviors (H1) and improving fairness metrics (H3),

but it also introduced a higher cognitive load (H5). Participants reported increased



137

mental demand and e!ort when using the toolkit, as it required additional steps for

bias auditing and fairness corrections. For example, P1 remarked, “It [Aequitas] is

like a forcing function to let me revisit my model development to check and refine

my model deployment.” This trade-o! between e”cacy and usability suggests that

future fairness tools must prioritize intuitive design and workflow integration to reduce

cognitive burden. Techniques such as interactive visualizations or automated fairness

suggestions could mitigate these challenges while retaining the benefits of technical

tooling.

Weighing Costs and Benefits: Our results suggest that more demanding inter-

ventions like Aequitas may be warranted in high-stakes decision contexts (healthcare,

lending, criminal justice), when fairness outcomes significantly impact vulnerable

populations, or when organizational incentives explicitly value equitable practices.

The cognitive burden becomes more acceptable when practitioners personally con-

nect with fairness concerns—as demonstrated by participants who identified with

disadvantaged groups. However, this tradeo! may be optimized through strategic

application: employing high-e!ort interventions during critical development phases

while using lightweight approaches for routine workflows. Future intervention designs

could address this tension by automating repetitive fairness checks while preserving

meaningful human judgment for complex ethical decisions.

6.5 Future Work

Future research should extend beyond our current findings on intervention e”cacy

evaluation. Future work should explore longitudinal studies to assess the sustainabil-

ity of behavior change interventions outside controlled environments. Key questions

include: (1). How do workplace culture and time constraints a!ect the long-term

adoption of tools like Aequitas? (2). Can motivational priming remain e!ective when
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ethical considerations compete with other priorities, such as model performance or

deadlines? Additionally, investigating hybrid interventions—combining motivational

framing with lightweight, embedded tooling—could optimize both motivation and us-

ability. For example, integrating fairness alerts into existing data science platforms

(e.g., Jupyter notebooks) might reduce cognitive load while maintaining ethical en-

gagement. Lastly, expanding the scope of BCIs to include organizational incentives

(e.g., tying fairness metrics to performance evaluations) could address systemic bar-

riers identified in prior work[92].

Furthermore, an important consideration when interpreting our cognitive load

findings is the distinction between di!erent types of cognitive burden. The increased

mental demand and e!ort observed with Aequitas could stem from two separate

sources: (1) the inherent complexity of grappling with fairness concepts in data sci-

ence work, or (2) the specific interface and workflow demands of the Aequitas tool

itself. Cognitive load theory distinguishes between intrinsic cognitive load (essential

to the task), extraneous cognitive load (imposed by the instructional design), and

germane cognitive load (related to schema construction) [140]. Future work should

aim to disentangle these factors to determine whether the observed load increase

represents necessary engagement with fairness concepts (intrinsic/germane) or tool-

specific complexity that could be optimized (extraneous). Such distinctions would

help develop interventions that maximize meaningful cognitive engagement with fair-

ness while minimizing unnecessary workflow friction.

6.6 Limitations

Our study o!ers valuable insights into behavior change interventions for responsi-

ble data science, but several limitations should be acknowledged. First, we opted for

a 4 point likert scale for H2 (ranging from -2 to 2, without having an 0 as a neutral op-
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tion) which may have confused participants who perceived a neutral impact and thus

compromised the reliability of the COM-B factor measurement (H2). Furthermore,

To assess H5, cognitive load was measured using the NASA-TLX on a 7-point scale

(0 = low demand to 7 = high demand) rather than the standard 20-point scale. Due

to this non-standard scaling approach, we standardized responses before analysis and

focused on within-subjects comparative analysis rather than absolute values, which

allows for valid internal comparisons while potentially limiting direct comparison with

studies using the traditional scale. Second, our sample size of 12 data scientists, while

providing rich qualitative insights, limits the statistical power of our analysis. Future

work should scale these evaluations with larger, more diverse participant pools across

di!erent organizational contexts. Third, the controlled laboratory setting of our ex-

periment may not fully capture the complexities of real-world data science workflows,

where organizational priorities, time constraints, and collaborative dynamics influ-

ence decision-making. The ecological validity of our findings would be strengthened

through longitudinal field studies examining intervention adoption in authentic work-

place environments. Fourth, our evaluation focused on two specific datasets (German

Credit and Census Income) which may not represent the full spectrum of fairness

challenges encountered in practice. Di!erent domains and data types might intro-

duce unique considerations that our current interventions do not address. Finally, we

evaluated behavioral changes and outcome improvements in a single session, which

cannot capture the long-term sustainability of these e!ects. Future research should

examine whether the observed behavior changes persist over time and how they evolve

as practitioners gain familiarity with interventions like Aequitas.
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6.7 Summary

In this project, we addressed RQ3 (How e”ective are behavior change interven-

tions at improving responsible data science outcomes? ) by evaluating the e”cacy

of behavior change interventions for responsible data science through a user study

with 12 data scientists. Our findings demonstrate that both interventions (Prime

and Aequitas) increased responsible behaviors, with Aequitas significantly improv-

ing fairness metrics while maintaining model accuracy, though at the cost of higher

cognitive load. Prime e!ectively boosted motivation without additional cognitive

burden but showed limited impact on fairness outcomes. These results reveal a crit-

ical distinction between improving behaviors and improving outcomes in responsible

data science—while behavior changes are necessary precursors, they don’t guarantee

improved fairness metrics, suggesting future interventions should bridge this gap by

creating sustainable behavior changes that reliably produce responsible outcomes.
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Chapter 7

Discussion

This dissertation has explored the integration and application of behavior change

theories into responsible data science practices, addressing a critical gap in current

approaches to AI ethics and fairness. Based on this novel perspective, I share sev-

eral discussion points for advancing responsible data science by targeting the human

factors that drive the ethical decision-making and behaviors in AI development and

implementation.

7.1 The Complementary Nature of Technical and

Behavioral Approaches

This dissertation introduces a novel perspective on responsible data science by

highlighting the critical but often overlooked role of human behavior. While pre-

vious research has predominantly focused on technical solutions—such as algorithm

modifications and bias mitigation strategies—our work demonstrates that these ap-

proaches alone are insu”cient. By adapting established behavior change frameworks

from cognitive and clinical psychology, I have shown that responsible data science re-

quires addressing both technical systems and human behaviors. This complementary
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approach recognizes that even the most sophisticated algorithmic solutions remain

susceptible to human biases during their development and implementation. This in-

tegration of technical and behavioral approaches represents a significant advancement

in responsible data science research, suggesting that future work should continue to

address both dimensions rather than treating them as separate domains.

Future research could further explore the dynamic interplay between technical

solutions and human factors (as introduced in section 3.1), recognizing that these

elements function as an integrated sociotechnical system rather than isolated compo-

nents. While this dissertation has separated these aspects for conceptual clarity, prac-

tical implementations must account for their inherent interdependence. Promising

research directions include developing feedback mechanisms where technical systems

adapt to observed human behavioral patterns, as well as investigating how technical

design choices influence practitioner behavior and decision-making processes.

7.2 Theoretical Translation Across Disciplines as

a Methodological Innovation

A significant contribution of this dissertation is the methodological innovation of

translating theoretical frameworks across seemingly disparate disciplines. By apply-

ing behavior change theories from cognitive and clinical psychology to data science

practices, I have demonstrated the value of cross-disciplinary theoretical adaptation.

This translation required careful consideration of contextual di!erences and domain-

specific challenges, yet yielded valuable insights that would have been di”cult to

achieve within the confines of traditional data science research. This methodologi-

cal approach has broader implications for responsible technology research, suggesting

that similar translations might prove valuable for addressing ethical challenges in ad-

jacent fields such as software engineering, artificial intelligence, and human-computer
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interaction. Future work should continue to explore such cross-disciplinary theoret-

ical translations as a means of developing novel solutions to complex sociotechnical

problems.

7.3 Bridging Theory and Practice in Responsible

Data Science

The 5W1H design space represents a crucial bridge between theoretical frameworks

and practical implementation of responsible data science. While behavior change the-

ories provide valuable conceptual foundations (as discussed in chapter 3), translat-

ing these theories into actionable interventions requires structured guidance that is

domain-specific. Our interrogative framework demonstrates how established psycho-

logical theories can be operationalized within data science workflows by prompting

designers to consider the full contextual dimensions of an intervention. This transla-

tion process highlights the importance of interdisciplinary approaches to responsible

data science—combining knowledge from psychology, human-computer interaction,

and data science to create e!ective solutions. Future work should continue to ex-

plore this translation process, potentially incorporating emerging theories from re-

lated fields like decision science and organizational behavior to further enrich the

design space.

7.4 Balancing Individual and Systemic Approaches

to Change

The development of our design space reveals a fundamental tension in responsible

data science interventions: the balance between targeting individual behavior change

and addressing broader systemic factors. While our framework primarily focuses on
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interventions at the individual practitioner level, the interrogative structure (par-

ticularly through the ”Who” and ”Why” dimensions) acknowledges the importance

of organizational and societal contexts. This tension echoes the broader conceptual

framework introduced in chapter 3, which positions responsible data science at the

intersection of human factors and technical systems. As the field matures, interven-

tion designers must increasingly consider multi-level approaches that simultaneously

address individual behaviors, team dynamics, organizational policies, and industry

standards. Our design space provides a starting point for this integrated approach,

but future work should explore how to e!ectively coordinate interventions across these

di!erent levels to create sustainable change in responsible data science practices.

7.5 The Role of Visualization in Promoting Re-

sponsible Practices

Our work with PreFair demonstrates the significant potential of visualization tools

as behavior change interventions in responsible data science. By making the com-

plex relationships between pre-processing choices and fairness outcomes visible and

explorable, PreFair transforms abstract fairness concerns into concrete, actionable

insights. This approach addresses a critical gap in existing responsible data science

practices: the di”culty practitioners face in understanding the downstream conse-

quences of their decisions. The visual presentation of fairness trade-o!s shifts this

cognitive burden from mental modeling to direct perception, potentially reducing the

barriers to responsible practice. This finding suggests that future behavior change

interventions could leverage visualization techniques to make ethical considerations

more accessible and actionable throughout the data science workflow. Rather than

treating ethics as separate from technical practice, tools like PreFair demonstrate how

ethical considerations can be seamlessly integrated into practitioners’ decision-making
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processes, potentially leading to more consistent application of responsible practices.

Future research could investigate interactive visual tools that illustrate how di!erent

choices among the entire data science stages could a!ect multiple ethical dimensions

simultaneously, enabling practitioners to navigate complex multi-dimensional ethical

spaces more e!ectively.

7.6 Intervention Design Should Balance Technical

Capability with Workflow Integration

The development of PreFair revealed a crucial tension in behavior change inter-

vention design: the balance between technical sophistication and workflow integra-

tion. While PreFair successfully provided powerful capabilities for fairness analysis,

its e!ectiveness was limited by challenges in integrating with existing data science

workflows. This highlights a fundamental principle for intervention design: tools

should not only provide technical capabilities for responsible practice but should also

align with practitioners’ established work patterns to achieve adoption and impact.

Our experience suggests that e!ective interventions should be designed with a deep

understanding of practitioners’ existing workflows, constraints, and priorities. This

finding expands our understanding of the ”opportunity” component in our behavior

change framework, emphasizing that interventions must create favorable conditions

for adoption within existing professional contexts. Future work should prioritize user-

centered design approaches that incorporate workflow analysis as a foundational step

in intervention development, ensuring that tools for responsible data science enhance

rather than disrupt practitioners’ ability to accomplish their primary goals.
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7.7 The Tension Between Intervention E”cacy and

Cognitive Load

This research revealed a fundamental tension in responsible data science interven-

tions: tools that produce the strongest fairness improvements may also impose the

highest cognitive demands. The Aequitas intervention significantly enhanced fairness

metrics and prompted more responsible behaviors, but at the cost of increased men-

tal demand, physical demand, and e!ort. This tension highlights a critical design

challenge for the field—creating interventions that e!ectively guide responsible prac-

tice without overwhelming practitioners’ cognitive resources. Our findings suggest

that optimal intervention design may involve strategic deployment: using compre-

hensive tools like Aequitas at critical decision points while employing lightweight

approaches for day-to-day work. Furthermore, the acceptability of cognitive load

appears context-dependent, influenced by factors such as the stakes of algorithmic

decisions, organizational priorities, and practitioners’ personal connection to fairness

concerns. To the end of maximizing the interventions’ e”cacy while maintaining the

cognitive load it brings to the users, future research should investigate how intel-

ligent assistance and adaptive interfaces might dynamically manage cognitive load

while maintaining intervention e!ectiveness. Beyond this potential research direc-

tion that seek to balance the intervention e”cacy and cognitive load, studies should

explore the relationship between cognitive load and intervention sustainability, ex-

amining whether high-demand tools lead to abandonment or workarounds over time,

and identifying thresholds of acceptable cognitive burden across di!erent practitioner

contexts and experience levels.
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7.8 Bridging the Gap Between Behavioral Change

and Outcome Improvement

My thesis reveals an important distinction between promoting responsible be-

haviors and improving fairness outcomes. While I observed significant increases in

responsible behaviors with both interventions, these behavioral changes translated

unevenly to fairness improvements. This disconnect challenges a key assumption in

responsible data science: that following responsible practices automatically ensures

fair outcomes. Future research should investigate this relationship more deeply by

(1) identifying which specific behaviors most reliably predict improved fairness met-

rics; (2) developing interventions that strategically target these high-impact behaviors

rather than broadly promoting all responsible practices; and (3) creating evaluation

frameworks that more comprehensively track both the adoption of behaviors, ultimate

model fairness changes and building connections between these behaviors with their

downstream e!ects on model fairness. Understanding this behavior-outcome relation-

ship could enable more e”cient interventions that maximize fairness improvements

while minimizing the cognitive burden placed on practitioners.
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Chapter 8

Conclusions

In summary, this dissertation addressed three key research questions that collec-

tively advance responsible data science through behavioral interventions. In response

to RQ1 (How can I utilize behavior change theories to inform a novel framework for

responsible data science using the lens of behavior change interventions? ), I devel-

oped a comprehensive theoretical framework that adapts established behavior change

theories to the data science context, demonstrating how capability, opportunity, and

motivation factors collectively influence responsible practices. I found that behavior

change theories can inform responsible data science by providing a structured frame-

work that addresses capability, opportunity, and motivation as essential components

for transforming technical knowledge into responsible practice.

In response to RQ2 (How can I sca”old the design and development of behavior

change interventions for responsible data science? ), I synthesized a design space for

behavior change interventions that provides structured guidance for intervention de-

signers, highlighting key variables for consideration across behavioral and implemen-

tation dimensions. I found that e!ective sca!olding for behavior change interventions

in responsible data science requires a comprehensive design space that accounts for

factors like temporal dimensions, intervention mechanisms, and integration points
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within existing data science workflows.

Finally, addressing RQ3 (How e”ective are behavior change interventions at im-

proving responsible data science outcomes? ), my work with PreFair and subsequent

intervention e”cacy evaluation studies revealed that e!ective behavior change inter-

ventions should balance concrete ethical metrics with seamless workflow integration,

while comprehensive evaluation measurements are essential for measuring interven-

tion e”cacy across both behaviors and outcomes. I found that behavior change in-

terventions are most e!ective when they combine concrete metrics that make ethical

considerations visible with seamless workflow integration, while requiring structured

evaluation frameworks to measure their impact on data scientists’ decision-making

processes. These contributions collectively advance the state-of-the-art in promoting

responsible data science through behavior change interventions.
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