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Abstract

Development of Analytic Energy Gradients for the Driven Similarity
Renormalization Group Second-Order Perturbation Theory

By Shuhe Wang

We develop the theory and efficient implementations of ana-
lytic energy gradients for the driven similarity renormalization
group second-order perturbation theory (DSRG-PT2). Three
DSRG formalisms are considered: single-reference (SR) DSRG-
PT2, multireference (MR) DSRG-PT2, and density-fitted (DF)
DSRG-MRPT2. The Z-vector equation approach and the
method of Lagrange multipliers are utilized for the theory devel-
opment. The analytic gradients possess high accuracy and im-
munity to the intruder state problem. Within DSRG-SRPT2,
we demonstrate that the exponentially regularized DSRG pa-
rameters do not introduce intractable difficulties in the gradi-
ent derivation. The analytic gradients possess an asymptotic
scaling same as that of the second-order Møller–Plesset pertur-
bation theory (MP2), and are applied to geometry optimiza-
tions for small systems, such as water. For DSRG-MRPT2, we
apply the gradients to investigate the singlet and triplet state
p-benzyne. The resulting equilibrium structures are similar to
those computed via other MRPT2s and Mukherjee’s multiref-
erence coupled cluster theory. We also conduct pilot DSRG-
MRPT2 benchmark studies, investigating the adiabatic singlet-
triplet gap as a function of the DSRG flow parameter. An ap-
proximate DSRG-MRPT2 regime that neglects the three-body
density cumulant contributions is further proposed and tested.
The high accuracy achieved in associated results indicates that
this pruned DSRG formalism could serve as a promising alter-
native for systems using large active spaces. Within DF-DSRG-
MRPT2, we factorize the four-index integrals with density fit-
ting, circumventing the expensive integral backtransformation
process. The implemented DF gradients show decent accuracy
and provide remarkable computational speedup. Overall, the
DF gradient theory leverages the applicability of DSRG-MRPT2
for large strongly correlated systems.
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1

Chapter 1 Introduction

1.1 Electronic Structure Theory

In quantum chemistry, electronic structure theories are developed so that the elec-

tronic motion in atomic or molecular systems could be accurately described, using

physics, chemistry, and mathematical techniques. To explain chemical properties and

guide experiments, a major goal of electronic structure theories is to be highly pre-

dictive. Although various theories could fulfill the requirement of high accuracy by

yielding exact solutions, such as the full configuration interaction method,1 the ex-

ponentially growing cost with respect to the system size inherent to those approaches

limits their applications to small systems. To address this computational bottleneck,

a tradeoff solution is to incorporate a set of manageable approximations into exact

or near-exact theories.

We first introduce the nonrelativistic time-independent Schrödinger equation.2

This corresponds to the eigenvalue problem,

Ĥ |Ψi〉 = Ei |Ψi〉 (1.1)

where Ĥ is the Hamiltonian operator, Ψi is the electronic wave function and Ei is the

energy of the state i. The many-body wave function Ψ must be antisymmetric under

exchange of any two electrons, according to the Pauli exclusion principle,

Ψ(x1, · · · , xi, · · · , xj, · · · , xn) = −Ψ(x1, · · · , xj, · · · , xi, · · · , xn) (1.2)

We further apply the well-known Born-Oppenheimer approximation, which assumes

that the wave function of electrons and nuclei could be separated because the nuclei

are much heavier than electrons.3 Therefore, the electronic Hamiltonian operator
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could be simplified to,

Ĥ = −1

2

n∑
i

∇2
i −

n∑
i

N∑
I

ZI
rI,i

+
n∑
i<j

1

ri,j
(1.3)

where indices i and I label electrons and nuclei, respectively, ∇ is the Laplace oper-

ator, Z is the nuclear charge and r is the distance between two particles. In brief,

the first term represents the electronic kinetic energy, the second term describes the

electron-nuclei attraction, and the last term is the electron-electron repulsion. The

electron-electron repulsion term indicates that a wave function incorporating up to n-

body correlations may be necessary for a system of n electrons. Therefore, obtaining

the exact solution to the Schrödinger equation [Eq. (1.1)] for real molecular systems

is intractable. It is worth mentioning that in second quantization, the Hamiltonian

operator Ĥ is written as,

Ĥ =
∑
pq

hqpâ
†
pâq +

1

4

∑
pqrs

vrspqâ
†
pâ
†
qâsâr (1.4)

where hqp = 〈φp|ĥ|φq〉 represents the one-electron integral, and vrspq = 〈φpφq|φrφs〉 −

〈φpφq|φsφr〉 is the antisymmetrized two-electron counterpart. The second quantiza-

tion formalism will be discussed later.

1.1.1 One- and Many-Electron Orbital Basis

First, we briefly review the concept of molecular orbitals (MOs). A MO φp(r) is

a linear combination of nonorthogonal atomic orbitals (AOs) φµ(r),

φp(r) =
AO∑
µ

φµ(r)Cµp (1.5)

where r are the spatial coordinates, and Cµp are components of a MO coefficient ma-

trix obtained by an orbital-optimization procedure. As a convention, we distinguish

the general MO indices from the AO indices using individual labels as p, q, r, s, and

Geek letters µ, ν, ρ, τ , respectively.
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A molecular spin orbital (MSO) is the product of a MO φ(r) and a spin function

σ(ω), with ω for spin coordinates.

ψp(r, ω) = φp(r)σp(ω) (1.6)

Unlike AOs, orthonormality is assumed for MSOs, yielding an identity MSO overlap

matrix S,

Sqp = 〈ψp|ψq〉 = δqp (1.7)

where δ is the Kronecker delta.

A many-body basis for an N -electron system is the set of all possible Slater de-

terminants,

Φ(x1, x2, · · · , xN) =
1√
N !

∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · · ψN(x1)
ψ1(x2) ψ2(x2) · · · ψN(x2)

...
...

. . .
...

ψ1(xN) ψ2(xN) · · · ψN(xN)

∣∣∣∣∣∣∣∣∣ (1.8)

The coefficient (N !)−1/2 is a normalization factor considering all possible particle per-

mutations. The rows and columns of a Slater determinant are labeled by electrons

and spin orbitals, respectively. Interchanging coordinates x of two electrons corre-

sponds to swapping two rows of the determinant and results in a change of sign,

which satisfies the antisymmetry principle. For convenience, a short-hand notation

with only diagonal components is often used,

Φ(x1, x2, · · · , xN) = |ψ1, ψ2, · · · , ψN〉 (1.9)

In full configuration interaction (FCI), the wave function ΨFCI is expressed as a linear

combination of multiple Slater determinants ΦI with associated CI coefficients cI ,

ΨFCI =
∑
I

cIΦI (1.10)

This approach considers all possible configurations within the space spanned by a

specific orbital basis, and provides exact solutions to the Schrödinger equation.1,4,5

Unfortunately, FCI is only applicable to the smallest systems due to its high compu-

tational cost.6
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1.1.2 Second Quantization

Second quantization is a formalism to represent the many-body configurations in

a more succinct way.2,7,8 Herein, we briefly review the essential terminology of second

quantization for fermions.

The Fermi vacuum state, noted as |−〉, is introduced as a state containing no

particles. We then define a creation operator â†µ and an annihilation operator âµ,

which respectively creates or annihilates a particle in the spin orbital |φµ〉. Applying

these operators to a single particle state would modify the occupation status in such

a way,

â†µ |−〉 = |φµ〉 (1.11)

âµ |φµ〉 = |−〉 (1.12)

â†µ |φµ〉 = 0 (1.13)

âµ |−〉 = 0 (1.14)

The last two equations indicate that creating fermions in an occupied state or an-

nihilating a particle from a vacuum state is physically prohibited. Furthermore, we

enforce that the pairwise permutations of operators introduce changes of sign of the

resulting determinant,

â†µâ
†
ν |−〉 = |φµφν〉 = − |φνφµ〉 = −â†ν â†µ |−〉 (1.15)

Therefore, two creation operators or two annihilation operators satisfy the following

anticommutation relation,

{â†µ, â†ν} = â†µâ
†
ν + â†ν â

†
µ = 0 (1.16)

{âµ, âν} = 0 (1.17)

It could be verified that a creation operator and an annihilation operator obey the

anticommutation relation, consistent with the antisymmetric character of the wave
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function,

{âµ, â†ν} = δµν (1.18)

where δ is the Kronecker delta, that only equals 1 when µ equals ν and equals 0 for

all other cases.

In terms of these second-quantized operators, a Slater determinant may be written

as a set of creation operators applied to a vacuum state,

â†µâ
†
ν · · · â†σ |−〉 = |φµφν · · ·φσ〉 (1.19)

1.1.3 Multireference Methods

Although the Hartree-Fock (HF) method is of low cost and easy to implement,9–11

it might not be an appropriate choice if high accuracy is entailed. The HF theory

intrinsically omits explicit electron-electron interactions, also named electron correla-

tion, making the electronic description significantly deviate from the actual systems

where the mean-field approximation breaks down.12,13 A plethora of post-HF theo-

ries were proposed to improve the HF performance by recovering correlation energy

contributions ∆E,

∆E = Etrue − EHF (1.20)

Some prominent examples of such wave-function-based theories are Møller-Plesset

perturbation theory (MP),14–17 configuration interaction theory (CI),4,18,19 and coupled-

cluster theory (CC).20–22 Typically, these post-HF approaches yield more accurate

results than HF, though at the cost of much higher computational complexity.

However, these methods assume a single reference configuration, and provide a

qualitatively wrong description for systems in which strong correlation exists.23,24

Examples of strongly-correlated systems are bond dissociation, diradicals, transition

metal complexes, and electronically excited states.13,25–27 An example of such failure

could be ascribed to the orbital degeneracies or quasi-degeneracies among the highest
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occupied molecular orbitals (HOMO) and the lowest unoccupied molecular orbitals

(LUMO).

A prominent multireference approach is the multi-configuration self-consistent

field (MCSCF) method.28–30 A MCSCF wave function Ψ0 is a linear combination

of Slater determinants (ΦI),

|Ψ0〉 =

M0∑
I

cI |ΦI〉 (1.21)

The CI coefficients cI and the MO coefficients vary, and they are simultaneously

optimized to approximate a wave function that satisfies the variational principle.

Since incorporating all determinants is computationally intractable, restrictions on

the orbital occupations are imposed. The orbitals with variable occupation are called

active. The remaining MOs are classified as core or virtual if they are doubly occupied

or completely unoccupied, respectively [Fig. 1.1]. Subsequently, only determinants

that differ within the active space are used to formulate the reference wave function.

Such approximate MCSCF method with active orbital partitioning is called complete

active space self-consistent field (CASSCF).31,32

Figure 1.1: Orbital partitioning in CASSCF.

The CASSCF energy could be written in terms of the 1- and 2-particle reduced

density matrices γ, the one-electron integral h, and the antisymmetrized ERIs v,

E =
C∑
m

hmm +
1

2

C∑
mn

vmnmn +
A∑
uv

(
huv +

C∑
m

vumvm

)
γuv +

1

4

A∑
uvxy

vxyuvγ
uv
xy (1.22)
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Note that the n-particle reduced density matrices (n-pRDMs) are defined as the

expectation value of a product of second-quantized operators with respect to the

CASSCF wave function,

γkl···ij··· = 〈Ψ0| â†kâ
†
l · · ·︸ ︷︷ ︸

n operators

· · · âj âi︸ ︷︷ ︸
n operators

|Ψ0〉 (1.23)

In CASSCF, dynamic correlations ascribed to determinants outside the active

space are neglected. There has been various multireference approaches developed

to incorporate such dynamic correlations, such as complete active space perturba-

tion theory to the n-th order (CASPTn),33–36 n-electron valence state perturba-

tion theory,37–39 multireference CI (MRCI),40–42 and multireference coupled cluster

(MRCC).13,26 The details of these methods are beyond the scope of this thesis since

they are overly comprehensive. Generally, these MR theories could yield reliable

results for strongly correlated systems, though at the cost of high computational

complexity.42,43

1.2 Driven Similarity Renormalization Group

1.2.1 Methodology

Multireference electronic structure theories have gained great success in accurately

evaluating near-degenerate electronic states, by simultaneously capturing static and

dynamic correlations with multideterminantal wave functions and associated per-

turbation theories. However, besides the extremely high cost, many multireference

approaches suffer from the infamous intruder state problem. The intruder states may

be introduced when near-degenerate determinants exist within the reference space

and its orthogonal complements, causing small energy denominators.44–46 This is-

sue is often reflected in potential energy surfaces with unwanted discontinuities [see

Fig. 1.2].47

One common treatment to address this issue is applying parametrized level shifts
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to the diagonal components of the zeroth-order one-body Hamiltonian matrix.48,49

Nevertheless, the empirical level shifts may affect spectroscopic constants and cause

to predict the wrong ordering of states.44,50 Another well-known solution assumes

a Dyall’s regularized zeroth-order Hamiltonian with bielectronic terms, as done in

NEVPT2.37,38 Unfortunately, in this case, intruders may be reintroduced if approxi-

mations are applied to three- and four-body density cumulants.51
En

er
gy

 / 
E h

−100.00

−100.04

−100.08

−100.12

−100.16

−100.20

−100.24

MR-MBPT2

FCI
DSRG-MRPT2

13

9

5

7

11

∆E
 / 

m
E h

rH-F / �
2.0 2.5 3.01.51.0

DSRG-MRPT2 (λ3 = 0)

pc-NEVPT2
Mk-MRPT2

CASPT2

DSRG-MRPT2

15Figure 1.2: Potential energy curves for the X 1Σ+ state of HF computed using various
methods and the cc-pVDZ basis set. All multireference perturbation theories employed a
CASSCF(2,2) reference. The fluorine 1s orbital was excluded from the correlation treat-
ment. DSRG-MRPT2 employed a flow parameter of s = 0.5 E−2

h , and the MR-MBPT2
curve is identical to the curve of DSRG-MRPT2(s→∞).47

Our group recently developed the multireference driven similarity renormalization

group (MR-DSRG), an alternative MR formalism that is immune to the intruder

state problem.47,52–54 The DSRG was originally motivated by the SRG formalism in

quantum field theory and condensed matter physics, proposed by G lazek, Wilson, and

Wegner.55–57 Similar to SRG, within DSRG, the bare Hamiltonian (Ĥ) is continuously

transformed into an effective Hamiltonian [H̄(s)] with a set of parametrized unitary

operators [Û(s)],

H̄(s) = Û †(s)ĤÛ(s) (1.24)

where s ∈ [0,+∞) is defined as the DSRG flow parameter. The meaning of s will be

discussed later when we review the multireference DSRG second-order perturbation

theory (DSRG-MRPT2).47 In general, such a flow parameter affects the Hamiltonian
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in the following way (shown in Fig. 1.3): (1) when s equals 0, the unitary operator

[Û(0)] acts like an identity operator, thus the DSRG effective Hamiltonian is identical

to the bare Hamiltonian; (2) as s increases, the transformation gradually decouples the

reference state from its excited configurations; (3) in the limit that s reaches infinity,

the unitary transformation is postulated to completely decouple the reference from

excited determinants outside the active space, that is, the effective Hamiltonian is

fully block-diagonalized. Conclusively, the transformed Hamiltonian incorporates the

correlation contribution from those decoupled excited configurations and could be

diagonalized to yield wave functions of both ground and excited states.

(b) Renormalized Hamiltonian(a) Bare Hamiltonian

Flow parameter

Figure 1.3: Example of the evolution of the two-body components of the transformed
Hamiltonian [H̄rs

pq (s)] as a function of the flow parameter s in the single-reference driven
similarity renormalization group. H̄rs

pq (s) is represented as a plot of the matrix M[pq],[rs](s) =
H̄rs
pq (s) where [pq] and [rs] are composite indices. The composite indices are divided into

three sets: occupied-occupied ([ij]), occupied-virtual ([ia]), and virtual-virtual ([ab]), and
the matrix plot shows nine distinct blocks that originate from various combinations of
composite indices. For increasing values of s, the DSRG achieves an increasing decoupling
of the block corresponding to H̄ ij

ab(s) = 〈Φab
ij | H̄(s) |Φ〉, which is responsible for the coupling

of the reference (Φ) to doubly excited determinants (Φab
ij ). Taken from Ref. 47.

Unlike the SRG routine in which the transformation is realized by solving a set of

ordinary differential equations (ODEs), the DSRG formalism consists of a set of non-

linear equations. Specifically, the DSRG unitary operator is expressed in exponential

form, similar to the unitary coupled cluster (uCC) ansatz,58

Û(s) = eÂ(s) (1.25)

where Â(s) is an anti-Hermitian operator. The operator Â(s) is a sum of k-body



10

operators truncated at rank n,

Â(s) =
n∑
k=1

Âk(s) =
n∑
k=1

[
T̂k(s)− T̂ †k (s)

]
(1.26)

where the operator T̂k(s) and its Hermitian conjugate T̂ †k (s) correspond to excitation

and de-excitation operators, respectively. The k-body DSRG cluster amplitudes are

defined as,

T̂k(s) =
1

(k!)2

H∑
ij···

P∑
ab···

tij···ab···(s)
{
âab···ij···

}
(1.27)

where {· · · } represents a series of normal-ordered creation and annihilation operators.

It is worth mentioning that the cluster amplitudes (tij···ab···) are antisymmetrized, in

other words, any single permutation between either two upper or lower indices will

introduce a minus sign. Nevertheless, the permutation between an upper and a

lower index is generally prohibited. Another important point is that all internal

excitations or de-excitations are assumed to be excluded, implying that if all indices

of an amplitude belong to active orbitals, then the amplitude is zero. Specifically,

txy···uv··· = 0,∀u, v, x, y, · · · ∈ A. To fulfill the DSRG many-body conditions, we normally

truncate Â(s) rank to n = 2, considering only one- and two-body operators. Once

these s-dependent operators are solved for, the electronic energy could be expressed

as the expectation value of the effective DSRG Hamiltonian,

E(s) = 〈Φ|H̄(s)|Φ〉 = 〈Φ|e−Â(s)ĤeÂ(s)|Φ〉 (1.28)

We would like to clarify that this energy is only evaluated at a specific value of s

without numerical integration as done in SRG.

1.2.2 DSRG-MRPT2

Among developed MR-DSRG approaches, DSRG-MRPT2 offers the best com-

promise between cost and accuracy. This method could yield PESs of comparable

accuracy to other MRPT2 theories, and meanwhile circumvent the use of four-body

reduced density matrices (4-RDMs) of the CASCI wave function, that are required in
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CASPT2 and NEVPT2. Furthermore, DSRG-MRPT2 is applicable to large systems

with more than two thousand basis functions and large active spaces, if appropriate

integral-factorized techniques and CASCI approximations are applied.59,60

In DSRG-MRPT2, the zeroth-order Hamiltonian is chosen to be a diagonal normal-

ordered Fock operator. The electronic energy can then be partitioned into a reference

energy E0 and a second-order correction term E(2)(s),

E(s) = E0 + E(2)(s) (1.29)

In our study, a CASSCF reference wave function is used, thus E0 is the CASSCF

energy [Eq. (1.22)]. The second-order contribution is evaluated in terms of a full

contraction with first-order quantities,

E(2)(s) = 〈Ψ0|[H̃(1)(s), T̂ (1)(s)]|Ψ0〉 (1.30)

where H̃(1)(s) is a first-order effective Hamiltonian [Eq. (1.31)] and T̂ (1)(s) is a first-

order cluster operator [Eq. (1.32)], both expressed in terms of first-order DSRG modi-

fied integrals [h̃
a,(1)
i (s), ṽ

ab,(1)
ij (s)] and first-order DSRG cluster amplitudes [t

i,(1)
a (s), t

ij,(1)
ab (s)],

H̃(1)(s) =
H∑
i

P∑
a

h̃
a,(1)
i (s){âia}+

1

4

H∑
ij

P∑
ab

ṽ
ab,(1)
ij (s){âijab} (1.31)

T̂ (1)(s) =
H∑
i

P∑
a

ti,(1)
a (s){âai }+

1

4

H∑
ij

P∑
ab

t
ij,(1)
ab (s){âabij } (1.32)

The superscript “(1)” stands for ”first-order” and the label “(s)” indicates that a

parameter is s-dependent. In the following text these are omitted for simplicity. The

quantities that enter into the DSRG-MRPT2 equations are then:

tia =
(
f ia + ∆x

ut
iu
axγ

x
u

)
Rs(∆

i
a) (1.33)

tijab = vabijRs(∆
ij
ab) (1.34)

h̃ai = fai Ps(∆i
a) + ∆x

ut
iu
axγ

x
u

[
Ps(∆i

a)− 1
]

(1.35)

ṽabij = vabij Ps(∆
ij
ab) (1.36)
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where we define the auxiliary functions R = (1 − e−s∆
2
)/∆ and P = 1 + e−s∆

2
.

Recalling the discussions on the flow parameter s, we note that: (1) Both R and P

are not numerically divergent given near-zero Møller–Plesset denominators, indicating

that the DSRG energy is immune to intruder states regardless of the s value; (2)

Although arbitrary values of s will not cause numerical issues, a large value of s must

be avoided. It could be mathematically verified that R has a maximum value around

0.6382
√
s, and intruder states might be reintroduced when using a large s value. Our

previous study has shown that values of s around 1 E−2
h recovers a sufficient amount

of dynamic correlation without overestimation.47

In brief, we summarize expressions for the reference energy E0 and the second-

order correlation energy E(2)(s) in Table 1.1 , where λ denotes the n−body density

Table 1.1: DSRG-MRPT2 energy expressions.

Term Energy Expression

E0 f qpγ
p
q − 1

2
vrspqγ

p
rγ

q
s + 1

4
vrspqλ

pq
rs

+h̃bjt
i
aγ

j
i γ

a
b + 1

4
ṽcdkl t

ij
abγ

k
i γ

l
jη
a
c η

b
d + 1

4

(
ṽuviz t

iw
xy + ṽwaxy t

uv
az

)
λxyzuvw

E(2) +1
2

(
ṽevxyt

u
e − ṽuvmytmx + h̃ext

uv
ey − h̃vmtumxy

)
λxyuv

+1
8

(
ṽcdxyt

uv
abη

a
c η

b
d + ṽuvkl t

ij
xyγ

k
i γ

l
j + 8ṽvbjxt

iu
ayγ

j
i η

a
b

)
λxyuv

cumulant written in terms of m−pRDMs [Eq. (1.23)] (m ∈ {1, 2, · · · , n}),61,62

λxyuv = γxyuv − γxuγyv + γxvγ
y
u (1.37)

λxyzuvw = γxyzuvw −
∑
π

(−1)N (π)γxuλ
yz
vw − det(γxuγ

y
vγ

z
w) (1.38)

In Eq. (1.38), det(·) represents a sum of all upper or lower index permutations asso-

ciated with individual sign factor (1 or -1) based on the parity of permutations, and∑
π(−1)N (π) represents a sum over all permutations of the upper and lower indices

with a sign factor determined by the number of inversions in π [N (π)].
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1.3 Analytic Gradient Theory

In the previous sections, we reviewed basic concepts and prominent examples of

electronic structure theories. Aside from electronic energy, there are other important

physical quantities often substantially overlooked, which also help quantum chemists

understand or predict chemical phenomena.

Herein, we discuss the gradient, defined as the vector of first-order energy deriva-

tives with respect to nuclear displacements,

−→g = ∇E =
n∑
i=1

∂E

∂xi

−→e i (1.39)

where the nabla symbol ∇ denotes the vector differential operator, and −→e i is a nor-

malized vector in a n dimensional space. Since −→g is the force acting on the nuclei, the

gradient plays an important role in first-principle geometry optimizations and molec-

ular dynamics simulations.63–65 The gradient could further be used to evaluate the

Hessian, the matrix of second-order energy derivatives, which allows one to evaluate

spectroscopic properties, including vibrational frequencies and IR intensities.66,67

One straightforward way to obtain gradients is to use the so-called finite-difference

approximation (FD). For example, a five-point stencil technique involves evaluating

the following expression,

gx ≈
−E(x+ 2∆x) + 8E(x+ ∆x)− 8E(x−∆x) + E(x− 2∆x)

12∆x
(1.40)

where E is the electronic energy computed at discrete grid points, and ∆x denotes

the displacement. The error is of order (∆x)4, thus reliable gradient estimations

could be obtained for small displacements (e.g. ∆x = 0.005Å). Nevertheless, the

required number of single-point energy computations increases linearly with system

size, making FD methods impractical for large molecules. Another practical issue

is making sure that FD computations all converge to the same electronic states,

especially when geometric displacements lower the molecular symmetry.68,69
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To effective address these bottlenecks, computing analytic gradients from reliable

wave functions has been a preoccupation in quantum chemistry for decades.70 In con-

trast to FD, the computational cost of the analytic routine scales with system size

as an energy computation and circumvents the evaluation of energies at distorted

structures. For example, for the DSRG-MRPT2 approach, an analytic gradient com-

putation on the pentacene molecule is about 70 times faster than a FD one [see chap-

ter 4]. The analytic derivative theory is based on the Hellmann-Feyman theorem,71

which states that for an exact eigenstate or a variational wave function, the energy

derivative with respect to a perturbative parameter λ is given by the derivatives of

the Hamiltonian with respect to λ,

dEλ
dλ

= 〈ψλ|
dĤλ

dλ
|ψλ〉 (1.41)

Due to the fact that for many electronic structure theories the energy implicitly

depends on the MO coefficients [Eq. (1.5)] and CI coefficients [Eq. (1.10)], the analytic

gradient can be solved from a series of reference-dependent coupled-perturbed (CP)

equations, such as the CP-SCF and CP-CASSCF equations.72,73 Specifically, the CP

equations assume that the perturbed MOs are expanded in the unperturbed basis,

|i〉 →
∑
j

|j〉U r
ji (1.42)

where U denotes coupled-perturbed coefficients. This theoretical approach is appli-

cable to any methods whose orbitals are formulated from SCF or MCSCF reference

computations. Despite its generality and effectiveness, the CP formalism is limited to

small systems. For a molecule with N atoms, there are 3N CP equations, showing

a computational complexity similar to FD gradients. An alternative, the Z-vector

approach, proposed by Handy and Schaefer, reduces the 3N CP equations to a single

response equation independent of nuclear displacements, whose solution is sufficient

to compute analytic energy derivatives of all nuclei.74,75 As discussed by Helgaker and

Jørgensen, methods that incorporate redundant or non-variational parameters require



15

a more general treatment based on Lagrange multipliers.70 For example, the MO and

CI coefficients used in the unrelaxed DSRG-MRPT2 are determined by the CASSCF

and CASCI stationary conditions, but they are not variationally optimized. There

are also redundant parameters in DSRG-MRPT2, such as modified n-body integrals

and cluster amplitudes, which could be expressed in terms of other quantities.47 The

general method of Lagrange multipliers forms the Lagrangian function L,

L(x;λ1, · · · , λn) = E(x) +
n∑
i=1

λifi(x) (1.43)

where fi denotes a Lagrangian constraint, and λi is its associated Lagrange multiplier.

Unfortunately, although these schemes and associated equations are well estab-

lished, developing the analytic energy gradients for MR theories is still challenging. It

requires extensive mathematical derivations and comprehensive software implemen-

tations. To the best of our knowledge, the first MRPT2 gradient theory was done by

Nakano et al. on the analytic gradients of multi-configurational quasi-degenerate per-

turbation theory (MC-QDPT).76,77 Recently, the gradient theory for extended MC-

QDPT (XMC-QDPT) was implemented to optimize conical intersections of a retinal

model chromophore.78–80 Subsequently, analytic derivatives and its excited-state ex-

tensions were extended by Werner and coworkers to partially internally contracted

CASPT2, and by Hoffmann’s generalized Van Vleck perturbation theory.81–83 The

gradients for fully contracted CASPT2 were implemented two decades after the debut

of the original theory, using automatic code generations by Shiozaki et al., circum-

venting laborious manual derivations.84 Shiozaki and co-workers further developed

gradient theories for CASPT2 with density fitting and imaginary shift,85,86 multi-

state extensions of CASPT2,87 extend multi-state (XMS) CASPT2,34 and explicitly-

correlated CASPT2 (CASPT2-F12).88,89 Another important achievement is the im-

plementation of analytic gradients for strongly-contracted, partially contracted, and

quasidegenerate NEVPT2 by Park and Nishimoto.90,90–92 In addition, Nishimoto for-

mulated the derivative theory for the restricted active space second-order perturba-
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tion theory (RASPT2).93 Most recently, using automatic code generation, Abbott

and coworkers presented a state-of-art automatic differentiation technique, capable of

yielding arbitrary-order electronic energy derivatives with respect to nuclear coordi-

nates for common methods like HF, MPn and CCSD(T).94 Although such approach

has limited practical applications, it could be useful to generate reference data for

developing efficient implementations of analytic gradients.

1.4 Prospectus

In chapter 2, we introduce the analytic gradient theory for the single-reference

DSRG second-order perturbation theory (DSRG-SRPT2) using the method of La-

grange multipliers. We reveal that the DSRG parameters do not introduce insur-

mountable difficulties in the derivation of gradients, and the resulting first-order

derivatives possess the same asymptotic computational scaling of MP2. We conduct

geometry optimizations for fifteen small molecules, and the equilibrium structures are

compared to the ones obtained by other single-reference theories. In chapter 3, we

subsequently develop the analytic gradient theory for the unrelaxed DSRG-MRPT2

method, considering additional Lagrangian constraints. The equilibrium bond lengths

and angles of p-benzyne for both singlet and triplet states are computed and compared

with the ones yielded via other MR approaches. We also evaluate the s-dependency

of the DSRG-MRPT2 energy, by investigating the adiabatic singlet-triplet splitting

as a function of the DSRG flow parameter s. Furthermore, we study an approximate

variant of DSRG-MRPT2, which completely neglects the contribution of three-body

density cumulants. In chapter 4, we apply the density fitting technique to extend the

DSRG-MRPT2 analytic energy gradients to large molecular systems. The optimized

geometries, vibrational frequencies, and IR intensities of p-benzyne with large orbital

basis and active spaces are reported, and compared with experimental data and other

electronic structure theories. Finally, in chapter 5, we summarize these works and
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discuss prospects for future developments.
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Chapter 2 Analytic Gradients for DSRG-
SRPT2

Chapter Abstract

We derive and implement analytic energy gradients for the single-reference driven sim-

ilarity renormalization group second-order perturbation theory (DSRG-PT2). The

resulting equations possess an asymptotic scaling that is identical to that of the

second-order Møller–Plesset perturbation theory (MP2), indicating that the expo-

nential regularizer in the DSRG equations does not introduce formal difficulties in

the gradient theory. We apply the DSRG-PT2 method to optimize the geometries

of fifteen small molecules. The equilibrium bond lengths computed with DSRG-PT2

are found similar to those of MP2, yielding a mean absolute error of 0.0033 Å and

a standard deviation of 0.0045 Å when compared with coupled cluster with singles,

doubles and perturbative triples.

2.1 introduction

Second-order Møller–Plesset perturbation theory (MP2) features prominently in

quantum chemistry—it is the simplest wave-function method that includes electron

cor relation effects. Highly efficient algorithms have been developed that enable MP2

computations on molecular systems with up to thousands of atoms.1,2 Meanwhile, nu-

merous variants have been proposed to improve the accuracy or applicability of MP2.

For example, spin-component scaled MP2 improves the energetics for non-covalent in-

teractions,3–5 while orbital-optimized (OO) MP2 is applicable to symmetry-breaking

systems.6–9 More recently, it has been shown that spin-projected regularized OO-MP2

Reproduced from Wang, S., Li, C., & Evangelista, F. A. J. Chem. Phys. 2019, 151, 044118,
with the permission of AIP Publishing



29

can provide reliable results even for diradical systems, which is intractable with MP2

due to static correlation effects.10

The developments of analytic energy derivatives for MP2 and its variants have

provided an efficient way to explore ground-state potential energy surfaces (PESs) of

closed-shell or high-spin open-shell systems.11–17 However, as other single-reference

methods,18–35 reliable predictions are typically obtained only near the equilibrium ge-

ometry. A multireference (MR) generalization of MP2 is usually required at stretched

geometries or when two or more electronic states become near degenerate.36–44 Unlike

the case of single-reference approaches, analytic derivatives have been formulated only

for a few MR methods. Some of the more recent contributions in the context of nu-

clear energy gradients include MR configuration interaction,45,46 several second-order

MR perturbation theories (MRPTs),47–52 and the state-specific MR coupled cluster

theory.53,54

A potential problem in the development of analytic energy gradients for MR for-

malisms is the presence of discontinuities in the PESs. For instance, the removal of

linearly dependent excitations in internally contracted MR methods may lead to dis-

continuities on PESs.55,56 Intruder states can also break the continuity of PESs and

add extra complexity in the derivation of analytic gradients48 due to the use of reg-

ularization techniques.57–60 To address these problems, we have recently introduced

the MR driven similarity renormalization group (DSRG) approach,61,62 a many-body

formalism that is robust to intruder states and immune to the discontinuity problem

of internally-contracted MR theories. Numerical results show that the DSRG-MRPTs

yield smooth PESs and results that are similar in accuracy to those obtained by other

MRPTs of equal order.63–66 Given the desirable properties of the MR-DSRG methods,

it is then useful to develop the corresponding nuclear energy gradients, especially for

the lost-cost second-order scheme (DSRG-MRPT2).63

Deriving energy derivatives under the MR framework, in itself, can be an in-
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tractable task. For example, analytic gradients for the fully internally contracted

second-order complete-active-space perturbation theory (CASPT2) were only very re-

cently attained via automatic code generations,52 twenty-three years after its debut.37

Therefore, as an initial step towards the realization of DSRG-MRPT2 gradients, we

have decided to address the question: How does the presence of a regularization

function in the DSRG equations affect the formulation of analytic gradients? In this

work, we will focus on the single-reference DSRG second-order perturbation theory

(DSRG-PT2),67 which is equivalent to DSRG-MRPT2 in the limit of an active space

of dimension zero.63 The DSRG-PT2 gradient theory is considerably simpler than

the multireference version, but it should reveal any difficulty that may arise from the

presence of a regularizer in the DSRG-MRPT2 equations and enable us to investigate

the numerical robustness of the resulting linear-response equations. We also note

that the DSRG-PT2 energy expression is equivalent to the second-order perturbative

energy (assuming Møller–Plesset partitioning) of the in-medium similarity renormal-

ization group (IM-SRG) approach.67,68 Hence, this work also provides some insights

into the IM-SRG linear response theory.

We derive the DSRG-PT2 gradients using the method of Lagrangian multipli-

ers.29,48,69–71 Since the DSRG-PT2 energy expressions must be formulated in the

canonical basis, we explicitly impose constraints in the Lagrangian to guarantee that

the orbitals remain canonical in response to nuclear displacements. This approach

has recently been applied to develop analytic gradients for imaginary-shift CASPT2,72

where a similar problem arises. Alternatively, an orbital-invariant formalism must be

adopted, an option that has been explored by Lee and Head-Gordon in their regular-

ized OO-MP2 methods.9

We start our discussion by deriving analytic expressions for the DSRG-PT2 gradi-

ents and comparing them to the MP2 gradient theory. In Sec. 2.3, we benchmark our

implementation by computing the equilibrium molecular geometries of fifteen small
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molecules using DSRG-PT2. These results are compared against the geometries ob-

tained at the MP2, coupled cluster with singles and doubles (CCSD),73 and CCSD

with perturbative triples [CCSD(T)]74 levels of theories. We then discuss our findings

and future work in Sec. 2.4.

2.2 Theory

2.2.1 Energy and amplitude expressions

We first introduce a set of orthonormal molecular spin orbitals (MSOs) G ≡

{ψp(r, σ), p = 1, 2, . . . , NG}, where r and σ indicate spatial and spin coordinates,

respectively. Each MSO is a product of a spin function (σp) and a molecular orbital

(MO) φp(r), i.e., ψp(r, σ) = φp(r)σp(σ). The MOs are expanded using a set of atomic

orbitals (AOs) {χµ(r), µ = 1, 2, . . . , N} as

φp(r) =
AO∑
µ

χµ(r)Cµp. (2.1)

The orbital coefficients (Cµp) are obtained from a self-consistent-field (SCF) computa-

tion. The MSO set is separated into occupied (O) and virtual (V) orbitals according

to their occupation in the reference determinant. For post-Hartree–Fock theories, each

of the two orbital sets is further partitioned into frozen and active parts, where excita-

tions are only allowed among active orbitals. Accordingly, we partition the occupied

orbitals into frozen core (FC) and hole (H) orbitals (with O = FC∪H) and the vir-

tual orbitals into particle (P) and frozen virtual (FV) orbitals (with V = P ∪ FV).

The MSO indices used to label orbitals belonging to these sets are summarized in

Table 2.1, while AOs are labeled by the indices µ, ν, ρ, τ .

The DSRG-PT2 method can be considered as a variant of MP2 theory, modified

using a regularizer that depends on the flow parameter s ∈ [0,∞).67 The DSRG-PT2
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Table 2.1: Definition of the molecular spin orbital spaces used in this work.

Space Symbol Size Indices Correlateda Occupiedb

Frozen core FC NFC I, J F T
Hole H NH i, j, k, l T T
Particle P NP a, b, c, d T F
Frozen virtual FV NFV A,B F F
Occupied O NO m,n H ∪ FC
Virtual V NV e, f P ∪ FV
General G NG p, q, r, s O ∪V

a True (T) if electron correlation is considered in the orbital space, otherwise false
(F).

b True (T) if orbitals are occupied in the reference determinant, otherwise false (F).

first-order amplitude equation reads as

t
ij,(1)
ab (s) =

vijab
∆ij
ab

[
1− e−s(∆

ij
ab)2
]
, ∀ij ∈ H, ∀ab ∈ P, (2.2)

where vijab = 〈ψaψb||ψiψj〉 are antisymmetrized two-electron integrals and ∆ij
ab = εi +

εj − εa − εb indicate Møller–Plesset denominators defined by the canonical orbital

energies εp. These orbital energies are given by the diagonal elements of the Fock

matrix (εp = fpp ). The elements of the Fock matrix are defined in terms of one-

electron integrals (hpq) and vrspq,

fpq = hpq +
O∑
m

vpmqm . (2.3)

Note that the Fock matrix is diagonal in the canonical orbital basis, that is, fpq = 0

if p 6= q.

The DSRG-PT2 correlation energy may be expressed as

E(2)(s) =
1

4

H∑
ij

P∑
ab

vabij t
ij,(1)
ab (s)

[
1 + e−s(∆

ij
ab)2
]
. (2.4)

Equations (2.2) and (2.4) imply that for any finite value of s, the DSRG-PT2 energy

does not diverge even when the denominators ∆ij
ab go to zero. If no denominator

is null (i.e., ∆ij
ab 6= 0), in the limit of s that goes to infinity Eqs. (2.2) and (2.4)

approach the MP2 amplitude and energy equations, respectively. Thus, the DSRG-

PT2 energy gradient becomes identical to the MP2 gradient in the limit of s → ∞.
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Note that the DSRG-PT2 amplitude and energy equations are not invariant under

separate rotations of hole and particle orbitals because the exponential regularizer

is defined using canonical orbital energies. Consequently, two options are available

for formulating DSRG-PT2 gradients: i) generalizing the DSRG-PT2 equations to

an orbital-invariant form, or ii) enforcing diagonality of the Fock matrix in the linear

response equations. The former solution is problematic, because it increases the com-

putational cost of the DSRG-PT2 due to the need to transform and back-transform

the amplitudes to the canonical basis.62 We instead follow the latter approach which,

as we shall demonstrate, leads to a numerically robust computational procedure that

has the same asymptotic cost of the MP2 gradient theory.

2.2.2 Energy gradient expression

Since the DSRG-PT2 scheme assumes canonical SCF orbitals, it is convenient to

derive equations for analytic gradients using the Lagrangian approach.29,48,69–71 To

this end, we write the DSRG-PT2 Lagrangian as

L(s) =E(2)(s)

+
1

4

H∑
ij

P∑
ab

t̄
ab,(1)
ij (s)

[
ṽijab(s)−∆ij

abt
ij,(1)
ab (s)

]
+

1

2

G∑
pq

zpq (f
q
p − δqpεp)−

1

2

G∑
pq

ωpq (S
q
p − δqp), (2.5)

where Sqp = 〈ψp|ψq〉 are overlap integrals and δqp denotes the Kronecker delta. For

brevity, we also introduce the shorthand notation ṽijab(s) = vijab[1 − e−s(∆
ij
ab)2 ]. In

Eq. (2.5), we have enforced three constraints: i) the DSRG-PT2 amplitude condi-

tions (second line), ii) the diagonality of the Fock matrix (first term in the third

line), and iii) the orthonormality of the MSOs (last term). To these three constraints

we associate the corresponding Lagrange multipliers, t̄
ab,(1)
ij (s), zpq , and ωpq , respec-

tively. Following convention, we refer to zpq as the DSRG-PT2 one-particle density

matrix (OPDM) and to ωpq as the energy-weighted density matrix (EWDM), noticing,
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however, that other derivations may absorb a factor 1/2 into these expressions.

The Lagrangian [Eq. (2.5)] is equal to the energy expression [Eq. (2.4)] when L(s)

is stationary with respect to all its parameters [t̄
ab,(1)
ij (s), zpq , ω

p
q , t

ij,(1)
ab (s), εp, and Cµp],

that is, when the following conditions are satisfied

∂L(s)/∂[t̄
ab,(1)
ij (s)] = 0, (2.6)

∂L(s)/∂zpq = 0, (2.7)

∂L(s)/∂ωpq = 0, (2.8)

∂L(s)/∂[t
ij,(1)
ab (s)] = 0, (2.9)

∂L(s)/∂εp = 0, (2.10)

∂L(s)/∂Cµp = 0. (2.11)

Consequently, the DSRG-PT2 energy gradient with respect to a perturbation x can

be written as

dE(2)(s)

dx

∣∣∣∣
x=0

=
dL(s)

dx

∣∣∣∣
x=0

=
∂L(s)

∂x

∣∣∣∣
x=0

. (2.12)

Note that the stationarity conditions [Eqs. (2.6)–(2.11)] apply in the unperturbed

situation (x = 0).

Equations (2.6), (2.7), and (2.8) correspond to the three constraints imposed on

L(s) and they are trivial to derive. The amplitude response equation [Eq. (2.9)] may

be expressed as:

∂L
∂ t

ij,(1)
ab

=
1

4
vabij

[
1 + e−s(∆

ij
ab)2
]
− 1

4
t̄
ab,(1)
ij ∆ij

ab = 0, (2.13)

where here and in the following text we drop the label “(s)” for all s-dependent

quantities. The amplitude Lagrange multipliers [t̄
ab,(1)
ij ] are thus given by

t̄
ab,(1)
ij =

vabij

∆ij
ab

[
1 + e−s(∆

ij
ab)2
]

= t
ij,(1)
ab

1 + e−s(∆
ij
ab)2

1− e−s(∆ij
ab)2

. (2.14)

Note that according to Eq. (2.14) the value of t̄
ab,(1)
ij diverges when ∆ij

ab → 0; however,

the Lagrangian terms that depend on t̄
ab,(1)
ij will not diverge. It is easy to show that
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terms that contribute to the second line of Eq. (2.5) individually go to zero:

lim
∆ij

ab→0
t̄
ab,(1)
ij ṽijab = lim

∆ij
ab→0

vabij v
ij
ab

1− e−2s(∆ij
ab)2

∆ij
ab

= 0, (2.15)

lim
∆ij

ab→0
t̄
ab,(1)
ij ∆ij

abt
ij,(1)
ab = lim

∆ij
ab→0

vabij t
ij,(1)
ab

[
1 + e−s(∆

ij
ab)2
]

= 0. (2.16)

We can now use Eq. (2.14) to remove t̄
ab,(1)
ij from the Lagrangian [Eq. (2.5)]:

L =
1

2

H∑
ij

P∑
ab

vabij t
ij,(1)
ab

[
1 + e−s(∆

ij
ab)2
]

− 1

4

H∑
ij

P∑
ab

(
t
ij,(1)
ab

)2

∆ij
ab

1 + e−s(∆
ij
ab)2

1− e−s(∆ij
ab)2

+
1

2

G∑
pq

zpq (f
q
p − δqpεp)−

1

2

G∑
pq

ωpq (S
q
p − δqp). (2.17)

Next, we consider the canonical orbitals constraint. Adding orbital energies to

the optimization procedure is convenient because once Eq. (2.10) is satisfied, terms of

the form ∂εp/∂Cµp do not contribute to the gradient. Imposing this constraint leads

to the following expressions for the diagonal elements of the OPDM:

zII = zAA = 0, (2.18)

zii =
H∑
j

P∑
ab

(vabij )2
[
4se−2s(∆ij

ab)2 − 1− e−2s(∆ij
ab)2

(∆ij
ab)

2

]
, (2.19)

zaa = −
H∑
ij

P∑
b

(vabij )2
[
4se−2s(∆ij

ab)2 − 1− e−2s(∆ij
ab)2

(∆ij
ab)

2

]
. (2.20)

We are now ready to derive the orbital response terms by requiring stationarity

with respect to orbital coefficients [Eq. (2.11)]. Here, we follow the approach of

Levchenko et al.29 where derivatives ∂L/∂Cµq are contracted with the MO coefficient

matrix, i.e., by imposing

Xq
p =

AO∑
µ

C∗µp
∂L
∂Cµq

= 0, ∀pq ∈ G. (2.21)

Expressions for all the DSRG-PT2 OPDM blocks are reported in Table 2.2. Here we

illustrate the approach used to derive these expressions by considering the elements
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Table 2.2: The DSRG-PT2 one-particle density matrix elements. Einstein convention
of summation over repeated indices is adopted. The big O notation is assumed for
computational cost analysis.

Term Expressiona Cost
zAB 0 N2

FV

zIJ 0 N2
FC

zIA vqIpAz
p
q/∆

I
A N2

GNFCNFV

ziI vabIjw
ij
ab/∆

i
I N2

PN
2
HNFC

zAa vAbij w
ij
ab/∆

a
A N2

PN
2
HNFV

zIa (vqIpaz
p
q − vIbij w

ij
ab)/∆

I
a N2

PN
2
HNFC

ziA (vqipAz
p
q + vabAjw

ij
ab)/∆

i
A N2

PN
2
HNFV

zij (vikabw
ab
jk + wikabv

ab
jk)/∆

i
j N3

HN
2
P

zab (vacij w
ij
bc + wacij v

ij
bc)/∆

b
a N3

PN
2
H

zai (vqapi z
p
q − v

aj
cdw

cd
ij + vklibw

ab
kl )/∆

i
a N3

PN
2
H

a wrspq = vrspq[1− e−2s(∆rs
pq)2 ]/∆rs

pq and thus wpqrs = −wrspq.

of the H-H block (zij). Imposing the condition Xj
i = 0 leads to the following system

of equations

H∑
k

P∑
ab

vabik t
jk,(1)
ab

[
1 + e−s(∆

jk
ab)2
]

+ zji εi +
G∑
pq

zpqv
qj
pi − ω

j
i = 0, (2.22)

for ∀i, j ∈ H. Since both the OPDM and EWDM are symmetric (i.e., zqp = zpq and

ωqp = ωpq ), we can eliminate the ωji terms by evaluating the difference Xj
i − X i

j = 0

and express zji in closed form as

zji =
1

∆j
i

H∑
k

P∑
ab

vabik v
jk
ab

[1− e−2s(∆jk
ab)2

∆jk
ab

− 1− e−2s(∆ik
ab)2

∆ik
ab

]
. (2.23)

At first glance, Eq. (2.23) may appear to diverge when orbitals ψi and ψj have de-

generate orbital energies, yet its value is bounded since

lim
∆j

i→0
zji =

H∑
k

P∑
ab

vabik v
jk
ab

[
4se−2s(∆ik

ab)2 − 1− e−2s(∆ik
ab)2

(∆ik
ab)

2

]
. (2.24)

Equation (2.24) is bounded even in the limit of ∆ik
ab → 0, in which case it is equal

to zji = 2s
∑H

k

∑P
ab v

ab
ik v

jk
ab . Interestingly, the diagonal elements of Eq. (2.24) have

expression identical to those of zii as defined in Eq. (2.19). It can be shown that

terms in Table 2.2 are universal for both diagonal and off-diagonal elements of the
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OPDM. We note that the MP2 density can also be retrieved using equations in Table

2.2 by setting s → ∞. In this limit, the denominators associated with zij and zab

can be easily removed. For example, in the case of zij the term in square brackets

appearing in Eq. (2.23) may be written as 1/∆jk
ab − 1/∆ik

ab = ∆i
j/(∆

jk
ab∆

ik
ab).

75

Table 2.3: The DSRG-PT2 energy-weighted density matrix elements. Einstein con-
vention of summation over repeated indices is adopted. The bigO notation is assumed
for computational cost analysis.

Term Expressiona Cost
ωAB 0 N2

FV

ωJI zpqv
qJ
pI N2

GN
2
FC

ωAI εIz
A
I NFCNFV

ωIi εiz
I
i + zpqv

qI
pi N2

GNHNFC

ωaA εaz
a
A NPNFV

ωIa εaz
I
a + zqpv

pI
qa N2

GNPNFC

ωAi εiz
A
i NHNFV

ωij εjz
i
j + zqpv

pi
qj + vabjkw

ik
ab N3

HN
2
P

ωab εaz
a
b + vacij w

ij
bc N3

PN
2
H

ωai εiz
a
i − vklibwabkl N2

PN
3
H

a wrspq = vrspq[1− e−2s(∆rs
pq)2 ]/∆rs

pq.

Once the DSRG-PT2 OPDM is determined, we can solve for ωpq by imposing

Xp
q = 0 or Xq

p = 0. In Table 2.3, we report the most efficient way to compute the

EWDM, implicitly assuming its symmetry (ωqp = ωpq ). At this point, the DSRG-PT2

Lagrangian is fully specified and the energy gradient [Eq. (2.12)] can be evaluated as:

dE(2)

dx
=

1

2

G∑
pq

zpq

[
(hqp)

x +
O∑
m

(vqmpm)x
]

+
1

2

H∑
ij

P∑
ab

Γijab(v
ab
ij )x − 1

2

G∑
pq

ωpq (S
q
p)
x, (2.25)

where (hqp)
x, (Sqp)

x, and (vrspq)
x are the skeleton one-electron, overlap, and antisym-

metrized two-electron derivative MSO integrals,29 respectively. In Eq. (2.25), Γijab is

the DSRG-PT2 two-particle density matrix given by:

Γijab = t
ij,(1)
ab

[
1 + e−s(∆

ij
ab)2
]
. (2.26)
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Finally, we briefly discuss the computational complexity of the DSRG-PT2 an-

alytic gradients and compare our derivation to MP2 gradient theory. The cost of

computing zpq and ωpq is given in Tables 2.2 and 2.3, respectively. The most expensive

step in the computation of the DSRG-PT2 gradient is evaluating the zai and ωab terms,

which scales as O(N3
PN

2
H). This cost is found to be identical to that of MP2 gradient

theory. In comparison to the MP2 densities,75 the DSRG-PT2 counterparts [Tables

2.2 and 2.3 and Eq. (2.26)] all possess additional exponential factors that arise from

the regularizer. In the limit of s→∞, the DSRG-PT2 densities become identical to

the MP2 ones, assuming all denominators differ from zero.

The derivation presented in this section explicitly imposes the canonical-orbital

constraints in the Lagrangian. This approach can also be used to derive MP2 gra-

dients. A more convenient method to obtain MP2 gradients uses equations that

are invariant with respect to separate unitary rotations of occupied and virtual or-

bitals. In this case, there is no need to impose the canonical-orbital conditions in

the Lagrangian and no singularities need to be removed in the unrelaxed OPDM (zij

and zab ). For DSRG-PT2, the presence of an exponential function e−s(∆
ij
ab)2 in the

energy expression [Eq. (2.4)] complicates the formulation of orbital-invariant energy

and amplitude equations, and as such, enforcing the canonical-orbital constraints in

the Lagrangian is preferable. Note that the DSRG-PT2 derivatives can also be ob-

tained without using the method of Lagrange multiplier following the approach used

for MP2 gradients.75 Nevertheless, this route appears to be more complex than the

Lagrangian approach.

2.3 Results

We have developed a proof-of-principle implementation of DSRG-PT2 gradient

theory as a plugin of Psi4.76 The correctness of this code was verified by two internal

tests using H2O and NH3. First, we verified the equivalence of the electronic dipole
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moments and equilibrium geometries between MP2 and DSRG-PT2 when s ≥ 107

E−2
h . Second, the analytic DSRG-PT2 energy gradients were tested against those from

five-point finite-difference calculations using a 0.005 a.u. step size. All components of

the analytic and finite-difference gradients differed by less than 10−10 a.u.

To illustrate the performance of the DSRG-PT2 gradients, we computed the equi-

librium structures of fifteen small molecules, taken from Ref.31 These molecules in-

clude H2, N2, HF, CO, CO2, H2O, HOF, H2O2, HNC, HCN, NH3, CH4, C2H2, C2H4

and CH2O. The DSRG-PT2 optimized geometries were compared against those ob-

tained from MP2, CCSD,73 and CCSD(T).74 Analytic gradients were employed for

MP2 and CCSD, while the CCSD(T) gradients were obtained using a five-point finite-

difference formula. For geometry optimizations, we used a set of tight convergence

criteria where the maximum force and displacement between two consecutive steps

differ by no more than 2× 10−6 and 6× 10−6 a.u., respectively. In all computations,

we adopted the cc-pVQZ basis set77 and the MOs mainly built from 1s orbitals of the

second-row atoms were excluded for post-Hartree–Fock treatment. The flow param-

eter of DSRG-PT2 was set to 1.0 E−2
h . The MP2, CCSD and CCSD(T) geometries

were optimized using Molpro 2015.1.78,79

Tables 2.4 and 2.5 report bond length and bond angle deviations for DSRG-PT2,

MP2, and CCSD from the CCSD(T) values. The geometries optimized using DSRG-

PT2 and MP2 yield almost identical mean absolute deviations, 0.0033 and 0.0035 Å,

respectively. This result is expected for the following reasons: i) both methods are

based on the second-order perturbation theory, and ii) the molecules considered here

are closed shells and the magnitude of the Møller–Plesset denominators is sufficiently

large that regularization has a minor effect on the energy. Interestingly, the CCSD

results show slightly worse statistics than those of DSRG-PT2, as previously also

observed for MP2.80
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Table 2.4: Equilibrium bond lengths (in Ångström) of DSRG-PT2, MP2, and CCSD
relative to those of CCSD(T). The absolute values of CCSD(T) are shown in the right-
most column. The flow parameter of DSRG-PT2 is set to 1.0 E−2

h . All computations
employ the cc-pVQZ basis set and the frozen-core approximation.

Molecule Bond DSRG-PT2 MP2 CCSD CCSD(T)
H2 H−H -0.0059 -0.0058 -0.0000 0.7419
HF F−H 0.0009 0.0009 -0.0025 0.9162
H2O O−H -0.0002 -0.0002 -0.0026 0.9579
HOF O−H -0.0002 -0.0002 -0.0035 0.9665
H2O2 O−H 0.0004 0.0004 -0.0033 0.9627
HNC N−H -0.0004 -0.0003 -0.0026 0.9961
NH3 N−H -0.0027 -0.0026 -0.0024 1.0124
C2H2 C−H -0.0023 -0.0023 -0.0018 1.0634
HCN C−H -0.0027 -0.0026 -0.0020 1.0668
C2H4 C−H -0.0029 -0.0028 -0.0017 1.0823
CH4 C−H -0.0039 -0.0038 -0.0014 1.0879
CH2O C−H -0.0029 -0.0030 -0.0022 1.1022
N2 N−N 0.0087 0.0101 -0.0072 1.1003
CO C−O 0.0025 0.0032 -0.0071 1.1314
CO2 C−O 0.0031 0.0036 -0.0072 1.1626
CH2O C−O 0.0003 0.0016 -0.0068 1.2066
HCN C−N 0.0042 0.0070 -0.0074 1.1564
HNC C−N -0.0004 0.0011 -0.0072 1.1720
C2H2 C−C -0.0016 0.0021 -0.0065 1.2065
C2H4 C−C -0.0073 -0.0047 -0.0060 1.3343
HOF O−F -0.0129 -0.0121 -0.0198 1.4347
H2O2 O−O -0.0069 -0.0061 -0.0182 1.4525
Mean absolute deviation 0.0033 0.0035 0.0054
Standard deviation 0.0045 0.0047 0.0050

Table 2.5: Equilibrium bond angles (in degrees) of DSRG-PT2, MP2, and CCSD
relative to those of CCSD(T). The absolute values of CCSD(T) are shown in the
rightmost column. The flow parameter of DSRG-PT2 is set to 1.0 E−2

h . All compu-
tations employ the cc-pVQZ basis set and the frozen-core approximation.

Molecule Bond angle DSRG-PT2 MP2 CCSD CCSD(T)
H2O H−O−H -0.09 -0.10 0.28 104.12
HOF H−O−F 0.16 0.14 0.76 97.78
H2O2 H−O−O -0.22 -0.25 0.73 99.91
NH3 H−N−H 0.29 0.29 0.28 106.18
C2H4 H−C−H 0.20 0.23 -0.12 117.12
CH2O H−C−H -0.04 -0.00 -0.06 116.44
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2.4 Conclusions

We have presented a derivation of the DSRG-PT2 analytic energy gradients us-

ing the method of Lagrange multipliers that includes canonical orbital constraints,

as required by the formulation of the DSRG-PT2 method. Importantly, this addi-

tional constraint does not introduce any difficulty in the derivation of the DSRG-PT2

one-particle density matrix and the energy-weighted density matrix. The DSRG-PT2

Lagrangian is also found to be bounded for small energy denominators. The evalu-

ation of DSRG-PT2 gradients has essentially the same computational cost of MP2

gradients, since additional terms due to the regularizer have a negligible cost.

We have employed the DSRG-PT2 analytic gradients to compute the equilibrium

structures of fifteen small molecules. The DSRG-PT2 optimized geometries are in

excellent agreement with those obtained by MP2. This observation indicates that

s = 1.0 E−2
h is sufficiently large for DSRG-PT2 to recover the most of the electron

correlation captured by MP2. In general, both DSRG-PT2 and MP2 theories yield

a good balance between accuracy and cost for optimizing molecular structures, and

they are in fortuitously good agreement with CCSD(T) for the molecules considered

in this work.

Based on the current work, we envision the following challenges for developing

gradient theory for the multireference DSRG-PT2 (DSRG-MRPT2). Obviously, the

multireference partitioning of non-frozen orbitals into core, active, and virtual sets

increases the number of orbital response equations. Perhaps, the major difficulty is to

implement an efficient algorithm for optimizing the DSRG-MRPT2 Lagrangian with

respect to the reference wave function. This challenge results from the fact that the

DSRG-MRPT2 energy is written in terms of the one-, two-, and three-particle density

matrices of the reference. The derivatives of the higher-order reduced density matrices

introduce a memory bottleneck that may require the use of a batching algorithm, as is

done in the context of CASPT2.81 Additional complications may also come from the
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DSRG-MRPT2 amplitude equations where singles depend on semi-internal doubles.

There are several other directions worth explorations. The simple structure of

the DSRG-PT2 gradient equations suggests that energy derivatives of the nonper-

turbative version of single-reference DSRG theory may be easily attained.67 Note

that, as any other regularized MP2 approach, the DSRG-PT2 energy lies in between

the Hartree–Fock and MP2 energies. In particular, for systems with one or more

small denominators, the DSRG-PT2 method will ignore large unphysical contribu-

tions to the correlation energy due to the presence of a regularizing function. Thus,

the DSRG-PT2 in itself is not applicable to systems that require a multireference

treatment. However, the DSRG-PT2 may be useful in other contexts where the per-

formance of MP2 can be improved by regularizations, like in the case of dispersion

interactions.60,82 It would also be interesting to see how an orbital-optimized version

of DSRG-PT2 may perform against other regularized OO-MP2 methods recently pro-

posed by Lee and Head-Gordon.9 In the near future, we plan to optimize the value of

the flow parameter s by developing test sets in which static linear response properties

are considered along with energies.
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[37] Andersson, K.; Malmqvist, P.-Å.; Roos, B. O. Second-order perturbation theory

with a complete active space self-consistent field reference function. J. Chem.

Phys. 1992, 96, 1218–1226.

[38] Hoffmann, M. R. Canonical Van Vleck Quasidegenerate Perturbation Theory

with Trigonometric Variables. J. Phys. Chem. 1996, 100, 6125–6130.

[39] Angeli, C.; Cimiraglia, R.; Evangelisti, S.; Leininger, T.; Malrieu, J. P. Introduc-

tion of n-electron valence states for multireference perturbation theory. J. Chem.

Phys. 2001, 114, 10252–10264.

[40] Chaudhuri, R. K.; Freed, K. F.; Hose, G.; Piecuch, P.; Kowalski, K.;

W loch, M.; Chattopadhyay, S.; Mukherjee, D.; Rolik, Z.; Szabados, Á.; Tóth, G.;
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Chapter 3 Analytic Gradients for DSRG-
MRPT2

Chapter Abstract

We derive analytic energy gradients of the driven similarity renormalization group

(DSRG) multireference second-order perturbation theory (MRPT2) using the method

of Lagrange multipliers. In the Lagrangian, we impose constraints for a complete-

active-space self-consistent-field reference wave function and the semicanonical or-

thonormal molecular orbitals. Solving the associated Lagrange multipliers is found

to share the same asymptotic scaling of a single DSRG-MRPT2 energy computation.

A pilot implementation of the DSRG-MRPT2 analytic gradients is used to optimize

the geometry of the singlet and triplet states of p-benzyne. The equilibrium bond

lengths and angles are similar to those computed via other MRPT2s and Mukher-

jee’s multireference coupled cluster theory. An approximate DSRG-MRPT2 method

that neglects the contributions of three-body density cumulant is found to introduce

negligible errors in the geometry of p-benzyne, lending itself to a promising low-cost

approach for molecular geometry optimizations using large active spaces.

3.1 introduction

Analytic energy derivatives play a central role in modern quantum chemistry.1

They enable efficient geometry optimizations and ab initio (including non-adiabatic)

molecular dynamics simulations,2–4 two tasks that require rapid evaluation of energy

gradients with respect to nuclear coordinates. Recent developments of analytic gra-

dients for local correlation methods have extended first principles geometry optimiza-

Reproduced with permission from Wang, S., Li, C., & Evangelista, F. A. J. Chem. Theory
Comput. 2021, 17, 7666-7681. Copyright 2021 American Chemical Society.



55

tions to weakly correlated molecules with hundreds of nuclear degrees of freedom.5–7

For strongly correlated systems (e.g., diradicals and transition-metal complexes), mul-

tireference (MR) methods8–11 are generally necessary to obtain accurate global po-

tential energy surfaces (PESs). Unfortunately, the development of analytic energy

gradients for multireference theories has trailed that of single-reference methods both

in terms of the underlying mathematical formalism and the broad availability of soft-

ware implementations, limiting studies of strongly correlated systems.

Within the domain of MR methods, the sweet spot between accuracy and compu-

tational cost is found in second-order perturbation theory (MRPT2). Various MRPT2

methods have been proposed over the years,12–25 among which the most widely applied

are the complete-active-space (CAS) second-order perturbation theory (CASPT2)14

and n-electron valence second-order perturbation theory (NEVPT2).18 The CASPT2

scheme based on a single CAS configuration interaction (CI) state is known to suffer-

ing from the intruder-state problem. This issue is commonly addressed by applying

level shifts to the diagonal elements of the one-body zeroth-order Hamiltonian.26,27 A

different, parameter-free approach is used in NEVPT2 to deal with intruder states,

whereby the zeroth-order Hamiltonian is augmented with bi-electronic terms, as pro-

posed by Dyall.28 Nonetheless, both CASPT2 and NEVPT2 in principle require the

four-body reduced density matrix (4-RDM) of the CASCI wave function that are

both costly to compute and store in memory. Numerous efforts have been made to

reduce the cost of high-order density matrices. For example, building and storing

the 4-RDM can be avoided using a cumulant decomposition29–35 and subsequently

neglecting contributions from the 4-body density cumulant. This approach has lent

itself to efficient and robust implementations of CASPT2 that can handle up to thirty

active orbitals.36,37 Such approximations are less successful in NEVPT2 and “false in-

truders” may appear due to the density dependencies of the Koopman’s matrices in

the energy denominators.38,39 For a similar reason, the use of Cholesky decomposed
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integrals may also destabilize the numerical robustness of the NEVPT2 method.40

For certain formulations of MRPT2, it is possible to avoid computing the 4-RDM

by introducing appropriate intermediates, employing an uncontracted formalism, or

a matrix product state reference.24,41–45

The developments of analytic energy gradients for MRPT2s were largely over-

looked for a long time. The very first derivation were reported by Nakano and co-

workers in 1998,46 on the multi-configurational quasi-degenerate perturbation theory

(MC-QDPT).47 However, applications of MC-QDPT gradient theory were restricted

to small systems48 until the recent work of Park that employs the analytic gradient

theory of the extended MC-QDPT49 to optimize the conical intersections of a reti-

nal model chromophore.50,51 The analytic first derivatives have also been developed

for Werner’s partially contracted CASPT252 and Hoffmann’s generalized Van Vleck

perturbation theory,53,54 along with their extensions for excited states.55–57

More recently, significant advances have been made in developing the analytic

gradients for CASPT2 and NEVPT2. The analytic gradients for the fully internally

contracted CASPT2 were first achieved by MacLeod and Shiozaki via automatic

code generation.58 Multi-state generalizations of CASPT2 have also been derived

by Shiozaki and co-workers,59–61 and made publicly available through the BAGEL

package.62 Song, Mart́ınez, and Neaton developed the analytic gradients for the re-

duced scaling CASPT2 based on supporting subspace method.63,64 Gradient theory

for NEVPT2 was introduced independently by Park65,66 and Nishimoto.67,68 Analytic

gradients for the restricted active space second-order perturbation theory have also

been developed by Nishimoto.69

The driven similarity renormalization group (DSRG) provides an alternative frame-

work to formulate MR theories that avoid the intruder-state problem and yield smooth

PESs.70,71 In the DSRG, the many-body Hamiltonian is unitarily transformed in such

a way that interactions that couple the reference state and the excited configurations
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are zeroed (this is equivalent to a unitary internally contracted theory). Importantly,

this decoupling depends on the magnitude of the energy denominator of each in-

teraction removed, and it is gradually suppressed when a denominator approaches

zero. This feature of the DSRG introduces a separation of energy scales, the extent

of which is controlled via the so-called flow parameter s. For finite values of s, the

MR-DSRG methods yield continuous potential energy surfaces that are free from the

characteristic “spikes” caused by intruder states.

Over the past few years, we have proposed and implemented several practical

MR-DSRG ansätze.72–75 The least computational demanding member of this family

is the DSRG-MRPT2 method.74 This approach uses a diagonal normal-ordered Fock

operator as the zeroth-order Hamiltonian. As a result, the DSRG-MRPT2 energy

only depends on the reference 1-, 2-, and 3-RDMs. Previous benchmarks on small

molecules show that the DSRG-MRPT2 approach yields PESs of similar accuracy to

other MRPT2s.72,76 When combined with factorization of the two-electron integrals,

DSRG-MRPT2 be routinely applied to systems with more than two thousand basis

functions.77 The DSRG-MRPT2 approach has also been combined with approximate

CASCI methods to target large active spaces.78,79 These encouraging results motivate

us to further extend its applicability.

Herein, we report a pilot implementation of the analytic energy gradients for the

state-specific unrelaxed DSRG-MRPT2 method.74 The DSRG-MRPT2 energy is not

variationally optimized with respect to the orbital and CI coefficients, nor the cluster

amplitudes. Following a standard approach,80,81 we construct a Lagrangian function

(L) and incorporate constraints for non-variational quantities. As anticipated from

previous experiences,52,58,82 the computational bottleneck of the gradient procedure

is solving the coupled Z-vector equations83,84 for the orbital and CI coefficients. Due

to the complexity of the DSRG-MRPT2 analytic gradients, in this work we restrict

our derivation to the original unrelaxed approach.74 Variants of the DSRG-MRPT2
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that include reference relaxation72 will be considered in future works.

This paper is organized as follows. We start by introducing the DSRG-MRPT2

energy expressions and the amplitude equations in Sec. 3.2.1, followed by a general

discussion of gradient theory using the method of Lagrange multipliers in Sec. 3.2.2.

We report expressions for all the constraints and the corresponding Lagrange mul-

tipliers in Sec. 3.2.3 and 3.2.4, respectively. The theory section is concluded with a

brief discussion on the computational cost and limitations of the current implemen-

tation (see Sec. 3.2.5). In Sec. 3.3, we report the adiabatic singlet–triplet splittings

of p-benzyne computed from the DSRG-MRPT2 optimized geometries using analytic

gradients. Finally, we conclude this work in Sec. 3.4 by pointing out several future

directions and applications of DSRG-MRPT2 gradient theory.

3.2 Theory

We first introduce the orbital notation adopted in this work. Consider a set of

CASSCF orthonormal molecular spin orbitals (MSOs) G ≡ {ψp(r, ω) = φp(r)σp(ω), p =

1, 2, . . . , NG}. Each MSO is a product of a molecular orbital (MO) φp(r) and a spin

function σp(ω), and the spatial and spin coordinates are indicated with r and ω, re-

spectively. An MO is a linear combination of nonorthogonal atomic orbitals (AOs)

χµ(r):

φp(r) =
AO∑
µ

χµ(r)Cµp, (3.1)

where Cµp is the orbital coefficient matrix. The MSOs are assumed to be orthonormal,

in which case the MSO overlap integral (Sqp) is an identity matrix:

Sqp = 〈ψp|ψq〉 = δqp, (3.2)

where δqp is the Kronecker delta. We partition the MSOs into three subsets: core (C,

doubly occupied), active (A, partially occupied), and virtual (V, unoccupied). For

convenience, we also introduce composite orbital spaces, namely, hole (H = C ∪ A)
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and particle (P = A ∪ V). The indices labeling MSOs are summarized in Table 3.1,

and Greek letters µ, ν, ρ, τ are utilized to index AOs.

Table 3.1: Partition of the spin orbital spaces.

Space Symbol Size Indices Description
Core C NC m,n, o Occupied
Active A NA u, v, w, x, y, z Partially occupied
Virtual V NV e, f Unoccupied
Hole H NH i, j, k, l C ∪ A
Particle P NP a, b, c, d A ∪ V
General G NG p, q, r, s C ∪ A ∪ V

The CASSCF reference wave function Ψ0 (often referred to as the “reference” in

the following) is a linear combination of Slater determinants ΦI :

|Ψ0〉 =

M0∑
I

cI |ΦI〉 , (3.3)

with cI being the vector of CI coefficients. These determinants form a complete active

space (CAS) denoted by M0. Any ΦI ∈M0 can be expressed as

|ΦI〉 = Î†
C∏
m

â†m |−〉 , (3.4)

where |−〉 is the true vacuum and â†p (âp) is a fermionic creation (annihilation) oper-

ator. In Eq. (3.4), the operator Î† = â†uâ
†
v · · · is one of the |M0| choices of creating

na electrons in the NA active orbitals in such a way that ΦI has the desired spin and

spatial symmetry. In the following, we use capital letters I and J to label the index

of determinants in M0.

It is convenient to express the properties of the CASSCF reference in terms of gen-

eral n-particle reduced density matrices (n-pRDMs), with nonzero elements defined

as

γkl···ij··· = 〈Ψ0| â†kâ
†
l · · ·︸ ︷︷ ︸

n operators

· · · âj âi︸ ︷︷ ︸
n operators

|Ψ0〉 . (3.5)

For example, the reference energy E0 = 〈Ψ0|Ĥ|Ψ0〉 may be expressed in terms of

the 1- and 2-pRDMs (γuv and γuvxy ), and the one-electron (hqp) and antisymmetrized
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two-electron (vrspq) integrals. In particular, we have

E0 = 〈Ψ0|Ĥ|Ψ0〉 = Ec
0 + Ea

0 , (3.6)

where the core (Ec
0) and active (Ea

0) parts of the energy are defined as:

Ec
0 =

C∑
m

hmm +
1

2

C∑
mn

vmnmn, (3.7)

Ea
0 =

A∑
uv

f̄ vuγ
u
v +

1

4

A∑
uvxy

vxyuvγ
uv
xy . (3.8)

In Eq. (3.8), we have introduced the core Fock matrix (f̄ qp ):

f̄ qp = hqp +
C∑
m

vqmpm. (3.9)

0

0

Figure 3.1: Generalized Fock matrix in the semicanonical CASSCF basis. The blocks
colored in blue are dense while the three diagonal blocks contain only diagonal ele-
ments.

We further define a generalized Fock matrix of the reference with components fpq

given by:

fpq = f̄pq +
A∑
uv

vpuqv γ
v
u. (3.10)

The DSRG-MRPT2 method is formulated in the semicanonical orbital basis, such

that the core, active, and virtual blocks of the generalized Fock matrix (see Fig. 3.1)

are diagonal:

f qp = fpp δ
q
p, ∀ p, q ∈ O, ∀O ∈ {C,A,V}. (3.11)

The diagonal entries fpp can thus be viewed as orbital energies and they are denoted

as εp. From here, the Møller–Plesset denominators are defined as:

∆ij···
ab··· = εi + εj + · · · − εa − εb − · · · . (3.12)
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In this semicanonical basis, the zeroth-order Hamiltonian [Ĥ(0)] of DSRG-MRPT2

has a simple form:

Ĥ(0) = E0 +
G∑
p

εp{â†pâp}, (3.13)

where the curly braces “{·}” indicate operator normal ordering with respect to the

state Ψ0, following the approach of Mukherjee and Kutzelnigg.31

3.2.1 DSRG-MRPT2 Energy

In this section, we summarize the DSRG-MRPT2 energy expression within the

unrelaxed formalism. The reader is encouraged to consult Ref.74 for a detailed deriva-

tion. In Table 3.2, we summarize the scalar and tensorial quantities that enter in the

DSRG-MRPT2 energy expression.

Table 3.2: Summary of notations used in the DSRG-MRPT2 energy.

Name Expression Description

E0 Eq. (3.6) CASCI reference energy

E(2) Eq. (3.15) DSRG second-order energy correction

hqp 〈ψp|ĥ|ψq〉 1-electron integrals

vrspq 〈ψpψq||ψrψs〉 antisymmetrized 2-electron integrals

f̄ qp Eq. (3.9) core Fock matrix

f qp Eq. (3.10) generalized Fock matrix

f̌ai Eq. (3.19) modified first-order Fock matrix

γkl···ij··· Eq. (3.5) n-particle reduced density matrices

∆ij···
ab··· Eq. (3.12) Møller–Plesset denominators

h̃ab···ij··· Eqs. (3.17) & (3.18) modified first-order integrals

tij···ab··· Eqs. (3.21) & (3.22) first-order cluster amplitudes

The unrelaxed DSRG-MRPT2 energy E(s) is the sum of the the reference energy

E0 [Eq. (3.6)] and a second-order correction E(2)(s):

E(s) = E0 + E(2)(s), (3.14)

where s ∈ [0,+∞) is the DSRG flow parameter, whose significance will be clari-

fied later. The second-order energy correction in Eq. (3.14) is given by the fully
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contracted terms from an effective first-order Hamiltonian H̃(1)(s) and a first-order

cluster operator T̂ (1)(s):

E(2)(s) = 〈Ψ0|[H̃(1)(s), T̂ (1)(s)]|Ψ0〉 . (3.15)

Detailed expressions for equation (3.15) are presented in Appendix 3.A. In general,

E(2)(s) is a sum of tensor contractions of the first-order cluster amplitudes [t
i,(1)
a (s),

t
ij,(1)
ab (s)], the modified first-order integrals [h̃

a,(1)
i (s), h̃

ab,(1)
ij (s)], and 1-, 2- and 3-

pRDMs. For brevity, in the following we drop the superscript “(1)” for the first-order

quantities and the label “(s)” for s-dependent amplitudes or integrals.

The effective first-order Hamiltonian possesses the form

H̃ =
H∑
i

P∑
a

h̃ai {âia}+
1

4

H∑
ij

P∑
ab

h̃abij {â
ij
ab}, (3.16)

where the modified first-order integrals are given by:74

h̃ai = fai + f̌ai −∆i
at
i
a, ¬(∀ i, a ∈ A), (3.17)

h̃abij = 2vabij −∆ij
abt

ij
ab. (3.18)

In Eq. (3.16), we have introduced a compact notation for a string of creation and

annihilation operators: âpq···rs··· = â†pâ
†
q · · · âsâr. In Eq. (3.17), we have also defined an

auxiliary one-body intermediate f̌ai

f̌ai = fai +
A∑
ux

∆x
uγ

x
ut
iu
ax. (3.19)

The DSRG-MRPT2 cluster operator T̂ is written as

T̂ =
H∑
i

P∑
a

tia{âai }+
1

4

H∑
ij

P∑
ab

tijab{â
ab
ij } (3.20)

where the cluster amplitudes are determined via:

tia = f̌ai Rs(∆
i
a), ¬(∀ i, a ∈ A), (3.21)

tijab = vabij Rs(∆
ij
ab), ¬(∀ i, j, a, b ∈ A). (3.22)
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Here, Rs(∆) is a function that regularizes the inverse of ∆:

Rs(∆) =
1− e−s∆2

∆
. (3.23)

The internal amplitudes labeled solely by active indices do not follow Eqs. (3.21) and

(3.22) as they are assumed to be zero,74 that is, txy···uv··· = 0,∀u, v, x, y, · · · ∈ A. For

convenience of deriving the gradient theory, these internal excitations are excluded

from the cluster operator without loss of generality. For this reason, along with the

fact that f vu(∀u, v ∈ A) contribute only to Ĥ(0), the one-body components of H̃ should

not include elements labeled by only active indices either [see Eq. (3.17)]. Contrarily,

no index restrictions apply to h̃abij [Eq. (3.18)] because vxyuv ,∀u, v, x, y ∈ A are proper

contributions to the first-order Hamiltonian such that h̃xyuv = 2vxyuv ,∀u, v, x, y ∈ A.

We also point out that both h̃abij and tijab are antisymmetric with respect to individual

permutations of upper or lower indices, e.g., tijab = −tijba = −tjiab = tjiba.

The denominators ∆ij···
ab··· that enter into the DSRG-MRPT2 amplitudes [Eqs. (3.21)

and (3.22)] may be positive or close to zero. When the latter occurs, these amplitudes

remain bounded for finite values of s because the divergence of the denominator is

suppressed by the regularizer Rs [Eq. (3.23)]. However, even if a denominator is

not zero, the magnitude of Rs can be as large as ≈ 0.6382
√
s.74 Therefore, it is

necessary to use a value of s that balances the amount of correlation captured by the

DSRG-MRPT2 with the risk of reintroducing intruders. Previous work74 has found

a “Goldilocks zone” for s around ∼ 1 E−2
h that yields accurate results and avoids

intruders.

3.2.2 DSRG-MRPT2 Gradients

Analytic expressions for the DSRG-MRPT2 gradients are obtained by taking the

total derivatives of the energy [Eq. (3.14)] with respect to external perturbations.

Without loss of generality, in this work we take the external perturbations to be

nuclear displacements. The difficulty of deriving the DSRG-MRPT2 gradient theory
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can be easily appreciated. Consider the derivative of an amplitude tai with respect to

an atomic coordinate R in the gradient contribution ∂E
∂tai

∂tai
∂R

. As shown in Eq. (3.21),

all quantities that enter in the equation for tai (f ia, ∆v
u, and tivau) depend on R, leading

to numerous contributions to the derivative equations.

More importantly, the DSRG-MRPT2 energy implicitly depends on both the or-

bital coefficients Cµp [Eq. (3.1)] and the CI coefficients cI [Eq. (3.3)]. These quan-

tities are determined by the CASSCF stationary conditions but are not variation-

ally optimized in DSRG-MRPT2. Thus, computing the DSRG-MRPT2 gradients

requires the evaluation of ∂Cµp/∂R and ∂cI/∂R, which can be solved via the coupled-

perturbed (CP) CASSCF equation.84,85 For a molecule with M atoms, there are 3M

CP-CASSCF equations, the solution of which becomes computationally impracti-

cal for large systems. As realized by Handy and Schaefer,83 the 3M CP-CASSCF

equations may be replaced with a single perturbation-independent response equa-

tion (Z-vector approach), whose solution suffices to compute the energy derivatives

for all nuclei. The Lagrangian formulation of the gradient theory of Helgaker and

Jørgensen80 directly leads to a set of response equations equivalent to the Z-vector

approach.

Herein, we follow the standard approach for deriving analytic energy gradients

based on the method of Lagrange multipliers.80,81 The DSRG-MRPT2 Lagrangian

(L) reads as

L = E +
2∑

n=1

(Tn + H̃n) + F +W + X + Y , (3.24)

with scalar terms reflecting the constraints on the n-body cluster amplitudes (Tn), the

n-body modified integrals (H̃n), the use of semicanonical CASSCF orbitals (F), the

orthonormality of the MSOs (W), and the use of a CASCI reference (X ) subject to

normalization (Y). In general, each of these terms is written as a dot product between

a vector (or tensor) of equality constraints and the associated Lagrange multipliers,

where every constraint is a zero-valued function of some parameters. All terms of
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Eq. (3.24) are summarized in Table 3.3 and explicit definitions are discussed in detail

in section 3.2.3.

Table 3.3: Summary for the DSRG-MRPT2 Lagrangian constraints.

Term Constraints Multipliers Description

Tn T ij···ab··· Eqs. (3.35) & (3.36) τ ij···ab··· n-body cluster amplitudes

H̃n H̃ab···
ij··· Eqs. (3.37) & (3.38) κab···ij··· n-body modified integrals

F F q
p Eqs. (3.29)–(3.32) ζqp CASSCF semicanonical orbitals

W W q
p Eq. (3.47) ωqp orthonormal orbitals

X XI Eq. (3.40) ξI CI coefficients from CASCI

Y Y Eq. (3.41) ι normalized CI coefficients

When the Lagrangian is stationary with respect to variations of all the parame-

ters and multipliers, the DSRG-MRPT2 analytic energy gradients (evaluated at the

reference geometry R0) can be computed as:

dE
dR

∣∣∣∣
R=R0

=
∂L
∂R

∣∣∣∣
R=R0

=
G∑
pq

Γpq(h
p
q)
x +

G∑
pqrs

Γpqrs(v
rs
pq)

x +
G∑
pq

ωpq (S
q
p)
x. (3.25)

Here, (hpq)
x, (vrspq)

x, (Sqp)
x are skeleton one-electron, antisymmetrized two-electron, and

overlap derivative MSO integrals, respectively.84,86,87 These quantities are multiplied

by the corresponding relaxed one-body density (Γpq), relaxed two-body density (Γpqrs),

and the energy-weighted density ωpq , which can be obtained by collecting the respective

terms in front of hqp, v
rs
pq, and Sqp in L. Contributions to the relaxed densities are given

in Appendix 3.B.

3.2.3 DSRG-MRPT2 Lagrangian Constraints

CASSCF Semicanonical Orbitals

To impose that the orbitals are variationally optimized using CASSCF and satisfy

the semicanonical condition [Eq. (3.11)], we include the term F in the Lagrangian



66

function [Eq. (3.24)]. This term is defined as:

F =
G∑
pq

ζqpF
q
p , (3.26)

where ζqp are the Lagrange multipliers associated with the constraints F q
p = 0. For

converged CASSCF orbitals, the following conditions are satisfied:88,89

f em = 0, f̃ue = 0, fum − f̃um = 0, (3.27)

with the intermediate f̃up defined by:

f̃up =
A∑
v

f̄ vp γ
u
v +

1

2

A∑
vxy

vxypvγ
uv
xy . (3.28)

Equation (3.27) is easily translated to the following constraints:

F e
m = Fm

e = f em, m ∈ C, e ∈ V, (3.29)

F e
u = F u

e = −f̃ue , u ∈ A, e ∈ V, (3.30)

Fm
u = F u

m = fum − f̃um, u ∈ A,m ∈ C, (3.31)

where the symmetry of F q
p reflects the Hermiticity of f qp and f̃ qp . To formulate the

CASSCF constraints in a consistent manner, in Eq. (3.30) we define F e
u to be the

negative of the corresponding term in Eq. (3.27).

We impose the semicanonical orbital basis condition [Eq. (3.11)] by defining the

diagonal blocks of F q
p as:

F q
p = f qp − εpδqp, ∀ p, q ∈ O, ∀O ∈ {C,A,V}. (3.32)

We point out that in our formulation the orbital energies (εp) in Eq. (3.32) are treated

as parameters constrained to take the value of diagonal elements of the generalized

Fock operator, as done in MC-QDPT2 and CASPT2 gradient theories.46,61 It can be

easily checked that the quantities F q
p implicitly depend on three sets of parameters:

1) the MSO coefficients C (via the one- and two-electron integrals), 2) the reference

CI coefficients c (via the 1- and 2-pRDMs), and 3) the MSO orbital energies ε.
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Cluster Amplitudes and Modified Integrals

The DSRG-MRPT2 correlation energy E(2) [see Eq. (3.15)] is a function of cluster

amplitudes (t1, t2), modified integrals (h̃1, h̃2), and the reference n-pRDMs, as shown

in Appendix 3.A. To shift the dependence of C away from E(2), we consider both

cluster amplitudes and modified integrals as parameters in the DSRG-MRPT2 La-

grangian. This aspect is embodied in the Tn and H̃n constraints in Eq. (3.24), which

are given by

Tn =
1

(n!)2

H∑
ij···

P∑
ab···

τ ij···ab···T
ij···
ab···, (3.33)

H̃n =
1

(n!)2

H∑
ij···

P∑
ab···

κab···ij··· H̃
ab···
ij··· . (3.34)

The constraints for the one- and two-body cluster amplitudes are obtained by rear-

ranging Eqs. (3.21) and (3.22):

T ia = f̌ai Rs(∆
i
a)− tia, ¬(∀ i, a ∈ A), (3.35)

T ijab = vabij Rs(∆
ij
ab)− t

ij
ab, ¬(∀ i, j, a, b ∈ A), (3.36)

with the associated Lagrange multipliers τ ia and τ ijab, respectively. Similarly, Eqs. (3.17)

and (3.18) result in constraints for the modified integrals:

H̃a
i = fai + f̌ai −∆i

at
i
a − h̃ai , ¬(∀ i, a ∈ A), (3.37)

H̃ab
ij = 2vabij −∆ij

abt
ij
ab − h̃

ab
ij , (3.38)

with the corresponding multipliers denoted as κai and κabij , respectively. Notice again

that Eqs. (3.35)–(3.37) inherit the restrictions of indices from Eqs. (3.21), (3.22),

and (3.17). As far as the implicit dependence on parameters concerned in these

constraints, T ijab depends on t2, C, and ε, while T ia depends on t1, C, ε, c and t2.

Compared to the same-rank amplitude constraints, the one- and two-body constraints

for modified integrals simply add additional dependences on h̃1 and h̃2, respectively.
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Reference CI Coefficients

Next, we discuss constraints that arise from enforcing the variational condition

on the reference and its normalization. The reference wave function Ψ0 [Eq. (3.3)]

satisfies the eigenvalue problem:

M0∑
J

〈ΦI |Ĥ|ΦJ〉 cJ = E0cI , ∀ I ∈M0, (3.39)

subject to the normalization condition ‖c‖2
2 =

∑M0

I c2
I = 1. As such, we may write

out the CI constraints as a vector (XI) and a scalar (Y ) defined as

XI = 〈ΦI |Ĥ|Ψ0〉 − E0cI , (3.40)

Y = 1−
M0∑
I

c2
I , (3.41)

and associate each constraint of Eq. (3.40) with a multiplier ξI and Eq. (3.41) with

the multiplier ι. In Eq. (3.40), we have used the fact that the cI coefficients are real to

symmetrize the expression for XI . It is easily verified that the XI and Y constraints

only depend on the parameters C and c.

In the DSRG-MRPT2 Lagrangian [Eq. (3.24)], the CI constraints are imposed via

both X and Y :

X =

M0∑
I

ξIXI = (Ec
0 − E0)

M0∑
I

ξIcI + Ẽa
0 , (3.42)

Y = ι
(

1−
M0∑
I

c2
I

)
, (3.43)

where Ec
0 has been defined in Eq. (3.7). The term Ẽa

0 in Eq. (3.42) is similar to

Eq. (3.8) except that the 1- and 2-pRDMs in Eq. (3.8) should be replaced to the

corresponding modified RDMs (mRDMs) given by:

γ̃uv···xy··· =

M0∑
IJ

ξIcJ 〈ΦI |âuv···xy···|ΦJ〉 . (3.44)

As noted by Celani and Werner,52 any multiple of cI can be added to ξI without

altering the Lagrangian contribution X (since
∑M0

I cIXI = 0). It is thus convenient



69

to use this degree of freedom to make ξ and c orthogonal:

M0∑
I

ξIcI = 0. (3.45)

Given such orthogonality condition, the CI constraint X [Eq. (3.42)] can be further

simplified to only one term Ẽa
0 .

Orbital Orthonormality

Lastly, the orthonormality of MSOs is imposed via the Lagrangian term W :

W =
G∑
pq

ωqpW
q
p , (3.46)

where the constraints are defined by

W q
p = δqp − Sqp . (3.47)

The multipliers ωqp are identified as elements of the energy-weighted density matrix.

The MSO orthonormality constraint [Eq. (3.47)] depends parametrically only on the

orbital coefficients C.

3.2.4 DSRG-MRPT2 Lagrange Multipliers

After defining each term in the DSRG-MRPT2 Lagrangian, we solve for the

Lagrange multipliers by imposing stationarity with respect to all the parameters

(C, c, h̃1, h̃2, t1, t2, and ε). These parameters can be separated into two categories.

The orbital and CI coefficients stationary conditions resemble the coupled perturbed

CASSCF equations, which require an iterative procedure for the solution of the corre-

sponding multipliers (ζ and ξ). Instead, the multipliers associated with the remaining

parameters can be obtained in a direct way.

Modified Integrals

We first solve the Lagrange multipliers κ1 and κ2 corresponding to the modified

integrals constraints. Taking the derivative of L with respect to the modified integrals
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and setting them to zero leads to:

∂L
∂h̃ai

= 0 ⇒ κai =
∂E(2)

∂h̃ai
= 〈Ψ0|[{âia}, T̂ ]|Ψ0〉 , (3.48)

∂L
∂h̃abij

= 0 ⇒ κabij = 4
∂E(2)

∂h̃abij
= 〈Ψ0|[{âijab}, T̂ ]|Ψ0〉 . (3.49)

We point out that 1) κabij is antisymmetric with respect to individual permutations

of upper or lower indices and 2) those elements labeled by active indices are zero

(κvu = κxyuv = 0, ∀u, v, x, y ∈ A). Explicit expressions of κai and κabij are reported in

Appendix 3.C.1, where we evaluate the fully connected terms of the commutators in

Eqs. (3.48) and (3.49). Identical expressions can be alternatively obtained by directly

taking the partial derivatives of E(2) with respect to the modified integrals (h̃ai and

h̃abij ) and antisymmetrizing the resulting contributions to κabij with respect to index

permutations.

Cluster Amplitudes

The Lagrange multipliers for the one-body cluster amplitudes can be easily solved:

∂L
∂tia

= 0 ⇒ τ ia =
∂E(2)

∂tia
− κai∆i

a. (3.50)

For the two-body multipliers, we have

∂L
∂tijab

= 0 ⇒ τ ijab = 4
∂

∂tijab

(
E(2) + T1 + H̃1

)
− κabij ∆ij

ab. (3.51)

The derivatives of the second-order energy correction with respect to cluster ampli-

tudes can be written as:

∂E(2)

∂tia
= 〈Ψ0|[H̃, {âai }]|Ψ0〉 , (3.52)

∂E(2)

∂tijab
=

1

4
〈Ψ0|[H̃, {âabij }]|Ψ0〉 , (3.53)

and their explicit expressions are presented in Appendix 3.C.1. To continue, we

evaluate the partial derivatives of f̌ ck [Eq. (3.19)] with respect to tijab:

∂f̌ ck
∂tijab

=
1

4
P(ab)P(ij)(∆a

i γ
a
i δ

c
bδ
j
k), (3.54)
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where P(pq) is an antisymmetrizer with respect to indices p and q: P(pq)f(p, q, r, . . . ) =

f(p, q, r, . . . )−f(q, p, r, . . . ). We may then calculate the T1 and H̃1 terms in Eq. (3.51)

as

∂T1

∂tijab
=

1

4
P(ab)P(ij)

[
∆a
i γ

a
i τ

j
b Rs(∆

j
b)
]
, (3.55)

∂H̃1

∂tijab
=

1

4
P(ab)P(ij)

(
∆a
i γ

a
i κ

b
j

)
. (3.56)

Two aspects are worth mentioning. First, only the active-active block of the 1-pRDM

contributes to Eqs. (3.54)–(3.56). Hence, γai may be replaced with γuv (∀u, v ∈ A)

after appropriate reindexing. Second, multipliers labeled only by active indices (τ vu

and τxyuv , ∀u, v, x, y ∈ A) are not defined because internal excitations are forbidden

and they are conveniently set to zero in our implementation.

Orbital Energies

The diagonal elements of ζ can be obtained by making the Lagrangian stationary

with respect to the semicanonical orbital energies:

∂L
∂εp

= 0 ⇒ ζpp =
∂

∂εp

[ 2∑
n=1

(Tn + H̃n)
]
. (3.57)

Evaluating the derivatives that enter into Eq. (3.57) is straightforward and the re-

sulting expressions are provided in Appendix 3.C.2.

Energy-Weighted Density, Orbital Rotations, and CI Coefficients

The remaining unknowns are the energy-weighted density (ω) and the orbital (ζ)

and CI (ξ and ι) multipliers. In principle, these quantities are all coupled together,

but as shown by Celani and Werner,52 it is possible to write separate equations for

ζ and ξ from those for ω. The equations for ζ and ξ form a coupled linear systems,

whose solution may be then used to evaluate ω.

When differentiating the Lagrangian with respect to the orbital coefficients C, it

is convenient to express this quantity as a unitary transformation of the unperturbed

orbitals (C0):
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C = C0 exp(ϑ). (3.58)

Here, ϑ is an anti-Hermitian matrix whose elements become the actual variational

parameters. This parameterization ensures that the perturbed orbitals remain or-

thonormal.

Imposing the stationarity of the Lagrangian with respect to orbital rotations(
∂L
∂ϑ

)
ϑ=0

=

(
C†

∂L
∂C

)
ϑ=0

= 0, (3.59)

yields a set of equations that depend on ω, ζ, and ξ (via the mRDMs γ̃uv···xy···), as

reported in Appendix 3.C.3. A way to decouple ω from the other variables is suggested

by the structure of the MSO overlap contribution to Eq. (3.59)

∂W
∂ϑqp

=
∂W
∂ϑpq

= −
∑
r

(ωrpS
r
q + ωprS

q
r ) = −(ωqp + ωpq ). (3.60)

To remove the dependence on ω, it is sufficient to consider the antisymmetric part of

∂L/∂ϑqp ,
∂L
∂ϑqp
− ∂L
∂ϑpq

= 0, (3.61)

which only depends on the unsolved orbital (ζ) and CI (ξ) multipliers. Equa-

tion (3.61) forms a set of linear equations of the form

Aooζ + Aocξ = bo, (3.62)

where Aoo and Aoc are matrices of dimension N2
indep and NindepNdet, where Nindep is

the number of independent orbital rotation parameters and Ndet the number of CI

determinants. The vector bo collects all constant terms and is of dimension Nindep.

Equation (3.62) alone is insufficient to determine ζ and ξ, and must be augmented

with additional conditions obtained from imposing stationarity with respect to the

CI coefficients.

The derivative of L with respect to the CI coefficients takes the form

∂L
∂cI

=
∂

∂cI
(E + T1 + H̃1 + F + X + Y) = 0, ∀I ∈M0. (3.63)
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Equation (3.63) consists of a large set of linear equations for the orbital multipliers

ζ and the CI multipliers ξ, that is,

Acoζ + Accξ = bc, (3.64)

where the matrices Aco and Acc are of size NindepNdet and N2
det, respectively, while

the vector bc contains Ndet entries. The Lagrange multiplier connected to the CI

normalization condition [ι, see Eq. (3.43)] can be computed as:

ι =
1

2

M0∑
I

cI
∂

∂cI
(E + T1 + H̃1 + F), (3.65)

which depends on the orbital multipliers ζ (see Appendix 3.C.4). Equation (3.65)

is obtained from Eq. (3.63) (
∑M0

I cI
∂L
∂cI

= 0) using the fact that ‖c‖2
2 = 1 and

Ĥ |Ψ0〉 = E0 |Ψ0〉.

The linear equations for the orbital and CI multipliers [Eqs. (3.62) and (3.64)]

may be combined into a single linear system of the form Ax = b with entries defined

as follows

A ≡
(

Aoo Aoc

Aco Acc

)
, x ≡

(
ζ
ξ

)
, b ≡

(
bo

bc

)
. (3.66)

When written in this form, A may be identified as a Jacobian matrix. Expressions for

all the blocks of A and b are reported in Appendix 3.D. We postpone the discussion

of how this linear system is solved to Sec. 3.2.4.

Once ζ and ξ are determined, the symmetric counterpart of Eq. (3.61) (i.e.,

∂L/∂ϑqp + ∂L/∂ϑpq = 0) can be used to recover the energy-weighted density:

ωqp =
1

4

( ∂

∂ϑqp
+

∂

∂ϑpq

)[
E0+

2∑
n=1

(Tn + H̃n) + F + X
]
. (3.67)

Here, we have ignored the contribution from E(2) because it is independent on orbital

rotations, as stated in Sec. 3.2.3.



74

Iterative Solution of the Orbital and CI Multipliers

The system of linear equations for the orbital and CI multipliers involve Nindep +

Ndet variables. When either the number of independent pairs or the size of the CI

space becomes too large, it is unfeasible to store A explicitly and solve the linear

system by direct inversion. The standard solution to this problem is employ a direct

iterative linear solver that directly builds a vector σ ≡ Ax, thus avoiding the storage

problem.

As noted in Sec. 3.2.3, to find a unique solution to the CI multiplier equations,

we impose the constraint ξ · c = 0 [see Eq. (3.45)]. To enforce this constraint in the

solution of the linear system, we define a projection matrix P

P =

(
1 0
0 1− ccT

)
. (3.68)

Then the constraint ξ · c = 0 is equivalent to the condition Px = x, and we may use

this result to write the linear system in the form

(PAP)x = Pb. (3.69)

The matrix PAP is rank deficient since the vector x‖ = (0, c)T is such that Px‖ =

0. This linear system can be solved using the generalized minimal residual method

without explicitly storing the matrix PAP.

3.2.5 Computational Cost

We end this section by briefly discussing the computational cost of the DSRG-

MRPT2 analytic gradients. In general, the cost of solving the Lagrange multipliers

has the same scaling of a DSRG-MRPT2 single-point computation with a slightly

larger prefactor. A vanilla DSRG-MRPT2 energy computation based on the CASSCF

orbitals can be largely separated into four steps:

1. Solve the CASSCF problem for the orbital and CI coefficients.

2. Compute the 1-, 2-, and 3-pRDMs using the CASSCF wave function.
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3. Transform the one- and two-electron integrals to the MO basis.

4. Build the modified integrals and cluster amplitudes, and use these quantities to

evaluate the DSRG-MRPT2 correlation energy via tensor contractions.

In comparison, the gradient computations take the following additional steps:

5. Compute the multipliers κ1,κ2, τ 1, τ 2, and ζpp .

6. Setup the coupled linear system [Eq. (3.66)] and solve for the multipliers ζ and

ξ.

7. Form the relaxed density matrices and energy-weighted density.

8. Transform the MO densities in step 7 to the AO basis and contract it with

skeleton derivative integrals.

We can see a rough correspondence between these two procedures. For exam-

ple, step 5 in the gradients computation corresponds to step 4 of the energy com-

putation. In these two steps, with the assumption of using a small active space

(NA � NC < NV), the computational cost is dominated by the tensor contraction

of an MP2-like term with a scaling of O(N2
CN

2
V). The cost of solving the linear sys-

tem (step 6) is slightly higher than the cost of second-order CASSCF optimization

(step 1). In fact, the linear system [Eq. (3.66)] is analogous to the Newton optimiza-

tion step in CASSCF, where A and b correspond to the Hessian and the gradient

vector, respectively. However, the bc vector contains terms involving ∂γuvwxyz /∂cI ,

which share the same O(N6
ANdet) scaling of computing the 3-pRDM. This steep cost

may be avoided by considering the additional tensor contractions and introducing

clever intermediates, as suggested in Ref.45 The computational scaling for the MO

to AO transformation of the relaxed densities (step 8) is identical to the integral

transformation step for the DSRG-MRPT2 energy (step 3). Overall, we see that the
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computational cost to obtain the analytical gradients is similar to that of an energy

computation.

3.3 Results

We implemented the DSRG-MRPT2 analytic energy gradients in the open-source

program Forte.90 The one- and two-electron integrals along with the corresponding

derivative integrals were obtained from Psi4 1.4.91 The correctness of the implemen-

tation was validated by comparing the analytic gradients against five-point finite-

difference numerical gradients using a 0.005 a.u. step size. In particular, we tested

the gradient and the optimized bond lengths of HF and N2 using CASSCF(2,2) and

CASSCF(6,6) reference wave functions, respectively. The cc-pCVDZ basis set92,93

was used for all computations in this work.

As a pilot application of the DSRG-MRPT2 gradient theory, we optimized the ge-

ometry of p-benzyne for both singlet and triplet states. The resulting geometries were

used to compute the adiabatic singlet–triplet gap (∆EST = ET −ES). We compared

the DSRG-MRPT2 results to those of CASPT2,16 the partially contracted NEVPT2

(pc-NEVPT2),18 and Mukherjee’s state-specific multireference coupled cluster theory

with singles, doubles, and perturbative triples [Mk-MRCCSD(T)].94,95 We employed

the minimal CAS(2,2) active space that consists of two electrons in the two σ or-

bitals located on the dehydrogenated carbon atoms. For geometry optimizations, the

maximum component of the gradient was converged to less than 2× 10−6 a.u. Both

CASPT2 and pc-NEVPT2 results were obtained using Molpro 2015.196 while those

from Mk-MRCCSD(T) were computed using Psi4 1.4.91

We notice that the minimal active space and the cc-pCVDZ basis set are both

too small to generate convincing results for p-benzyne to compare with experiments.

However, there are several limitations in the current implementation that prevent us

from large-scale applications of the DSRG-MRPT2 gradient theory, including 1) the
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storage of all four-index two-electron integrals in memory, 2) the explicit storage for

the derivatives of 1-, 2-, and 3-pRDMs with respect to CI coefficients, and 3) the

lack of functionality of freezing core orbitals. We plan to address all these issues in a

forthcoming paper.

Singlet / Triplet

CASSCF
DSRG-MRPT2
CASPT2
pc-NEVPT2
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Figure 3.2: Equilibrium geometries of singlet and triplet p-benzyne optimized using
various multireference methods using the cc-pCVDZ basis set. The DSRG flow pa-
rameter was set to 1 E−2

h . The CASSCF(2,2) reference was used for all computations.

Figure 3.2 presents the DSRG-MRPT2 optimized geometries of singlet and triplet

p-benzyne. Here, we set the flow parameter to s = 1 E−2
h , a value that previously

shown to yield reliable singlet–triplet gap of p-benzyne.74 The DSRG-MRPT2 opti-

mized geometries are in excellent agreements to those of CASPT2 and pc-NEVPT2.

For example, the DSRG-MRPT2 bond lengths and angles deviate from those of

CASPT2 by at most 1.0 pm (C5−C6 of the singlet) and 0.8◦ (∠H1C2C3 of the sin-

glet), respectively. Compared to Mk-MRCCSD(T), DSRG-MRPT2 underestimates

all C−C bonds by roughly 1 pm for both singlet and triplet states. Interestingly, all

bonds are elongated when dynamical correlation effects are added on top of CASSCF,

most prominently displayed by the 3.0–4.0 pm difference on the C5−C6 bond of the

singlet.

In Fig. 3.3, we show the sensitivity of the DSRG-MRPT2 optimized bond dis-

tances and angles [computed as deviations from CASPT2 values] with respect to the

flow parameter s. As s increases from 0, all geometric parameters vary quickly and

converge roughly around s = 1 E−2
h . Interestingly, the bond lengths first decrease
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Figure 3.3: (a) Bond lengths and (b) bond angles from DSRG-MRPT2 optimized
geometries relative to the CASPT2 optimized geometries as a function of the flow
parameter. (c) DSRG-MRPT2 adiabatic singlet–triplet gap as a function of the flow
parameter. Two flow parameters are indicated by the vertical dotted lines: s = 0
[i.e., CASSCF(2,2)] and s = 1 E−2

h (used in Fig. 3.2).

for s < 0.04 E−2
h and then start to increase for 0.04 < s < 1 E−2

h . When s keeps

growing from 1 to 10 E−2
h , small yet noticeable changes are observed for the C5−C6

bond (≤ 0.4 pm) and ∠H1C2C3 (< 0.4◦) of the singlet.

The bottom panel of Fig. 3.3 also reports the adiabatic singlet–triplet splittings

of p-benzyne computed using various multireference methods. For DSRG-MRPT2,

we again see a quick convergence of ∆EST near s = 1 E−2
h , while further increase

of s leads to only 0.1 kcal mol−1 difference in ∆EST. The DSRG-MRPT2 (s = 1)
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prediction of ∆EST is 2.7 kcal mol−1, which is 0.6, 1.8, 1.6 kcal mol−1 smaller than

that of pc-NEVPT2, CASPT2, and Mk-MRCCSD(T), respectively. This underesti-

mation has been observed previously, even when ∆EST is computed using optimized

Mk-MRCCSD/cc-pVTZ geometries.74 However, we note that the ∆EST of DSRG-

MRPT2 can be improved via reference relaxation.72 Specifically, using the corre-

sponding unrelaxed DSRG-MRPT2 geometries reported in Fig. 3.2, the partially

relaxed and the relaxed versions of DSRG-MRPT2 (s = 1) predict the ∆EST to be

3.57 and 3.76 kcal mol−1, respectively. These values fall in between the pc-NEVPT2

and Mk-MRCCSD(T) results.

Finally, we investigate the effects of neglecting the 3-body cumulants in DSRG-

MRPT2, which avoids the computation of the reference 3-pRDM without introducing

artificial intruders.38,74 Without three-body cumulants, the active space dependence

of the DSRG-MRPT2 gradients can be reduced to O(N5
ANV) for the correlation en-

ergy terms and O(N4
ANdet) for the CASCI contribution to the response equations. To

test the accuracy of this approximation, we re-optimized the singlet and triplet ge-

ometries of p-benzyne using s = 1 E−2
h . Comparing to the geometries optimized using

the complete DSRG-MRPT2 theory (i.e., with 3-body cumulant contributions), the

equilibrium bond lengths and bond angles deviate by at maximum 0.4 pm (C5−C6

of the singlet) and 0.5◦ (∠H1C2C3 of the singlet), respectively. We also employed

these geometries yet computed the ∆EST using the complete DSRG-MRPT2 the-

ory. The resulting spin gap is 2.67 kcal mol−1, only 0.03 kcal mol−1 smaller than

the exact answer (see Fig. 3.3). Such negligible deviation indicates that the pruned

DSRG-MRPT2 scheme may be used to optimize the geometry without significant

degradation of the accuracy.
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3.4 Conclusions

We have derived and implemented the analytic energy gradients of the unrelaxed

DSRG-MRPT2 approach. Our derivation uses the method of Lagrange multipliers to

impose constraints on the first-order modified integrals and cluster amplitudes, the

orbitals, and CI coefficients. Despite the complexity of the final Lagrangian, analytic

expressions for the DSRG-MRPT2 gradient could still be derived by hand (albeit

via a laborious procedure). Inheriting the numerical robustness of the DSRG equa-

tions, the corresponding Lagrangian is similarly well-behaved even when small energy

denominators arise, circumventing the intruder state-problem in linear-response com-

putations.

We have used the DSRG-MRPT2 analytic gradients to optimize the equilibrium

structures of p-benzyne and study the dependence of the optimized geometry on the

flow parameter s. The optimized geometries of both the singlet and triplet states

show very good agreement with those computed with CASPT2, pc-NEVPT2, and

Mk-MRCCSD(T). Comparing geometries between the two states, those of the singlet

are more sensitive to the value of s. The s-dependency plot also shows that sufficient

correlation contributions are captured with s equal to 1.0 E−2
h . Finally, we investigate

the singlet-triplet splittings of p-benzyne, which are underestimated using the DSRG-

MRPT2 formalism compared against other MRPT2 approaches.

The current results motivate us for further developments of the theory. On the

algorithmic side, an important bottleneck is the high memory cost required to store

the two-electron integrals, which may be alleviated by applying resolution the iden-

tity techniques (i.e., density fitting). Another important limitation of the current

implementation is the explicit storage of derivatives of the reduced density matrices

required to solve the coupled equations for the orbital and CI multipliers. From the

theory perspective, it would highly desirable to develop the gradient theory for the

state-averaged DSRG-MRPT297 to allow optimizations of both ground- and excited-
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state PESs, in particular near conical intersections. A more challenging future ex-

tension is the development of analytic gradients of higher-order MR-DSRG theories,

including third-order perturbation theory and nonperturbative MR-DSRG methods.

These extensions would require significant human effort and the use of automatic

implementation techniques.1,58,64
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Appendix

3.A DSRG-MRPT2 Energy Expression

The DSRG-MRPT2 energy contributions are reported in Table 3.A1. In our

previous work,74,77 these terms are written in terms of cluster amplitudes, modified

first-order integrals, 1-pRDM, one-hole RDM (1-hRDM), and two- and three-body

density cumulants. In contrast, here we expand the 1-hRDM and all density cumu-

lants in terms of 1-, 2-, and 3-pRDMs for the purpose of deriving the CI response

terms (see Appendix 3.C.4).

Table 3.A1: DSRG-MRPT2 energy contributions expressed in terms of the modified
first-order integrals (h̃), the first-order cluster amplitudes (t), and the reference 1-,
2-, and 3-pRDMs (γ). More compact expressions can be found in Ref. 74.

Term Energy Expression
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3.B Contributions to the Relaxed Density Matri-

ces

We first focus on the one-body relaxed density matrix elements Γqp. Assuming the

use of real orbitals, the nonzero elements of Γqp are given by

Γef = ζef , ∀ e, f ∈ V (3.70)

Γmn = δmn + ζmn , ∀m,n ∈ C (3.71)

Γuv = γvu + γ̃vu + ζuv , ∀u, v ∈ A (3.72)

Γem = αem + 2ζem, ∀ e ∈ V, ∀m ∈ C (3.73)

Γum = αum + 2
A∑
v

ζvmη
v
u, ∀u ∈ A, ∀m ∈ C (3.74)

Γeu = αeu − 2
A∑
v

ζve γ
v
u, ∀ e ∈ V,∀u ∈ A (3.75)

where ηab = δab − γab are the 1-hRDM elements and we also introduce an intermediate

αab···ij··· = 2κab···ij··· + τ ij···ab···Rs(∆
ij···
ab···) for convenience. In deriving Eqs. (3.70)–(3.75), we

have used the fact that ζ is symmetric, that is, ζqp = ζpq .

The two-body relaxed density matrix elements can be summarized as follows.

There are seven terms involving αabij :

Γefmn =
1

4
αefmn, (3.76)

Γefuv =
1

4
αefuv, (3.77)

Γuvmn =
1

4
αefuv, (3.78)

Γeumn =
1

2
αeumn, (3.79)

Γevmu = αevmu +
(
αem + 2ζem

)
γuv , (3.80)

Γeyux =
1

2
αeyux + αeuγ

x
y −

A∑
v

ζevγ
vy
ux, (3.81)

Γuxmy =
1

2
αuxmy +

(
αum + 2ζum

)
γyx −

A∑
v

ζvmγ
vy
ux. (3.82)
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The remaining eight terms are expressed as:

Γemfm = Γef , (3.83)

Γenmn = Γem, (3.84)

Γunmn = Γum, (3.85)

Γemum = Γeu, (3.86)

Γmono =
1

2
δmn + ζmn , (3.87)

Γumvn = ζmn γ
v
u + δmn Γuv , (3.88)

Γeufv = ζefγ
v
u, (3.89)

Γuvxy =
1

4

(
γuvxy + γ̃uvxy

)
+ ζuxγ

y
v . (3.90)

Here, we follow the index convention in Table 3.1 and thus omit the orbital type in

the above equations for brevity.

3.C Derivatives in Multiplier Equations

3.C.1 Modified Integrals and Cluster Amplitudes

In this appendix, we derive the expressions for the derivatives given by Eqs. (3.48),

(3.49), (3.52) and (3.53). Because H̃ and T̂ include only one- and two-body operators,

we only need to derive the fully connected terms from the following three types of

commutators [{âia}, {âbj}], [{âia}, {âcdkl}], and [{âijab}, {âcdkl}]. These commutators are
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evaluated to be

[{âia}, {âbj}]0 = γijη
b
a − ηijγba, (3.91)

[{âia}, {âcdkl}]0 =P(cd)δcaλ
id
kl − P(kl)δikλ

cd
al , (3.92)

[{âijab}, {â
cd
kl}]0 =P(kl)P(cd)(γikγ

j
l η

c
aη

d
b − ηikη

j
l γ

c
aγ

d
b )

+ P(kl)(γikγ
j
l − η

i
kη

j
l )λ

cd
ab

+ P(cd)(ηcaη
d
b − γcaγdb )λijkl

+ P(ij)P(ab)P(kl)P(cd)γikη
c
aλ

jd
bl

− P(ij)P(ab)P(kl)P(cd)ηikγ
c
aλ

jd
bl

+ P(ab)P(cd)δcaλ
ijd
kbl

− P(ij)P(kl)δikλ
jcd
bal . (3.93)

Here, we have introduced the two- and three-body density cumulants defined by:

λxyuv = γxyuv − γxuγyv + γyuγ
x
v , (3.94)

λxyzuvw = γxyzuvw −
∑
π

(−1)N (π)γxuλ
yz
vw − det(γxuγ

y
vγ

z
w). (3.95)

In Eq. (3.95), det(·) indicates the sum of all permutations of lower (or upper) labels

with a sign factor corresponding to the parity of permutations and
∑

π(−1)N (π) in-

dicates a sum over all permutations of the lower and upper labels with a sign factor

given by the number of inversions in π [N (π)].31
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It is now easy to check that

∂E(2)

∂h̃ai
=

H∑
j

P∑
b

tjbγ
i
jη
b
a

+
1

2

H∑
kl

P∑
d

tkladλ
id
kl −

1

2

P∑
cd

H∑
l

tilcdλ
cd
al , (3.96)

4
∂E(2)

∂h̃abij
=P(ab)

H∑
k

tkaλ
ij
kb − P(ij)

P∑
c

ticλ
cj
ab

+
H∑
kl

P∑
cd

tklcd
[
γikγ

j
l η

c
aη

d
b + P(ij)P(ab)γikη

c
aλ

jd
bl

]
+

1

2

H∑
kl

P∑
cd

tklcd
(
γikγ

j
l λ

cd
ab + ηcaη

d
bλ

ij
kl

)
+

1

2
P(ab)

H∑
kl

P∑
d

tkladλ
ijd
kbl

− 1

2
P(ij)

H∑
l

P∑
cd

tilcdλ
jcd
bal . (3.97)

The derivatives of E(2) with respect to amplitudes can be obtained by making the

replacements of tia → h̃ai and tijab → h̃abij in Eqs. (3.96) and (3.97).

Several properties can be used to further simply Eqs. (3.96) and (3.97). The

1-pRDMs γpq and 1-hRDMs ηpq possess very simple structures:

γpq =


δpq ∀ p, q ∈ C

γpq ∀ p, q ∈ A

0 otherwise

, ηpq =


δpq ∀ p, q ∈ V

δpq − γpq ∀ p, q ∈ A

0 otherwise

. (3.98)

Density cumulants are only nonzero when all indices are active orbitals, that is,

λpq···rs··· = 0 if any of the indices p, q, r, s, · · · is not active.
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3.C.2 Orbital Energies

For convenience, we first evaluate the derivatives of f̌ai and Rs(∆
ij···
ab···) with respect

to semicanonical orbital energies:

∂f̌ai
∂εp

=
H∑
j

P∑
b

tijab(γ
p
j δ
b
p − γbpδ

p
j ), (3.99)

∂Rs(∆
ij···
ab···)

∂εp
=
[
2se−s(∆

ij···
ab···)

2 −Rs(∆
ij···
ab···)/∆

ij···
ab···
]
Dij···ab···, (3.100)

where Dij···ab··· = ∂∆ij···
ab···/∂εp = δip + δjp + · · · − δpa− δ

p
b − · · · . Using these expressions, the

partial derivatives in Eq. (3.57) are calculated as follows:

∂T1

∂εp
=

H∑
i

P∑
a

τ ia

[
Rs(∆

i
a)
∂f̌ai
∂εp

+ f̌ai
∂Rs(∆

i
a)

∂εp

]
, (3.101)

∂T2

∂εp
=

1

4

H∑
ij

P∑
ab

τ ijabv
ab
ij

∂Rs(∆
ij
ab)

∂εp
, (3.102)

∂H̃1

∂εp
=

H∑
i

P∑
a

κai (∂f̌
a
i /∂εp)−

H∑
i

P∑
a

κai t
i
aDia, (3.103)

∂H̃2

∂εp
= − 1

4

H∑
ij

P∑
ab

κabij t
ij
abD

ij
ab. (3.104)

3.C.3 Orbital Rotations

The derivatives of the Lagrangian amplitude contributions with respect to orbital

rotations are given by

∂T1

∂ϑqp
=

H∑
i

P∑
a

τ̃ ia
∂fai
∂ϑqp

, (3.105)

∂T2

∂ϑqp
=

1

4

H∑
ij

P∑
ab

τ̃ ijab
∂vabij
∂ϑqp

, (3.106)
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where τ̃ ia = τ iaRs(∆
i
a) and τ̃ ijab = τ ijabRs(∆

ij
ab). The orbital response from modified

integrals also appears transparent:

∂H̃1

∂ϑqp
= 2

H∑
i

P∑
a

κai
∂fai
∂ϑqp

, (3.107)

∂H̃2

∂ϑqp
=

1

2

H∑
ij

P∑
ab

κabij
∂vabij
∂ϑqp

. (3.108)

The derivatives of the bare integrals with respect to orbital rotations are shown to

be:

∂f sr
∂ϑqp

= f spδ
q
r + fpr δ

s
q + δq∈C

(
vsqrp + vsprq

)
+ δq∈A

[ A∑
x

(
vsxrpγ

q
x + vsprxγ

x
q

)]
, (3.109)

∂vabij
∂ϑqp

= vabpjδ
q
i + vabip δ

q
j + vpbij δ

a
q + vapij δ

b
q. (3.110)

In Eq. (3.109), we have introduced the indicator function:

δp∈O :=

{
1 if p ∈ O,
0 otherwise.

(3.111)

The orbital response term from the reference energy E0 is well-known from CASSCF

orbital conditions:

∂E0

∂ϑqp
= 2
[
δq∈Cf

q
p + δq∈Af̃

q
p

]
. (3.112)

Similar equations can be obtained for the CI term in L:

∂X
∂ϑqp

= 2
[
δq∈C

A∑
uv

vqvpuγ̃
u
v + δq∈Af̃

q
p (γ → γ̃)

]
, (3.113)

where f̃ qp (γ → γ̃) holds a similar form of Eq. (3.28) with the pRDMs γ [Eq. (3.5)]

replaced by the corresponding mRDMs γ̃ [Eq.(3.44)].

Finally, for the Lagrangian term on orbital constraints F , we have

∂F
∂ϑqp

=
G∑
rs

ζsr

([
1− δr∈Aδs∈V

]∂f sr
∂ϑqp
− δr∈Aδs∈D

∂f̃ sr
∂ϑqp

)
, (3.114)
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where we adopt the short-hand notation δr∈Aδs∈V = δr∈Aδs∈V+δs∈Aδr∈V and D ≡ C∪V.

The derivatives ∂f̃ur /∂ϑ
q
p in Eq. (3.114) are worked out to be

∂f̃ur
∂ϑqp

= f̃up δ
q
r + δq∈C

[ A∑
v

(vvqrp + vvprq )γuv

]
+ δq∈A

[
f̄pr γ

u
q +

A∑
xy

(1

2
vxyrp γ

uq
xy + vpyrxγ

ux
qy

)]
. (3.115)

3.C.4 CI Coefficients

We now evaluate all terms in Eq. (3.63). It is straightforward to see that the

∂X/∂cI term yields:

∂X
∂cI

=

M0∑
J

ξJ 〈ΦJ |Ĥa|ΦI〉 , (3.116)

where the active part of the bare Hamiltonian is defined by

Ĥa =
A∑
uv

f̄ vu â
u
v +

1

4

A∑
uvxy

vxyuv â
uv
xy (3.117)

The derivatives of E + T1 + H̃1 + F with respect to cI can generally be written as

∂

∂cI
(E + T1 + H̃1 + F) =

A∑
uv

guv
∂γvu
∂cI

+
A∑

uvxy

guvxy
∂γxyuv
∂cI

+
A∑

uvwxyz

guvwxyz

∂γxyzuvw

∂cI
. (3.118)

Here, the effective integrals are given by

guv = f̄uv +
∂E(2)

∂γvu
+

H∑
i

P∑
a

[
αai v

au
iv + (τ̃ ia + κai )∆

v
ut
iu
av

]
+

G∑
rs

[
1− δr∈Aδs∈V

]
ζsrv

su
rv − 2

D∑
r

ζur f̄
r
v , (3.119)

guvxy =
1

4
vuvxy +

∂E(2)

∂γxyuv
−

D∑
r

ζur v
rv
xy, (3.120)

guvwxyz =
1

4

C∑
m

h̃uvmzt
mw
xy −

1

4

V∑
e

h̃ewxy t
uv
ez . (3.121)
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In Eqs. (3.119) and (3.120), the partial derivatives of E(2) with respect to γvu and γxyuv

are given by:

∂E(2)

∂γvu
= +

V∑
e

h̃evt
u
e −

C∑
m

h̃umt
m
v

+
1

2

P∑
ab

C∑
m

h̃abmvt
mu
ab −

1

2

P∑
a

C∑
mn

h̃aumnt
mn
av

+
A∑
xy

γyx

[
P(ux)

C∑
m

h̃xmt
um
vy − P(vy)

V∑
e

h̃evt
ux
ey

]
+

A∑
xy

γyx

[
P(vy)

C∑
m

ṽuxmyt
m
v − P(ux)

V∑
e

h̃exvyt
u
e

]
−

A∑
xy

γyx

P∑
a

C∑
m

(h̃aumvt
mx
ay + h̃axmyt

mu
av )

+
1

2

A∑
wxyz

λyzwx

V∑
e

(h̃euyvt
xw
ez + h̃exyzt

uw
ev )

− 1

2

A∑
wxyz

λyzwx

C∑
m

(h̃xwmzt
mu
yv + h̃uwmvt

mx
yz )

+
A∑

wxyz

γzyγ
x
w

( C∑
m

h̃uymzt
mw
xv −

V∑
e

h̃ewxv t
uy
ez

)
, (3.122)

∂E(2)

∂γxyuv
= +

1

2

V∑
e

h̃ext
uv
ey −

1

2

C∑
m

h̃vmt
um
xy

+
1

2

V∑
e

h̃evxyt
u
e −

1

2

C∑
m

ṽuvmyt
m
x

+
1

8

P∑
ab

h̃abxyt
uv
ab +

1

8

C∑
mn

h̃uvmnt
mn
xy +

P∑
a

C∑
m

h̃aumxt
mv
ay

+
1

2

A∑
wz

γzw

V∑
e

(h̃ewyz t
uv
ex + h̃euxyt

vw
ez )

− 1

2

A∑
wz

γzw

C∑
m

(h̃uvmxt
mw
yz + h̃vwmzt

mu
xy ). (3.123)

The RDM derivatives in Eq. (3.118) are generically written as

∂γuv...xy...

∂cI
= 〈ΦI |âuv...xy... + âxy...uv...|Ψ0〉 . (3.124)
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As such, the one- and two-body terms of Eq. (3.118) can be computed using a standard

CI sigma build with the revised integrals guv and guvxy . In this work, we store the

derivatives ∂γxyzuvw/∂cI appeared in Eq. (3.118), which requires further optimizations

in the future.

Finally, for the Y term, we have

∂Y/∂cI = −2ιcI . (3.125)

The multiplier ι can be easily obtained from Eq. (3.65) using Eq. (3.118):

ι =
A∑
uv

guvγ
v
u +

A∑
uvxy

guvxyγ
xy
uv +

A∑
uvwxyz

guvwxyz γ
xyz
uvw, (3.126)

using the fact that γuv···xy··· = 1
2

∑M0

I cI∂γ
uv···
xy···/∂cI . Note that ι depends on the orbital

multipliers ζqp and changes every iteration of solving the linear system [Eq. (3.66)].

3.D The Response Equation for the Orbital and CI

Coefficients

We are now equipped to show all the components of the coupled linear system

[Eq. (3.66)]. The four blocks of the coefficient matrix A can be written in the partial

derivative form:

Aoo
pq,rs =

∂

∂ζsr
P(pq)

( ∂F
∂ϑqp

)
=
∂F s

r

∂ϑqp
− ∂F s

r

∂ϑpq
, (3.127)

Aoc
pq,J =

∂

∂ξJ
P(pq)

( ∂X
∂ϑqp

)
=
∂XJ

∂ϑqp
− ∂XJ

∂ϑpq
, (3.128)

Aco
I,rs =

∂

∂ζsr

∂

∂cI
F =

∂F s
r

∂cI
, (3.129)

Acc
I,J =

∂

∂ξJ

∂

∂cI
X =

∂XJ

∂cI
. (3.130)
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As such, the orbital [Eq. (3.62)] and CI [Eq. (3.64)] response equations can be written

as

G∑
rs

Aoo
pq,rsζ

s
r +

M0∑
J

Aoc
pq,JξJ = bo

pq, (3.131)

G∑
rs

Aco
I,rsζ

s
r +

M0∑
J

Acc
I,JξJ = bc

I . (3.132)

The block elements of the b vector on the right-hand-side of Eqs. (3.131) and (3.132)

are given by

bo
pq = −P(pq)

( ∂

∂ϑqp

[
E0 +

2∑
n=1

(Tn +Hn)
])
, (3.133)

bc
I = − ∂

∂cI
(E + T1 +H1 + Y). (3.134)

For bo
pq, all components of Eq. (3.133) have been reported in Sec. 3.C.3, specifically

Eqs. (3.105)–(3.112). The expression of bc
I can be obtained using Eqs. (3.118)–(3.121)

by omitting the ζsr contributions in Eqs. (3.119) and (3.120).

We may further express Aoo
pq,rs [Eq. (3.127)] in terms of f sr and f̃ sr , resulting in the

following cases:

Aoo
pq,rs =P(pq)

([
1− δr∈Vδs∈A

]
(∂f sr /∂ϑ

q
p)
)

− P(pq)
[
δr∈Dδs∈A(∂f̃ sr /∂ϑ

q
p)
]
. (3.135)

The partial derivatives appeared in Eq. (3.135) are reported in Eqs. (3.109) and

(3.115). Simplifications may be achieved by utilizing the CASSCF semicanonical

orbital constraint [Eqs. (3.27) and (3.32)]. For example, when all p, q, r, s ∈ C, the

expression of Aoo
pq,rs is simply

Aoo
pq,rs = ∆p

q

(
δqrδ

s
p + δprδ

s
q

)
, ∀ p, q, r, s ∈ C. (3.136)
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In Eq. (3.128), the partial derivatives ∂XJ/∂ϑ
q
p yield:

(∂XJ

∂ϑqp

)⊥
= δq∈A

(
2

A∑
v

f̄ vp
∂γ̃qv
∂ξJ

+
A∑
vxy

vxypv
∂γ̃qvxy
∂ξJ

)
+ δq∈C

(
2

A∑
uv

vqvpu
∂γ̃uv
∂ξJ

)
, (3.137)

where ∂γ̃uv···xy···/∂ξJ = 〈ΦJ |âuv···xy···|Ψ0〉 and we only keep those components that are per-

pendicular to the CI vector c. For the Aco
I,rs term [Eq. (3.129)], we write

Aco
I,rs =

[
1− δr∈Vδs∈A

](∂f sr
∂cI

)
− δr∈Dδs∈A

(∂f̃ sr
∂cI

)
. (3.138)

Here, the derivatives of f sr and f̃ sr with respect to cI are evaluated to be

∂f sr
∂cI

=
A∑
uv

vsurv
∂γvu
∂cI

, (3.139)

∂f̃ sr
∂cI

=
A∑
v

f̄ vp
∂γsv
∂cI

+
1

2

A∑
vxy

vxypv
∂γqvxy
∂cI

. (3.140)

Lastly, the Acc
I,J term [Eq. (3.130)] can be easily derived using Eq. (3.116):

Acc
I,J = 〈ΦI |Ĥa|ΦJ〉 . (3.141)
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Chapter 4 Analytic Gradients for DF-DSRG-
MRPT2

Chapter Abstract

We report an efficient implementation of the analytic energy gradients for the driven

similarity renormalization group (DSRG) multireference second-order perturbation

theory (MRPT2) using density fitting (DF). In our implementation, the four-index

electron repulsion integrals (ERIs) are factorized with multiple three- and two-index

integrals and the backtransformation of derivative-associated densities is changed cor-

respondingly. Whilst the density fitting technique has negligible effects on electronic

energies and optimized geometries, the viability of the analytic gradients has been

improved for large systems with up to a thousand basis functions. We employed the

new gradient regime to investigate the equilibrium geometry, harmonic vibrational

frequencies, and infrared (IR) intensities of p-benzyne, for both singlet and triplet

states. It is shown that the results are in good agreement with experimental data

and those obtained from other electronic structure theories. Interestingly, we noticed

that certain vibrational modes of p-benzyne using DSRG are numerically sensitive to

the choice of basis sets and the approximation applied to the three-particle density

cumulants.

4.1 INTRODUCTION

The analytic energy derivative theory has been a preoccupation in quantum chem-

istry for decades. Analytic gradients, first-order energy derivatives concerning nuclear

coordinates, serve as necessary quantities for first-principle geometry optimization

and ab initio molecular dynamics. The gradients for single reference (SR) methods
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were well investigated and efficiently implemented in the last century. Despite the

success achieved by SR electronic structure theories, there are certain strongly cor-

related chemical problems for which the SR approaches qualitatively fail, such as

bond dissociations, organic diradicals, electronically excited states, and transition

metal complexes. A multireference (MR) description is thus entailed to approxi-

mate both static and dynamic correlations.1–3 Among various MR formalisms, the

MR second-order perturbation theories (MRPT2) have gained great popularity as-

cribed to reliable accuracy and efficiency.4–16 Prominent examples include complete

active space second-order perturbation theory (CASPT2) and n-electron valence state

second-order perturbation theory (NEVPT2), proven effective for strongly correlated

closed-shell or high-spin open-shell systems.6,10 Developing the analytic energy gra-

dient theory for an MR theory is typically challenging, considering esoteric mathe-

matical derivation and software implementations. The analytic derivative theories for

CASPT2 and NEVPT2 and associated extensions were recently developed. Celani

and Werner successfully employed the analytic energy gradients for the partially in-

ternally contracted CASPT2 to study the equilibrium geometries of Pyrrole with

low-lying valence and Rydberg states.17 Subsequently, the analytic gradient theory

for the fully internally contracted CASPT2 was realized by MacLeod and Shiozaki

using automatic code generation and was used to evaluate the vertical and adiabatic

ionization potentials of the porphin molecule.18 Shiozaki and co-workers further devel-

oped the analytic gradients for CASPT2 with density fitting or imaginary shifts,19,20

multi-state (MS) CASPT2 and extend multi-state (XMS) CASPT2,21,22 and explic-

itly correlated CASPT2 (CASPT2-F12).23 These gradient methods are implemented

in an open-source BAGEL package.24 Park and Nishimoto contributed to the gra-

dient theory for NEVPT2, including strongly contracted, partially contracted, and

quasidegenerate NEVPT2 extensions.25–28

Aside from these remarkable achievements, the CASPT2 and NEVPT2, along with
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other widely used MRPT theories, concomitantly suffer from a well-known intruder

state problem.29,30 The intruders are introduced when excitations excluded from the

reference become near-degenerate with the determinants that lie within the reference

state. This numerical issue could be improved by applying level shifts to energy

denominators obtained from zeroth-order Hamiltonian,31,32 but noticeable deviations

in yielded spectroscopic parameters would be featured.33,34 As discussed by Dyall,35

another effective intruder-removal technique, which has gained success in MRPT and

NEVPT variants, is to define a partially bielectronic zeroth-order Hamiltonian.10,36

However, Zgid and co-workers found the intruders would be reintroduced if particle

density cumulants are approximated.37

To address the intruder state problem, the driven similarity renormalization group

(DSRG) formulated within the MR formalism was developed.38–41 Within the unitary

DSRG ansatz, a continuous unitary transformation applies to the bare Hamiltonian

to decouple the reference and excited states, in terms of exponentially parametrized

unitary operators tuned by a DSRG flow parameter s. Importantly, the DSRG many-

body cluster amplitudes are numerically finite even with vanishing Møller-Plesset en-

ergy denominators. Among all MR-DSRG regimes, the DSRG-MRPT2 approach has

gained the most attention ascribed to its relatively low computational cost. The accu-

racy of DSRG-MRPT2 is comparable to those of CASPT2 and NEVPT2, as reported

in our previous benchmark studies. Aside from intrinsic immunity to intruder states,

another significant advantage of DSRG-MRPT2 is the circumvention of four-body

quantities, including four-body reduced density matrices (4-RDMs) and four-particle

density cumulants as required in CASPT2 and NEVPT2. With factorized electron-

repulsion integrals and approximate CASCI reference wave functions, DSRG-MRPT2

could be applied to large systems with up to 2000 basis functions and a large active

space of CAS(30e, 30o).42,43

In recent work, we have developed the analytic energy gradients for DSRG-
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MRPT2 in the Forte package.44–46 It is also worth mentioning that the analytic

gradient theory for the spin-free state-averaged DSRG-MRPT2 variant was indepen-

dently proposed by Park.47 Due to our implementations, the equilibrium geometries

of the singlet and triplet state p−benzyne are similar to those obtained via other

MRPT2 theories, and the adiabatic singlet-triplet splittings are slightly underesti-

mated. An s-dependency study implies that correlation effects are appropriately

captured when the flow parameter is selected around 1.0E−2
h , in a good agreement

with previous studies. The exclusion of three-body density cumulants only introduces

negligible errors to energies and optimized structures of p−benzyne.

However, those preliminary results may be less convincing since a minimal active

space of CAS(2e, 2o) and a small cc-pCVDZ basis set were employed, only consid-

ering the correlation effects between unpaired electrons of p-benzyne. The memory

bottleneck originates from the explicit storage and associated backtransformation of

four-index quantities. Another concern is that it is difficult to determine whether

an optimized geometry represents a stable or a transition state, due to the lack of

Hessians in Forte.

Herein, we report an efficient implementation of the analytic energy gradients for

DSRG-MRPT2 with density fitting (DF) to address these issues. The DF technique

has been rigorously studied and implemented to improve the performance of analytic

gradients for both SR and MR formalisms.20,48–54 Anticipated from previous studies,

DF has negligible effects on the accuracy of equilibrium geometries and electronic

energies. Combined with the functionality of computing numerical Hessians and an-

alytic dipole moments, DSRG-MRPT2 could be used for spectroscopic analysis. Our

DF gradient implementation is also generalized, and compatible with the potential

gradient extensions for DSRG-MRPT2: a. a different reference wave function, such

as the one from a generalized active space self-consistent-field (GASSCF) computa-

tion;55,56 b. an alternative CASCI approximation formalism, such as the adaptive
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CI method;42,57 c. a different integral factorization technique, such as the Cholesky

decomposition.58 This provides great convenience for the future development of the

analytic gradient theory for DSRG.

This paper proceeds as: In Sec.4.2, we briefly review the DSRG-MRPT2 formalism

and introduce the formulation of DF analytic energy gradients. We conclude the

theory section by discussing the computational scaling. In Sec.4.3, we report the

vibrational frequencies and IR intensities at equilibrium structures of p−benzyne for

both singlet and triplet states. Finally, we summarize this work in Sec.4.4 and discuss

the prospects of DSRG-MRPT2.

4.2 THEORY

We first introduce the orbital notation in this work. A molecular spin orbital

(MSO) ψp is formulated as a product of a spin function σp(ω) and a molecular or-

bital (MO) φp(r), where r and ω respectively denotes spatial and spin coordinates.

Each MO can be linearly expanded via a set of nonorthogonal atomic orbitals (AOs)

{χµ(r), µ = 1, 2, . . . , N},

φp(r) =
AO∑
µ

χµ(r)Cµp (4.1)

where Cµp denotes MO orbital coefficients.

The MSOs are partitioned into core (C, doubly occupied), active (A, partially

occupied), and virtual (V, unoccupied) subspaces by their occupation in the reference

wavefunction. For convenience, we further formulate the composite hole (H = C∪A)

and particle (P = A∪V) spaces. The index labeling of MSOs is summarized in Table

4.21. Distinctively, we denote AOs using Greek letters µ, ν, ρ, τ · · · .
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Table 4.21: Index labeling of partitioned MSOs.

Space Symbol Size Indices Description
Core C NC m,n, o Occupied
Active A NA u, v, w, x, y, z Partially Occupied
Virtual V NV e, f Unoccupied
Hole H NH i, j, k, l C ∪ A
Particle P NP a, b, c, d A ∪ V
General G NG p, q, r, s C ∪ A ∪ V

4.2.1 CASSCF reference

We use a CASSCF reference wave function Ψ0,

|Ψ0〉 =

M0∑
I

cI |ΦI〉 (4.2)

where φI denotes Slater determinants and cI are associated CI coefficients. The n-

particle reduced density matrix (n-pRDM) is formulated in terms of the CASSCF

reference wave function and a series of fermionic creation (â†p) and annihilation (âp)

operators,

γkl···ij··· = 〈Ψ0|â†kâ
†
l · · · âj âi|Ψ0〉 (4.3)

Given the 1- and 2-pRDMs, the one-electron integral h, and the antisymmetrized two-

electron integrals v, the reference energy E0 = 〈Ψ0|Ĥ|Ψ0〉 possesses the form[Eq. (4.4)],

E0 =
C∑
m

hmm +
1

2

C∑
mn

vmnmn +
A∑
uv

(
huv +

C∑
m

vumvm

)
γuv +

1

4

A∑
uvxy

vxyuvγ
uv
xy (4.4)

4.2.2 DSRG-MRPT2 energy

Herein, we review the electronic energy within unrelaxed DSRG-MRPT2.39 For

convenience, all tensors and integrals are summarized in Table 4.22.

The total energy is the sum of a reference energy E0, same to the CASSCF energy

in this study, and a second-order correlation contribution E(2)(s),

E(s) = E0 + E(2)(s), (4.5)
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Table 4.22: Parameters within DSRG-MRPT2.

Name Expression Description

hqp 〈ψp|ĥ|ψq〉 one-electron integrals
vrspq 〈ψpψq||ψrψs〉 antisymmetrized electron repulsion integrals
f qp Eq. (4.14) generalized Fock matrix
γk···i··· Eq. (4.3) n-particle reduced density matrices
ηca δca − γca one-hole reduced density matrices (1-hRDMs)
∆i···
a··· Eq. (4.15) Møller–Plesset denominators

ti···a···(s) Eqs. (4.10) & (4.11) first-order cluster amplitudes

h̃ai (s) Eq. (4.12) modified one-electron integrals
ṽrspq(s) Eq. (4.13) antisymmetrized modified electron repulsion integrals

where s ∈ [0,+∞) is a DSRG flow parameter that regularizes DSRG quantities.

The flow parameter controls the continuous unitary transformation applied to a bare

Hamiltonian (Ĥ), such that the DSRG effective Hamiltonian could be formulated,

H̄(s) = Û †(s)ĤÛ(s) (4.6)

Specifically, when s equals 0, Û(0) = 1̂ so that the DSRG Hamiltonian is identical to

the bare Hamiltonian; and as s becomes larger, the reference is gradually decoupled

from excited states.

The perturbative energy correction E(2)(s) can be expressed as a fully internal

contraction,

E(2)(s) = 〈Ψ0|[H̃(1)(s), T̂ (1)(s)]|Ψ0〉 (4.7)

where H̃(s) and T̂ (s) respectively denote the first-order effective Hamiltonian and

first-order cluster operators, in terms of normal-ordered creation and annihilation

operators {â},

H̃(1)(s) =
H∑
i

P∑
a

h̃
a,(1)
i (s){âia}+

1

4

H∑
ij

P∑
ab

ṽ
ab,(1)
ij (s){âijab} (4.8)

T̂ (1)(s) =
H∑
i

P∑
a

ti,(1)
a (s){âai }+

1

4

H∑
ij

P∑
ab

t
ij,(1)
ab (s){âabij } (4.9)

For concision, the superscript “(1)” for the first-order quantities and the label “(s)”

for s-dependent parameters are omitted in the following context. The DSRG cluster
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amplitudes and the modified first-order integrals are expressed as [Eq (4.10) - (4.13)],

tia =
(
f ia + ∆x

ut
iu
axγ

x
u

)
Rs(∆

i
a) (4.10)

tijab = vabijRs(∆
ij
ab) (4.11)

h̃ai = fai Ps(∆i
a) + ∆x

ut
iu
axγ

x
u

[
Ps(∆i

a)− 1
]

(4.12)

ṽabij = vabij Ps(∆
ij
ab) (4.13)

where ∆ij···
ab··· are Møller-Plesset denominators in terms of MO energies εp, and fpq

represents components of a generalized Fock matrix,

fpq = hpq +
C∑
m

vpmqm +
A∑
uv

vpuqv γ
v
u (4.14)

∆ij···
ab··· = εi + εj + · · · − εa − εb − · · · (4.15)

In DSRG, the cluster amplitudes (tij···ab···) are antisymmetric to respective permuta-

tions of superscript and subscript indices, and the internal components are enforced

to be zero, that is, txy···uv··· = 0, ∀u, v, x, y, · · · ∈ A. For convenience, we introduce reg-

ularized functions R = (1 − e−s∆2
)/∆ and P = 1 + e−s∆

2
. Given an arbitrary value

of s, both R and P are numerically bounded even if the Møller-Plesset denominators

are zero or near-zero, thus the associated DSRG parameters are robust to intruder

states. Appropriate values of s, around ∼ 1 E−2
h as discussed in previous studies,39,44

must be chosen to circumvent excessive capture of dynamic electron correlations.

The DSRG-MRPT2 energy expressions are concluded in Table 4.23, in terms of

DSRG cluster amplitudes, modified first-order integrals, 1-pRDM, 1-hRDM, and two-

and three-particle density cumulants.59,60

4.2.3 Analytic gradients

In this section, we briefly discuss the analytic energy gradients for DSRG-MRPT2.

Readers are encouraged to consult the original work for details.44

In unrelaxed DSRG-MRPT2, the MO coefficients Cµp [Eq. (4.1)] and the CI co-

efficients cI [Eq. (4.2)] optimized by CASSCF and CI are not variationally optimized
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Table 4.23: Summary of DSRG-MRPT2 energy terms.

Term Energy Expression

E0 f qpγ
p
q − 1

2
vrspqγ

p
rγ

q
s + 1

4
vrspqλ

pq
rs

+h̃bjt
i
aγ

j
i γ

a
b + 1

4
ṽcdkl t

ij
abγ

k
i γ

l
jη
a
c η

b
d + 1

4

(
ṽuviz t

iw
xy + ṽwaxy t

uv
az

)
λxyzuvw

E(2) +1
2

(
ṽevxyt

u
e − ṽuvmytmx + h̃ext

uv
ey − h̃vmtumxy

)
λxyuv

+1
8

(
ṽcdxyt

uv
abη

a
c η

b
d + ṽuvkl t

ij
xyγ

k
i γ

l
j + 8ṽvbjxt

iu
ayγ

j
i η

a
b

)
λxyuv

in DSRG-MRPT2. Therefore, evaluating derivatives of MO and CI coefficients re-

garding nuclear coordinates (∂Cµp/∂R and ∂cI/∂R) is indispensable, which could

be achieved by solving the coupled-perturbed(CP) CASSCF equations.61,62 Unfor-

tunately, the number of required CP-CASSCF equations significantly increases if a

molecule comprises more atoms, making it intractable for large systems. The Z-vector

approach, proposed by Handy and Schaefer, substitutes a set of CP equations with

one equivalent system-size-independent response equation.63,64

Following the Z-vector routine, we employed the Lagrangian formulation, as care-

fully discussed by Helgaker and Jørgensen.65 The Lagrangian for DSRG-MRPT2

could be rigorously formulated by incorporating all energy-relevant quantities, in-

cluding the n-body cluster amplitudes (Tn), the n-body modified integrals (H̃n), the

semicanonical CASSCF orbitals (F), the orthonormality of the MSOs (W), and a

CASCI reference (X ) subject to normalization (Y). In summary, the DSRG-MRPT2

Lagrangian (L) can be simplified as,

L = E +
2∑

n=1

(Tn + H̃n) + F +W + X + Y , (4.16)

where each component is a product of a specific DSRG constraint equation and an

affiliated Lagrange multiplier. All these constraints and associated multipliers are

conceptually manifested in Table 4.24.

The analytic gradients for DSRG-MRPT2 are thus equivalent to the first-order

derivatives of the Lagrangian with respect to the nuclear displacements (R). Mean-
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Table 4.24: Summary for the DSRG-MRPT2 Lagrangian constraints.

Term Constraints Multipliers Description

Tn T ij···ab··· τ ij···ab··· n-body cluster amplitudes

H̃n H̃ab···
ij··· κab···ij··· n-body modified integrals

F F q
p ζqp CASSCF semicanonical orbitals

W W q
p ωqp orthonormal orbitals

X XI ξI CI coefficients from CASCI

Y Y ι normalized CI coefficients

while the Lagrangian derivatives with respect to all other parameters are assumed

zero.

dE

dR
=
∂L
∂R

∣∣∣∣
∂L/∂M=0

=
G∑
pq

Γpq(h
p
q)
x +

G∑
pqrs

Γpqrs(v
rs
pq)

x +
G∑
pq

ωpq (S
q
p)
x (4.17)

where (hpq)
x, (vrspq)

x, (Sqp)
x are derivatives of one-electron integrals, antisymmetrized

ERIs, and the MSO overlap integral. The associated terms Γpq , Γpqrs, ω
p
q denote the

one-body, the two-body and the energy-weighted density matrices, respectively.

In addition, we discuss the analytic dipole moment, whose derivatives could further

be used to investigate IR intensities. As showed by the Hellmann-Feyman theorem,66

the energy derivatives regarding a perturbative parameter λ could be treated as the

expectation value of the λ-dependent Hamiltonian derivatives,

dEλ
dλ

= 〈ψλ|
dĤλ

dλ
|ψλ〉 (4.18)

We assume that λi represents the electrostatic field strength along the axis i, thus the

analytic dipole moment could be written as a product of an one-body density matrix

Γρν and an axis-dependent permanent dipole matrix µ̄iνρ,

µi =
dEλ
dλi

= 〈ψλ|
d(Ĥ + λiµ̄

i
νρâ
†
ρâν)

dλi
|ψλ〉 =

AO∑
ρν

Γρνµ̄
i
νρ (4.19)

It is worth mentioning that Γρν is the backtransformed density in AO basis,

Γρτ =
G∑
pq

CρpΓ
p
qCτq (4.20)
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The analytic energy gradients and dipole moments for CASSCF could also be

obtained, though inefficiently, by setting the DSRG flow parameter s to zero. The

scheme to compute analytic gradients is conceptually shown in Fig. 4.21.

Figure 4.21: Schematic analytic gradient routine within DSRG-MRPT2.

4.2.4 Density-fitting

Density fitting (DF), also named the resolution of identity, is a technique to ap-

proximate conventional two-electron integrals as the repulsion between generalized

electron densities ρpq using an auxiliary basis set P̄ ,

(pq|rs) =(ψpψq|ψrψs) = (ρpq|ρrs) (4.21)

ρpq(r) ≈
∑
P̄

C̄pq

P̄
χP̄ (r) (4.22)

where C̄pq

P̄
are density fitting coefficients, and the Mulliken notation is used for ERIs.

The advantage of DF approximation is twofold: a. explicit storage of large four-

index quantities could be avoided; b. ERI-associated integral transformations or

backtransformations become significantly cheaper, as they can be performed on three-

index integrals. Specifically, using the DF regime proposed by Dunlap et al.,67,68 we

have,

(pq|rs) ≈
∑
P̄ Q̄

(pq|P̄ )(P̄ |Q̄)−1(Q̄|rs) (4.23)
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When applying density fitting to formulate Z-vector equations, consistently treat-

ing all ERI-associated quantities and procedures is especially important. Among the

changes, reformulating the DSRG-MRPT2 energy is straightforward. Specifically, all

ERI terms involved in the reference energy (E0) [Eq. (4.4)] and the DSRG parameters

[fpq , t
ij
ab, ṽ

ab
ij ] [Eq. (4.14), (4.11), (4.13)] are factorized. In Forte, the factorization is

accomplished using distinctive three-index factor tensors BQ̄
pq,

(pq|rs) ≈
M∑
Q̄

BQ̄
pqB

Q̄
rs (4.24)

BQ̄
pq =

M∑
P̄

(pq|P̄ )[J−1/2]P̄ Q̄ (4.25)

where M denotes the size of the auxiliary basis set χP̄ (r), (pq|P̄ ) and JP̄ Q̄ = (P̄ |Q̄)

represent the three- and two-center integrals, respectively. Based on how the two-

electron integrals are factorized [Eq. (4.24)], current DF gradient implementation in

Forte is intrinsically compatible to the Cholesky decomposition approximation.58

Aside from the substitution of ERIs, the integral backtransformation entails addi-

tional modifications. The second term in Eq. (4.17) could be separated into coulomb

and exchange contributions,

Γpqrs(v
rs
pq)

x = Γpqrs(pr|qs)x − Γpqrs(ps|qr)x (4.26)

For brevity, only the coulomb parts are discussed, and the exchange complement

could be analogously analyzed.

Γpqrs(pr|qs)x = 2Γ̃P̄pr(pr|P̄ )x − Γ̂P̄ Q̄JxP̄ Q̄ (4.27)

Γ̃P̄pr = [J−1]xP̄ Q̄(Q̄|qs)Γpqrs (4.28)

Γ̂P̄ Q̄ = (pr|P̄ )Γpqrs(Q̄|qs) (4.29)

where Γ̃ and Γ̂ denote the three- and two-center densities, respectively. Note that

these densities are always represented in the AO basis, but the three-center densi-

ties solved from Z-vector equations are originally formulated with MO quantities.



118

Therefore, a backtransformation from MO to AO is required, shown as,

Γ̃P̄µν =
G∑
pr

CµpCνrΓ̃
P̄
pr (4.30)

Although density-fitting modifies the quantities and processes associated with Z-

vector equations, we want to clarify that such changes have negligible accuracy effects

on the resulting energy gradients. Importantly, the immunity to the intruder states

is still guaranteed for all DSRG parameters, thus both the electronic energies and the

energy gradients are guaranteed numerically robust.

4.3 RESULTS

In this work, various RI basis sets of Weigend were tested,69 including the cc-

pVDZ/JKFIT, the cc-pVTZ/JKFIT, and the cc-pVQZ/JKFIT. For brevity, they are

denoted as DZ/JKFIT, TZ/JKFIT, and QZ/JKFIT in the following context. A con-

sistent RI basis set is employed for both reference and correlation components in a

single computation. We note that the relative errors by comparing the total ener-

gies using DSRG-MRPT2 with those computed from DF-DSRG-MRPT2 are mostly

around 10−3 kcal·mol−1. In addition, the relative errors for optimized bond lengths

and bond angles are normally at the magnitude of 10−4 Åand 10−2 degrees, respec-

tively. Importantly, these error comparison tests were conducted for systems for which

the non-DF computations are affordable, such as the p-benzyne with a small active

space CAS(2,2), and we lack such comparison for most large systems investigated in

this study due to the memory limit. However, as expected from other studies,20,43

the system-size-dependent DF relative errors are normally negligible.

The analytic gradients and the analytic dipole moments for unrelaxed DF-DSRG-

MRPT2 were implemented in Forte, and the integral backtransformation of three-

center densities [Eq. (4.28)] was implemented in the open-source quantum chemistry

software Psi4 1.5.70 The accuracy of the analytic gradients and dipole moments
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were verified using the numerical complements got from five-point finite-difference

computations. Specifically, a nuclear displacement of 0.005 a.u. and a perturbed

electric field strength displacement of 0.001 were used, respectively. These validation

tests were conducted on HF, H4 with a C1 symmetry, N2, CO2 and p-benzyne. Whilst

high accuracy was achieved, we employed a timing test on the pentacene molecule

with CAS(2,2) and DZ/JKFIT basis. It took a wall time of 2.3 hours to complete

a single-point DF-DSRG-MRPT2 gradient computation, while the five-point finite-

difference approach entailed a wall time of 157.4 hours under the same conditions.

For spectroscopic analysis, the Hessians and the derivatives of dipole moments

with respect to nuclear coordinates are necessary, and they could be computed based

on the finite difference method using energies at distorted geometries. However, such

a routine would introduce three major issues: a. Computing Hessians from energies

is extremely slow, especially for large systems; b. The Hessians are computed using

appropriate gradients, downgrading the accuracy; 3, Distorting a reference geometry

may break symmetries of associated orbitals, for example, normal MOs within an

irreducible representation of a D2h point group may become a lower-symmetry C2v

point group. To address these issues, we compute the Hessians from analytic gradi-

ents. Similarly, the derivatives of the dipole moments are obtained from the analytic

dipole moments. The correctness of the resulting vibrational frequencies and IR in-

tensities was validated using CO and CHFO molecules, with relative errors as around

0.1 cm−1 and 0.1 km·mol−1, respectively.

We particularly investigate the p-benzyne. The p-benzyne molecule is a biradical

molecule with high stereoselectivity that could be used for drug designs.71 A distinc-

tive aspect of such a molecule is that its ground state is a singlet state, thus it could

hardly be analyzed by experimental measurements.72 Because of the multiconfigura-

tional character of the biradical system, single-reference methods fail to yield accurate

descriptions.
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We first discuss the equilibrium structures of p-benzyne for singlet and triplet

states, computed with DSRG-MRPT2, CASSCF, and CASPT2. The CASPT2 results

were distinctively obtained via Molpro 2015.1,73 and the DSRG or CASSCF results

were yielded using Forte. The active space was set to CAS(8,8), including eight

electrons in two sp2 and six p orbitals, and the basis was set to QZ/JKFIT. For

DSRG-MRPT2, the DZ/JKFIT and TZ/JKFIT basis sets were also employed. We

assumed that the equilibrium geometry was reached if the maximum component of

the gradients was less than 2× 10−6 a.u. The optimized structures of p-benzyne for

singlet and triplet states are shown in Fig. 4.31.

Figure 4.31: Equilibrium structures of p-benzyne for singlet and triplet states com-
puted from DSRG-MRPT2, CASSCF, and CASPT2. The DSRG flow parameter was
set to 1.0 E−2

h .

For p-benzyne, it has been well-acknowledged that there are through-bond cou-

plings between unpaired electrons, such as the spin polarization effects.72 These in-

teractions shorten the four CC(H) bonds and elongate the two (H)CC(H) bonds

simultaneously. The bond length difference ∆r = r[(H)CC(H)]− r[CC(H)] could be

treated as a biradical character indicator. The DSRG-MRPT2 optimization yields

a small ∆r value as 0.07 Å for the singlet p-benzyne, showing that the biradical

properties are properly captured other than erroneously described as a closed-shell
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singlet. In contrast, such biradical quantity ∆r is reduced to 0.03Å for the triplet

p-benzyne. Consistent with our previous study, the equilibrium geometries for both

singlet and triplet states optimized by DSRG-MRPT2 are consistent with those of

CASPT2 given a small basis DZ/JKFIT and a minimal active space CAS(2,2). The

maximum bond length difference is 1.0 pm, for the (H)CC(H) bond of the singlet p-

benzyne. Interestingly, if a larger active space is used while the small basis remains,

the geometry changes are negligible for the singlet p-benzyne but become noticeable

for triplet p-benzyne. When large basis and large active space are concomitantly used,

the resulting geometries for both singlet and triplet p-benzyne greatly deviate from

those using small basis and small active space. Under the new condition, two MRPT2

methods are still comparable for both singlet and triplet p-benzyne, though DSRG-

MRPT2 slightly underestimates all bond lengths. The CASSCF results also imply

that considering dynamic correlations would elongate the (H)CC and the (H)CC(H)

bond, meanwhile shortening the (H)CC bond for both singlet and triplet p-benzyne.

We may conclude that the DSRG-MRPT2 results are in good agreement with those

of CASPT2, and the equilibrium geometries for the singlet state p-benzyne are com-

paratively more sensitive.

We further employed the approximate DSRG-MRPT2 formalism named cu-DSRG-

MRPT2, following the terminology proposed by Zgid and co-workers,37 in which

the three-particle density cumulant terms are completely neglected. The equilib-

rium structures of singlet p-benzyne using DSRG-MRPT2 and cu-DSRG-MRPT2 are

shown in Fig. 4.32. The cu-DSRG-MRPT2 optimized bond angles and bond lengths

are in excellent agreement with those of the original DSRG-MRPT2, given various

basis and active space settings. For example, the bond lengths deviate by maximally

0.8 pm for (H)CC(H), and the bond angles deviate by at most 0.8◦ for ∠HCC(H).

Such negligible deviation indicates that cu-DSRG-MRPT2 could serve as a reliable

DSRG-MRPT2 alternative for geometry optimizations, even with large active space
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and a large basis. Interestingly, we also noticed that cu-DSRG-MRPT2 always over-

estimates the bond lengths for the CH and (H)CC bonds, meanwhile underestimates

the (H)CC(H) bond.

bond lengths in Angstroms
bond angles in degrees

1.0917/1.0918 1.3785/1.3820

1.4362/1.4292 117.74/117.54
118.67/119.36

1.0782/1.0784 1.3621/1.3659

1.4264/1.4183 117.57/117.36
118.46/119.26

1.0771/1.0773 1.3587/1.3625

1.4246/1.4163 117.53/117.32
118.40/119.21

1.0783/1.0785 1.3572/1.3598

1.4208/1.4159 117.46/117.31
118.61/119.13

DZ/JKFIT , CAS(8,8)
TZ/JKFIT , CAS(8,8)
QZ/JKFIT , CAS(8,8)
QZ/JKFIT , CAS(2,2)

DSRG/cu-DSRG

Figure 4.32: Equilibrium geometries of singlet p-benzyne optimized using DSRG-
MRPT2 and cu-DSRG-MRPT2. The DSRG flow parameter was set to 1.0 E−2

h .

The vibrational frequencies of the singlet p-benzyne with equilibrium geometries

are shown in Table 4.31. For comparison, we listed the experimental data and those

obtained from various approaches, including RHF, CCSD(T) with RHF or UHF or-

bitals, CASSCF, DSRG-MRPT2, and four-reference reduced multireference CCSD

(4R RMR CCSD). Note that the RHF and CCSD(T) with the RHF reference both

introduce imaginary frequencies, implying that the associated geometries are at tran-

sition states. If a UHF reference is employed instead, the CCSD(T) formalism would

give reliable results, though it may be affected by spin contaminations from the triplet

states. Meanwhile, the MR methods all yield real frequencies for all vibrational

modes, meaning the associated geometries are stable. Comparing DSRG-MRPT2

with CASSCF, it could be seen that the dynamic correlations significantly affect

certain modes with b3g, ag, b1u and b2u symmetries. For example, ω2(ag) differs by

nearly 200 cm−1. The DSRG-MRPT2 results are in good agreement with the ex-

perimental data, though ω20(b2u) are overestimated by over 100 cm−1. It could be

seen that 4R RMR CCSD yields a better result for this vibrational mode, but its



123

Table 4.31: Vibrational frequencies (in cm−1) of singlet p-benzyne obtained with
various approaches, and experiment. The flow parameter of DSRG is set to 1.0 E−2

h .

Frequency Exp.a RHFb CCSD(T)b/RHF CCSD(T)b/UHF CASSCFc DSRGc 4R RMR CCSDd

ω1(ag) 3414 3264 3258 3349 3266 3236

ω2(ag) 1379 1342 1498 1531 1329 1385

ω3(ag) 1256 1174 1183 1221 1161 1167

ω4(ag) 990 980 1018 1044 1042 1025 1023

ω5(ag) 635 775 608 620 648 632 647

ω6(au) 1004 913 938 970 971 924

ω7(au) 489 417 407 435 435 429

ω8(b1g) 961i 349 771 775 709 692

ω9(b2g) 946 832 897 941 927 857

ω10(b2g) 310i 5612i 577 663 617 547

ω11(b3g) 3396 3250 3242 3332 3253 3217

ω12(b3g) 1869 1657 1683 1692 1670 1665

ω13(b3g) 1335 1301 1309 1379 1278 1290

ω14(b3g) 592 586 584 626 566 573

ω15(b1u) 3391 3238 3241 3332 3251 3215

ω16(b1u) 1403 1504 1482 1489 1571 1452 1468

ω17(b1u) 976 1164 1058 1067 1090 1063 1063

ω18(b1u) 918 621i 3739i 953 1042 932 869

ω19(b2u) 3415 3263 3257 3348 3266 3230

ω20(b2u) 1331 1546 1388 1391 1409 1457 1341

ω21(b2u) 1207 1144 1275 1256 1262 1232 1223

ω22(b2u) 306 1068 1079 1088 1056 1040

ω23(b3u) 721 812 750 766 782 776 758

ω24(b3u) 435 519 443 439 463 460 500

a References.72,74

b References.75

c DSRG-MRPT2 with QZ/JKFIT and CAS(8,8). The flow parameter s is 1.0 E−2
h .

d References.76

predictions on ω24(b3u) and ω18(b1u) are comparatively less accurate. We further em-

ployed cu-DSRG-MRPT2 to investigate the vibrational frequencies and IR intensities

of the singlet p-benzyne, the results are summarized in Table 4.32. Note that cu-

DSRG-MRPT2 still yields good approximations to DSRG-MRPT2, given a different

basis and active space. Surprisingly, for certain vibrational modes, such as ω2(ag),

ω8(b1g) and ω21(b2u), the deviations compared to the DSRG-MRPT2 results are larger

than 20 cm−1. This implies that we may need other density cumulant approximation

techniques for high-accuracy spectroscopic analysis, instead of brutally omitting all

three-particle components.37
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Table 4.32: Vibrational frequencies (in cm−1) and IR intensities (in km·mol−1)of
singlet p-benzyne obtained with DSRG-MRPT2. The flow parameter of DSRG is set
to 1.0 E−2

h .

CAS(8e,8o) CAS(2e,2o)

cc-pCVDZ cc-pCVTZ cc-pCVQZ cc-pCVQZ

Parameter DSRG cu-DSRG DSRG cu-DSRG DSRG cu-DSRG DSRG cu-DSRG

ω1(ag) 3269 3266 3266 3262 3266 3263 3253 3251

ω2(ag) 1363 1410 1333 1386 1329 1383 1353 1390

ω3(ag) 1153 1152 1160 1159 1161 1160 1161 1160

ω4(ag) 1023 1027 1023 1029 1025 1031 1035 1038

ω5(ag) 624 615 629 619 632 621 628 623

ω6(au) 944 957 965 977 971 982 953 956

ω7(au) 422 417 433 426 435 428 436 430

ω8(b1g) 711 737 712 741 709 739 716 740

ω9(b2g) 900 914 922 936 927 939 913 918

ω10(b2g) 577 593 616 632 617 633 612 625

ω11(b3g) 3255 3252 3252 3249 3253 3249 3240 3237

ω12(b3g) 1664 1658 1664 1658 1670 1663 1687 1682

ω13(b3g) 1266 1271 1277 1283 1278 1284 1274 1278

ω14(b3g) 565 570 565 570 566 571 566 569

ω15(b1u) 3253 3250 3250 3247 3251 3248 3238 3235

ω16(b1u) 1448 1452 1451 1456 1452 1457 1452 1455

ω17(b1u) 1054 1049 1061 1056 1063 1058 1065 1062

ω18(b1u) 928 936 929 938 932 941 951 955

ω19(b2u) 3269 3266 3266 3262 3266 3262 3253 3250

ω20(b2u) 1450 1447 1453 1449 1457 1453 1456 1450

ω21(b2u) 1249 1279 1236 1271 1232 1268 1241 1263

ω22(b2u) 1060 1070 1056 1070 1056 1070 1059 1067

ω23(b3u) 760 769 776 784 776 784 764 766

ω24(b3u) 448 444 460 454 460 455 460 455

I15(b1u) 0.08 0.22 0.01 0.01 0.07 0.00 0.10 0.03

I16(b1u) 4.09 5.31 4.38 5.86 3.88 5.34 3.78 4.65

I17(b1u) 19.74 16.47 19.73 16.01 20.42 16.58 18.61 16.52

I18(b1u) 16.53 10.39 16.82 9.70 16.40 9.09 9.30 7.13

I19(b2u) 0.13 0.73 0.01 0.22 0.19 0.03 0.13 0.00

I20(b2u) 1.50 1.43 1.54 1.51 1.24 1.25 0.79 0.82

I21(b2u) 5.80 4.98 6.17 5.15 6.11 4.98 5.19 4.64

I22(b2u) 4.32 4.71 3.15 3.77 3.08 3.72 3.51 3.85

I23(b3u) 77.86 75.79 83.14 80.94 82.89 80.60 78.68 76.58

I24(b3u) 14.71 14.57 17.81 17.46 18.06 17.67 19.21 18.93

4.4 CONCLUSION

We have presented the analytic energy gradient theory for unrelaxed DSRG-

MRPT2 with density fitting. The DF technique avoids the explicit storage and the

time-costly backtransformation of four-index integrals. Instead, the associated large
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integrals are factorized using small two- and three-center integrals, and the integral

transformation in the Z-vector equation is also correspondingly modified. In principle,

these treatments are similar to those of DF-MP2 and DF-CASPT2. While providing

significant computational acceleration and alleviating the memory bottlenecks, DF

only introduces negligible effects on the accuracy. It is further worth mentioning

that the density-fitted DSRG parameters are still numerically robust, making DSRG

immune to intruder state problems.

To demonstrate the viability of the DF analytic gradients, we have used DSRG-

MRPT2 to optimize the equilibrium geometries of p-benzyne for both singlet and

triplet states, using large basis and large active space. The DSRG-MRPT2 results

are in good agreement with those of CASPT2, though DSRG-MRPT2 slightly un-

derestimates the bond lengths. Comparing geometries between two states, those

for the triplet state p-benzyne are more sensitive to basis and active space. The

structures optimized with a pruned DSRG-MRPT2 formalism, cu-DSRG-MRPT2,

perfectly match those computed using DSRG-MRPT2. We also reported the spec-

troscopic parameters, including vibrational frequencies and IR intensities consistent

with those computed with 4R RMR CCSD. The spectroscopic data implies that other

density cumulant approximation techniques should be used for DSRG-MRPT2 if high

accuracy is required, instead of the simplest cu-DSRG-MRPT2 method.

The current work points out several future directions. Since the DF gradient im-

plementation is generalized, we would expect the development of analytic gradients

for DF-DSRG with a GASSCF reference wave function, or with the conventional

CASCI substituted with selected CI methods, such as ACI. A challenging exten-

sion would be the gradient theory for higher-order MR-DSRG theories, such as the

MR-DSRG third-order perturbation theory (DSRG-MRPT3). We would also like to

develop a new approximate DSRG-MRPT2 formalism instead of cu-DSRG-MRPT2

for accurate spectroscopic analysis.
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Chapter 5 Conclusion and Future outlook

In this dissertation, we have outlined the development of the analytic gradient

theory for DSRG-PT2 and its applications to geometry optimization and vibrational

spectroscopy. Our efficient implementation of gradients substantially extends the

viability of DSRG for investigating larger strongly correlated systems, which may be

impractical to compute with conventional finite-difference approaches.

Our initial work was devoted to the analytic energy gradients of DSRG-SRPT2.

The major point of this study was to evaluate how the regularized DSRG equations

affect the analytic derivation. Such derivation was achieved by solving a set of orbital

response equations formulated with the method of Lagrange multipliers, enforcing

canonical orbital constraints and the definition of DSRG parameters. The exactness of

the analytic derivatives is confirmed by comparing to those computed with the finite-

difference method. Importantly, we determined that the gradients are numerically

robust to intruder states. We then employed the DSRG-SRPT2 analytic gradients to

optimize the geometries of 15 small molecules, and the resulting structures are found

to be in decent agreement with those of other single-reference methods. For example,

a mean absolute error of 0.0033 Å and a standard deviation of 0.0045 Å is observed for

bond lengths, compared to CCSD(T) results. However, such single-reference approach

is not adequate for exploring strongly correlated systems.

Therefore, we further investigated the analytic energy derivatives within the un-

relaxed DSRG-MRPT2 formalism. Switching to the multireference regime, the La-

grangian was reformulated with relatively comprehensive constraints, imposing def-

initions of DSRG modified integrals, one- and two-body cluster amplitudes, semi-

canonical molecular orbitals, and CI coefficients. Furthermore, an iterative routine,

the general minimal residual method (GMRES), is utilized to circumvent the explicit
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storage of the large linear system of CI response equations. Two similar properties

are retained in our resulting derivative equations: (1) numerical stability is inher-

ited by principle, making the solutions to the response equations immune to intruder

states; (2) the computational scaling is the same as a single-point DSRG-MRPT2

energy computation. The analytic gradients are used to optimize the singlet and

triplet states of p-benzyne with a minimal CAS(2,2) active space. The equilibrium

geometries show good agreement with the ones obtained with CASPT2, pc-NEVPT2,

and Mk-MRCCSD(T). From the s-dependency study, we illustrate that the optimized

geometry of the singlet state is more sensitive to s, while for both singlet and triplet

states the value 1.0 E−2
h represents an optimal choice to capture correlation energies.

We also note that the DSRG-MRPT2 method underestimates the adiabatic singlet-

triplet gap of p-benzyne compared to other MR approaches. It is worth mentioning

that two significant issues exist within this implementation: (1) a large basis or a large

active space must be avoided, due to the storage and the integral transformation of

four-index integrals; (2) explicit storage of six-index intermediate tensors drastically

increase the memory cost of the CI response equations. We tentatively employed a

pruned DSRG-MRPT2 approach, in which all expensive three-body density cumu-

lant terms are excluded. The negligible difference in both optimized geometry and

spin gap suggests that this approximate variant of DSRG-MRPT2 may be useful in

applications involving large systems, without substantial degradation of accuracy.

To address the memory bottlenecks discussed in the previous study, we applied

the density fitting treatment to the DSRG-MRPT2 analytic gradients. With den-

sity fitting, direct storage of large four-index integrals, such as ERIs and dependent

two-body Lagrange multipliers, is circumvented. Moreover, the expensive integral

back-transformation of four-index ERI-associated derivative densities is converted to

multiple affordable back-transformations of three- and two-index density integrals.

Meanwhile, the immunity to intruder states is still guaranteed. The DF-DSRG-
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MRPT2 gradients allow us to study the troublesome p-benzyne, with a much larger

basis and active space such as cc-pCVQZ/CAS(8,8). We applied DF-DSRG-MRPT2

gradients to optimize the geometries of singlet and triplet p-benzyne, and further

performed a vibrational analysis on singlet p-benzyne using semi-numerical Hessian

and the dipole moment derivatives. These results are compared to experimental data,

and found in good agreement with those of other MR approaches. We also employed

the pruned DSRG-MRPT2 formalism, named cu-DSRG-MRPT2, which neglects all

three-particle density cumulants. While the equilibrium structures show only neg-

ligible deviations compared to the original DSRG-MRPT2 method, there exists a

noticeable difference in vibrational frequencies for certain modes, as large as 20 cm−1.

In conclusion, the developed analytic gradient theory significantly expands the ap-

plicability of DSRG to large molecular systems. Herein, we propose several potential

extensions: (1) a straightforward modification would be applying the frozen-orbital

approximation, which further alleviates the computational bottleneck for molecules

with large core spaces; (2) the reference CASSCF wave function may be substituted

with those of other MR approaches, such as restricted (RASSCF) or generalized ac-

tive space self-consistent-field (GASSCF); (3) the conventional CI routine could be

substituted with selected CI approaches that effectively shrink the determinant space

by neglecting unimportant configurations; (4) an alternative approximate regime for

DSRG-MRPT2 other than cu-DSRG-MRPT2 should be proposed and benchmarked;

(5) the analytic gradients considering higher-order perturbative analysis, such as

DSRG-MRPT3, and orbital-relaxed DSRG formalism may be challenging projects;

(6) motivated by Toru Shiozaki, we envision an automatic gradient generator devel-

oped in Forte to mitigate laborious derivations. Overall, we anticipate that the

further development of the analytic derivative theory could levitate DSRG to a much

higher level.
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