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Abstract

Improving Question Answering by Bridging Linguistic Structures and Statistical Learning
By Tomasz Jurczyk

Question answering (QA) has lately gained lots of interest from both
academic and industrial research. No matter the question, search engine
users expect the machines to provide answers instantaneously, even without
searching through relevant websites. While a significant portion of these
questions ask for concise and well known facts, more complex questions do
exist and they often require dedicated approaches to provide robust and
accurate systems.

This thesis explores linguistically-oriented approaches for both factoid
and non-factoid question answering and cross-genre text applications The
contributions include new annotation schemes for question answering ori-
ented corpora, extracting linguistic structures and performing matching,
and early exploration of conversation dialog text applications.

For sentence-based factoid question answering, a multi-stage crowdsourc-
ing annotation scheme is presented. Next, a subtree matching algorithm
for two sentences that aims to extract semantic similarity in open-domain
texts is introduced and combined with a neural network architecture. Then,
various factoid question answering corpora are thoroughly analyzed and
cross-tested to improve the performance of QA systems. This thesis ex-
plores two complex scenarios of non-factoid question answering. In the first,
a semantics-graph knowledge graph that is build on the top of linguistic
structures is presented and applied on arithmetic questions using verb po-
larity classification. In the second, a system that combines lexical, syntactic
and semantic text representations with statistical learning is presented and
evaluated on event-based question answering. The last part of this the-
sis is focused on the cross-genre aspect of text in which the misalignment
between the dialog and formal writings is the main challenge. First, an ap-
proach that combines semantic structure extraction with statistical learning
is presented and used to improve the performance in the document retrieval
task. Next, an exploration for the passage completion task is presented. A
crowdsourcing annotation scheme is executed and a new corpus is created. A
multi-gram convolutional neural network with the attention is compared to
several state-of-the-art approaches for reading comprehension applications.
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Chapter 1

Introduction

1.1 Motivation

For decades, humans have dreamed of constructing a system that could main-

tain a natural language conversation and answer questions. The first gener-

ation of question answering systems from the early 1960s was based on the

simple paradigm that every combination of characters and words can be rep-

resented by some Boolean query [129]. Systems designed during these times

often lacked the ability to perform any logical reasoning or advanced seman-

tic analysis. One of the first attempts in developing semantically advanced

systems was the ELIZA project in the 1960s. It was capable of providing

answers to single questions using the pattern-matching techniques [55]. The

most famous chatbot implemented during the ELIZA period was DOCTOR

that is a simulation of the person-centered therapy that formed an illusion

that a machine is capable of engaging in discourse. Despite the great progress

made by the project, it has never reached a step where it could perform rea-
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soning from the text.

With the spike of natural language processing and machine learning, text

applications have become a popular trend among researchers. Currently, all

major search engines try to predict the user’s intent from the query and

if possible, they serve the answer content right away. In order to provide

meaningful answers, the models must be capable of recognizing the type of

question, expected answer or even performing an inference.

Despite the recent progress in the field of question answering, there is still

an increasing need to build systems that would comprehend natural language.

More recently, conversational assistant approaches have emerged as the po-

tential breakthrough in question answering enabled systems. Unfortunately,

such systems often require a deep and contextual analysis to understand an

abstract representation given any text.

1.2 Research Challenges

Question answering is defined as a field where the main challenge consists

of providing automatic answers to questions posed by humans in natural

language. In order to develop a system capable of performing such actions,

the system has to first understand the logic behind reasoning, understanding

and extracting information from text.

Open-domain factoid question answering consists of questions regarding

well-known and concise facts. Consider the question ”When was Barack

Obama born?, for which the answer is August 4th, 1961. Current systems are

able to provide answers to such questions using already existing knowledge
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graphs. Such extraction is rather a straightforward process, in which the

relation is extracted first, and then it is matched against the structure of the

graph.

On the other hand, a large number of questions asked today on search

engines, approximately 70% of them1, still require users to perform a man-

ual search through provided search results. Consider the question Who lead

the polish army in the Siege of Warsaw?, for which the answer is Walerian

Czuma. The information that supports this query can be directly extracted

from one of the Wikipedia pages2: The siege lasted until September 28, when

the Polish garrison, commanded under General Walerian Czuma, o�cially

capitulated. Unfortunately, lexicon-based approaches would likely fail in lo-

cating the correct sentence among the ones from the Wikipedia page. The

entire article is highly correlated with the words from the query, therefore

more advanced syntactic and semantic analysis is needed.

Solving more complex factoid questions is a great challenge that is often ap-

proached by designing and training statistical models. Unfortunately, more

advanced the model is, it requires a vast amount of data to be trained. The

source of such data could be search engines with their click data. Sadly, this

type of information is almost impossible to access by researchers. There-

fore, the manual creation process has to be developed to generate diverse,

challenging and realistic datasets for machine learning models.

Question answering is one of the most unsolved problems in natural lan-

guage processing and has already attracted a large number of researchers.

1
https://www.act-on.com/blog/how-and-why-to-set-your-site-up-for-googles-

rich-answers/

2
https://en.wikipedia.org/wiki/Siege_of_Warsaw_(1939)

https://www.act-on.com/blog/how-and-why-to-set-your-site-up-for-googles-rich-answers/
https://www.act-on.com/blog/how-and-why-to-set-your-site-up-for-googles-rich-answers/
https://en.wikipedia.org/wiki/Siege_of_Warsaw_(1939)
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In recent times, several corpora for various tasks have been published. It

is reasonable to look how these corpora di↵er and how they could be com-

bined to improve the quality and performance of question answering systems.

The main reason to combine the corpora is that it increases the amount of

training data for statistical models. On the other hand, the combination of

various datasets increases diversity which possibly can reduce the amount of

data that is enough to train robust models.

Questions that do not fall into the factoid questions category are often

classified as non-factoid questions. A significant portion of them is lexically

and semantically complex in a way that they require more advanced systems

compared to the factoid question answering systems. An example of a non-

factoid question can be: how to boil rice?. While many potential answers

to such question exist, the task is to extract the most precise and relevant

one. Arithmetic questions are another example of the non-factoid, complex

branch that requires the abstract understanding of the text. An answer

to these questions is impossible to be extracted from a single sentence and

the answer is rarely mentioned in the text. In arithmetic questions, the

system must first obtain the meaning representation from given text which

is later used to extract the actual answer from. Unfortunately, computer

systems are not primarily designed to infer meanings from natural language

text. Therefore, due to the structural uniqueness and abstract complexity of

the complex non-factoid questions, the approaches that worked for factoid

questions, would likely fail for non-factoid.

On the other hand, event-based questions pose a di↵erent challenge. Con-

sider a set of sequential sentences describing a simulation of characters and
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objects that are moving within various locations. Then, given this sequence

and a question, the task is to locate the context followed by extracting the ac-

tual answer from it. Already existing lexicon-oriented systems would perform

poorly due to the fact that these sentences are lexically similar to each other.

Moreover, the system must perform reasoning and semantic understanding

of natural language such as basic deduction or yes/no questions.

The source data that the answer to the question is supposed to be answered

from is not always of the same genre. While the cross-genre aspect has

been well studied in the past for various text applications such as dialog

summarization, several challenges still need to be addressed for the question

answering domain. Consider a natural language fact or question regarding a

popular TV show and a set of scripts from all episodes. In the cross-genre

document retrieval task, the correct episode that describes the events from

given query must be located. Multiple dialogue disfluencies and the rhetorical

devices such as irony or sarcasm make this task extremely di�cult. On the

other hand, in order to perform question answering in the cross-genre setup,

it is important and necessary to perform the actual text comprehension of

the human dialogue. Passage completion is a task in which given a dialogue

and a query with masked entities such as persons, organizations etc., the

system must recognize which entity from the dialogue should be placed on

the masking position. To achieve this goal, the semantic understanding of

the human dialog will be crucial. Also, systems designed for this task will

have to address the misalignment between various text genres.
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1.3 Contributions

This thesis explores various methods and techniques dedicated to improving

the performance of question answering systems. Its focus is on presenting

methods for crowdsourcing data generation and combining linguistic struc-

tures to extract meaning representations. Moreover, the dissertation pro-

vides methods dedicated to the non-factoid aspect of question answering.

The lexical and semantic complexity in these questions is often significantly

higher than in the factoid questions. Finally, this thesis examines the natural

language aspect focused on conversational data. Two tasks are presented:

document retrieval and passage completion. New methods are introduced

that set a solid groundwork in this area. The work in this thesis consists of

the following contributions:

• A crowdsourcing annotation framework for generating ques-

tion answering corpora: This thesis introduces a scalable, multi-

stage crowdsourcing annotation scheme for creating open-domain cor-

pora that are both diverse and challenging. The scheme consists of four

annotation tasks that are performed in sequence and the fifth auto-

matic task that is designed to generate an answering triggering corpus.

This annotation scheme is one of the first works designed to provide a

framework for providing a scalable and challenging open-domain cor-

pus with low-cost. As a proof of concept, the framework is executed

on one of the crowdsourcing services and results in the new dataset for

open-domain, sentence-based question answering called SelQA. The

cross-evaluation with already existing corpora shows the power of the
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corpus as the universal and generic benchmark for sentence-based ques-

tion answering systems.

• A subtree matching mechanism for measuring the contextual

similarity between two sentences: The dissertation develops an

algorithmic approach for extracting semantic similarity between two

sentences. The designed algorithm, unlike the previous tree-edit ap-

proaches, is based on the slice-by-slice tree matchings and thus is

computationally less expensive. Moreover, the algorithm supports the

matching that is performed using the distributional semantics mod-

els. Features based on extracted similarities are used with statistical

learning, which shows a significant improvement in the sentence-based

question answering and sets a new state of the art for answer triggering.

• Exploration of neural network architectures for open-domain

question answering: This thesis investigates various deep learning

approaches for handling sentence classification in the sentence-based

question answering tasks. The convolutional neural architectures pre-

sented in this thesis as one of the first attempts of building a convolu-

tional neural network for sentence-based question answering paved the

way for future advancements to deep learning architectures in this area.

Researchers have already started extending this framework and provid-

ing another improvements in this area. Also, the developed modifica-

tions in the convolutional neural network provide a new state-of-the-art

network architecture for the answer sentence selection task.

• Cross-evaluation of multiple sentence-based question answer-
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ing corpora: The thesis presents intrinsic and extrinsic analyses of

the four latest corpora that are based on Wikipedia. The presented

work is a major contribution to the cross-use of independent question

answering corpora. The analysis provides essential knowledge of how

these corpora di↵er. Also, the work in this dissertation is the first

step towards applying the transfer learning methods for independent

sentence-based corpora. The experiments show that the combination

of datasets can significantly reduce the amount of training data that is

required to train statistical models to achieve similar results.

• A semantics-based graph approach designed for non-factoid

question answering: This thesis develops a semantics-based graph

approach to complex question answering. The approach is evaluated

using a publicly available dataset of arithmetic questions. The graph

presented in this thesis is one of the first attempts to build an abstract

representation of natural text using already existing natural language

processing tasks. This graph does not require an external annotation,

unlike other approaches. The evaluation dataset consists of math prob-

lems that are dedicated to elementary and middle school children. By

using the grounded knowledge included in the constructed graph, the

system shows a promising result and proves to be an e↵ective approach

to construct meaning representations of the text that can be used to

solve complex questions.

• Multi-field structural decomposition for question answering:

The dissertation develops a precursory yet novel approach to the ques-
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tion answering task using structural decomposition. Documents are

decomposed into multiple fields that are grouped in three categories:

lexical, syntactic and semantic. The questions are decomposed in the

same way as documents. Unlike recent approaches that often consist

mostly of neural architectures, it tries to provide an easy to compre-

hend representations of natural text. The final model gives an absolute

improvement of over 40% from the baseline approach that uses a sim-

ple search for detecting documents containing answers. The evaluation

proves that the decomposition presented in this thesis can be used to

successfully solve non-factoid questions.

• The cross-genre document retrieval task for conversational

and formal writings: Motivated by the recent spike of conversational

agents and personal assistants, this thesis provides early solutions to

several challenges in the cross-genre aspect. The dissertation intro-

duces a structural approach for improving the document retrieval task

in the case when the source and target texts are of a di↵erent type. The

developed approach consists of extracting relations from the dialog and

formal writings. Then, it matches these relations to improve the initial

ranking. A significant performance improvement is observed when the

structure matching features are combined with a neural network archi-

tecture. The structure extraction presented in this thesis is the first

work that addresses matching of the conversational and formal writ-

ings. It paves the way for the future developments of systems that will

have to understand and extract the knowledge from the human con-

versation and then match it against the information that comes from



10

formal writings.

• Exploration of the passage completion task in cross-genre text

domains: This thesis explores the task of passage completion where

the challenge involves predicting the masked entity in a query when

a dialogue is given. A crowdsourcing annotation scheme is performed

first, and a new dataset dedicated to this task is built. A scalable

multi-gram convolution neural network with attention is presented and

compared to the wide spectrum of already existing approaches. This

work sets an early groundwork for the reading comprehension tasks in

the conversational and formal text domains. The experimentation and

analysis performed in this dissertation address the structure uniqueness

of the human dialogue which is the combination of speakers and their

spoken utterances. The dataset created during this work is a first

publicly available corpus dedicated to the reading comprehension task

of multi-party conversations.

This dissertation contributes to the field of question answering from sev-

eral angles. The experimentation and development of early neural architec-

tures for factoid question answering tasks lay the early groundwork for recent

advancements in convolution neural networks. The presented convolutional

neural network has already been extended and improved, and the researchers

will likely keep developing another improvements. Next, this work results in

several corpora released that are dedicated to several aspects of question an-

swering. One of the most recent developments in question answering has

been evaluated using the SelQA dataset, and the evaluation has shown the

power and uniqueness of the dataset. The researchers have already started
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using this source as the benchmark for their selection-based question an-

swering approaches. The thesis also addresses the challenges related to the

non-factoid branch in question answering. The work provides an early work

on building abstract representations of text which can be extended in the

future to handle more non-factoid branches. Finally, motivated by the re-

cent growth of popularity in conversational agents, the work in this thesis

contributes to the major challenges in the cross-genre text tasks. The cross-

genre document retrieval task is introduced along with the corpus that can

be used as a benchmark. The presented structure matching provides a new

state-of-the-art approach for this task, leaving room for improvement in fu-

ture work. The convolutional neural network-based approaches are explored

in the passage completion task in the cross-genre domain. This work sets the

groundwork for the reading comprehension tasks in cross-genre domain.
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Chapter 2

Related Work

This section provides an overview of several topics that are relevant to this

dissertation. Question answering emerged in the early 1960s, when one of

the first approaches were developed [14, 130, 36]. In the 1970s and 1980s,

researchers continued working in this field and started looking into natu-

ral language processing aspects that could potentially impact this field [143,

78, 156, 15, 87]. At the end of 20th century, the TREC 1 set of work-

shops has dominated the field of information retrieval including questions

answering [142, 141]. While this workshop has been discontinued in 2007,

it established strong baselines in many question answering tasks including

answer retrieval [75] and answer extraction [147]. The early approaches to

the question answering tasks from the information retrieval perspective were

focused on the surface-level information. One group of approaches tried

to explore and learn the pattern extraction process automatically and then

extract them from retrieved documents [109, 110, 67]. Another group of

1Text Retrieval Conference, http://trec.nist.gov/

http://trec.nist.gov/
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approaches tried to use bag-of-words representations to classify the question-

answer pairs [173]. More recently, the TREC family of question answering

tasks have divided into several various directions including sentence-based

answer sentence selection [149].

Modern question answering covers a wide spectrum of tasks such as reading

comprehension [113, 20, 112], passage retrieval [137, 38, 114] or answer ex-

traction [41, 1, 140]. This chapter presents background and related work that

is consistent with this thesis and gives the important context to presented

contributions.

2.1 Sentence-based Factoid Question Answer-

ing

Approaches designed for factoid question answering can be categorized into

two groups: knowledge-based and text-based. The knowledge-based approaches

use various techniques to extract relations and entities from the question and

then matches these elements with pre-built knowledge bases. Several knowl-

edge bases have been constructed over the last decade: DBPedia [4], Free-

base [16], Yago [133], to name a few. Knowledge bases are usually constructed

in the entity-relationship manner, providing an easy access and allowing to

extract precise information. For instance, consider the question: “What is

LeBron James height?”. A single entity and relation can be easily extracted

and then the answer can be directly extracted from the knowledge base. This

extraction process can be performed using two main approaches: informa-

tion extraction and semantic parsing. In the former, the task is to locate
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all related nodes to the main topic (LeBron James in the example above)

and their neighbors. Then, each neighbor is binary classified whether it is an

answer or not using the combination of various lexical and syntactic features.

This approach has been widely used in past work [163, 65, 92]. In semantic

parsing, lexicons are used to map natural language to the knowledge base

predicates. It is followed by the process of combining predicates that will

form a logical representation. SEMPRE is a well-known semantic parser

which adopts this approach [8]. The knowledge-based question answering is

relevant to the work presented in this dissertation although this thesis focuses

on the text-based approaches.

2.1.1 Text-based Question Answering Tasks

Knowledge-based approaches are often common choices when the query asks

for a specific relation of entities. In the previous subsection, the question

asked for the height of LeBron James. In such case, it is relatively easy to

extract the entity and its relation, which can be immediately mapped with

a knowledge base. Unfortunately, despite the fact that the largest knowl-

edge bases contain millions of nodes and billions of edges, several limitations

exist. Often, these approaches fail on more di�cult queries or when the

query requires more advanced linguistic analysis [69]. Also, knowledge bases

sometimes lack the actual entity links which cause problems [174].

Text-based approaches, on the other side, use lexical, syntactic and seman-

tic analyses to perform a set of tasks based on the natural language text.

At first, passage retrieval is performed, where for a given query and a set of

passages (documents), the most relevant ones to the query are located. The
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foundation of early approaches in this task is built on the lexicon-based ap-

proaches [120, 12, 37]. Salton and Buckley provide a comprehensive overview

of term-weighting methods for passage retrieval [120]. More recently, ma-

chine learning has been successfully applied in this task by learning to rank

the potential candidates [82]. Statistical learning methods such as SVM [18],

ListNet [19], decision trees [22], neural networks and genetic algorithms [24]

pushed the state of the art forward.

Answer sentence selection is a core task in open-domain question answering.

Given a question and a set of candidate sentences, the task is to rank the

sentences from the most to least likely containing the answer or supporting it.

Early approaches to this task were based on syntactic tree manipulations such

as tree edit distances and semantic kernels [104, 38, 149]. These approaches

are described further in Subsection 2.1.3. Unfortunately, the tree-edit based

approaches have a major limitation of being computationally expensive and

are often based on the outputs from specific parsers. Quasi-synchronous

grammars [149] and deeper semantic analysis such as semantic roles [125, 58]

have also been shown successful in the sentence selection task. Recent growth

of neural network architectures and distributional semantics contributed to

an increased number of approaches using these methods [171, 68, 43, 168, 166,

13]. Currently, researchers are investigating di↵erent attention approaches

using neural architectures [160, 136, 138, 135]. Their main goal is to explicitly

expose the network to the fragments of text that most likely contain the

answer based on the query words. The current state of the art in neural

network architectures dedicated to question answering is further described

in Section 2.2.
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Answer triggering is a more complex version of answer sentence selection in

which the model has to first decide whether there is at least a single sentence

that supports the query. If there is, it should be returned, otherwise, the

model should make a prediction that there is not enough context to support

the query. Because of this fact, this scenario is more realistic than answer

sentence selection. The initial list of sentences might or might not have a

single sentence that is an answer or supports the query. Answer triggering

was proposed by Wang et al. [161] along with the first dataset, WikiQA.

Since this task is substantially more di�cult, neural network architectures

combined with manually-crafted lexical features have achieved the highest

scores so far [161, 70].

2.1.2 Question Answering Corpora

With the current growth of question answering, several corpora have been

published and can be used to evaluate the robustness of question answering

systems. Corpus generation has been pioneered by the QASent dataset

that consists of 277 questions. It has been widely used for benchmarking the

answer sentence selection task [149]. While the corpus has been popular, its

extremely small scale makes it impossible to be used in advanced neural ar-

chitectures. Over the past few years, several more corpora have been released

focusing on di↵erent aspects of the text-based question answering tasks. In-

suranceQA is an automatically generated dataset containing 16K+ ques-

tions selected from the insurance library2 [50]. WikiQA is a dataset com-

2http://www.insurancelibrary.com/
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prising almost two thousand cleaned Bing3 search engine queries [161]. These

queries have been manually associated with their corresponding Wikipedia

pages’ abstracts. Morales et al. [93] extracted information boxes from var-

ious Wikipedia pages and released the InfoboxQA dataset that consists

of over 15K questions with the associated infoboxes. More recently, the

SQuAD dataset has been published [106]. It is a massive corpus of over

100K questions designed for the answer extraction task. Majority of these

corpora have been created using crowdsourcing methods thus are relevant to

this dissertation. Unfortunately, creating a diverse and realistic dataset is

still a di�cult task for researchers. In this thesis, a new multi-stage anno-

tation scheme is presented that addresses several challenges when building a

corpus for open-domain question answering.

2.1.3 Syntactic and Semantic Matching

Text-based methods perform syntactic and semantic matching between nat-

ural language texts in several ways. Early tree-based methods for text appli-

cations emerged in the early 1980s [134]. This family of approaches is based

on a distance paradigm: two syntactic trees are similar to each other if the

minimum cost of required sequence modifications (add, delete, change) is

relatively small. Punyakanok et al. [104] were one of the firsts who used syn-

tactic tree matching applications to question answering. This idea has been

further extended to fuzzy relation matching based on statistical models [38].

Several other extensions to the tree-based approaches have been presented

in the current literature [148, 164, 10].

3http://www.bing.com/
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Tree kernels for syntactic structures have been well studied in the appli-

cation of question answering. Heilman and Smith [59] developed a heuristic

method based on a tree kernel to find shorter and more intuitive sequences.

These approaches are often more compact than the initial tree-edit distances,

because they are based on prebuilt tree structural cores that define possible

tree modifications. Tree kernels have been further researched in [94, 97, 95].

Semantic parsing is another field that has attracted a lot of attention in

question answering and has been widely used. Two semantic roles cor-

pora are commonly known: PropBank [102] and FrameNet [5]. After

parsing natural language texts and obtaining their semantic annotations,

it is easier to understand the semantic meaning of the text. One of the

first attempts focused on structured probabilistic inference using predicate-

arguments pairs [99]. More recently, Shen et al. have shown significant

performance gains when semantic roles are combined with syntax-based sys-

tems. [125]. All the aforementioned work describes the background in using

the syntactic and semantic information to improve the question answering

systems. This dissertation presents several new techniques that are built on

the foundation of research in this field and provide significant performance

boosts in various tasks.

2.2 Neural Architectures

Statistical learning has been widely used in numerous text applications in-

cluding question answering. The recent growth of neural architectures has

provided several strong and bold improvements to already existing systems.



19

Convolution neural network along with distributional semantics has been

widely adopted in the question answering field. A bi-gram convolution model

with logistic regression and a few manually crafted lexical features was suc-

cessfully applied in answer sentence selection [171] and in answer trigger-

ing [161, 70]. Yin et al. developed a hierarchical convolution neural network

without any manually crafted features and successfully applied it to the ma-

chine comprehension task [167]. More configurations of convolutional neural

network have been developed for answer sentence selection [123, 73, 168, 139]

and machine comprehension [167], to name a few.

On the other side, the main goal of recurrent neural networks is to extract

encoded representation given a sequence of natural language text. Wang

and Nyberg presented an approach of stacked bi-directional long-short term

memory network that sequentially reads words from a question and candidate

answer and then calculates their relevance score [145]. Two direction pass lets

the network preserve information from past to future, and vice versa. When

more than a single layer of a recurrent cell is used, the output of one becomes

the input to another layer which helps the network to catch hidden sequential

information from the input. The long-short term memory based approaches

have been widely adopted in answer sentence selection [45, 138, 107, 70] and

machine comprehension [60, 23, 127, 122, 100, 27]

More recently, various attention mechanisms have emerged as a new trend

in the neural network architectures designed for text applications. This idea

has originated from the image processing field [86, 172, 77], but recently

have been found useful in the text domain as well. In convolutional neural

networks, one of a few approaches consists of developing an attention matrix
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and applying it to the dot product of feature maps [45]. As the result,

two vectors are computed that represents the importance of each word from

candidate answer with respect to given query, and vice versa. Yin et al.

proposed an extension where the network receives an additional input that

consists of word similarities from the query and candidate sentence [168].

This input is then used to perform an attention mechanism by incorporating

it with the feature maps. Attention in convolutional neural networks has

been further studied in the recent years [162, 25]. Similar to convolutional

neural networks, the same paradigm was found useful in recurrent neural

networks, especially in machine comprehension tasks [122, 150, 151, 39].

Neural architectures have been proven e↵ective in the question answering

field. In this dissertation, one of the earliest applications of convolutional

neural network is extended and paired with additional hand-crafted features

that leads to a new state-of-the-art result in answer triggering.

2.3 Non-factoid Question Answering

Non-factoid question answering is an umbrella term for almost all questions

that cannot be classified as factoid. Several tasks have emerged in this area:

community question answering [98], real-time question answering [81], vi-

sual question answering [2], math word and logic questions (arithmetic) [76],

event-based question answering [154], and more. This dissertation presents

two approaches that are evaluated in two areas of non-factoid question an-

swering: arithmetic questions and event-based questions.
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Arithmetic Question Answering

Math and logic problems primarily designed for elementary and middle school

students are a good example of an abstract problem that requires context

understanding and performing logical operations. The model has to infer the

actual question intent, merge multiple layers of information and provide an

answer. Consider this example: Sara had 7 red and 8 blue balls. She received

3 red balls and gave away 2 blue balls. How many blue balls does Sara have?.

The answer to this question (6 blue balls) is not mentioned in the context.

Therefore, the algorithm has to reason the answer given the context rather

than extracting it from the text.

Recently, these problems have gained lots of interest among researchers.

Kushman et al. collected a set of algebra problems from a crowdsourced

tutoring website4 and published a dataset comprising 1024 algebraic ques-

tions with their linear equations and answers [76]. Researchers partnered

with Allen Institute for Artificial Intelligence5 have released several corpora

for math and logical problems6: a set of life science, 6,952 real science exam

questions, 100 geometry questions, a set of arithmetic questions, and many

more. This dissertation explores the last set, which is focused on the arith-

metic problems.

Deep semantic understanding of human language and text comprehension

is required to solve an arithmetic question. While lexical approaches have

shown their potential for di↵erent factoid question tasks, it is likely they

would fail here. A state transition method designed to map natural language

4
www.algebra.com

5
http://allenai.org/

6
http://allenai.org/data.html

www.algebra.com
http://allenai.org/
http://allenai.org/data.html
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to an equation based on predefined templates was one of the first approaches

designed for this problem [76]. This approach has been later extended to

learning to categorize verbs [66]. More recently, algorithmic approaches have

been proposed that try to directly build the equations based on tree and

graph structures [118, 119]

Several approaches to build generic semantic representations of text have

already been proposed. Abstract Meaning Representation (AMR)7 [7] is an

attempt to generate a semantic graph of meaning based on syntactic and se-

mantic structures. Wong et al. proposed a novel statistical approach based on

a syntax-based translation model that constructs a meaning representation

of a sentence [157]. While some of these representations have been applied

to text problems [42, 108], most of the today’s work in this field focuses on

building robust and reliable parsers. This dissertation presents a novel ap-

proach to create a semantics-based graph approach that is constructed on

top of the natural language processing tasks.

Event-based Question Answering

Question answering often requires text understanding in several ways: de-

duction, multiple supporting facts from di↵erent sentences, coreference reso-

lution, etc. Weston et al. released a dataset called bAbI8 that consists of a

set of proxy tasks that are focused on the natural text understanding [154].

The dataset consists of twenty artificially-crafted small tasks. The goal is to

select a supporting sentence and to extract an answer given context.

7
https://amr.isi.edu/

8
https://research.fb.com/downloads/babi/

https://amr.isi.edu/
https://research.fb.com/downloads/babi/
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There have already been several approaches proposed for tasks that are re-

lated to the event-based type of questions. Pizzato et al. proposed a question

prediction language model based on indexing of semantic roles and achieved

a promising result [103]. Athira et al. presented a modular architecture that

consists of four basic modules [3]. Ontology-based domain knowledge is used

to reformulate questions and identify relations. More syntactic and semantic-

based approaches that have been developed can be found in [11, 105, 83, 49]

More recently, IBM has released Watson9, a hybrid approach between NLP

and IR [52] that has significantly advanced the field of question answering.

This thesis presents a novel approach to combine lexical, syntactic and

semantic features that are extracted automatically given a corpus of text.

2.4 Applications to Cross-genre Tasks

Due to the spike of applications that are required to maintain the conversa-

tion, dialog data has recently become a popular target among researchers.

The work in this field concerns problems such as learning facts through con-

versation [51, 155, 62] or dialog summarization [101, 91]. More recent work in

this field has focused on several inter-dialogue tasks [158, 72, 57]. Several cor-

pora in the conversation domain have already been released. Cornell Movie

Dialog Corpus contains a large collection of fictional conversations that have

been extracted from movie scripts [40]. The Ubuntu Dialogue Corpus is a

large dataset comprising 1M multi-turn dialogues with a massive number of

7M utterances [84]. The Character Mining project provides transcripts of all

9
https://www.ibm.com/watson/

https://www.ibm.com/watson/
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ten seasons of the TV show, Friends. [26].

Document retrieval has been a central task in natural language process-

ing and information retrieval for a long time. The goal is to match a query

against a set of documents. Previous work provided strong baselines for

unstructured text retrieval and ranking problems [12, 17, 18, 6, 159, 175].

However, these systems usually assume a homogeneous domain for queries

and target documents. Information extraction for the dialogue data has also

been explored. Yoshino et al. presented a spoken dialogue system that ex-

tracts predicate-argument structures and uses them to extract facts from

news documents [170]. Flycht-Eriksson et al. developed a dialog interac-

tion process of accessing textual data from a bird encyclopedia [53]. An

unsupervised technique for a meeting summarization using decision-related

utterances has been presented by Wang et al. [146]. Gorinski and Lapata

studied movie script summarization [54]. Rosset et al. developed the Ritel

project, a system designed to integrate spoken language and open-domain

information retrieval [117]. All the aforementioned work uses the syntactic

and semantic relation extraction in conversation domain and is relevant to

this thesis. This dissertation lays the early groundwork for the document

retrieval task that is focused on conversation and formal writings.

Passage completion can be defined as a subtask in machine comprehension.

Given a passage of text with a set of entities and a query with the masked

placeholder, the goal is to select the entity from the passage that matches

the query context. The CNN/Daily News dataset is a massive data set

that consists of over 1M queries with their corresponding passages [60] and

is dedicated for this task. Existing approaches to this task consist mainly
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of memory networks [61], recurrent neural networks [60] and the attention-

based models [71, 39, 132]. This thesis explores the passage completion task

in when the cross-genre aspect of text domains must be addressed.
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Chapter 3

Sentence-based Factoid

Question Answering

Factoid question answering is a field that consists of any questions regarding

well-known and concise facts. Two main directions have emerged in this

field: knowledge-based and text-based approaches. Usually, the former is

applied to the questions that do not pose a significant syntactic or semantic

challenge. The latter concerns approaches focused on extracting semantic

similarity between any open-domain texts.

This chapter explores the tasks and methods that are related to the text-

based methods. More precisely, it is focused on the sentence-based ap-

proaches, in which a single sentence is considered an answer to a question. It

is di↵erent from the TREC evaluation where the answer key must be returned

with the supporting document ID. However, the sentence-based aspect does

not simplify the task [104]. It has been shown that the hardest part of the

answer selection tasks is to find the correct supporting document. The an-
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swer key may be extracted using the heuristic rules in the last step. Also, it

is reasonable to provide a sentence to a user who will be able to extract the

answer having the selected sentence. Moreover, when a user is provided with

a sentence, it has better resolution of the context to the question.

Factoid questions often have only one correct answer unlike several non-

factoid types such as recommendation questions. Therefore, it is reasonable

to perform text-based techniques on large unstructured collections of infor-

mation such as Wikipedia. One might consider a question: “Who lead the

polish army during the Siege of Warsaw?” and two di↵erent sentences: “The

siege lasted until September 28, when the Polish garrison, commanded under

General Walerian Czuma, o�cially capitulated” and “Johannes Blaskowitz

was a commander of the German army who were invaders, while the defend-

ing army was lead by Walerian Czuma”. The first sentence does not mention

explicitly the main object of this question (“The Siege of Warsaw”) and uses

a synonym of “garrison” instead of the word “army”. The second sentence

requires more semantic understanding. The word “defenders” with respect

to the German invaders is the Polish army. Most of the knowledge base ap-

proaches would likely fail in this question. Despite the size and impact of

the knowledge bases, they often lack some entities. More importantly, even

if the knowledge bases are extended, it becomes extremely di�cult to scale

up the matching process [153]. On the other hand, a text-based approach

would likely work for this question. Semantic similarity can be applied as

a way to resolve semantic relatedness [111]. In the example above, a model

should be able to recognize and properly measure the relatedness of the

words: army, garrison, commanded, lead, and commander. Obviously, such
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matching must be performed beyond the lexical level. More precisely, the

syntactic and semantic structures of given question and sentence candidates

must be measured and compared.

Researchers from the distributional semantics field have recently developed

several techniques to represent the human language in a dense dimension.

Thanks to this procedure, it is now possible to apply a wider spectrum of

statistical learning approaches to the human language-related problems. One

of the approaches is called word2vec and has been broadly used [89]. The

word2vec model learns the dense representation that will locate the word

vectors closer to each other if they often appear in the same contexts. For

instance, a word dog will be closer to cat and leash than to classroom. The

word2vec model has been successfully applied to several text applications:

sentiment analysis [44, 73], text summarization [35, 131], machine transla-

tion [28, 85], and of course question answering [25, 68]. The distributional

semantics models are therefore useful in approaches which try to extract

semantic similarity from natural language. Neural networks are common

choices for these systems. Unfortunately, these architectures often require a

huge amount of data to train meaningful models.

Researchers have recently published multiple corpora that can be used to

benchmark the question answering systems. Their main goal is to evaluate

how well the model does with recognizing the contextual similarity of open-

domain texts. Unfortunately, these datasets often come from di↵erent sources

and are generated using di↵erent tools. Also, these datasets might concern

di↵erent question answering tasks. Therefore, it is challenging to train a

statistical model using the combination of all datasets. However, it is likely
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that this combination would improve the performance of question answering

system by increasing the diversity and uniqueness of the training data.

In this chapter, multiple contributions to the factoid question answering

field are presented. First, a multi-stage annotation scheme is described

that provides researchers a framework to build diverse and challenging open-

domain question answering corpora (Section 3.1). The designed framework

uses crowdsourcing to generate, paraphrase and clean questions based on

any text domains. Unlike other datasets, this framework allows researchers

to create a corpus designed for passage retrieval, answer sentence selection,

answer triggering and answer extraction. Next, Section 3.2 introduces a

novel subtree matching algorithm based on syntactic structures. Unlike pre-

vious approaches, this algorithm has a configuration to be used with the

distributional semantics models such as word2vec as similarity measures.

The developed algorithm is next paired with a convolutional neural network

and logistic regression. The evaluation shows a significant boost in answer

sentence selection and sets the state-of-the-art performance for answer trig-

gering. Finally, Section 3.3 explores recently published question answering

corpora and compare them intrinsically and extrinsically. Cross-evaluation

shows that similar system performance can be achieved by using a limited

amount of data for training.

Overall, the work discussed in this chapter provides a novel framework to

build diverse corpora and extends the current state of the art in the field.

Also, a thorough analysis of already existing corpora is presented which helps

to understand their characteristics and use them better in the future work.
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Type Count

Total # of articles 486

Total # of sections 8,481

Total # of sentences 113,709

Total # of tokens 2,810,228

Table 3.1: Lexical statistics of the collected Wikipedia articles corpus.

3.1 Multi-stage Annotation Scheme for Ques-

tion Answering

Researchers usually do not have access to large collections of data that would

let them generate datasets on a large scale. Fortunately, with the current

state of the art of crowdsourcing techniques, this goal becomes achievable.

Presented annotation scheme provides a framework for any researcher to cre-

ate a large, diverse, pragmatic, and challenging dataset for answer sentence

selection and answer triggering while maintaining a low cost using crowd-

sourcing.

3.1.1 Data Collection

A total of 486 articles are uniformly sampled from the following 10 topics of

the English Wikipedia, dumped on August, 2014:

Arts, Country, Food, Historical Events,

Movies, Music, Science, Sports, Travel, TV.
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These are the most prevalent topics categorized by DBPedia.1 The original

data is preprocessed into smaller chunks. First, each article is divided into

sections using the section boundaries provided in the original dump.2 Each

section is segmented into sentences by the open-source toolkit, NLP4J.3 In

the corpus, documents refer to individual sections in the Wikipedia articles.

Table 3.1 presents a lexical analysis of the collected data.

3.1.2 Annotation Scheme

Four annotation tasks are conducted in sequence on Amazon Mechanical

Turk for answer sentence selection (Tasks 1-4), and a single task is conducted

for answer triggering using only Elasticsearch (Task 5; see Figure 3.1 for the

overview).

Task 1

Approximately two thousand sections are randomly selected from the 486

articles in Section 3.1.1. All the selected sections consist of 3 to 25 sentences;

is has been empirically found that annotators experienced di�culties accu-

rately and timely annotating longer sections. For each section, annotators

are instructed to generate a question that can be answered in one or more

sentences in the provided section, and select the corresponding sentence or

sentences that answer the question. The annotators are provided with the

instructions, the topic, the article title, the section title, and the list of num-

1
http://dbpedia.org

2
https://dumps.wikimedia.org/enwiki

3
https://github.com/emorynlp/nlp4j

http://dbpedia.org
https://dumps.wikimedia.org/enwiki
https://github.com/emorynlp/nlp4j
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Data Collection

Topic

Document

Document

…
…

Answer Sentence Selection

Task 2

Task 1 Task 3

Task 3

Task 4 Task 5

Answer Triggering

Figure 3.1: The overview of the data collection (Section 3.1.1) and annotation

scheme (Section 3.1.2).

bered sentences in the section (Table 3.2).

Task 2

Annotators are asked to create another set of ⇡2K questions from the same

selected sections excluding the sentences selected as answers in Task 1. The

goal of Task 2 is to generate questions that can be answered from sentences

di↵erent from those used to answer questions generated in the Task 1. The

annotators are provided with the same information as in Task 1, except that

the sentences used as the answer contexts in Task 1 are crossed out (line 1 in

Table 3.2). Annotators are instructed not to use these sentences to generate

new questions.

Task 3

Although the annotation instruction encourages the annotators to create

questions in their own words, annotators will generate questions with some
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lexical overlap with the corresponding contexts. The intention of this task is

to mitigate the e↵ects of annotators’ tendency to generating questions with

similar vocabulary and phrasing to answer contexts. This is a necessary step

in creating a corpus that evaluates reading comprehension rather than the

ability to model word co-occurrences. The annotators are provided with the

previously generated questions and answer contexts and are instructed to

paraphrase these questions using di↵erent terms.

Task 4

Most questions generated by Tasks 1-3 are of high quality, that is they can be

answered by a human when given the corresponding contexts; however, there

are some questions that are ambiguous in meaning and di�cult for humans to

answer correctly. These di�cult questions often incorrectly assume that the

related sections are provided with the questions, which cannot be assumed

in reality. For instance, it is impossible to answer the question from Task 3.1

in Table 3.2 unless the related section is provided with the question. These

ambiguous questions are sent back to the annotators for revision.

Elasticsearch is used to find ambiguous questions,4 a Lucene-based open-

source search engine. First, an inverted index of 8,481 sections is built, where

each section is considered a document. Each question is queried to this search

engine. If the answer context is not included within the top 5 sections in the

search result, the question is considered ‘suspicious’ although it may not be

ambiguous. Among 7,904 questions generated by Tasks 1-3, 1,338 of them

are found to be suspicious. These questions are sent to the annotators, and

4
www.elastic.co/products/elasticsearch

www.elastic.co/products/elasticsearch
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Topic: TV, Article: Criminal Minds, Section: Critical reception

1.
::::
The

::::::::::
premiere

::::::::
episode

:::::
was

::::
met

::::::
with

:::::::
mixed

:::::::::
reviews,

::::::::::
receiving

::
a

::::::
score

::
of

::::
42

::::
out

::
of

:::::
100

:::
on

:::::::::::
aggregate

:::::::
review

::::
site

::::::::::::
Metacritic,

::::::::::
indicating

::::::::
“mixed

:::
or

::::::::::
average”

:::::::::
reviews.

2. Dorothy Rabinowitz said, in her review for the Wall Street Journal,

that “From the evidence of the first few episodes,

Criminal Minds may be a hit, and deservedly”...

3. The New York Times was less than positive,

saying “The problem with Criminal Minds is its many confusing maladies,

applied to too many characters” and felt that “as a result,

the cast seems like a spilled trunk of broken toys, with which

the audience - and perhaps the creators - may quickly become bored.”

4. The Chicago Tribune reviewer, Sid Smith, felt that the show

“May well be worth a look” though he too criticized...

Task 1 How was the premiere reviewed?

Task 2 Who felt that Criminal Minds had confusing characters?

Task 3.1 How were the initial reviews?

Task 3.2 Who was confused by characters on Criminal Minds?

Task 4.3.1 How were the initial reviews in Criminal Minds?

Table 3.2: Given a section, Task 1 asks to generate a question regarding to

the section. Task 2 crosses out the sentence(s) related to the first question

(line 1), and asks to generate another question. Task 3 asks to paraphrase

the first two questions. Finally, Task 4 asks to rephrase ambiguous questions.
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rephrased by the annotators if deemed necessary.

Task 5

By using the previously generated answer sentence selection data, the answer

triggering corpus can be automatically generated again using Elasticsearch.

To generate answer contexts for answer triggering, all 14M sections from the

entire English Wikipedia are indexed, and each question from Tasks 1-4 is

queried. Every sentence in the top 5 highest scoring sections from Elastic-

search are collected as candidates, which may or may not include the answer

context that resolves the question. Default Elasticsearch configuration is

followed with tf-idf as a similarity measurement and relevance scoring. Stop-

words are excluded from indexing, and BM25 [116] is used as a similarity

measurement. This Lucene approach gives an e�cient way of generating

high-quality annotation.

3.1.3 Corpus Analysis

The entire annotation took about 130 hours, costing $770 in total; each

mechanical turk job took on average approximately 1 minute and cost about

¢10. A total of 7,904 questions were generated from Tasks 1-4, where 92.2%

of them found their answers in single sentences. It is clear that Task 3 was

e↵ective in reducing the percentage of overlapping words between question

and answer pairs (about 4%; ⌦f in Table 3.3). The questions from Task

3 can be used to develop paraphrasing models as well, which makes the

annotation scheme even more attractive to researchers. Multiple pilot studies

on di↵erent tasks were conducted to analyze quality and cost and to find
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Qs Qm Qs+m ⌦q ⌦a ⌦f Time Credit

Task 1 1,824 154 1,978 44.99 23.65 28.88 71 sec. $ 0.10

Task 2 1,828 148 1,976 44.64 23.20 28.62 64 sec. $ 0.10

Task 3 3,637 313 3,950 38.03 19.99 24.41 41 sec. $ 0.08

Task 4 682 55 737 31.09 19.41 21.88 54 sec. $ 0.08

This corpus 7,289 615 7,904 40.54 21.51 26.18 - -

WikiQA 1,068 174 1,242 39.31 9.82 15.03 - -

Table 3.3: Qs|m: number of questions whose answer contexts consist of

single|multiple sentences, ⌦q|a: macro avg. of overlapping words between

q and a, normalized by the length of q|a, ⌦f = (2·⌦q·⌦a)/(⌦q+⌦a), Time|Credit:

avg. time|credit per mturk job. WikiQA statistics here discard questions w/o

answer contexts.

the most e↵ective and accurate annotation scheme; Tasks 1-4 were proved

to be the most e↵ective in the pilot studies. Annotators who submitted

outstanding work were paid incentives, which improved the overall quality

of the annotation. It has been previously shown that by incentivizing the

best performing annotators, the overall quality of annotation is significantly

higher[64], which has also been observed in this annotation scheme.

The newly created corpus called SelQA could be compared to Wik-

iQA that was created with the intent of providing a challenging dataset

for selection-based question answering [161]. Questions in this dataset were

collected from the user logs of the Bing search engine, and associated with

the specific sections in Wikipedia, namely the first sections known as the

abstracts. The goal of this annotation is to provide a similar yet more ex-
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haustive dataset by broadening the scope to all sections from articles. Con-

sidering a larger context adds a layer of complexity for locating the correct

section than considering only the abstracts. A notable di↵erence was found

between these two corpora for overlapping words (about 11% di↵erence),

which was expected due to the artificial question generation in the anno-

tation scheme. Although questions taken from the search queries are more

natural in terms of human language, real search queries are inaccessible to

most researchers. This issue has been addressed by performing paraphrase

step which was aimed to complicate the questions. The new annotation

scheme proposed here can prove useful for researchers needing to create a

corpus for selection-based QA.

Dataset created as a proof of concept contains 5 times more answer candi-

dates per question than WikiQA because WikiQA includes only sections

clicked on by users. Manual selection is eliminated from this framework,

making generated corpus more practical since finding the relevant section no

longer rely on the user clicks. In WikiQA, 40.76% of the questions have cor-

responding answer contexts for answer triggering, as compared to 39.25% in

SelQA. It shows that while these corpora di↵er, they still can be combined

together to solve the same tasks in open-domain question answering.

3.2 Subtree Matching with Statistical Learn-

ing

Sentence-based text-domain question answering is based on the similarity

paradigm. It is more likely that a sentence is an answer or supports the
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vm

wi sbsa

cy

vk

wisa

cycx cz

Figure 3.2: Subtree matching between Dq (left) and Da (right). w
i

is the

i’th co-occurring word between q and a. The color odes imply ‘match’, and

the grey nodes imply ‘non-match’. For instance, v
k

in Dq is not matched to

any node in Da, whereas c
y

in Dq finds its match in Da.

question if it is contextually more similar that others. In the beginnings of

factoid question answering this paradigm was based mostly on lexical similar-

ity but was later extended to syntactic and semantic measures. This section

of this thesis presents a novel subtree matching algorithm for open-domain

question answering. Unlike previous approaches, it is easily extendable to

include distributional semantics models to perform similarity measurements.

Along with the subtree matching mechanism, two models using convolutional

neural networks are developed, one is a replication of the best model in [161],

and the other is an improved model using subtree matching (Section 3.2.2).

3.2.1 Subtree Matching Algorithm

A subtree matching is now described as a mechanism for measuring the con-

textual similarity between two sentences. First, all sentences are automat-

ically parsed by the NLP4J dependency parser [30]. A set of co-occurring

words between q and a, say T , is created. For each wo

i

2 T , wo

i

’s parents
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Question: Who lead the polish army in the Siege of Warsaw? 

Sentence:  The siege lasted until September 28, when the Polish 
garrison, commanded under General Walerian Czuma, officially 
capitulated.

in

Siege

the of Warsaw

…

SliceQSiege

lasted

Siege

the

…

until

SliceSSiege

Figure 3.3: The example of subtree matching for a question and candidate

sentence. Two overlapping words are first located: polish and siege, and then

their slices are extracted. The matching is performed on the extracted slices.

(pq
i

, pa
i

), siblings (Sq

i

, Sa

i

), and children (Cq

i

, Ca

i

) are extracted from the de-

pendency slices of q and a. Then, three matching scores: µ
p

, µ
s

and µ
c

are

measured as follows:

µ
p

=
X

wi2T

f
c

(pq
i

, pa
i

)

µ
s

=
X

wi2T

f
m

({f
c

(x, y) : 8(x, y) 2 Sq

i

⇥ Sa

i

})

µ
c

=
X

wi2T

f
m

({f
c

(x, y) : 8(x, y) 2 Cq

i

⇥ Ca

i

})

It has been empirically observed that combining these features as a single

score lowered the accuracy significantly. The comparator function f
c

(x, y)

performs a comparison between two tokens. The algorithm currently sup-
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Input: T : a set of co-occurring words between a question and answer.

Dq, Da: sets of slices for a question and answer.

f
m

: a metrics function.

f
c

: a comparator function.

Output: S
dep

: A triplet of dependency similarity.

S
dep

 [0, 0, 0];

foreach word wo

i

in T do

pq
i

 getParent(Dq

i

)

pa
i

 getParent(Da

i

)

S
dep

[0] S
dep

[0] + f
c

(pq
i

, pa
i

)

Sq

i

 getSiblings(Dq

i

)

Sa

i

 getSiblings(Da

i

)

vals []

foreach sibling sq
j

in Sq

i

do

foreach sibling sa
k

in Sa

i

do

vals.append(f
c

(sq
j

, sa
k

))

end

end

S
dep

[1] S
dep

[1] + f
m

(vals)

Cq

i

 getChildren(Dq

i

)

Ca

i

 getChildren(Da

i

)

vals []

foreach child cq
j

in Cq

i

do

foreach child ca
k

in Ca

i

do

vals.append(f
c

(cq
j

, ca
k

))

end

end

S
dep

[2] S
dep

[2] + f
m

(vals)

end

Algorithm 1: Algorithm of the subtree matching mechanism
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ports three possible comparator functions: word-form, lemma and embedding.

When first two are used, the function returns 1 if x and y have the same form;

otherwise, it returns 0. When the word embedding is used as the comparator,

the function returns the cosine similarity between x and y. The function f
m

takes a list of scores and returns either the sum, avg, or max of the scores.

Finally, the triplet S
dep

is used as the additional features to the statistical

model. Algorithm 1 presents the entire process in detail. Figure 3.2 and

Figure 3.3 present the slicing matching and one of examples, respectively.

Although the subtree matching mechanism adds just three more features,

the experimentation shows significant performance gains for both the answer

sentence selection and answer triggering proving that to solve open-domain

question answering problems more e↵ectively, better contextual similarity

techniques are required.

The designed algorithm di↵ers from the tree-to-tree and tree-edit-distance

approaches proposed in past work [104, 58, 148, 164, 124]. First, it is based on

the subtree slices that are extracted based on a heuristic method rather than

on the entire tree manipulations Currently, this method uses co-overlapping

words between two sentences to locate the slices. Since the algorithm does

not perform any transformation nor matching based on the entire trees, it

is computationally inexpensive. Next, the algorithm currently supports the

word2vec in the matching process. This feature could potentially be used

in an attention mechanism in the neural network approach. Also, this algo-

rithm currently does not take dependency relations into account and thus is

generic in its nature.
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3.2.2 Convolutional Neural Networks

The designed convolutional neural network model is motivated by [161].

First, a convolutional layer is applied to the image of text using the hy-

perbolic tangent activation function. The image which is an input consists

of rows standing for consecutive words in two sentences, the question (q) and

the answer candidate (a), where the words are represented by their embed-

dings [89]. In the experiments, the images of 80 rows (40 for question and

answer, respectively) are used. If any of the question or answer is longer than

40 tokens, the rest is being cut from the input. Next, the max pooling is ap-

plied to the feature maps and the sentence vectors for q and a are generated.

Experimentation with the average pooling as [161] has led a marginally lower

accuracy thus the max pooling is used in the final version of the framework.

Unlike [161] who performed the dot product between these two vectors, this

work adds another hidden layer and learn their weights. The framework

supports retraining word embedding to which has not been done previously.

Finally, the sigmoid activation function is applied and the entire network is

trained using the binary cross-entropy.

Next, a logistic regression model is applied, where the convolution neural

network score is used as one of the features. Other features in the logistic

regression are the number of overlapping words between q and a, say ⌦, ⌦

normalized by the IDF, and the question length. While the logistic regression

model could be merged directly with designed convolutional neural network

model, it has been empirically shown that it is more e↵ective to construct

this last phase as a separate model [171]. While a neural architecture is

extremely useful to extract hidden semantic structure, it lacks the skill to
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Figure 3.4: The overview of the system that uses a convolutional neural

network and logistic regression.

expose a simple lexical matching, which often is an important signal for the

final classifier.

The training phase is a separate process for both convolutional neural net-

work model and logistic regression model. First, the convolutional model is

trained using early stopping method on development split. After the model

is trained, its prediction scores on training, development and test splits are

extracted and used in a separate training for logistic regression. For the fu-

ture predictions, this framework runs as a pipeline performing these steps

automatically.

For the answer sentence selection task, the predictions for each question

are treated as a ranking; MAP and MRR scores are being calculated and

used to evaluate this task. On the other hand, in the answer triggering task,

a threshold is applied to each predicted question by the logistic regression;
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ASS AT

Set Q Sec Sen Sec Sen

TRN 5,529 5,529 66,438 27,645 205,075

DEV 785 785 9,377 3,925 28,798

TST 1,590 1,590 19,435 7,950 59,845

Table 3.4: Distributions of the SelQA corpus. Q/Sec/Sen: number of ques-

tions/sections/sentences.

the threshold is trained during logistic regression step on the development

split. The candidate with the highest score is considered the answer if it is

above the threshold; otherwise, the model assumes no existence of the answer

context in this document for that question. It is a crucial di↵erence between

the answer sentence selection and answer triggering tasks where this decision

is to be made by the model. Figure 3.4 shows the architecture of the entire

model that consists of two separate classification algorithms.

3.2.3 Experiments

To perform a thorough analysis of designed techniques, the evaluation is

performed on the answer sentence selection and answer triggering tasks on

both WikiQA and newly created corpus. Since the SelQA corpus provides

an extensive metadata, a thorough error analysis on each system with respect

to this corpus is also provided.

Table 3.4 shows the distributions of the SelQA corpus. The dataset is

split into training (70%), development (10%), and evaluation (20%) sets.
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Development Evaluation

Model MAP MRR MAP MRR

CNN0: baseline 69.93 70.66 65.62 66.46

CNN1: avg + word 70.75 71.46 67.40 69.30

CNN2: avg + emb 69.22 70.18 68.78 70.82

Yang et al. [161] - - 65.20 66.52

Santos et al. [46] - - 68.86 69.57

Miao et al. [88] - - 68.86 70.69

Yin et al. [169] - - 69.21 71.08

Wang et al. [152] - - 70.58 72.26

Shen et al. [126] - - 71.07 73.04

Wang et al. [144] - - 73.41 74.18

Table 3.5: The answer sentence selection results on the development and

evaluation sets of WikiQA.

The answer triggering dataset is significantly larger than the answer sentence

selection one, due to the extra sections added by Task 5 (Section 3.1.2).

Answer Sentence Selection

First, the results on answer sentence selection are presented. Table 3.5 shows

the results from the previous approaches against the approaches designed in

this thesis on the WikiQA dataset. Two metrics are used, mean average

precision (MAP) and mean reciprocal rank (MRR), for the evaluation of this

task. CNN0 is the replication of the best model in [161]. CNN1 and CNN2
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Development Evaluation

Model MAP MRR MAP MRR

CNN0: baseline 84.62 85.65 83.20 84.20

CNN1: avg + word 85.04 86.17 84.00 84.94

CNN2: avg + emb 85.70 86.67 84.66 85.68

Santos et al. [47] - - 87.58 88.12

Shen et al. [126] - - 89.14 89.93

Table 3.6: The answer sentence selection results on SelQA.

are the CNN models using the subtree matching mechanism in Section 3.2.2,

where the comparator of f
c

is either the word form or the word embedding

respectively, and f
m

= avg. The average function is used considering the

fact that in the answer sentence selection configuration, there exist at least

a single sentence is an answer or supports given the question. Therefore, the

given context (a set of candidate sentences) is contextually quite consistent

with the question. The experimentation setup shows that the models that use

subtree matching method consistently outperform the baseline model. Note

that among the three metrics of f
m

, avg, sum, and max, avg outperformed

the others in the experiments for the answer sentence selection task although

no significant di↵erences were found.

It is interesting to see how CNN1 outperforms CNN2 on the development

set, but not on the evaluation set. This result may be explained by the larger

percentage of overlapping words in the development set, enabling the simpler

models to perform more e↵ectively. More recently, researchers have extended

neural architectures based models reaching the MAP scores of 73.41%. The
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Topic CNN0 CNN2 Q

Arts 80.45 82.83 135

Country 87.12 89.03 178

Food 85.30 86.11 147

H. Events 91.72 92.61 164

Movies 84.43 86.50 164

Music 81.38 80.39 155

Science 86.37 86.50 179

Sports 81.83 83.69 168

Travel 83.78 86.03 165

TV 77.34 81.23 135

Table 3.7: MRR scores on the SelQA evaluation set for answer sentence

selection with respect to topics.

score reported using the network and subtree matching algorithm in this the-

sis is based on introducing a novel syntactic and semantic context matching,

which if extended will possibly reach the score levels of very deep neural

networks. Also, it is important to remember that the interpretability of very

deep neural networks is di�cult although recently used attention models

provided a nice platform to extract this kind of information.

To provide a consistent evaluation of the approaches designed in this thesis,

the model is now tested on the SelQA data (Table 3.6). CNN2 outperforms

the other CNN models, indicating the power of subtree matching coupled

with word embedding similarity. Unlike the results on WikiQA in Table 3.5,

CNN2 show the best performance on both the development and evaluation

sets, implying the robustness and consistency of these models on the SelQA

corpus.
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Type CNN0 CNN2 Q

Original 86.70 88.31 810

Paraphrase 81.67 83.00 789

Table 3.8: MRR scores on the SelQA evaluation set for answer sentence

selection w.r.t. paraphrasing.

Table 3.7 shows the MRR scores on SelQA with respect to di↵erent topics.

All models show strength on topics such as ‘Country’ and ‘Historical Events’,

which is comprehensible since questions in these topics tend to be determin-

istic. On the other hand, most models show weakness on topics such as

‘TV’, ‘Arts’, or ‘Music’. This may be due to the fact that not many overlap-

ping words are found between question and answer pairs in these documents,

which also consist of many segments caused by bullet points.

Table 3.8 shows comparisons between questions from Tasks 1 and 2 (orig-

inal) and Task 3 (paraphrase) in Section 3.1.2. As expected, noticeable

performance drop is found for the paraphrased questions, which have much

fewer overlapping words to the answer contexts than the original questions.

Table 3.9 shows the MRR scores with respect to question types. The con-

volutional neural network models show strength on the ‘who’ type. It is due

to the fact that these questions often contain crucial, unique information in

a sentence that is an answer, which can be easily caught by the network.

On the other hand, the models struggle the most with ‘why’ questions; it

is likely due to unique structure of these questions, in which answers often

might be sparse among multiple sentences and thus it is di�cult locate a

single candidate that would support the question.
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Type CNN0 CNN2 Q

What 84.54 85.36 678

How 81.92 84.01 233

Who 85.46 88.17 195

When 84.21 85.56 180

Where 83.78 87.44 85

Why 78.55 82.64 41

Misc. 84.17 84.80 215

Table 3.9: MRR scores on the SelQA evaluation set for answer sentence

selection w.r.t. question types.

Figure 3.5: Answer sentence selection on the SelQA evaluation set w.r.t.

question and section lengths.



50

Development Evaluation

Model P R F1 P R F1

CNN0: baseline 41.86 42.86 42.35 29.70 37.45 32.73

CNN1: max + word 44.53 45.24 44.88 29.77 42.39 34.97

CNN2: max + emb 43.07 46.83 44.87 29.77 42.39 34.97

CNN3: max + emb+ 44.44 44.44 44.44 29.43 48.56 36.65

Yang et al. [161] - - - 27.96 37.86 32.17

Table 3.10: Answer triggering results on WikiQA.

Finally, Figure 3.5 shows the performance di↵erences with respect to ques-

tion and section lengths. All models tend to perform better as questions

become longer; this makes sense since longer questions are usually more in-

formative and contains more details about the context. On the other hand,

models generally perform worse as sections become longer, which also makes

sense because the models have to select the answer contexts from larger pools.

Answer Triggering

Due to the nature of answer triggering, metrics used for evaluating answer

sentence selection are not used here, because those metrics assume that mod-

els are always provided with contexts including the answers. Broadly speak-

ing, the answer sentence selection task is a raking problem, while answer

triggering is a binary classification task with additional constraints. Thus,

the F1-score on the question level was proposed by [161] as the evaluation

for this task, which is followed in this work.
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Development Evaluation

Model P R F1 P R F1

CNN0: baseline 50.63 40.60 45.07 52.10 40.34 45.47

CNN1: max + word 48.15 47.99 48.07 52.22 47.30 49.64

CNN2: max + emb 49.32 48.99 49.16 53.69 48.38 50.89

CNN3: max + emb+ 47.16 47.32 47.24 52.14 47.14 49.51

Table 3.11: Answer triggering results on SelQA.

Table 3.10 shows the answer triggering results on WikiQA. In this setting,

it is more reasonable to use the max method for the f
m

function; Unlike in the

answer sentence selection task, the answer triggering setup provides a vast

range of contexts including the ones that are completely irrelevant. There-

fore, the max function will try to maximize a possible contextual match with

any sentence. In fact, this is exactly what is observed where the model with

f
m

= max outperformed the other metrics for answer triggering. The con-

volutional neural network model with subtree matching models consistently

gave over 2% improvements to the baseline model.

In addition, CNN3 was experimented by retraining word embeddings (emb+),

which performed slightly worse on the development set, but gave another

1.68% improvement on the evaluation set. It is interesting to see that while

this technique did not help in the answer sentence selection task, it shows a

significant improvement in the triggering configuration. While the reason of

this behavior remains unclear, it might due to the fact that answer trigger-

ing combines much broader contexts with respect to queries thus the neural

network is able to find new semantic relations between words.



52

Topic CNN0 CNN2 Q

Arts 27.45 31.37 135

Country 43.59 61.54 178

Food 31.40 44.19 147

H. Events 60.32 63.49 164

Movies 37.74 45.28 164

Music 29.31 36.21 155

Science 45.00 57.50 179

Sports 50.00 58.11 168

Travel 42.68 50.00 165

TV 32.79 32.79 135

Table 3.12: Accuracies on the SelQA evaluation set for answer triggering

with respect to topics.

Table 3.11 shows the answer triggering results on SelQA. Unlike the results

on WikiQA (Table 3.10), CNN2 outperforms CNN3 on the SelQA corpus.

CNN2 using subtree matching gives over a 5% improvement to the baseline

model, which is significant.

Table 3.12 shows the accuracies on SelQA with respect to di↵erent topics.

The accuracy is measured on the subset of questions that contain at least

one answer among candidates; the top-ranked sentence is taken and checked

for the correct answer. Similar to answer sentence selection, CNN2 stills

shows strength on topics such as ‘Country’ and ‘Historical Events’, but the

trend is not as clear for the other models. The worst performing topics are

‘TV’, ‘Music’ and ‘Art’. Such a noticeable di↵erence might be caused by the

unusual semantic sentence constructions of the text. Sections in these cate-

gories often contain listings, bullet-pointed texts etc., which is problematic
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Type CNN0 CNN2 Q

Original 46.15 55.13 810

Paraphrase 31.52 38.52 789

Table 3.13: Accuracies on the SelQA evaluation set for answer triggering

w.r.t. paraphrasing.

Type CNN0 CNN2 Q

What 40.68 50.19 678

How 36.63 43.56 233

Who 44.94 50.56 195

When 33.33 43.06 180

Where 33.33 51.85 85

Why 42.11 47.37 41

Misc. 44.90 51.02 215

Table 3.14: Accuracies on the SelQA evaluation set for answer triggering

w.r.t. question types.

for the models to properly take care of. How to correctly understand and

solve a question from such context will be a challenge to the future systems.

Table 3.13 shows the accuracies on SelQA with respect to paraphrasing,

which is similar to the trend found in Table 3.8 for answer sentence selection.

Table 3.14 shows the accuracies on SelQA with respect to question types.

Interestingly, each model shows di↵erent strength on di↵erent types, which

may suggest a possibility of an ensemble model. Finally, Figure 3.6 shows the

performance di↵erence with respect to question and section lengths for the
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Figure 3.6: Answer triggering on the SelQA evaluation set w.r.t. question

and section lengths.

answer triggering task. All the models tend to perform better as questions

become longer. Similarly as in the answer sentence selection task, since

longer questions are more informative, it is understandable. Interestingly,

once the section becomes longer, the accuracy increases. It is likely that

such a behavior might be caused by the fact that it is easier for the models

to decide whether the context of the section is the same as the context of the

question when there is more information (sentences) in the section. Thus,

this phenomenon is related to the task of answer triggering, where the model

not only choose the sentence with the answer, but must decide if the context

matches first.

3.3 Cross-evaluation of Factoid Question An-

swering Corpora

In the last decade, researchers have devoted themselves to building and pub-

lishing multiple question answering corpora. These corpora are often built
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independently and can be used to benchmark various approaches for ques-

tion answering. Due to the fact of growing popularity of question answering,

more datasets have started appearing in this field. Therefore, it is reasonable

to evaluate these corpora themselves, so better use of them can be taken. By

understanding the semantics hidden behind specific corpora, it is possible to

improve current approaches. For instance, the performance boost could be

achieved by transferring the knowledge from one dataset to another. Unfor-

tunately, this task is problematic and challenging. Since these corpora are

created independently, their creators often dedicate them to di↵erent tasks

and thus making it impossible to easily combine them.

This section presents a thorough analysis done internally and externally

on currently existing corpora in open-domain question answering. First,

an intrinsic analysis is performed to understand crucial di↵erences between

them (Section 3.3.1). Next, an answer passage retrieval task is performed

to map each question and their contents to the current version of English

Wikipedia (Section 3.3.2) allowing all corpora to be used on the same set of

tasks. Finally, an extrinsic analysis is presented through a set of experiments

cross-testing these corpora using a convolutional neural network architecture.

neural network architecture (Section 3.3.3)

3.3.1 Intrinsic Analysis

Four publicly available corpora are selected for the analysis. These corpora

are based on Wikipedia, so more comparable than the others, and have al-

ready been used for the evaluation of several QA systems.

WikiQA [161] comprises questions selected from the Bing search queries,
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where user click data give the questions and their corresponding Wikipedia

articles. The abstracts of these articles are then extracted to create answer

candidates. The assumption is made that if many queries lead to the same

article, it must contain the answer context; however, this assumption fails

on some occasions, which makes this dataset more challenging. Since the

existence of answer contexts is not guaranteed in this task, it is called answer

triggering instead of answer selection.

SelQA [70] is a product of five annotation tasks through crowdsourcing

(Section 3.1) It consists of about 8K questions where a half of the questions

are paraphrased from the other half, aiming to reduce contextual similarities

between questions and answers. Each question is associated with a section

in Wikipedia where the answer context is guaranteed, and also with five

sections selected from the entire Wikipedia where the selection is made by

the Lucene search engine. This second dataset does not assume the existence

of the answer context, so can be used for the evaluation of answer triggering.

SQuAD [106] presents 107K+ crowdsourced questions on 536 Wikipedia ar-

ticles, where the answer contexts are guaranteed to exist within the provided

paragraph. It contains annotation of answer phrases as well as the pointers

to the sentences including the answer phrases; thus, it can be used for both

answer extraction and selection. This corpus also provides human accuracy

on those questions, setting up a reasonable upper bound for machines. To

avoid overfitting, the evaluation set is not publicly available although system

outputs can be evaluated by their provided script.

InfoboxQA [93] gives 15K+ questions based on the infoboxes from 150

articles in Wikipedia. Each question is crowdsourced and associated with an
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infobox, where each line of the infobox is considered an answer candidate.

This corpus emphasizes the gravity of infoboxes, which summary arguably

the most commonly asked information about those articles. Although the

nature of this corpus is di↵erent from the others, it can also be used to

evaluate answer selection.

Analysis

Table 3.15 presents the comparisons between the four analyzed corpora. Note

that both WikiQA and SelQA provide separate annotation for answer trig-

gering, which is not shown in this table. The SQuAD column shows statis-

tics excluding the evaluation set, which is not publicly available. AE, AS

and AT denotes annotation for answer extraction, answer sentence selection

and answer triggering. q/c shows the average number of candidate sentence

per question. w/t presents the overall number of all tokens and the size

of vocabulary, respectively. µ
q/c

shows the average length of questions and

their candidates. ⌦
q/a

shows a macro average in % of overlapping words

between question-answer pairs normalized by the questions/answers lengths

(⌦
f

: (2·⌦q ·⌦a)/(⌦q+⌦a)).

All corpora provide datasets/splits for answer selection, whereas only (WikiQA,

SQuAD) and (WikiQA, SelQA) provide datasets for answer extraction

and answer triggering, respectively. SQuAD is much larger in size although

questions in this corpus are often paraphrased multiple times. On the con-

trary, SQuAD’s average candidates per question (c/q) is the smallest because

SQuAD extracts answer candidates from paragraphs whereas the others ex-

tract them from sections or infoboxes that consist of bigger contexts. Al-
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WikiQA SelQA SQuAD InfoboxQA

Source Bing search queries Crowdsourced Crowdsourced Crowdsourced

Year 2015 2016 2016 2016

(AE, AS, AT) (O, O, O) (X, O, O) (O, O, X) (X, O, X)

(q, c, c/q) (1 242, 12 153, 9.79) (7 904, 95 250, 12.05) (98 202, 496 167, 5.05) (15 271, 271 038, 17.75)

(w, t) (386 440, 30 191) (3 469 015, 44 099) (19 445 863, 115 092) (5 034 625, 8 323)

(µ
q

, µ
c

) (6.44, 25.36) (11.11, 25.31) (11.33, 27.86) (9.35, 9.22)

(⌦
q

,⌦
a

,⌦
f

) (46.72, 11.05, 16.96) (32.79, 16.98, 20.19) (32.27, 12.15, 16.54) (26.80, 35.70, 28.09)

Table 3.15: Comparisons between the four corpora for answer selection.

though InfoboxQA is larger than WikiQA or SelQA, the number of to-

ken types (t) in InfoboxQA is smaller than those two, due to the repetitive

nature of infoboxes.

All corpora show similar average answer candidate lengths (µ
c

), except

for InfoboxQA where each line in the infobox is considered a candidate.

SelQA and SQuAD show similar average question lengths (µ
q

) because of

the similarity between their annotation schemes. It is not surprising that

WikiQA’s average question length is the smallest, considering their ques-

tions are taken from search queries. InfoboxQA’s average question length is

relatively small, due to the restricted information that can be asked from the

infoboxes. InfoboxQA and WikiQA show the least question-answer word

overlaps over questions and answers (⌦
q

and ⌦
a

in Table 3.15), respectively.

In terms of the F1-score for overlapping words (⌦
f

), SQuAD gives the least

portion of overlaps between question-answer pairs although WikiQA comes

very close.

Figure 3.7 shows the distributions of seven question types grouped deter-

ministically from the lexicons. Although these corpora have been indepen-

dently developed, a general trend is found, where the what question type
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Figure 3.7: Distributions of question types in %.
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Figure 3.8: Distributions of answer categories in %.

dominates, followed by how and who, followed by when and where, and so

on.

Figure 3.8 shows the distributions of answer categories automatically clas-

sified by the Convolutional Neural Network model trained on the data dis-

tributed by [79].5 Interestingly, each corpus focuses on di↵erent categories,

Numeric for WikiQA and SelQA, Entity for SQuAD, and Person for In-

5The CNN model shows 95.20% accuracy on the test set.
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foboxQA, which gives enough diversities for statistical learning to build

robust models.

Finding a paragraph that includes the answer context out of the entire

Wikipedia is an extremely di�cult task (1/28.7M). The last row of Table 3.16

shows results from answer retrieval. Given k = 5, SelQA and SQuAD show

about 34% and 35% accuracy, which are reasonable. However, WikiQA

shows a significantly lower accuracy of 12.47%; this is because the questions

in WikiQA are about twice shorter than the questions in the other corpora

such that not enough lexicons can be extracted from these questions for the

Lucene search.

3.3.2 Answer Passage Retrieval

This section describes another selection-based QA task, called answer pas-

sage retrieval, that finds the answer context from a larger dataset, the en-

tire Wikipedia. SQuAD provides no mapping of the answer contexts to

Wikipedia, whereas WikiQA and SelQA provide mappings; however, their

data do not come from the same version of Wikipedia. An automatic way

of mapping the answer contexts from all corpora to the same version of

Wikipeda6 is presented so they can be coherently used for sentence selection

tasks.

Each paragraph in Wikipedia is first indexed by Lucene using {1,2,3}-

grams, where the paragraphs are separated byWikiExtractor7 and segmented

by NLP4J8 (28.7M+ paragraphs are indexed). Each answer sentence from

6
enwiki-20160820-pages-articles.xml.bz2

7
github.com/attardi/wikiextractor

8
github.com/emorynlp/nlp4j

enwiki-20160820-pages-articles.xml.bz2
github.com/attardi/wikiextractor
github.com/emorynlp/nlp4j
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WikiQA SelQA SQuAD

(⇢, �
c

, �
p

), t � 0.3 ( 92.00, 1 203, 96.86) (90.00, 7 446, 94.28) (100.00, 93 928, 95.61)

(⇢, �
c

, �
p

), t � 0.4 ( 94.00, 1 139, 91.71) (94.00, 7 133, 90.31) (100.00, 93 928, 95.61)

(⇢, �
c

, �
p

), t � 0.5 (100.00, 1 051, 84.62) (98.00, 6 870, 86.98) (100.00, 93 928, 95.61)

k = (1,5, 10, 20) (4.39,12.47, 16.59, 22.39) (20.01,34.07, 40.29, 46.40) (19.90,35.08, 40.96, 46.74)

Table 3.16: Statistics of the silver-standard dataset (first three rows) and the

accuracies of answer retrieval in % (last row).

⇢: robustness of the silver-standard in %, �
c/p

: #/% of retrieved silver-standard

passages (coverage).

the corpora in Table 3.16 is then queried to Lucene, and the top-5 ranked

paragraphs are retrieved. The cosine similarity between each sentence in

these paragraphs and the answer sentence is measured for n-grams, say n1,2,3.

A weight is assigned to each n-gram score, say �1,2,3, and the weighted sum

is measured: t =
P3

i=1 �i

· n
i

. The fixed weights of �1,2,3 = (0.25, 0.35, 0.4)

are used for the experiments, which can be improved in the future.

If there exists a sentence whose t � ✓, the paragraph consisting of that

sentence is considered the silver-standard answer passage. Table 3.16 shows

how robust these silver-standard passages are based on human judgment (⇢)

and how many passages are collected (�) for ✓ = [0.3, 0.5], where the human

judgment is performed on 50 random samples for each case. For answer

retrieval, a dataset is created by ✓ = 0.4, which gives ⇢ � 94% accuracy

and �
p

> 90% coverage, respectively.9 Finally, each question is queried to

Lucene and the top-k paragraphs are retrieved from the entire Wikipedia.

9SQuAD mapping was easier than the others because it was based on a more recent

version of Wikipedia.
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If the answer sentence exists within those retrieved paragraphs according to

the silver-standard, it is considered correct.

3.3.3 Extrinsic Analysis

Answer Sentence Selection

Answer sentence selection is evaluated by two metrics, mean average precision

(MAP) and mean reciprocal rank (MRR). The bigram CNN introduced by

[171] is used to generate all the results in Table 3.17, where models are trained

on either single or combined datasets. Clearly, the questions in WikiQA are

the most challenging, and adding more training data from the other corpora

hurts accuracy due to the uniqueness of query-based questions in this corpus.

The best model is achieved by training on W+S+Q for SelQA; adding

InfoboxQA hurts accuracy for SelQA although it gives a marginal gain

for SQuAD. Just like WikiQA, InfoboxQA performs the best when it is

trained on only itself. From the analysis, it is suggested to use models trained

on WikiQA and InfoboxQA for short query-like questions, whereas to use

ones trained on SelQA and SQuAD for long natural questions. Even with

enough similarities, training on SQuAD and testing on SelQA performs

slightly worse than training and testing on SelQA because the size of answer

candidates is more than twice bigger in SelQA than SQuAD. Comparing

W+S+Q with W+S+Q+I, WikiQA also finds InfoboxQA useful since

questions in InfoboxQA are similar to search queries on the infoboxes.
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Trained on

Evaluated on

WikiQA SelQA SQuAD InfoboxQA

MAP MRR F1 MAP MRR F1 MAP MRR F1 MAP MRR F1

WikiQA 65.54 67.41 13.33 53.47 54.12 8.68 73.16 73.72 11.26 30.85 30.85 -

SelQA 49.05 49.64 24.30 82.72 83.70 48.66 77.22 78.04 44.70 63.13 63.13 -

SQuAD 58.17 58.53 19.35 81.15 82.27 42.88 88.84 89.69 44.93 63.24 63.24 -

InfoboxQA 45.17 45.43 - 53.48 54.25 - 65.27 65.90 - 79.44 79.44 -

W+S+Q 56.40 56.51 - 83.19 84.25 - 88.78 89.65 - 62.53 62.53 -

W+S+Q+I 60.19 60.68 - 82.88 83.97 - 88.92 89.79 - 70.81 70.81 -

Table 3.17: Results for answer selection and triggering in % trained and evaluated

across all corpora splits. The first column shows the training source, and the other

columns show the evaluation sources. W: WikiQA, S: SelQA, Q: SQuAD, I:

InfoboxQA.

Answer Triggering

The results of k = 5 from the answer retrieval task in Section 3.3.2 are used to

create the datasets for answer triggering, where about 65% of the questions

are not expected to find their answer contexts from the provided paragraphs

for SelQA and SQuAD and 87.5% are not expected for WikiQA. Answer

triggering is evaluated by the F1 scores as presented in Table 3.17, where

three corpora are cross-validated. The results on WikiQA are pretty low

as expected from the poor accuracy on the answer retrieval task. Training

on SelQA gives the best models for both WikiQA and SelQA. Training

on SQuAD gives the best model for SQuAD although the model trained

on SelQA is comparable. Since the answer triggering datasets are about

5 times larger than the answer selection datasets, it is computationally too

expensive to combine all data for training. The future work consists of finding

a strong machine to perform this experiment.
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3.4 Summary

This chapter described several advancements and additions to di↵erent meth-

ods in question answering. A multi-stage annotation scheme was presented

that addresses the lack of access to large collections of data by researchers.

It allows to generate a diverse, challenging and realistic corpus for various

tasks in open-domain question answering. The scheme provides a quality

control and low-cost thanks to the crowdsourcing techniques that were used.

Next, the subtree matching algorithm was presented that focuses on mea-

suring the contextual similarity. The developed method supports similarity

metrics based on distributional semantics. Also, the algorithm is syntacti-

cally transparent, unlike other methods which are based on specific syntactic

structures. The algorithm proved its power by outperforming several state-of-

the-art results on the answer sentence selection and answer triggering tasks.

Finally, a comprehensive analytical study on several open-domain question

answering corpora was presented. It opens the path for the future work on

the corpora combinations and transfer learning. Moreover, the analysis has

shown that the dataset created during this work, SelQA, is almost identi-

cal when compared to SQuAD. Researchers can use an order of magnitude

smaller dataset to train almost identical models in terms of performance.

This shows that SelQAis a diverse and linguistically di�cult corpus that

can be used as a benchmark. In fact, more recently, researchers have already

used the SelQAcorpus to evaluate their approaches to selection-based ques-

tion answering [47, 126].
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Chapter 4

Non-factoid Question

Answering

Chapter 3 described several advancements designed for open-domain ques-

tion answering. Questions that do not fall into the factoid category are

classified as non-factoid. Non-factoid questions are highly unspecified and

their expected answer type, context, etc. depends on the type of questions.

For instance, a recommendation question might have a snippet of text as

an answer. On the other hand, math and logical problems assume that an

answer is a number.

Non-factoid questions such as arithmetic often require customized approaches

and special treatments. Consider the arithmetic question: “Tom found 7

seashells but 4 were broken. How many unbroken seashells did Tom find?”.

Its answer is a number that is a result of an algebraic formula:

x = 7� 4
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The answer to this question is the number 3 which does not appear in the

context directly. In arithmetic problems, it is crucial that the system is able

to build an abstract representation when given any text. Then, this represen-

tation can be used to recognize the question intent, match the information

from the question, and finally form an answer.

On the other side, there exist questions that require systems to perform

a temporal, lexical, and semantic analysis. Consider a fiction story that

consists of a set of characters, themes, locations, etc. The story is described

in a set of sequential sentences where the characters move themes within

various locations, etc. When a question is asked, the system must be capable

of merging several layers of information which is di�cult.

In this chapter, two types of non-factoid question answering tasks are ex-

plored: arithmetic and event-based question answering. First, a semantic-

based graph structure is presented that is built on the foundation of several

core natural language processing tasks (Section 4.1). As a proof of con-

cept, arithmetic questions are used as an experimentation setup to prove

that the designed structure is valid. Next, a modular approach for non-

factoid question answering is introduced (Section 4.2). The system combines

good aspects of natural language processing and information retrieval. The

framework is based on the structural decomposition of linguistic structures.

The evaluation on event-based questions shows an improvement of over 40%

compared to a lexical search.



67

4.1 Semantics-based Graph Approach to Com-

plex Question Answering

Thanks to years of research on statistical parsing, several tools are available

that provide rich syntactic and semantic structures from texts. The output of

these tools, however, often needs to be post-processed into more complicated

structures, such as graphs of knowledge, in order to retrieve answers to com-

plex questions. These graphs consist of relations between entities found not

only within a sentence but also across sentences. Vertices and edges in these

graphs represent linguistic units (e.g., words, phrases) and their syntactic or

semantic relations, respectively.

Robustness of handling several types of questions is one of the key aspects of

a question answering system. Recently, researchers started focusing on solv-

ing complex questions involving arithmetics or biological processes [66, 9]. A

complex question can be described as a question requiring the collection and

synthesis of information from multiple sentences [21]. The more complex the

questions become, the harder it is to build a structural model that is gen-

eral enough to capture information for all di↵erent types of questions. This

section presents an architectural approach of representing entity relations as

well as its application to complex question answering.

4.1.1 Semantics-based Knowledge Approach

The motivation arises from both the complexity and the variety of questions

and their relevant contexts. The complexity concerns with exploiting syntac-

tic dependencies, semantic role labels, named entities, and coreference links
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all together for finding the best answers. For arithmetic questions, such com-

plexity comes from the flow of entity relations across sentences and semantic

polarities of verb predicates, which are required to transform the contexts in

natural language into mathematical equations.

The variety concerns with robustly handling various types of questions. It

is relatively easier to develop an architecture designated to handle just one

type of questions (e.g., a system to extract answers for factoid questions) than

many di↵erent types of questions (e.g., opinions, recommendations, commen-

taries). In this section, a semantic-based knowledge approach (constructed

graph) is presented that not only conveys relations from di↵erent layers or

linguistic theories, but also is e↵ective for finding answers for various types

of questions.

Components

Given a document, the system first parses each sentences into a dependency

tree, then finds predicate-argument structures on top of the dependency tree.

Once sentences are parsed, coreference links are found for nodes across all

trees. Finally, each dependency node gets turned into an instance, which

can be linked to other related instances. Multiple instances can be grouped

together as an entity if they are coreferent. The graph is semantically driven

because semantic predicate-argument relations take precedence over syntactic

dependencies when both exist.
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Figure 4.1: Example of the semantic-based graph given three sentences:

John bough a new car, The car was black SUV, and He sold his old car

yesterday.

Document

A document contains a graph consisting of a set of entities, instances, and

relations between the instances (Figure 4.1). A document can be small as a

microblog or big as the entire Wikipedia articles.

Entity

An entity can be described as a set of instances referring to the same object

mostly found through coreference resolution. In Figure 4.1, although John,

He, and his are recognized as individual instances, they are grouped into one

entity because they all refer to John. Maintaining these relations is crucial

for answering complex questions.
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Instance

An instance is the atomic-level object in the graph that usually represents

a word-token, but can also represent compound words (e.g., New York),

multi-word expressions, etc. The instance is linked to other instances as a

predicate, an argument, or an attribute.

Predicate & Argument

An instance is a predicate of another instance if it forms any argument struc-

ture [102]. Currently, the designed graph takes non-auxiliary verbs and a

few eventive nouns as predicates provided by a semantic role labeler. An

instance is an argument of another if it is required to complete the meaning

of the other instance. In Figure 4.1, John and car are arguments of bought

because they are necessary to give an understanding of bought. It is a task

for the future work how to improve these relations through semantic parsing.

The predicate and argument relations represent both semantic and syntac-

tic relations between instances in the document. Semantic role labels [102]

and dependency labels in [34] are used to represent semantic and syntactic

relations in this graph. Experiments show that these relations play a crucial

role in answering arithmetic questions (Section 4.1.4).

Attribute

An instance is an attribute of another if it is not an argument but gives extra

information about the other instance. While an argument completes the

meaning of its predicate, an attribute augments the meaning with specific

information. In Figure 4.1, new is not an argument but an attribute of car
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Type Description

Locative Geographical or relative location in-

formation (e.g., New York, near my

house).

Temporal Absolute or relative temporal in-

formation (e.g., tomorrow noon, 2

years ago).

Possessive Possessor of this instance (e.g., his,

of Mary).

Quantity Absolute or relative quantity infor-

mation (e.g., two books, few books).

Quality Every other kind of attributes.

Table 4.1: List of attributes used in the graph.

because this information is not required for understanding car, but provides

finer-grained information about the car.

Attributes can be shared among instances within the same entity. In Fig-

ure 4.1, the attributes new and black are shared between instances car and

the car. This is particularly useful for questions requiring information scat-

tered across sentences. Table 4.1 shows the types of attributes that have been

specified so far. This list will be continuously updated as more question types

are added to the system.

4.1.2 Graph Construction

Algorithm 2 shows a pseudo-code for constructing the graph given a depen-

dency tree, consisting of syntactic and semantic relations, and coreference
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Input: D: a dependency tree,

C: a set of coreference links.

Output: G: Graph.

foreach node N in D do

if N .skip() then
continue;

else if N .isArgument() then

P  N .getPredicate();

L N .getArgumentLabel();

G.addArgument(P , N , L);

else if N .isAttribute() then

A N .getAttributeHead();

L N .getAttributeType();

G.addAttribute(A, N , L);

else

H  N .getSyntacticHead();

L N .getSyntacticLabel();

G.addArgument(H, N , L);

end

if C.hasEntityFor(N) then

E  C.getEntityFor(N) G.addToEntity(E, N);

end

Algorithm 2: Graph constructing algorithm.
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links.

Every node in the dependency tree has exactly one syntactic head and can

be a semantic argument of zero to many predicates. For each node, it first

checks if this node should be added to the graph (i.g., auxiliary verbs are not

added). If it should, it checks it is a semantic argument of some predicate.

If not, it checks if it is an attribute of some instance. By default, it becomes

an argument of its syntactic head. Finally, it gets added to an entity if it is

coreferent to some other instance. Moreover, the graph is also designed to

support weights of vertices and edges. Now, the algorithm assigns a value

of 1 as a weight for every element, but it is planned for the future work to

extend this work by determining the importance of di↵erent weights for spe-

cific semantic relations. It is likely that a more intelligent weighting system

would improve the overall accuracy of the system by enhancing the matching

process.

4.1.3 Arithmetic Questions

This section demonstrates an approach to the application of complex question

answering, targeted on arithmetic questions. The purpose of this section is to

show a proof of concept that described above graph can be e↵ectively applied

to answer such questions. For experiments, a set of arithmetic questions is

taken and used for elementary and middle school students. These questions

consist of simple arithmetic operations such as addition and subtraction.

Table 4.2 shows a sample of these questions.

The main challenge of this task is mostly related to the contiguous repre-

sentation of state changes. The question at the end concerns about either the
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Question Equation

A restaurant served 9 pizzas x = 9 + 6

during lunch and 6 during dinner

today. How many pizzas were

served today?

Tim’s cat had kittens. He gave 3 x = 3 + 6 + 9

to Jessica and 6 to Sara. He now

has 9 kittens. How many kittens

did he have to start with?

Table 4.2: Sample of arithmetic questions.

start state, the transitions, or the end state of a specific theme (e.g., pizza,

kitten). Therefore, simplistic string matching approaches, which would have

worked well on factoid questions, would not perform well on this type of

questions. Another challenge is found by coreference mentions in these ques-

tions. Arithmetic questions generally consist of multiple sentences such that

coreference resolution plays a crucial role in getting high accuracy.

Verb polarity sequence classification

The task of solving of arithmetic questions is turned into a sequence classi-

fication of verb polarities. It is likely that the verbs need to be classified in

sequence because the same verb can convey di↵erent polarities in di↵erent

contexts. Three types of verb polarities are used: +, -, and 0. Given the list

of sentences in each question and the equation associated with it (Table 4.2),

each verb is mapped with its polarity by comparing their quantities. ‘+’ and
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Knowledge Graph

Verb filtering

P1 P2 P4

v2v1

x = P1*I1 + P2*I2 + … + Pn*In

vn…
f0 fm… f0 fm… f0 fm…

…

Figure 4.2: Flow of execution in the system for solving arithmetic questions. First,

the verb filtering process is applied to select verbs in all sentences (V
i

), which share

the same semantic argument with the question. Given the selected verbs, their

features (f
i

) are extracted and the polarities (P
i

) are predicted by a statistical

model. Finally, the equation X is formed, where polarities are multiplied by the

quantities of the arguments.

‘-’ are assigned to verbs whose arguments show a plus sign or a minus sign

in the equation, respectively. ‘0’ is assigned to verbs whose arguments do

not appear in the equation. This information is used to build a statistical

model, which is used for decoding.

Arithmetic questions often contain verbs whose arguments are not relevant

to the final question. For instance, in “Jason has 43 blue and 16 red marbles.

Tom has 24 blue marbles. How many blue marbles do they have in all?”,
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31 24+ x=

Sara has 31 red and 15 green balloons. 
Sandy has 24 red balloons. 

How many red balloons do they have 
in total? 

+ 
has 
31 
red 

ballons

0 
has 
15 

green 
ballons

+ 
has 
24 
red 

ballons

? 
has 

red 
ballons

Figure 4.3: Flow of execution for the example document. First, verbs are filtered

and selected for the polarity selection. Next, all necessary information (numericals,

themes etc.) is collected and organized into states. Finally, based on the verbs

polarity, equation is being formed.

“16 red marbles” is more like a noise to answer this question. Presented

approach classifies such verbs as 0 so that they do not participate into the

final equation. Once the equation is formed, it is trivial to solve the problem

using simple algebra.

The designed approach is distinguished from some of the previous work

where each verb is categorized into multiple classes [66] in a sense that the

verb classes used in this work are automatically derived from the equations

(no extra annotation is needed). Furthermore, this approach can be extended

to more complicated operations such as multiplication and division as long

as the correct equations are provided. The dataset used in [76] contains this
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type of questions and it is planned for the future work to apply this approach

to this dataset.

4.1.4 Experiments

Data

The arithmetic dataset provided by the Allen Institute.1 is used for experi-

ments. The corpus of 395 arithmetic questions together with their equations

and answers. All data has been parsed using the dependency parser, the se-

mantic role labeler, the named entity tagger, and the coreference resolution

in ClearNLP2 [31, 29]. Then, the dataset was split into 3-folds for cross-

validation in a way that the polarity distributions are similar across di↵erent

sets (Table 4.3).

Features

The following features are used for the experiments:

• Semantic role labels; especially numbered arguments as in PropBank [102].

• Sequence of verbs and arguments whose semantic roles are recognized

as ‘themes’.

• Frequency of verbs and theme arguments in the current context.

• Similarity between verbs and theme arguments across sentences.

• Attributes of themes related to specific verbs.

• Distance from the verb to the final question.

1
allenai.org/content/data/arithmeticquestions.pdf

2
http://www.clearnlp.com

allenai.org/content/data/arithmeticquestions.pdf
http://www.clearnlp.com
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It was trivial to extract all these features using the constructed graph.

Machine learning

To build statistical models, stochastic adaptive subgradient algorithm called

AdaGrad is used; per-coordinate learning rates were used to exploit rarely

seen features while remaining scalable [48]. This is suitable for NLP tasks

where rarely seen features often play an important role and training data

consists of a large number of instances with high dimensional features. The

implementation of AdaGrad in ClearNLP using the hinge-loss was used

with their default hyper-parameters: learning rate: a = 0.01, termination

criterion: r = 0.1.

Evaluation

Table 4.3 shows the distributions of each fold and the accuracy of the designed

system in answering arithmetic questions. Cross-validation score is 71.75%,

which is promising given how complex these questions are. [66] were able

to achieve 77.7% accuracy on the same dataset, which is higher than above

result. However, the main goal of these experiments remains as to prove that

the designed graph can be utilized to answer complex questions. Moreover,

[66] performed an extra annotation for verb classes using crowdsourcing; their

approach is based on 7 di↵erent verb classes that significantly increase the

complexity of semantic analysis. The approach presented above does not

require any extra annotation. It is likely that by improving the graph and

features that could be extracted, the model’s performance would increase.

The majority of prediction errors were caused by errors from dependency
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1st fold 2nd fold 3rd fold

# of questions 118 118 118

# of verbs 418 423 420

# of + verbs 326 330 328

# of - verbs 51 51 51

# of 0 verbs 41 42 41

Accuracy 67.80 76.27 71.19

Table 4.3: Distributions and accuracies of all folds.

parsing, semantic role labeling, or coreference resolution. For instance, verbs

are not recognized correctly in some dependency trees, which becomes a ma-

jor factor in decreasing accuracy. Also, semantic role labels sometimes were

incorrectly assigned, which extremely influenced the structure of the graph,

where features could not be properly extracted. Also, as mentioned ear-

lier, coreference resolution remains as one of the main challenges in handling

complex questions.

4.2 Multi-field Structural Decomposition for

Event-based Question Answering

Towards machine reading, question answering has recently gained lots of

interest among researchers from both natural language processing [96, 165,

63] and information retrieval [121, 74]. People from these two research fields,

NLP and IR, have shown tremendous progress on question answering, yet
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Figure 4.4: The overall framework of designed question answering system.

only a few e↵orts have been made to adapt technologies from both sides.

The NLP side often tackles the task by analyzing linguistic aspects, whereas

the IR side tackles it by searching likely patterns.

While these two approaches perform well individually, more sophisticated

solutions are needed to handle a wide range of questions. By considering lin-

guistic structures such as syntactic and semantic trees, QA systems can infer

the deeper meaning of the context and handle more complex questions. How-

ever, extracting answers from these structures through either graph matching

or predicate logic is not necessarily scalable when the size of the context is

large. On the other hand, searching patterns is scalable for large data, espe-

cially when coupled with indexing, although it does not always concern with

the actual meaning of the context.

4.2.1 Approach

Figure 4.4 shows the overall framework. The system is designed in a mod-

ular, architectural way, so any further extension of fields can be easily in-
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tegrated. The designed system takes input documents, generates linguistic

structures using natural language processing tools, decomposes them into

multiple fields, and indexes those fields. Questions are processed in the same

way. To answer a question, the system queries the index for each field ex-

tracted from the question and measures the relevance score. All documents

are ranked with respect to the relevance scores and their weights associated

with the fields, and the document with the highest score is selected as the

answer.

Modules

The system consists of several modules closely connected together providing

a fully working solution for the question answering selection task.

Documents and questions

Documents provide the context where the questions find their answers from.

Each document can contain one or more sentences, in which answers for

coming questions are annotated for training. Documents may simply be

Wikipedia articles, news articles, fictional stories, etc. Questions are treated

as regular documents containing only one sentence.

NLP tools

For the generation of syntactic and semantic structures the following parsers

are used: part-of-speech tagger [33], dependency parser [31], semantic role

labeler [32], and coreference resolution tool in ClearNLP3. Ensuring good and

3
http://www.clearnlp.com

http://www.clearnlp.com
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robust accuracy of these NLP tools is important because all the following

modules depend on their output.

Field extractor

The field extractor takes the linguistic structures from the natural language

processing tools and decomposes them into multiple fields (Section 4.2.1). All

fields extracted from the documents are passed to the index engine, whereas

fields extracted from the questions are sent directly to the answer ranker

module.

Index engine

The index engine is a search server that receives a list of fields decomposed by

the field extractor, indexes terms in the fields, and responses to the queries

generated from questions with their relevance scores. Elastic Search4 is used

as it provides a distributed, multi-tenancy-capable search.

Answer ranker

The answer ranker takes the decomposed fields extracted from a question,

converts them into queries, and builds a matrix of documents with their rel-

evance scores across all fields through the index engine. It also uses di↵erent

weights for individual fields trained by statistical modeling; the statistical

learning details are described later in this section.

4
https://www.elastic.co

https://www.elastic.co


83

Disk Index

…

Tokenizer

Lexical

Lemmatizer

Dependency 
Parser

Syntactic

Named Entities

Semantic

Semantic Roles

…

NLP Tools

Julie is either in the 
school  

or the cinema

…

{july_nsubj, is_root, 
either_preconj, …}

f3

f2

{julie, is, either, in, 
the, school, …}

f1

{…}

{julie, be, either, in, 
the, school, …}

{julie_ARG1_is, 
school_ARG2_is, …} f4

fn

Figure 4.5: The flow of the sentence, Julie is either in the school or the cinema,

through the system.

Structural decomposition

Each sentence is represented by the index engine as a document with multiple

fields grouped into categories. Figure 4.5 shows an example of how the sen-

tence is decomposed into multiple fields consisting of syntactic and semantic

structures. Due to the extensible nature of the field extractor, additional

groups and fields can be easily integrated. Currently, the system supports 24

fields that can be grouped in three categories: lexical, syntactic and seman-
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Lexical fields

— word forms

— lemmas

— word stems

— verbs

— sentence id (used for distance)

Syntactic fields

— dependency labels

— dependency labels paired with words (e.g.: ‘julie nsubj’)

Semantic features

— verb synonyms

— ‘A0’ roles

— ‘A1’ roles

— ‘A2’ roles

— ‘A4’ roles in a sentence

— ‘DIR’ modifiers

— ‘LOC’ modifiers

— ‘NER’ tags

Table 4.4: The list of all supported features divided into three categories.

tic (Table 4.4). Please note that some of the features are combined. (e.g.:

‘julie ARG1 school ARG2’, which combines A1 with A2)

Answer ranking

When a question q is asked, it is decomposed into the n-number of fields.

Each field is transformed into a query where certain words are replaced with

wildcards (e.g., {where a1, is pred, she a2}! {* a1 is pred she a2}). Then,

the relevance score r is measured between each field in the question and the
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same field in each document dt 2 D by the index engine.5 The product of

the relevance scores and individual weights for all fields are summed, and

the document d̂ with the highest score f is taken as the answer. Note that

in the tested scenario, each document contains only one sentence so that

retrieving a document is equivalent to retrieving a sentence. The following

equations describe how the document d̂ is selected by measuring the overall

score f(q, dt) using the relevance scores r(q
i

, dt
i

) and the weights �
i

.

d̂ = argmax
d

t2D
f(q, dt)

f(q, dt) =
nX

i=1

�
i

· r(q
i

, dt
i

)

r(q
i

, dt
i

) =
X

v2qi\dti

tft
i

(v) · idf
i

(v) · normt

i

(v)

Training weights for individual fields

Algorithm 3 shows how the weights for all fields are learned during training.

The averaged perceptron algorithm is adapted to the training process, which

has been widely used for many NLP tasks. All the weights ~� are initialized

to 1. For each question q 2 Q, it predicts the document d̂ that most likely

contains the answer. If d̂ is incorrect, then it compares the relevance score r

between (q, d̂) and (q, d) for each field, and updates the weight accordingly,

where d is the true document from the oracle. This procedure is repeated

multiple times through iterations. Finally, the algorithm returns the averaged

5The search results limit in Elasticsearch is set to 20.



86

weights, where each dimension represents the weight for each field. All hyper-

parameters were optimized on the development sets and evaluated on the

test sets. For the experiments, the following hyper-parameters were used:

M = 40,↵ = 0.002.

Input: D: document set, Q: question set.

M : max-number of iterations, ↵: learning rate.

Output: The averaged weight vector.

1: ~� 1; ~�0  0

2: for iter 2 [1,M ] do

3: foreach q 2 Q do

4: d̂ = argmax
d

t2D f(q, dt)

5: if d̂ 6= d then # d is the oracle

6: foreach i 2 [1, n] do ; ; ; # for each field

7: �  ↵ · sign[r(q
i

, d
i

)� r(q
i

, d̂
i

)]

8: �
i

 �
i

+ �

9: ~�0  ~�0 + ~�

10: return ~�0 · 1
M⇤|Q|

Algorithm 3: Averaged perceptron training.

4.2.2 Experiments

Data and evaluation metrics

The approach is evaluated on a subset of the bAbI tasks [154]. The original

data contains 20 tasks, where each task represents a di↵erent kind of question

answering challenge. Eight tasks have been selected in which answer for
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a single question is located within a single sentence. For consistency and

replicability, the same training, development, and evaluation set splits as

provided were followed; every set contains 1,000 questions.

For the evaluation metrics, mean average precision (map) and mean re-

ciprocal rank (mrr) of the top-3 predictions are used. The mean average

precision is measured by counting the number of questions, for which sen-

tences containing the answers are correctly selected as the best predictions.

The reciprocal rank of a query response is the multiplicative inverse of the

rank of the first correct answer. Mean reciprocal rank is the average of the

reciprocal ranks of all question queries.

Type

Lexical Lexical + Syntax Lexical + Syntax + Semantics

� = 1 � is learned � = 1 � is learned � = 1 � is learned

MAP MRR MAP MRR MAP MRR MAP MRR MAP MRR MAP MRR

1 (qa1) 39.62 61.73 39.62 61.73 29.90 48.05 40.50 61.47 72.60 85.07 100.0 100.0

2 (qa4) 62.90 81.45 62.90 81.45 64.00 82.00 64.00 82.00 55.70 77.85 64.10 82.05

3 (qa5) 37.10 54.00 38.20 54.70 48.00 62.15 48.40 62.25 72.60 82.65 94.20 96.33

4 (qa6) 64.00 75.07 64.00 75.07 65.80 78.47 66.10 78.53 78.20 88.33 89.30 94.27

5 (qa9) 47.90 63.50 48.10 63.62 47.90 63.67 50.50 65.47 53.90 67.88 94.40 96.72

6 (qa10) 47.80 63.78 47.90 63.92 49.20 65.52 50.20 66.33 57.60 70.68 96.90 98.23

7 (qa12) 19.20 38.68 19.20 38.68 25.10 40.83 31.90 49.82 55.00 70.60 99.60 99.80

8 (qa20) 37.10 51.82 37.10 51.82 31.40 42.00 35.70 44.22 31.20 46.50 42.80 56.32

Avg. 44.45 61.25 44.63 61.37 45.16 60.34 48.41 63.76 59.60 73.70 85.16 90.47

Table 4.5: Results from the question answering system on 8 types of questions

in the bAbI tasks.
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Evaluation

Table 4.5 shows the results on di↵erent types of questions. The map and

mrr show clear correlation with respect to the number of active fields. For

the majority of tasks, using only the lexical fields does not perform well.

The fictional stories included in this data often contain multiple occurrences

of the same lexicons, and the lexical fields alone are not able to select the

correct answer. Significantly lower accuracy for the last task is due to a fact

that besides an answer is located within a single sentence, multiple passages

for the single question are required to correctly locate the sentence with the

answers. Lexical fields coupled with only syntactic fields do not perform much

better. It may be due to a fact that the syntactic fields containing ordinary

dependency labels do not provide su�cient context-wise information so that

they do not generate enough features for statistical learning to capture the

specific characteristic of the context. The significant improvement, however,

is reached when the semantics fields are added as they provide the deeper

understanding of the context.

This data set has also been used for evaluating the Memory Networks ap-

proach to question answering [154]. The authors achieved high accuracy,

reaching 100% in several tasks; however, this work still finds its own value

because the approach is completely data-driven such that it can be easily

adapted or extended to other types of questions. As a matter of fact, the

same system is used for all tasks with di↵erent trained models, yet still able

to achieve high accuracy for most tasks it was evaluated on.
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4.3 Summary

This chapter addressed two examples of non-factoid question types: arith-

metic and event-based questions. Math and logical problems can be classified

as complex questions that require dedicated solutions. Due to their complex

nature, the approaches that are often applied to factoid questions, would not

work on them. Semantics-based graph approach was presented and applied

to solve arithmetic questions. The designed graph combines several natural

language processing annotation outputs to construct the semantically-driven

structure. The results on publicly available dataset prove that the structure

can be successfully applied to complex questions. Next, a multi-field struc-

tural decomposition with average perceptron learning for question answering

was presented. The algorithm first decomposes source texts to the structure

that can be grouped into three layers: lexical, syntactic and semantic. When

the system receives a question, it is decomposed in the same way as the

source texts and the supporting sentence is returned. As a proof of concept,

the system was tested on the publicly available non-factoid questions dataset

and showed promising results.
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Chapter 5

Applications to Cross-genre

Tasks

Chapters 3 and 4 described two most common branches in question answer-

ing: factoid and non-factoid questions. In these branches, questions and

the corpora from which answers are extracted from are usually of the same

type. More recently, the human-computer interaction has attracted increas-

ing attention from both research and commercial worlds. The ultimate goal

is to build a conversation agent that will be able to handle human conver-

sation in natural way. However, to build the natural language applications

with the focus on human conversation, these applications must first perform

comprehension and understanding of the human dialog.

Document retrieval has been a central task in natural language processing

and information retrieval. The main goal is to retrieve the most relevant

documents from a set of documents given any query. Most of the previous

work in this field for question answering assumed homogeneity of source
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(document) and target (query) texts. When entering the era of conversation

agents and chatbots, this task will likely be extended to dialogues as well.

Consider a collection of conversations and a person who would like to find

the dialog that corresponds to: “Brandon talked about Mary doing most of

the tasks before the second version of the app is released”. Script data which

consists of human conversation poses several challenges in terms of natural

language processing such as dialog disfluency, the speaker-utterance structure

or short and long term context, to name a few.

The recent developments of neural architectures have allowed researchers to

focus on more complicated tasks in natural language processing such as read-

ing comprehension. The popularity of this task has resulted in the growing

number of corpora that were released: MCTest [112], MS MARCO [100],

and CNN/Daily News [60]. All these corpora are based on formal writings

such as articles, stories, etc. In the era of conversation agents and chatbots,

it will be crucial to research machine comprehension from the perspective of

dialog data.

This chapter explores how text applications related to question answering

perform when the cross-genre aspect is the main concern. First, Section 5.1

describes an approach based on structure matching for the document retrieval

task. Relation extraction is performed using deterministic rules for conver-

sation and formal writings. Then, the reranking process is performed using

statistical learning based on the feed-forward neural architecture that leads

to a significant 4% improvement. Next, the passage completion task regard-

ing text understanding is explored in the domain of conversation data. Due

to the lack of existing corpora in this aspect, the annotation is performed.
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It results in a new cross-genre corpus for reading comprehension. The ex-

perimentation process using already existing methods and a multi-gram con-

volutional neural network with attention mechanism show promising results

and lay the groundwork for passage completion in the cross-genre aspect.

5.1 Cross-genre Document Retrieval

This section analyzes the performance of state-of-the-art retrieval techniques

targeting on TV show transcripts and their descriptions. First, a dataset

is created by collecting transcripts from a popular TV show and their sum-

maries and plots (Section 5.1.1). Then, a solid baseline by adapting an ad-

vanced search engine and propose structure reranking to improve the initial

ranking from the search engine is established (Section 5.1.2).

5.1.1 Data

The Character Mining project provides transcripts of the TV show, Friends ;

transcripts from 10 seasons of the show are publicly available in the JSON

format,1 where the first 2 seasons are annotated for the character identifica-

tion task [26]. Each season consists of episodes, each episode contains scenes,

each scene includes utterances, where each utterance comes with the speaker

information.

For each episode, the episode summary and plot are first collected from

fan sites,2 then sentence segmented by NLP4J,3 the same tool used for the

1
nlp.mathcs.emory.edu/character-mining

2
friends-tv.org, friends.wikia.com

3
github.com/emorynlp/nlp4j

nlp.mathcs.emory.edu/character-mining
friends-tv.org
friends.wikia.com
github.com/emorynlp/nlp4j
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Dialogue Summary + Plot

# of episodes 194 # of queries 5,075

# of tokens 897,446 # of tokens 119,624

Table 5.1: Dialogue, summary, and plot data.

provided transcripts. Generally, summaries give broad descriptions of the

episodes, whereas plots describe facts within individual scenes. Finally, a

dataset is created by treating each sentence as a query and its relevant episode

as the target document. Table 5.1 shows the distributions of this dataset.

Alternatively, other data sources can be used as source texts in the cross-

genre document retrieval. For instance, the twitter conversations can be

crawled and used as multi-party conversations. However, in this case, the

task of collecting the target texts (episode summaries and plots) would be

more problematic.

5.1.2 Structure Reranking

For each query (summary or plot) in the dataset, the task is to retrieve

the document (episode) most relevant to the query. The challenge comes

from the cross-domain aspect: how to retrieve documents in dialogues given

the queries in formal writing. This section describes the structure reranking

approach that significantly outperforms an advance search engine, Elastic-

search, for this cross-domain task.
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Dialogue Summary + Plot

Joey

One woman? That’s like saying there’s only one flavor

of ice cream for you. Lemme tell you something, Ross.

There’s lots of flavors out there.

Joey compares women to ice cream.

Ross
You know you probably didn’t know this, but back in

high school, I had a, um, major crush on you. Ross reveals his high school crush on Rachel.

Rachel I knew.

Chandler Alright, one of you give me your underpants. Chandler asks Joey for his underwear,

Joey Can’t help you, I’m not wearing any. but Joey can’t help him out as he’s not wearing any.

Table 5.2: Three examples of dialogues and their descriptions.

Relation Extraction

Since the queries and documents appear very di↵erent on the surface level

(Table 5.2), relations are first extracted from them and matching is performed

on the relation level, which abstracts certain pragmatic di↵erences between

these two types of writings. All data are lemmatized, tagged with parts-of-

speech and named entities, parsed into dependency trees, and labeled with

semantic roles using NLP4J.

A sentence may consist of multiple predicates, and each predicate comes

with a set of arguments. A predicate together with its arguments is consid-

ered a relation. For each argument, heuristics are applied to extract meaning-

ful contextual words by traversing the subtree of the argument. The heuris-

tics are designed for the type of dependency trees generated by NLP4J, but

similar rules can be generalized to other types of dependency trees. Relations

from dialogues are attached with the speaker names to compensate the lack

of entity information.

By extracting relations that comprise only meaningful words, it prunes out

much noise (e.g., disfluency), which allows to retrieve relevant documents
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with higher precision. While the relation extraction is based on the sen-

tence level, it can be extended to the document level by adding coreference

relations, which will be explored in the future.

Predicate-argument structures have already been successfully applied to

several retrieval and classification tasks [125, 80, 56].

Predicate-argument groups. The process starts by using the output of

dependency trees and semantic role labels to extract all predicate nodes with

their semantic arguments. At this point, the algorithm extracts a list of

relation groups, where each relation group is enclosed by the predicate’s

arguments. The number of these groups depends on how many predicates

are located within a sentence.

Argument context extraction. Extracted relations from the previous

step are then extended with their contextual backgrounds. While predicate-

argument groups often represent most of the semantics, entire context is

needed to improve the relevance ranking. For each argument, using a few

simple deterministic rules the following elements are extracted: nouns, com-

pounds, prepositions, conjunctions and adjectives. The subtree traversal is

limited to look up only as deep as to grandchildren to prevent node overlap-

ping with other semantic groups.

Named entity completion. The final step is to extract all recognized

named entities and add them to the corresponding relations groups. The

dependency tree is traversed upwards from the named entity node to the

closest predicate node. All intermediate nodes that are not present in this

group are added.
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Input: D: a list of documents, q: a query.

f
r

: a function returning all relations.

f
c

: a comparator function.

Output: S: a list of matching scores for D.

S  [0 for i 2 [1, |S|]

foreach d
i

2 D do

foreach rq 2 f
r

(q) do

Rd  [r for r 2 f
r

(d
i

) if |r \ rq| � 1]

s
m

 0

foreach rd in Rd do

s f
c

(rd, rq)

s
m

 max(s
m

, s)

end

S
i

 S
i

+ s
m

end

end

Algorithm 4: The structure matching algorithm.
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you

give

me underpant

help

can not you I not

wear

any

chandler joey

Chandler: Alright, one of you give me your underpants. 
Joey: Can't help you, I'm not wearing any.

ask

chandler joey underwear

help

joey can not him out wear

wear

he not any

Chandler asks Joey for his underwear, 
but Joey can't help him out as he's not wearing any.

Figure 5.1: Two sets of relations, from dialogue and plot, extracted from the

examples in Table 5.2.

Structure Matching

All relations extracted from dialogues are stored in an inverted index manner,

where words in each relation are associated with the relation and the episode

that the relation is from. Algorithm 4 shows how the structure matching

works. Given a list of documents and a query q, it first initializes scores

for all documents to 0. For each document d
i

, it compares each relation

rq from q to relations extracted from d
i

. The relation r from d
i

is kept to

Rd if it has at least one word overlaps with rq. For each relation rd 2 Rd,

the comparator function returns the matching score between rd and rq. The

maximum matching score is added to the overall score of this document. This

procedure is repeated; finally, the algorithm returns the overall matching

scores for all documents.

The comparator function f
c

takes two relation sets, rd and rq, and returns
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the matching score between those two sets. For word and lemma, the count

of overlapping words between them is used to produce two scores, rd
s

, and

rq
s

, normalized by the length of the utterance and the query, respectively.

The harmonic mean of the two scores is then returned as the final score. For

embedding, f
c

uses embeddings to generate sum vectors from both sets and

returns the cosine similarity of these two vectors.

Document Reranking

The Elasticsearch scores and the 3 sets of matching scores for the top-k doc-

uments (ranked by Elasticsearch) are fed into a binary classifier to determine

whether or not to accept the highest ranked document. A Feed Forward

Neural Network with one hidden layer of size 15 is used for this classifica-

tion. If the binary classifier disqualifies the top-ranked document, the top-k

documents are reranked by the weighted sums of these scores. A grid search

is performed on the development set to find the optimized set of the weights.

At last, the system returns the document with the highest reranked scores:

d
i

= argmax
i

(�
e

· e
i

+ �
w

· w
i

+ �
l

· l
i

+ �
m

·m
i

).

5.1.3 Experiments

The data from Section 5.1.1 is split into training, development and evaluation

sets, where queries from each episode are randomly assigned. Two standard

metrics are used for evaluation, recall at k (R@k) and mean reciprocal rank

(MRR).
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. . . lk

. . . mk

Word Matching

Lemma Matching

Embedding Matching

w1 w2

l1 l2

m1 m2

. . . eke1 e2

True

False

P

RR PRank

q

d1

dk

. 

. 

.

Elasticsearch

Scoring
Binary classification

Reranking

Figure 5.2: The overview of the prediction process. Given documents

d1, . . . , dk and a query q, 4 sets of scores are generated: the Elasticsearch

scores and the matching scores using 3 comparators: word, lemma, and em-

bedding. The binary classifier Bin predicts whether the highest ranked docu-

ment from Elasticsearch is the correct answer. If not, the system RR reranks

the documents using all scores and returns a new top-ranked prediction.

Elasticsearch

Elasticsearch is used to establish a strong baseline.4 Each episode is indexed

as a document using the default setting, Okapi BM25 [115] and the TF-IDF

based similarity with improved normalization, and the top-k most relevant

documents are retrieved for each query. While R@1 is below 50% (Table 5.4),

R@10 shows over a 70% coverage such that it is possible to achieve a higher

R@1 by reranking results from k � 10.

Convolutional Neural Network

Neural network architectures have already been successfully applied to mul-

tiple tasks in text applications. Inspired by the fact of nonlinearity in the

4
www.elastic.co/products/elasticsearch

www.elastic.co/products/elasticsearch


100

Dataset Summary Plot Total

Training 970 3,013 3,983 (78.48%)

Development 97 403 500 (9.85%)

Evaluation 150 442 592 (11.67%)

Table 5.3: Data split (# of queries).

k
Development Evaluation

R@k MRR R@k MRR

1 46.00 46.00 47.64 47.64

5 65.80 53.80 69.26 69.26

10 72.60 54.71 74.66 56.53

20 78.80 55.13 79.73 56.91

40 83.80 55.31 84.80 57.08

Table 5.4: Elasticsearch results on (summary + plot).
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problem, a convolutional neural network model is built. Elasticsearch top10

retrieval ranking is used to generate three splits for the model. The problem

is reformulated as a binary classification: given a sample s of a query q and

episode text e, predict whether the query is supported by this episode. The

sample is represented as a sequence of 25 scenes where each scene is padded

to 200 words, and a sequence of words from the query. The idf scores of all

the scene words are used to select the ones that most likely hold any semantic

value. The model consists of three convolution layers with tanh activation

function and max pooling. First two are applied on the sequence of scenes,

and then on the scene vectors’ matrix, respectively, producing an episode

vector. The last convolution outputs the query vector given the sequence

of words in the query. Finally, a dot product of these two vectors is taken

and the model is trained using binary crossentropy. Experimentation setup

showed recall@1 of 20.76% and 18.75% for the development and evaluation

sets, respectively. It is likely that such disproportion in the scores between

deep learning and lexical approaches is caused by the lack of training data

and an enormous amount of noise that the neural architecture is unable to

address.

Structure Matching

The Struct⇤ rows in Table 5.6 show the results based on structure matching

(Section 5.1.2). The highest R@1 of 39.53% is achieved on the evaluation

set using lemmas. Although it is about 8% lower than the one achieved by

Elasticsearch, the hypothesis can be made that this approach can correctly

retrieve documents for certain queries that Elasticsearch cannot.
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Model
Development Evaluation

R@1 MRR R@1 MRR

Elastic10 0 16.07 0 16.99

Struct
w

14.44 23.57 19.68 28.11

Struct
l

14.81 25.59 20.97 30.14

Struct
e

15.56 24.47 20.32 29.22

Table 5.5: Results on queries failed by Elasticsearch.

To validate the hypothesis, structure matching on the subset of queries

failed by Elasticsearch is tested. First, the top-10 results from Elasticsearch

are taken and then reranked using the scores from structure matching for

queries that Elasticsearch gives R@1 of 0%. As shown in Table 5.5, structure

matching is capable of reranking a significant portion (around 20%) of these

queries correctly, establishing that the hypothesis is true.

Document Reranking

The scores from Elastic10 and Struct⇤ for each document are fed into the

binary classifier that decides whether or not to accept the top-1 result from

Elasticsearch. If not, the documents are reranked by the weighted sum of

these scores (Section 5.1.2). The Rerank1 row in Table 5.6 shows the results

when all the weights = 1, which gives an over 4% improvement of R@1 on

the evaluation set. The Rerank
�

row shows the results when the optimized

weights are used, which gives an additional 3% boost on the development set

but not on the evaluation set.
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Model

Development Evaluation

Summary Plot All Summary Plot All

R@1 MRR R@1 MRR R@1 MRR R@1 MRR R@1 MRR R@1 MRR

Elastic10 44.33 53.64 46.40 54.97 46.00 54.71 50.67 60.87 46.61 55.06 47.64 56.53

Struct
w

38.14 48.42 34.00 45.11 34.80 45.75 35.33 48.34 35.52 47.08 35.47 47.40

Struct
l

39.18 49.24 34.74 46.29 35.60 46.86 44.00 55.55 38.01 49.24 39.53 50.84

Struct
m

35.05 46.71 33.50 44.72 33.80 45.10 36.00 50.14 35.97 46.95 35.98 47.76

Rerank1 47.42 55.66 48.39 56.10 48.20 56.02 56.67 63.77 50.23 57.99 51.86 59.46

Rerank
�

50.52 57.66 51.36 57.76 51.20 57.74 55.33 63.88 50.90 58.47 52.03 59.84

Table 5.6: Evaluation on the development and evaluation sets for sum-

mary, plot, and all (summary + plot). Elastic10: Elasticsearch with k = 10,

Struct
w,l,m

: structure matching using words, lemmas, embeddings, Rerank1,�:

unweighted and weighted reranking.

5.2 Cross-genre Passage Completion

In this section, the passage completion task is explored in the cross-genre

data aspect. The motivation for this task comes from the recent growth of

interest in conversation agents. These systems will have to understand the

human conversation and extract knowledge from it. The cross-genre passage

completion task presented in this work is a first and major step towards

question answering based on conversational data. An annotation is per-

formed to clean the data and prepare the passage completion configuration.

Next, an experimentation is performed using already existing methods for

reading comprehension. Also, a multi-gram convolution-based network with

attention is presented showing a good compromise between training speed

and accuracy.
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5.2.1 Data

The “Friends” scripts corpus presented in Section 5.1 is used to create a

new dataset that will be dedicated for passage completion. All the queries

that have been used to generate the document retrieval corpus are candi-

dates for the new dataset. Each query is associated with a single episode.

The entire episode is likely too large and contains an enormous amount of

noise to be used as an input in the passage completion task (Section 5.1.3).

Unfortunately, the current version of dataset lacks the scene-association.

Not all queries are valid and should be included in the final dataset. Con-

sider the query “Now everybody knows, except Ross.”. In this case, it would

be almost impossible for the model to comprehend the entity Ross from the

dialogue. On the other side, consider the query “When she picks up still an-

other, Chandler isn’t sure he can take it.”. It contains one proper noun that

is correctly recognized by the named entity recognizer (Chandler) and two

pronouns ((she, he). When given this description with the masked Chandler

position, the query does not hold enough information to be inferred from

the text. The pronoun she should be resolved to give necessary context to

the query. Moreover, additional pronoun annotation would allow generat-

ing more passage completion samples. These challenges must be addressed

before constructing the corpus to ensure the highest possible quality of the

dataset.

Annotation

A crowdsourcing annotation is performed to address the described challenges.

Two separate tasks are handled on Amazon Mechanical Turk in order to
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Figure 5.3: Example of Task 1 of the annotation.

prepare the set of queries for the passage completion configuration.

Task 1 is designed to associate each query with its scene and validate the

query appropriateness. Given a query and all the scenes from its episode

(the episode-association is known), Elasticsearch is used to select the scene

that has the closest lexical distance to the query. The empirical analysis

shows that this method can correctly locate the scene in the majority of

cases. Next, annotators are presented the query and its selected scene from

Elasticsearch. The first asked question to them is: “Does this description

(question) is related to this dialog?”. If the annotator chooses yes, she is asked

to rephrase the pronouns with their proper nouns, if possible. Otherwise,

the annotator is asked to rephrase or recreate the query to the form when

it will relate to the given dialog. The second question to the annotator
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is: “Can di↵erent factual description (a single sentence) be created based on

this dialog?”. If the annotator chooses yes, she is asked to enter a new

query. Figure 5.3 presents one of the annotation tasks. Please note that the

instructions are not covered in this figure but are visible to the annotator.

Figure 5.4: Example of Task 2 of the annotation.

Task 2 is designed to provide more contextual diversity to the dataset and

to make the queries more complex. An annotator is given a scene along

with the list of speaker(s) that the annotator cannot use when forming a

query. Then, the annotator is asked to create a new description (sentence)

about the events in the given scene. Excluded name(s) consists of the most

frequent speakers in the scene or the names that have already been used in

the previous task. Figure 5.4 presents one of the annotation tasks.

Table 5.7 shows the lexical and semantic analysis of created corpus.
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number of queries 5,055

number of samples 13,380

# of unique entities in a scene 19

min/avg/max entities per query 1.00/2.95/15.00

min/avg/max entities per scene 5.00/25.39/116.00

min/avg/max query length 1.00/20.05/126.00

min/avg/max scene length 52.00/312.55/1413.00

Table 5.7: Statistics of the generated corpus

Dataset

Both tasks have been executed for over 6,000 queries5 (Section 5.1.1). The

post-annotation analysis has shown that cleaning process is necessary. For in-

stance, some of the characters are often mentioned using various pseudonyms

within a single scene. These exceptions have been handled by manually

generating the mappings of pseudonyms to the proper character names.

The anonymization approach originally applied in the CNN/Daily News

dataset is followed in the new corpus. All the entities within a scene and

query are anonymized. The goal is to limit the bias of the main characters

(Chandler, Joey, Monica, Phoebe, Rachel, Ross, who dominate the data.

Figure 5.5 shows the example after the anonymization process is applied.

The token @placeholder is used to mark the entity that is to be predicted.

5Additional queries for seasons 9 and 10 have been collected.
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Figure 5.5: One of samples in the created dataset.

5.2.2 Approach

Convolutional neural networks have already been successfully applied to sev-

eral text-based classification tasks. These approaches can learn to recognize

the common patterns across space rather than trying to find sequential infor-

mation as in recurrent neural networks. These patterns will be generic in a

sense that the will be identical across the entire input space. It is likely that

in the cross-genre passage completion task, the patterns that provide the

semantic information necessary to solve this task are generic in their, and

therefore this approach is promising. Moreover, a convolutional approach

will allow the work to be extended in the future to the form when an input
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will be a sequence of utterances rather that a sequence of tokens in a scene.

Additionally, convolutional neural networks are significantly faster to train,

which for the amount of data currently available, will be crucial.

All of the above is the motivation to build a multi-gram convolutional neural

network approach with attention that is dedicated to the cross-genre passage

completion. The attention mechanism is inspired by the work presented by

Santos et al. [46]. Figure 5.6 shows the developed architecture. The task

is the following: given a query with the encoded placeholder and a scene

containing a set of entities, complete the query with the entity from the

scene. The input to the network consists of two text images: a scene and a

query: S and Q. Multi-gram filters are then convoluted through the input

resulting in the feature maps. The feature maps that participate in the

attention are multiplied with an attention weights attn
m

which results in the

attention matrix.

attention = tanh(ST · attn
m

·Q)

Vertical and horizontal max pooling is applied to the attention matrix form-

ing two attention vectors: S
attn

and Q
attn

. These vectors are then multiplied

with the original feature maps which result in two attended vectors. The

vectors are merged with pooled feature maps of other n-gram filter maps,

forming one large 1D vector. This vector is then projected into the vec-

tors size of a maximum number of entities in a single scene from the entire

dataset.
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Figure 5.6: The architecture of designed convolutional neural network system.

5.2.3 Experiments

The corpus is divided into training, development and test sets with the the

ratio of 80/10/10. The split is performed on the episode-level, where each

episode’s queries are randomly divided into training, development and test

sets. Table 5.8 presents the experimentation results.

At the beginning, two deterministic baselines are evaluated. Baseline1 is

based on the entity majority where the most frequent entity from the scene

is chosen as a prediction. Baseline2 comprises of the word distance based

model. The entity that has the closest lexical distance to the query words

is predicted. Both baselines do not perform well showing that this task is

challenging and requires more advanced approaches. The linguistic approach
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Baseline1 27.30%

Baseline2 27.26%

Linguistic approach (L2R) [23] 51.16%

Bi-LSTM + attn [23] 69.26% (test: 65.52%)

Multi-gram CNN 57.43%

Multi-gram CNN + attn
word

[128] 62.45%

Multi-gram CNN + attn
dot

63.58%

Table 5.8: The development set accuracy for the passage completion task

using di↵erent approaches.

is a pairwise learning to rank system based on manually crafted lexical and

semantic features [23]. Features such as frequency and positions of entities,

the n-gram matches, and the dependency parse matches are used. Despite

the fact that this approach performs significantly better than the baselines,

there is still large room for improvement.

Now, the neural networks based approaches are evaluated. First, a bi-

directional long-short term memory [23] is reimplemented and tested. It

achieves the highest score of 69.26% proving that the deep learning archi-

tectures can provide powerful and robust models for reading comprehension

tasks. The neural network model shows its power by extracting the semantic

information that the previous approaches could not. Next, the multi-gram

convolutional neural network without the attention is tested and reaches

57.43% which is significantly lower than the previous approach. Its poor

performance could be caused by the lack of attention mechanism. Therefore,

a multi-gram model with the attention presented by Shin et al. [128] is tested,
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reaching the score of 62.45%. Finally, the convolutional neural network with

the attention described in Section 5.2.2 is evaluated. It shows the score of

63.58%, which is 6% higher than the original convolutional neural network,

and over 5% lower than the bi-directional LSTM. It is important to point

out that the CNN model is on average seven times faster to train. If this

model is further improved, it has the potential reaching the state of the art

presented by the recurrent network and even surpassing it. The advance-

ments will concern more advanced attention mechanisms. Also, the network

currently takes an entire scene as one document. It is possible that further

improvements could be achieved by addressing the internal structure of the

dialog: a mix of speakers and utterances.

5.3 Summary

This chapter explored two tasks in the cross-genre text configuration: doc-

ument retrieval and passage completion. The main goal of the document

retrieval task is to select the episode related to the descriptive query 5.1.

The challenge comes from the cross-genre aspect which has not been a focus

in the previous work. Structure matching technique has been introduced that

addresses the misalignment between the scripts and queries. A significant im-

provement has been shown when the structure matching features were used

to rerank the candidates. In the second part, the passage completion task has

been explored. This task is designed to complete the descriptive query with

the context of the scene. Several reading comprehension approaches were

used to benchmark this task. Also, a multi-gram CNN with the attention



113

mechanism was presented and evaluated on this dataset showing a promising

result. The future work consists of more advanced attention mechanism and

restructuring the input to reflect the internal structure of human dialogue.



114

Chapter 6

Conclusions and future work

6.1 Summary

In the last decade, researchers have revolutionized the way of answering any

questions we might have. Recent advancements in the question answering

field have allowed us to retrieve information significantly faster and easier.

While this field has already seen a tremendous growth, several challenges

still remain. This thesis proposed numerous approaches and techniques to

improve the overall performance of various question answering systems.

Chapter 3 focused on major branch of question answering - factoid ques-

tions. A multi-scheme annotation scheme was presented in which the pri-

mary goal is to let researchers build diverse and challenging corpora for

open-domain question answering. Neural architectures that are currently

a common choice for researchers often require an enormous amount of data

to be trained. This data can be built in an unsupervised way by collecting

large corpora from the web. However, to allow these networks learn the con-
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textual similarity measurements, they must also be exposed to direct signals

found in supervised data collections. The presented scheme provides an easy

and low-cost crowdsourcing-based framework that can be used by researchers

to build such corpora. The analysis shows that by performing five sequential

annotation tasks, it is possible to build a corpus that is both diverse and

artificially-di�cult.

Neural architectures have been shown to be extremely useful in finding con-

textually similar contexts in the open-domain configurations. On the other

side, the advancements in the natural language processing field, especially

in parsing, allow researchers to use these extracted structures for various

problems. A subtree matching mechanism that is based on any syntactic

structures has been introduced. It is based on the tree slice-by-slice compar-

isons rather than on the tree-edit distance paradigm. Because of this fact, it

is more computationally e�cient and faster. When paired with the extended

state-of-the-art convolutional neural network, it showed consistent boosts in

the performance, proving it is capable of extracting contextual similarity.

The growth of popularity in question answering has caused that multiple

corpora for various tasks have been released. Although their main purpose

is to help training statistical models and benchmarking their performances

separately, they can be combined which potentially would lead to other im-

provements. A thorough intrinsic and extrinsic analysis on recently pub-

lished open-domain question answering corpora has been presented. First,

the passage retrieval task was applied that allowed the existing datasets to

be combined. The experiments using the-state-of-the-art convolutional neu-

ral network showed promising results grounding the future work for transfer



116

learning in this field.

Chapter 4 addressed existing challenges in non-factoid question answering.

Math and logical problems such as arithmetic questions require dedicated

approaches that are capable of extracting abstract representations of text.

A semantic-based graph approach was introduced that combines linguistic

structures from currently existing natural language processing tasks. Arith-

metic questions were used as a case study to show the potential of designed

structure. The evaluation showed that the graph can be used to extract the

abstract representations of text.

Researchers in natural language processing and information retrieval often

tackle the problems in question answering form either sides. Section 4.2 de-

scribed a multi-field structural decomposition method that combines good

aspects of NLP and IR. The system decomposes linguistic structures into

multiple fields and organizes them in an inverted index manner. When the

system receives a question, it decomposes it according to the same rules and

performs the retrieval step, ranking the retrieved sentences with previously

learned weights. The experimentation on eight tasks of the event-based ques-

tion answering tasks showed significant improvements over the baseline that

uses simple search.

Chapter 5 explored two tasks in the cross-genre aspect of text: document

retrieval and passage completion. The main challenge in these tasks con-

cerns the misalignment and di↵erences between the conversational and for-

mal writings. For the document retrieval task, a reranking mechanism based

on structure matching was presented. The algorithm deterministically ex-

tracts relations that comprise of only most important words from the text.
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The algorithm then improves the initial ranking by incorporating the seman-

tic matching features. The evaluation showed an improvement of over 4% in

precision on the dataset that has been created during this work.

In addition to the document retrieval task, this dissertation explores a

subtask in machine comprehension called passage completion. It will be an

integral part of the future conversation dialog systems to be able to un-

derstand and extract contexts from the human dialog. At the beginning,

a crowdsourcing-based annotation was performed. It resulted in the first

passage completion dataset that is based on the conversational data. The

evaluation using current architectures showed the challenging nature of this

task. A multi-gram convolutional neural network with attention mechanism

showed a promising result. More importantly, it is faster to train by an order

of magnitude than the state-of-the-art recurrent neural network approach.

6.2 Limitations

Chapter 3 was focused on factoid question answering. The generation method

presented in this thesis is based on a low-cost crowdsourcing scheme. It is

expected then that annotations are biased towards high overlapping lexical

tokens between answer sentences and questions. While extra precautions

have been taken, in some cases these questions can still be artificially easy

for a machine. Also, currently the scheme is based on only a single paraphrase

of questions. Presented subtree matching algorithm is currently based on tree

slices that have been extracted directly from the overlapping words. Thus,

the aspect of synonyms and semantically-related words is not addressed,
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which might often be a case when a question and candidates do not share

any words. On the other hand, by considering only parent, siblings, and

children, the algorithm may omit the context that could be located in a

di↵erent part of the sentence. The expected input to the designed convolution

neural network considers lists of tokens which almost always are sentences.

The text structures such as listings, bullet points, etc., are special cases and

should be handled because the analysis has shown that they were often missed

by the system. The convolution neural network expects a constant size of

the input which can be problematic when used in various open-domain text

collections. More precisely, a larger input will allow longer sentences to be

fully exposed to the network, but it will likely slow down the training time

and create more noise. On the other side, the shorter input might cause

that crucial information will not be included in the input, but it will speed

up training. The cross-evaluation of currently existing question answering

corpora is based on the fact that the network is fully trained on one corpus

and evaluated on another. This assumption means that any potential transfer

of knowledge from one dataset to another is limited.

Chapter 4 presented two approaches for di↵erent problems in non-factoid

question answering. A semantics-based graph that was introduced is a com-

bination of the representations coming from several natural language process-

ing tasks. Since the current process of building the graph is deterministic,

it is likely that it cannot be easily applied to other branches. Also, the

framework is based on the output from specific parsers making it less flexible

and customizable. The system presented for event-based questions is based

on a sentence level and thus would not work if the answer is sparse. Also,
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the system currently selects the entire sentence, which might contain a large

amount of irrelevant information to the question.

Two approaches for the document retrieval and passage completion tasks in

the cross-genre text domains have been presented. For the document retrieval

task, the relation extraction process was introduced that is currently based

on extracting only pure word-forms from the linguistic structures. Therefore,

it misses all the additional annotation that is given by the parsers. Also, the

approach currently extracts relations only from a single utterance, missing

the cross-utterance aspect. The passage completion task is based only on

the entities that can be extracted from both speaker information and the

named entity tags. The latter periodically miss tags, which is common in

case of pseudonyms. The current state of the art in this task is based on a

recurrent neural network that does not incorporate the internal structure of

the dialogue.

6.3 Future work

The thesis presented several advancements to already existing systems and

introduced new approaches that push the current research in question an-

swering forward. Despite the work and impact described in this thesis, there

is still room for future work.

Future work in factoid question answering could be focused on improving

the annotation scheme. First, more paraphrases could be performed in se-

quence instead of a single paraphrase. Also, the dynamics of the annotation

process could be improved. When an annotator is generating a question, the
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backend checks whether the overlapping ratio is too high after every typed

word. Additionally, during the question generation, the backend could com-

pare the generated question with already created questions and point out

when it is too similar. Next, the subtree matching algorithm could be ex-

panded to a wider contextual window. For instance, the algorithm could

be based on the n backward and forward words, which would address the

aspect of semantic similarity better. Moreover, the slice extraction process

could be extended to support not only overlapping words. The convolution

network used in the experiments could be extended with various attentions

mechanisms. Also, the matching algorithm could play a role in the attention

mechanism. For instance, contextually similar fragments (tree slices) from

sentences could be exposed to the network more explicitly. Finally, more

advanced transfer learning methods could be applied in the cross-evaluation

setup. Researchers have already started looking into such combinations and

the preliminary results are promising [90].

Non-factoid question answering often requires dedicated and semantic-driven

approaches. A semantics-based graph presented in this work could be poten-

tially merged with the Abstract Meaning Representation. At the moment,

the semantics-based graph can only be applied to relatively short text doc-

uments. Extending it to larger documents such as an article or even a col-

lection of documents would improve its flexibility. The multi-field approach

described in this thesis was evaluated on the event-based type of questions.

While the system has performed well during the experimentation, it is cur-

rently based on the single sentence basis. It is worth to extend the system

to handle larger documents as well.
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In the era of growing popularity of conversation agents, the fields of nat-

ural language processing, information retrieval, and machine learning will

have to address several new challenges. In the structural matching approach

presented in this thesis, the future work will consist of extending the graph

structure to a more advanced form. The edges will have di↵erent weights that

will be based explicitly on the syntactic and semantic relations. Also, the

structure could be extended to cover larger contexts, in this case, the scenes

and episodes. In the passage completion task, it is worth to incorporate

the internal structure of human dialog into the model architecture. Finally,

the attention mechanism should be directly impacted by the actual speakers

of each utterance. This would likely help the network to comprehend the

human dialog.
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Bart van Merriënboer, Armand Joulin, and Tomas Mikolov. Towards

ai-complete question answering: A set of prerequisite toy tasks. arXiv

preprint arXiv:1502.05698, 2015.

[155] Jason D Williams, Nobal B Niraula, Pradeep Dasigi, Aparna Lakshmi-

ratan, Carlos Garcia Jurado Suarez, Mouni Reddy, and Geo↵ Zweig.

Rapidly scaling dialog systems with interactive learning. In Natu-

ral Language Dialog Systems and Intelligent Assistants, pages 1–13.

Springer, 2015.

[156] Terry Winograd. Understanding natural language. Cognitive psychol-

ogy, 3(1):1–191, 1972.

[157] YukWahWong and Raymond J Mooney. Learning for semantic parsing

with statistical machine translation. In Proceedings of the main confer-

ence on Human Language Technology Conference of the North Amer-

ican Chapter of the Association of Computational Linguistics, pages

439–446. Association for Computational Linguistics, 2006.

[158] Yang Xu and David Reitter. Entropy converges between dialogue par-

ticipants: Explanations from an information-theoretic perspective. In

Proceedings of the 54th Annual Meeting of the Association for Compu-

tational Linguistics (Volume 1: Long Papers), pages 537–546, Berlin,

Germany, August 2016. Association for Computational Linguistics.

[159] Lingpeng Yang, Donghong Ji, Guodong Zhou, Yu Nie, and Guozheng

Xiao. Document re-ranking using cluster validation and label propa-



149

gation. In Proceedings of the 15th ACM international conference on

Information and knowledge management, pages 690–697. ACM, 2006.

[160] Liu Yang, Qingyao Ai, Jiafeng Guo, and W Bruce Croft. anmm: Rank-

ing short answer texts with attention-based neural matching model. In

Proceedings of the 25th ACM International on Conference on Informa-

tion and Knowledge Management, pages 287–296. ACM, 2016.

[161] Yi Yang, Wen-tau Yih, and Christopher Meek. WIKIQA: A Chal-

lenge Dataset for Open-Domain Question Answering. In Proceedings

of the Conference on Empirical Methods in Natural Language Process-

ing, EMNLP’15, pages 2013–2018, 2015.

[162] Zichao Yang, Xiaodong He, Jianfeng Gao, Li Deng, and Alex Smola.

Stacked attention networks for image question answering. In Proceed-

ings of the IEEE Conference on Computer Vision and Pattern Recog-

nition, pages 21–29, 2016.

[163] Xuchen Yao and Benjamin Van Durme. Information extraction over

structured data: Question answering with freebase. In Proceedings of

the 52nd Annual Meeting of the Association for Computational Lin-

guistics (Volume 1: Long Papers), pages 956–966, Baltimore, Mary-

land, June 2014. Association for Computational Linguistics.

[164] Xuchen Yao, Benjamin Van Durme, Chris Callison-Burch, and Peter

Clark. Answer extraction as sequence tagging with tree edit distance.

In Proceedings of the 2013 Conference of the North American Chapter

of the Association for Computational Linguistics: Human Language



150

Technologies, pages 858–867, Atlanta, Georgia, June 2013. Association

for Computational Linguistics.

[165] Wen-tau Yih, Ming-Wei Chang, Christopher Meek, and Andrzej Pas-

tusiak. Question Answering Using Enhanced Lexical Semantic Models.

In Proceedings of the 51st Annual Meeting of the Association for Com-

putational Linguistics, ACL’13, pages 1744–1753, 2013.

[166] Wen-tau Yih, Xiaodong He, and Christopher Meek. Semantic parsing

for single-relation question answering. In Proceedings of ACL, 2014.

[167] Wenpeng Yin, Sebastian Ebert, and Hinrich Schütze. Attention-

based convolutional neural network for machine comprehension. arXiv

preprint arXiv:1602.04341, 2016.

[168] Wenpeng Yin, Hinrich Schütze, Bing Xiang, and Bowen Zhou. Abcnn:

Attention-based convolutional neural network for modeling sentence

pairs. arXiv preprint arXiv:1512.05193, 2015.

[169] Wenpeng Yin, Hinrich Schütze, Bing Xiang, and Bowen Zhou.

ABCNN: Attention-Based Convolutional Neural Network for Model-

ing Sentence Pairs. arXiv, arXiv:1512.05193, 2015.

[170] Koichiro Yoshino, Shinsuke Mori, and Tatsuya Kawahara. Spoken

dialogue system based on information extraction using similarity of

predicate argument structures. In Proceedings of the SIGDIAL 2011

Conference, pages 59–66, Portland, Oregon, June 2011. Association for

Computational Linguistics.



151

[171] Lei Yu, Karl Moritz Hermann, Phil Blunsom, and Stephen Pul-

man. Deep learning for answer sentence selection. arXiv preprint

arXiv:1412.1632, 2014.

[172] Yun Zhai and Mubarak Shah. Visual attention detection in video se-

quences using spatiotemporal cues. In Proceedings of the 14th ACM

international conference on Multimedia, pages 815–824. ACM, 2006.

[173] Dell Zhang and Wee Sun Lee. Question classification using support vec-

tor machines. In Proceedings of the 26th annual international ACM SI-

GIR conference on Research and development in informaion retrieval,

pages 26–32. ACM, 2003.

[174] Zhicheng Zheng, Fangtao Li, Minlie Huang, and Xiaoyan Zhu. Learning

to link entities with knowledge base. In Human Language Technologies:

The 2010 Annual Conference of the North American Chapter of the

Association for Computational Linguistics, pages 483–491. Association

for Computational Linguistics, 2010.

[175] Dong Zhou and Vincent Wade. Latent document re-ranking. In Pro-

ceedings of the 2009 Conference on Empirical Methods in Natural Lan-

guage Processing: Volume 3-Volume 3, pages 1571–1580. Association

for Computational Linguistics, 2009.


	Introduction
	Motivation
	Research Challenges
	Contributions

	Related Work
	Sentence-based Factoid Question Answering
	Text-based Question Answering Tasks
	Question Answering Corpora
	Syntactic and Semantic Matching

	Neural Architectures
	Non-factoid Question Answering
	Applications to Cross-genre Tasks

	Sentence-based Factoid Question Answering
	Multi-stage Annotation Scheme for Question Answering
	Data Collection
	Annotation Scheme
	Corpus Analysis

	Subtree Matching with Statistical Learning
	Subtree Matching Algorithm
	Convolutional Neural Networks
	Experiments

	Cross-evaluation of Factoid Question Answering Corpora
	Intrinsic Analysis
	Answer Passage Retrieval
	Extrinsic Analysis

	Summary

	Non-factoid Question Answering
	Semantics-based Graph Approach to Complex Question Answering
	Semantics-based Knowledge Approach
	Graph Construction
	Arithmetic Questions
	Experiments

	Multi-field Structural Decomposition for Event-based Question Answering
	Approach
	Experiments

	Summary

	Applications to Cross-genre Tasks
	Cross-genre Document Retrieval
	Data
	Structure Reranking
	Experiments

	Cross-genre Passage Completion
	Data
	Approach
	Experiments

	Summary

	Conclusions and future work
	Summary
	Limitations
	Future work

	Bibliography

