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Abstract

In this dissertation, we focus on developing novel statistical methodology for high-
dimensional neuroimaging data (HND) to yield insights about the complex neural
processing characteristics associated with mental diseases and furthermore to provide
clinically relevant predictive information to aid with treatment selection and progno-
sis. Our proposed methods would extract new information content from neuroimaging
data, while coping with the many analytical challenges posed by these massive data
sets. Specifically, we propose three new statistical frameworks: (i) to predict disease
progression and therapeutic treatment response based on temporal trends in longi-
tudinal neuroimaging data, e.g. repeatedly collected over weeks or months; (ii) to
determine population-level brain networks revealed by functional (or structural) con-
nectivity properties within regions of interest (ROI) and between ROIs, while charac-
terizing whole-brain properties of these identified networks, such as the ’small world’
property; (iii) to analyze resting-state functional magnetic resonance imaging (fMRI)
data by constructing methodology to determine localized estimates of resting-state
brain activity and simultaneously yield functional connectivity information based on
spatial correlations in the data.

Recent technological advances have made it possible for many studies to collect
HND repeatedly over time. Such studies may yield temporal changes in selected fea-
tures that, when incorporated with machine learning methods, are able to predict
clinical outcomes. However, current methods, such as the support vector machine
(SVM), for HND analysis typically consider cross-sectional data collected during one
time period. We propose a novel support vector classifier for longitudinal HND that
allows simultaneous estimation of the SVM separating hyperplane parameters and
temporal trend parameters, which determine the optimal means to combine the lon-
gitudinal data for classification and prediction. Our approach is based on an aug-
mented kernel function in reproducing kernel Hilbert space and uses quadratic pro-
gramming for optimization. The results of a simulation study and a data example
indicate that our proposed method leverages the additional longitudinal information
to achieve higher accuracy than methods using only cross-sectional data and meth-
ods that naively combine longitudinal data by simply stacking the data to expand
the feature space.

Currently, the brain connectivity study methods are either based on seed voxel
analysis or region representative analysis, which may both lead to substantial infor-
mation loss due to partial selection or ignoring regional variation. We propose a
comprehensive whole-brain voxel pair level and region pair level connectivity method
by using a Bayesian hierarchical model which simultaneously accounts for brain net-
work graph theory properties, while adjusting clinical covariate effects such as age,



gender, and medical history. This method can be applied to both functional and
structural connectivity analysis, and yield brain connectivity inference on both voxel
pair and region pair level as well as brain network graph theory metrics based on the
posteriors. We illustrate the application of our method using functional connectivity
analysis from a example fMRI data and simulation study.

Resting-state fMRI as a type of functional neuroimaging data is usually collected
when individuals are left to think for themselves rather than engaging in a particular
task. Since the traditional two-stage approach is not applicable as no stimuli events
are included to detect task-related changes, the localized frequency band descriptors
are used to detect localised brain activity. In addition, functional connectivity analysis
is often used to identify the brain networks showing coherence during resting status.
We propose a unified hierarchical Bayesian framework to jointly quantify localized
resting-state brain activity as well as the functional connectivity brain network by
allocating each region to a latent network cluster. Particularly, we utilize infinite mix-
ture model and Dirichlet process for modeling the latent cluster. We conduct massive
parameter estimation by using Markov Chain Monte Carlo (MCMC) techniques. The
results based on the posteriors can yield inferences about the brain activity at voxel
level and region level as well as the network of brain region parcellation. We apply
the proposed method to depression study and the results reveal the level and region
level frequency descriptor difference between groups as well as connectivity networks.
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Chapter 1

Introduction

1.1 Overview

The emergence of in-vivo neuroimaging technology has provided a pathway to help

improve our understanding of both the neurophysiology of healthy individuals and the

pathophysiology of patients suffering from mental illnesses such as major depressive

disorder (MDD). Currently, several neuroimaging techniques have been developed to

reveal different perspectives of brain neural process. Those brain imaging techniques

include the magnetic resonance imaging (MRI) based technology such as structural

T1 image, functional MRI (fMRI), and diffusion tensor imaging (DTI), positron emis-

sion tomography (PET), and computed tomography (CT). All types of brain imaging

data are subject to common properties such as high-dimensionality and complex spa-

tial correlation structure, which pose challenges for statistical modeling. Therefore,

our main objective is to develop new statistical methods to draw inference about neu-

rophysiology from neuroimaging data and apply them for clinical purpose of disease

diagnosis and treatment selection.

The dissertation is organized as follows: the remainder of Chapter 1 provides 2
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background information on the human brain, various neuroimaging technologies, and

current methods of neuroimaging data preprocessing and statistical analyses as well

as outlines our proposed research objectives. Chapter 2 presents a novel classifier

for longitudinal high-dimensional neuroimaging data. Chapter 3 presents methods

to evaluate region level brain connectivity based on voxel pair connectivity for group

study, and Chapter 4 presents a novel Bayesian hierarchical framework for resting-

state fMRI data.

1.2 Basic Knowledge of Human Brain

The brain is the most complex organ in the human body, and it perceives the outside

world, produces feeling, emotion, and memory, and coordinates human body actions.

The average weight of adult human brain is about 1.4 kg, which contains by 80 or

90 billion non-neural cells (glial) and 80 or 90 billion neurons. In traditional brain

anatomy, two brain tissue types are defined gray matter and white matter. The grey

matter (cerebrum cortex) consists of neuronal cell bodies, neuropil, glial cells and

capillaries. In contrast, the white matter mostly contains myelinated axons as tracts

to interconnect different regions of the cerebral cortex and supporting structure.

Brain connectivity and signal transmitting. Neurons communicate with up to tens

of thousands of other neurons, by passing signal via synapses. The pattern and

strength of such connections keep changing for every second of our lives, based on

updated experience, learning, and reinforcement. The changes of connectivities de-

termine the brain functions such as memory, personality, and habit. Therefore, the

brain structure is not only shaped by genes but also even more by experience.

There are various ways to pass signals between neurons, for example by electronic,

magnetic, and chemical pathways. Among them, the neurotransmitter/receptor model

2



has been well studied. In synapse, signals are passed between neurons by releasing

and capturing neurotransmitters such as dopamine, acetylcholine, and serotonin. The

neurotransmitters are very important for brain activity, and abnormality of them is

related to diseases. For example, a deficiency in serotonin in limbic system is linked

to depression or mood disorders.

When building such electronic/chemical signal passing channels energy is needed,

which is provided by glucose and oxygenated-haemoglobin (generating APT). There-

fore, high level brain region activity is usually synchronized with higher metabolite

rate and glucose/oxygenated-haemoglobin concentration.

Human brain parcellation and atlases. The human brain contains the brainstem,

cerebellum, and cerebrum (neocortex). The cerebrum responds to higher-order rea-

soning, learning, and personality and is our major research interest. The cerebrum

consists of two hemispheres (right and left) connected by white matter commissural

fibers (e.g. corpus callosum). Each cerebral hemisphere is conventionally divided

into four lobes: frontal, parietal, temporal, and occipital. The two hemispheres and

four lobes provide us a general map of human brain, however, finer cerebral cortex

parcellation is desired for in-depth study. One fine cerebral cortex parcellation is

defined by Brodman areas (48 regions), which are based on cytoarchitecture, or orga-

nization of cells. The Automated Anatomical Labeling (AAL) regions (116 regions)

were constructed through the identification of major and minor sulci/gyri on a T1

MRI with subsequent labeling based on anatomical location (Tzourio-Mazoyer et al.,

2002), which is more used for functional neuroimaging-based research.

For population brain imaging studies, the individual brain images are usually nor-

malized into a common coordinate space to accommodate the between subject varia-

tion of brain size and orientation. The Talairach space and the Montreal Neurological

Institute (MNI) space are the two most widely used atlas spaces. The Talairach coor-
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dinate system is based on a 4 stereotaxic atlas of the human cerebral cortex published

by Talairach and Tournoux (Talairach and Tournoux, 1988). Each brain location is

defined by three dimensional coordinates with its distance from the midpoint of a

brain white matter structure called the anterior commissure (AC). The atlas is built

based on a single brain of a 60-year-old French woman with mental disorder. Despite

of its popularity, the Talairach space is quite different from normal brains. Later, the

MNI defined a new standard brain by using a large series of MRI scans of healthy

normal controls (Evans et al., 1993). These atlases differ in shape and size, and have

been installed in common neuroimaging processing software.

1.3 Neuroimaging Techniques

Neuroimaging techniques measure brain structure and function non-invasively. There

are two major categories of neuroimaging: structural and functional imaging. Struc-

tural imaging maps the brain anatomy at static status, for example diffusion tensor

imaging (DTI) measures neural axons of white matter in the brain, T1 MRI provides

high quality 3D images of brain. Functional imaging is designed to measure brain

activity at dynamic status, for example, fMRI measures signal changes in the brain

that are due to changing neural activity and PET measures various brain metabolism

by using different radioactive tracers.

In this dissertation, we develop new statistical methods mainly for fMRI/MRI

and PET data analysis. Therefore, in the following two subsections we give a brief

description of these two neuroimaging techniques.
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1.3.1 MRI and fMRI

Currently, MRI/fMRI bas become the most widely used neuroimaging technique due

to its low invasiveness, low radiation exposure (radio level), and relatively wide avail-

ability. Through different MRI sequence parameters setups, MR signal can measure

different tissue types (structural MRI) or neural metabolic changes (functional MRI).

We first introduce the fundamental MRI technique.

Basic Principles of MRI

Magnetic Resonance Imaging rooted from the chemical technique known as Nuclear

Magnetic Resonance (NMR) that is an effect whereby magnetic nuclei in a magnetic

field absorb and re-emit electromagnetic energy with a specific frequency to the atom.

The human body is largely composed of water molecules, and MRI is based on NMR

of hydrogen protons. MRI provides good contrast between the different soft tissues

of the body based on its water concentration (Higgins et al., 1996).

The current MRI machines usually generate a magnetic field from 0.5 to 15 Tesla.

As a compass aligns with the earth’s magnetic field, the spinning protons placed near

a large external magnetic field (B0) align with or against the external field. The

protons that align with the field and those that align against the field cancel each

other out. A slight excess will align with the field so that the net result is an alignment

with the external field. For instance at 1.5 Tesla, for every 2 million protons, there

are only 9 more protons that align with than against the external field, but in a voxel

of size 0.02 ml (1.338 × 1021 protons) it will include 6.02 × 1015 excess protons. We

denote the magnetic field of the excess protons as M0, accordingly we define the 3D

space coordinates with M0 is along the Z axis transverse to the XY plane.

At the quantum level, the spinning protons aligned with the external magnet field
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are considered in the low energy state. If an electromagnetic radio frequency (RF)

pulse is applied at the resonance (Larmor) frequency, then the protons can absorb

that energy and jump to a higher energy state. Given B0, one type of nuclei can

only process at certain frequency which is determined by the Larmor equation. The

magnetization vector M0 of the processed protons spirals down toward the XY plane.

The flip angle (FA) is a function of the strength and duration of the RF pulse. If the

transmitted frequency does not match the natural resonance of the atom with given

magnet, the proton will neither resonate nor send a signal.

Once the RF excitation is turned off, three events happen simultaneously: 1.

the absorbed RF energy is retransmitted back at the resonance frequency and the

excited protons fall back to the low energy status; 2. The excited spinning protons

begin to return to align with the Z axis (M0 direction) which relates to T1 recovery;

3. The flipped magnetization vector (Mxy) of the excited protons begin to dephase

(T2 and T2* relaxation) because of the spin-spin interaction and variation of magnet

distribution.

T1 weighted image

The longitudinal recovery rate is characterized by the time constant T1, which is

unique to every tissue. At a time t = T1 after the excitation pulse, 63.2% of the

magnetization has recovered. It is the uniqueness in Mz recovery rates that enables

MRI to differentiate between different types of tissue (contrast). For example, water

has less longitudinal magnetization prior to a RF pulse than fat due to its higher

mobility, therefore it yields lower signal and appear dark on a T1 weighted image.

T2/T ∗2 weighted image

When the spins are first tilted down to the XY plane, they are all in phase. Be-

cause of the spin-spin interaction and local magnetic field inhomogeneity, the trans-

verse magnetization tend to dephase and the signal decays. T2 decay refers to the
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exponential loss of signal resulting only from spin-spin interactions in the transverse

or plane, while T ∗2 decay is caused by both spin-spin interaction and local magnetic

field inhomogeneity. The value of T2 (and T ∗2 ) is unique for every kind of tissue and is

determined primarily by its chemical environment with little relation to field strength.

Using the the same example above, fat has a shorter T2 time than water and decays

faster than water, therefore, the amount of transverse magnetization left is less for

fat than water, fat generates very little signal on a strong T2 weighted contrast image

and appears darker than water.

MRI image construction

The 3D MRI image is usually composed by a series of 2D slices. Each 2D slice

image is acquired by phase and frequency encoding with the magnet gradient, thus

each voxel in a slice is localized by its own phase and frequency code. The readout

signal is stored in temporary space called K-space. Then double inverse Fourier

transform is applied to the K-space to transform the data into spatial image space.

All subsequent analysis is performed on the transformed image.

Functional MRI

fMRI measures hemodynamic response of neural activity, as a surrogate of neural

activity toward brain functions. The biological background of fMRI is based on the

metabolism/energy consumption rate of neural activity. The neuron activity (firing)

builds electronic and chemical gradients to pass signals, which consumes a great

amount of energy in the form Adenosine-5’-triphosphate (ATP). Such metabolism

increases the need for oxygen conveyed by oxyhemoglobin, and the human body

will provide more oxyhemoglobin than consumed to the neural activity area, which

leads to the increase of oxyhemoglobin concentration and decrease concentration of

deoxyhemoglobin in the blood. The deoxyhemoglobin is paramagnetic and the higher
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concentration will increase the inhomogeneity of the local magnet and lower the T ∗2

signal. (Paramagnetism is the ability of an otherwise nonmagnetic material to exhibit

magnetic properties in the presence of magnetic field.) Therefore, the areas with

activated neurons have higher T ∗2 signal that is measured by the MRI scans. The

image intensity that varies with concentration of oxyhemoglobin and cerebrum blood

flow (CBF) has been termed Blood Oxygenation Level Dependent (BOLD) and was

first used in functional study of the brain by Ogawa et al., 1990.

BOLD signal

For 3T MRI scan the BOLD signal increases 4% of the baseline signal at the

activated area. The BOLD signal increases roughly as the square of the magnetic

field strength. Also, there is time lag between the stimuli and BOLD signal, which is

summarized by hemodynamic response function (HRF).

Pulse sequence design affect the image acquisition greatly, the two major param-

eters are repetition time (TR) and echo time (TE). TR is the time, in milliseconds

(ms), between successive applications of RF pulses to a particular volume of tissue.

It is impossible to measure the signal immediately after the RF is applied, due to

hardware limitations. The short waiting time (also measured in ms’s) during which

the peak signal is obtained is called TE. The most common imaging sequence used

in fMRI is the fast method of echo planar imaging (EPI), which allows collection of

whole brain data in a few seconds or less.

Experiment design

There are two basic types of fMRI experiment design: event design and block

design. In block design, the subjects maintain cognitive engagement in a task by

presenting stimuli sequentially within a condition, and alternate with other moments

(epochs) when a different condition is presented. In contrast, for the event design,

the task is transient. If the two types of design are mixed, it is called mixed design.
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fMRI studies yield large amounts of noisy data sets with complex spatio-temporal

correlation structure, reflecting sophisticated neurophysiology and aspects of typi-

cal experimental designs. Such complexity poses analytical challenges for statistical

modeling. Statistics plays a crucial role in understanding the underlying mechanism

of the data both at individual and population level.

1.3.2 PET

PET is an analytical imaging technique, in which tracer compounds labeled with

positron-emitting radionuclides are injected into the subject of the study. These

tracer compounds can then be used to track biochemical and physiological processes

in vivo. Using positron-emitting isotopes of elements such as carbon, nitrogen, oxygen

and fluorine can create a range of tracer compounds which are similar to naturally

occurring substances in the body.

PET physical principle

When the radioisotope undergoes positron emission decay, it emits a positron,

which is an antiparticle of the electron and has opposite charge. The emitted positron

tend to fly to interact with a electron, which annihilates both electron and positron

and produces a pair of annihilation (gamma) photons moving in approximately oppo-

site directions. The photons are detected when they reach a scintillator in the PET

scanning device, creating a burst of light which is detected by photomultiplier tubes.

Since the emitted positron travels in tissue for a short distance (generally less than 1

mm, the spatial resolution of PET image is lower than MRI (about 4 mm).

PET tracer mechanism

Before the PET scanning, a radiotracer is injected into the subject’s bloodstream

and its circulation within the human body. Usually, the uptake of the radiotracer
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is correlated with desired physiology and the radiotracer is absorbed across capillary

membrane to the cell. Unlike natural substances, the radiotracer will move out of

the cell until radioactive decay due to certain chemical change. For example, the

FDG radiotracer is correlated with glucose metabolism, and the high cell activity is

associated with FDG uptake. During metabolism, FDG-6-phosphate is formed within

the cell and it cannot move out of the cell before radioactive decay. Therefore, the

scanner can detect the distribution of glucose uptake and activated area. The more

trapped radiotracers correspond to higher activity level and leads to higher image

intensity. Therefore, in brain studies functional activity can be recorded.

Provided with various radiotracer compounds, the PET is versatile to detect a

number of physiology processes in the human body such molecular diffusion, protein

synthesis, and receptor systems. For brain study it can not only measure CBF and

glucose metabolism but also detect neuronal signal transmitter/receptor systems such

as Dopamine. For functional brain study, the block design is usually employed as

experiment design method.

1.4 Preprocessing and Data Analysis Methods for

Neuroimaging Data

In this section, we give a brief review of current preprocessing and data analysis

methods for neuroimaging data (mainly for fMRI and PET). In the data analysis

pipeline, the raw neuroimaging data first go through preprocessing steps to become

available for statistical analysis. The statistical analysis for neuroimaging data gen-

erally include: (i) activation studies attempt to identify brain areas that are source(s)

of task-related neural processing, (ii) connectivity studies to detect what brain areas

are activated synchronously over time to accomplish certain brain functions and (iii)
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neuroimaging based biomarker selection and classification/prediction for the purpose

of disease diagnosis and treatment selection.

1.4.1 Preprocessing Procedures

Several preprocessing steps for fMRI preprocessing are usually applied (in order): 1.

brain extraction (BET) that strips the skull and non-brain tissues and generates a

mask for the brain; 2. motion correction that realigns all scans (3D images) to a

common reference (because subject will move during the fMRI experiment around

20 mins), usually by using rigid body transformation using 6 degrees of freedom; 3.

slice timing correction (because each slice 2D image is scanned at a slightly different

time and they are expected to be measured simultaneously) which moves each voxel’s

time course by interpolation and resampling; 4. spatial smoothing by convolving the

3D image with Gaussian kernel, which can increase signal to noise ratio if size of

the blurring is less than size of activation; 5. temporal smoothing/band filtering that

removes low frequency drifts and high frequency noise; 6. registration which attempts

to register each subject’s brain to a standard template brain atlas for example MNI

space or Talairach space, using linear/affine transformation with 12 degree of freedom

or nonlinear matrix transformation; 7. global intensity normalization which scales

each subject’s 4D dataset by a single value to get the overall 4D mean to be the same

for all subjects. Preprocessing steps and the order in which they are performed are

important since they affect both the spatial and temporal correlation structure of the

data.

For PET data, Woods et al., 1998 and Woods et al., 1998 provide details regarding

the preprocessing steps.
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1.4.2 Statistical Modeling for Activation Studies

For activation analysis, usually a two-stage general linear model is employed. At the

first level, the 4D datasets for a single subject are summarized by a 3D activation

coefficient data set for each experiment condition; then the second level conducts

group level analysis on the summarized coefficients while adjusting for the covariates

such as age, gender, and race. In the following, we present methods for fMRI data,

and PET analyses follow similar procedures. All the formulae in this section use the

following notation: total number of voxels in the brain is V and each voxel is indexed

by v = 1 . . . , V , and the temporal series length is T and each time points is indexed

by t = 1, . . . , T , the number of subjects involved in the experiment is N and each

subject is indexed by i = 1, . . . , N .

Single-Subject Analysis

The first level models each voxel independently for one subject. For subject i and

voxel v,

yi(v) = XiBi(v) + Hivνi(v) + εi(v), (1.1)

where where yi(v) = (yiv1, . . . , yivT )′ is the temporal profile of the fMRI (T by 1

vector) and Xi represents the convolution of stimuli of l-th condition and HRF (T

by L matrix) with the coefficients for all conditions as Bi(v) = (βiv1, . . . , βivL)′, Hiv

represents the nuisance parameters such as high-pass filtering parameters if using

a pth order polynomial function, and νi(v) = (νvi1, . . . , νvip)
′; since the dependent

variable is a time series and autocorrelated temporally, εi(v) is usually assumed to

follow an AR(2) correlation structure (Worsley et al., 1995, Friston et al., 2002).

In (1.1), HRF is very important to fit the voxel activation coefficients toward

12



a stimuli. A canonical HRF is used by default which typically includes a gamma

function with its first derivative and dispersion term. The secondary parameters

could also be estimated by using a contrast vector c and θi = c′Bi. For example, we

can test for the increased brain activity on reading emotional words to describe selves

and others for depression patients. The hypothesis tests and test statistics could be

provided as in generalized linear models (GLM).

Group Level Analysis

The second level model is based on the stage 1 analysis result Bi(v) from (1.1), with

a goal to estimate population level effects such treatment group, age, and gender for

brain activation. The conventional model treats each voxel independently, and thus

for the brain of total V voxels the second level analysis build V independent GLM to

estimate the effects. The model for voxel v is

Bi(v) = Wivβ(v) + ei(v) (1.2)

where Wiv is the design matrix and β(v) the vector of parameters of interest. The

whole brain inference is based the concatenation of the voxel level inference.

Although the independence between voxels assumption is convenient for computa-

tion and modeling, one key drawback for doing such is ignoring the spatial correlation

structure of (Bi(v)) impacting the efficiency of the estimation, since brain areas work

interactively even for simple tasks. Bowman et al., 2005 proposed a second level

model to estimate localized activity that accounts for spatial dependencies between

voxels within the same neural processing cluster defined by a data-driven clustering

analysis. Derado et al., 2010 extended it to a model that simultaneously accounts for

spatial dependencies between voxels within the same anatomical region and for tem-
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poral dependencies between a subject’s estimates from multiple sessions (repeated

measures over time in terms of Bi(v)). Bowman et al., 2008 developed a flexible

Bayeisian hierarchical model that accounts for and estimates simultaneously the spa-

tial correlations between voxels in the same anatomical regions as well as between

distant regions. At the cost of complexity, those models achieve more efficiency and

accuracy.

1.4.3 Connectivity Analysis

There are two types of connectivity based neuroimaging data: functional connectiv-

ity (mainly fMRI and PET based) and structural connectivity (mainly DTI based).

Functional connectivity is defined as functional correlations between spatially remote

neurophysiological events. Functional connectivity can include correlation of neural

activity in resting status or based on stimuli. Functional connectivity is very impor-

tant to study, since most brain functions are realized by functional connectivity of

different neurons; and during deep sleep the functional connectivity is much weaker

than during awake status. For fMRI data, functional connectivity analysis is based on

a time series of BOLD signals. On the other hand, structural connectivity measures

the white matter fibre tracts based on DTI imaging. The estimation is based on the

path of water molecules’ motion direction. It has intrinsic relation with functional

connectivity because the neural signal is passed through axons in the white matter

(Honey et al., 2009). In the following, we mainly focus on the models for functional

connectivity.

Seed Voxel Approach

The seed voxel approach first selects a voxel or a set of voxels (or ROI) based on

functional or anatomical knowledge gained previously and then correlates its average

time-course with the remaining voxels. Thus, the whole brain connectivities are built
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based on the those reference voxels. The seed voxel approach is easy to calculate but

the choice of the seed voxel could be subjective and it ignores network relationship

between all voxels (or ROIs). Greiciuset al., 2003 applied this method to resting-state

fMRI data for functional connectivity analysis, and revealed the connectivity between

the posterior cingulate cortex and the ventral anterior cingulate cortex and provided

evidence of a default mode networks (DMN) of brain function.

Distance-based Clustering

Distance-based clustering is an approach that can classify the V voxels in an image

into G groups, with each cluster consisting of Vg voxels, where g = 1, . . . , G and

V =
∑G

g=1 Vg. There are many distance (dissimilarity) metrics to measure correlation

between the time series of a pair of voxels (or ROIs), such as Euclidean and correlation

distance for continuous variables and Mahalonobis for categorical variables. The

voxels within the same cluster are expected to have more coherent performance.

Based the distance matrix of all voxels, two types of algorithms usually are used for

grouping: hierarchical clustering algorithms and partitioning algorithms. Hierarchical

clustering starts from the closest two voxels then merges voxels and clusters with the

shortest distance. Hierarchical clustering procedures vary due to the difference of

the cluster distance function (linkage function), the common linkage functions are

Ward’s criterion, centroid linkage, variable linkage, median linkage, single linkage,

and complete linkage algorithms (Bowman et al., 2004a). Partitioning algorithms

mainly refer to the K-means algorithm and its derivatives. The steps are 1. pre-

specify the number of clusters at initial step, 2. randomly generate k clusters for

all voxels and calculate the centers of the clusters, 3. reallocate voxels to clusters

with the shortest voxel-centroid distance and generate new clusters and centroids,

4. repeat 2 and 3 until clusters are stable (Fadili et al, 2001). Rencher et al., 2002

review current available clustering algorithms, and Bowman et al., 2004b incorporates
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several of these algorithms in neuroimaging data connectivity analysis.

Model-based Clustering

Traditional distance-based methods such as hierarchical clustering, k-means clus-

tering, and self organizing map are simple and intuitive, but perform poorly with large

datasets and are sensitive to noise. They may also require the number of clusters, K

to be pre-specified. Model-based clustering methods are robust to the complications

mentioned above, and do not require prespecification of K. Infinite mixture models

(also known as the Dirichlet Process or Chinese Restaurant Process) allows simulta-

neous assignment of cluster membership along with optimization of the number of

clusters, K. In the Chinese Restaurant Process (CRP) scheme, the brain regions are

analogous to “customers” and the clusters to “tables”. We devised a model-based

clustering algoritm based on the CRP.

We used the nonparametric Bayesian infinite mixture model (see illustration below)

and assumed the clustering of brain regions followed a Dirichlet process. φk is defined

from G0, which is a probability measure, πk ∼ Dir(α0

K
, · · · , α0

K
), where α0 is the

predefined tuning parameter, G = ΣG
k=1πkδφk is a random measure, and θig ∼ G is

the parameter space defined from G, and xig ∼ P (. | θig).

Independent Component Analysis (ICA)

Independent components analysis attempts to decompose functional neuroimaging

data into sets of spatial components that are statistically independent sources with

their associated time-courses (Common et al., 1994). We denote the data signal as
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a matrix X (V by by T ) where V is the number of voxels, and T is the number of

repeated scans. Then we assume that the matrix can be modeled as

X = AS + E (1.3)

where the columns of A represent the component maps and the rows of S represent

the corresponding time series of the component. E is a spatiotemporal Gaussian noise

process (McKeown et al., 1998). In spatial ICA, we assume that the columns of the

mixing matrix A are statistically independent. It is possible to pursue the temporal

independence of the target components.

One method of performing ICA analysis is based on the objective function to

minimize the mutual information between components, which is an important concept

in information theory, by using the ‘infomax’ algorithm (Calhoun et al., 2000). An

alternative is the fixed-point algorithm with the same goal of minimizing the mutual

information, but also uses the concept of negentropy which can be described as a

measure of non-normality c, and maximizes the negentropy to search directions of

maximal-non-normality of X (Hyvarinen, 1999). The likelihood-based ICA algorithm

has been proposed, which can also solve group level decomposition (Calhoun et al.,

2001,Guo et al., 2008).

Structural Connectivity

For DTI based structural connectivity analysis, we refer to Behrens et al., 2003

to calculate probabilistic tractography based on sampling from Bayesian estimated

directions. Briefly the algorithm first estimates the probabilistic distribution of direc-

tion for each voxel by Bayesian methods, then applies n times (e.g. n=5000) sampling

based on the direction posteriors from a seed voxel to determine where the next step

goes by certain path growing rules; the connectivity of two voxels is calculated by the
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number of paths from one to the other divided by n. Recently, more methods have

been developed to combine information from both functional connectivity and struc-

tural connectivity, which leverages the advantages of each connectivity measurement

(Honey et al., 2009, Skudlarski et al., 2008).

Graph Theory Property of Connectivity Network

Based on the fMRI, PET, and DTI and using algorithms previously mentioned, we can

build the connectivity networks. The brain’s structural and functional connectivity

network has complex network topological features, such as high clustering, small-

worldness, the presence of high-degree nodes or hubs, assortativity, modularity or

hierarchy at both the whole-brain scale and local level, which are not presented in a

random network.

The two fundamental elements of graph theory are node (vertex) and edge. For

neuroimaging data, the nodes could be voxels or ROIs, and the edges represent the

two connectivities between nodes (based on certain thresholds). The graph composed

by the nodes and edges of brain network could provide an amount of metrics to

describe the whole brain complex network.

The degree of a node is quantified by the number of edges that link it to the rest

of the network. The distribution of the degrees of brain network generally follow non-

Gaussian degree distributions, often with a long tail towards high degrees. In random

networks the distribution follows naturally a Gaussian and symmetrically centred

degree distribution. Assortativity is defined to describe the correlation between the

degrees of connected nodes, and positive assortativity indicates that high-degree (hub)

nodes tend to connect to each other.

The clustering coefficient describe the closeness between nodes within a cluster, by

using the number of connections that exist between the nearest neighbors of a node
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as a proportion of the maximum number of possible connections. Random networks

have low average clustering whereas complex networks have high clustering.

Path length is the minimum number of edges that must be traversed for one node to

travel to another. Efficiency is related to the inverse of path length and is calculated

to estimate topological distances between nodes of disconnected graphs. Connection

density is used to describe how busy is the network the actual number of edges in the

graph as a proportion of the total number of possible edges from a complete graph.

The centrality of a node measures its importance by counting how many shortest

paths between all other node pairs in the network pass through it, and thus a node

with high centrality is crucial to efficient communication. Hubs nodes have high

degree and high centrality. Provincial hub are connected mainly to nodes within the

modules, whereas connector hubs are connected to nodes in other modules.

The small-worldness property combines high levels of within-module local connec-

tion density among nodes of and short paths (high efficiency) that connect globally

distant nodes the network. This means that all nodes in a complex network can reach

each other through relatively few intermediate steps. Small-worldness is calculated

as the ratio of the clustering coefficient to the path length after both metrics with

reference of their values to those in equivalent random networks (same nodes and

edges). The small-worldness property exists widely in complex networks of genetics,

communications, computational and neural networks.

Previous studies revealed that all networks found in nature and human-designed

systems have non-random/non-regular properties which could be reflected by the

above graph properties. Furthermore, those properties could be used for neuropathol-

ogy analysis.
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1.4.4 Classification and Prediction

The two above studies consider imaging measurement as dependent variables to ex-

plore brain physiology, but we can also utilize the imaging data as features to predict

clinical outcomes such as disease status and treatment response (Evans et al., 2006).

To achieve this goal, feature selection and classifier construction are two major tasks.

Feature selection

Feature selection is a technique to choose a subset of most relevant features to

the outcomes based on supervised learning models. Due to the “curse” of high-

dimensionality, it is not computationally efficient and robust to use all available

variables to build the model. Feature selection algorithms typically fall into two

categories: filters and wrappers (Guyon et al., 2003). The filter method ranks the

features by a statistic and eliminates all features that do not pass the preset thresh-

olds. Many methods have been developed to control the false positive discovery rate

for the large scale tests, for example local FDR (Efron et al., 2002).

The wrapper method is prediction/objective function oriented and it searches for

the optimum set of possible features to achieve highest prediction accuracy or objec-

tive function value, for example the recursive feature elimination algorithm (Guyon

et al., 2002). The shrinkage method such Lasso and elastic network could also be

categorized as wrappers, since the variables selected are based on the penalized ob-

jective function (Hastie and Tibshirani, 2004, Zou et al., 2005). The selected features

could be used as inputs of the following classification models.

Classification and prediction

Machine learning classification methods have been successfully applied to neu-

roimaging data, for example, Support-Vector Machines (SVM), Artificial Neural Net-

work classifiers (ANN), decision tree based algorithm such us CART, C4.5, and ran-
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dom forrest, and Bayesian classifiers such as naive Bayes classifiers and Bayesian

networks with Markov blankets. Those supervised learning procedures usually in-

clude two steps: model training and prediction. In the training step, we use a part

of the subjects to build the model (like the regression procedure) with the objective

of high classification rate with certain constraints. In the prediction step, we test

the rest of the subjects based on the trained model for evaluation and future use.

The cross validation procedures such as k-fold and leave one out could be applied.

Using such approaches, we are able to predict the mental state or treatment response

and a stimulus class by analyzing the neuroimaging features such as activity and

connectivity of neural responses.

The SVM is one of the most popular machine learning tools, which attempts to find

the optimal hyperplane that can separate the two group of subjects and maximize the

margins (Vapnik, 1996). The SVM algorithm is effective and robust in general. Cox

et al., 2003 applied statistical learning algorithms such as SVM and LDA to separate

brain activation based fMRI data and can accurately predict participants who viewed

different images (butterflies, chairs, birds, cows, etc.).

ANN is another popular model, which simulates the biological neural networks to

train a statistical learning model (Hastie et al., 2009). Usually, an ANN consists of

multiple layers including a input layer, a hidden layer, and a output layer along with

an activation function such as sigmoid function. The parameters to estimate are the

weights of nodes in each layer, and one plugs the weighted sum through all layers to

the activation to determine the classification and prediction. ANN with an acyclic

graph is called a feed forward ANN, otherwise is recurrent ANN. The complexity of

ANN increase with added hidden layers, and an ANN without any hidden layers is

called single layer perceptron which is equivalent to logistic regression.

Decision trees are also widely applied. For the tree, each interior node corresponds
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to one of the input variables, and the edges represent children for each of the possible

values of that input variable with cutoff values; each leaf represents a value of the out-

come. The learning process is repeated on each derived subset in a recursive manner

called recursive partitioning. This model is called Classification And Regression Tree

(Breiman, 1983). The random forrest is an ensemble classifier that consists of many

decision trees, which is based on the “bagging” idea to average low bias but high

variance weak classifiers to achieve high robustness and accuracy (Breiman, 2001).

Methodology for statistical learning is a very important and active research area.

The ultimate goal is to use neuroimaging data to guide clinical decision making and

biomarker findings. Also, the machine learning tools provide a possible path way to

integrate clinical outcomes, neuroimaging data, and underly genomics and proteomics

data.

1.5 Motivation Examples

1.5.1 An fMRI Resting-state Study of Depression

Resting-state fMRI data were acquired from 40 treatment naive subjects currently

diagnosed with major depression disease (MDD), aged between 18-65 years, and with

no significant psychological comorbidities or neurological disorders. The subjects

were randomized into two antidepressant treatment groups – a cognitive behavioral

therapy group (14 subjects) and a pharmacologic treatment group (14 subjects);

and both groups underwent twelve weeks of active treatment. The fMRI scans were

acquired at baseline (prior to treatment) and at approximately two weeks following

the initiation of treatment.

The data were collected on a 3T Siemens scanner with a Z-saga sequence to avoid
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orbitofrontal signal ablation. At each scanning session, 150 fMRI volumes were

scanned in 7.5 minutes during visual fixation with 30 slices, field of view covering

= 220 mm, voxel resolution of 3.4375mm x 3.4375mm x 4mm, TR= 2.920ms, TE =

30ms, and FA=90◦. The data preprocessing steps include: motion correction, slice

timing correction, normalization and spatial smoothing using 6mm Gaussian FWHM

by using SPM5 and the VBM5 toolbox. Also, the de-trending and demeaning steps

were applied to remove the incoherent background shift and texture variation. We

scaled each regional time series by its `2 norm to adjust for differences in variability

across regions and subjects.

1.5.2 A PET Study of Alzheimer’s Disease

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) (http://www.loni.ucla.

edu/ADNI/) is a large national project with the goal to develop biomarkers of Alzheimer’s

Disease (AD) in elderly subjects, to define the rate of progress of mild cognitive im-

pairment and Alzheimer’s disease, and to provide a large database which will improve

design of treatment trials. We analyzed PET data from 73 healthy controls and 73

Alzheimer’s disease patients, obtained from the ADNI database. Our goal is to predict

subject’s follow-up (6 month) brain activity, based on the baseline activity.

1.6 Proposed Research

The longitudinal HND provides the developing trend, besides cross-sectional infor-

mation, of the brain neurophysiology to aid with clinical decisions such as disease

prediction and treatment selection. Correspondingly, we seek to develop statistical

machine learning methods specifically for classification and prediction by using lon-

gitudinal HND. Our new method incorporates the temporal trend estimation when
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optimizing support vector classifier separating function parameters. Thus, the new

objective function includes two sets of parameters and is solved by iterative quadratic

programming. The new method utilizes classification and prediction accuracy.

We also plan to develop a Bayesian hierarchical model for brain connectivity net-

works analysis. The hierarchical model consists of three levels: voxel level, region

level, and group level (e.g. patients and healthy controls). The base level of this

framework is a mixture model of voxel pair connectivity distribution with considera-

tion of the ”small worldness” property of the brain networks. The top level employs

generalized linear mixed model to model connectivities between ROIs while adjusting

the individual’s covariate effects such as age, gender, and psychiatric conditions, as

well as accounting for the correlation structure between region pairs. In practice,

we can apply this model to functional connectivity analysis (fMRI data), structural

connectivity analysis (DTI data), or the weighted joint of the two modalities.

The resting-state fMRI data analysis strategy is different from task-induced fMRI

data analysis due to the absence of stimuli. Therefore, for resting-state fMRI data

analysis we first measure brain activity by fractional Amplitude of Low-Frequency

Fluctuation (fALFF) based on frequency properties of the fMRI signal; then we con-

jecture a Bayesian hierarchical framework for modeling the measured activity. The

proposed Bayesian hierarchical framework estimates voxel and ROI level brain activ-

ity for each clinical group with considering spatial correlation structure by using the

functional connectivity information. The inference is drawn from the joint posteriors

of model parameters.
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Chapter 2

Topic 1: A Novel Support Vector

Classifier for Longitudinal

High-dimensional Data and Its

Application to Neuroimaging Data

2.1 Introduction

Current biomedical technology enables the collection of high-dimensional data (HDD)

to gain insights regarding genomic, proteomic, and in vivo neural processing prop-

erties. Moreover, such HDD are more commonly being collected longitudinally, po-

tentially revealing changes in biological properties that may provide clues to disease

diagnosis, progression, or recovery. Machine learning tools have been widely applied

for HDD classification and prediction (Mitchell et al., 2004; LaConte et al., 2005 Chen

et al., 2007). Support vector machine methods are among the most popular machine

learning techniques due to their high prediction accuracy and robustness (Vapnik,
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1998; Mourao et al., 2005;Fu et al., 2008; Craddock et al., 2009). However, most cur-

rent machine learning methods have been developed for cross-sectional rather than

longitudinal high-dimensional data (LHDD) analysis. The “ideal” methodology for

LHDD would take advantage of the additional data to determine temporal trends of

features and use them as inputs within machine learning models. However, in prac-

tice the temporal trends are usually unknown, and currently no such model exists

for simultaneously determining the temporal trends and building the classification

model.

To address classification or prediction objectives in context of LHDD, one may

opt to use data from only a single time point, e.g. baseline data. Another potential

approach for handling LHDD is a naive procedure of simply combining the longitu-

dinal data as independent sources of information. Using data from only a single time

point or using longitudinal data as independent sources of information may lead to

substantial information loss and may not fully capitalize on the available data. One

may also consider fitting preliminary models, for example, using logistic regression

for each feature, and then using the resulting estimates to preset the temporal trends

for classification. Since this approach uses classification outcome of interest in the

preliminary modeling stage, presetting temporal parameters for each feature using

model based estimates would lead to the vast danger of overfitting and pose difficulty

for the following feature selection procedure.

In this paper, we propose a novel support vector classifier (SVC) for LHDD that

extracts key features of each cross-sectional component as well as temporal trends

between these components for the purpose of classification and prediction. The ob-

jective function of our new method incorporates two groups of estimands: the decision

hyperplane function parameters and the temporal trend parameters that determine an

optimal way to combine the longitudinal data. The objective function is derived from
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maximizing the margin width, with error-tolerated correct classification constraints.

Within the framework of the Lagrange (Wolfe) dual of the objective function, we

augment the dimension of the Hessian matrix by incorporating the temporal trend

parameters. Then, we apply quadratic programming techniques to optimize the clas-

sification parameters and temporal trend parameters. With the kernels satisfying

Mercer’s conditions, the objective function is convex, leading to a finite dimensional

representation of the decision function. The framework allows feature selection with

unknown temporal trend parameters through recursive feature elimination (RFE)

procedures.

Generally, our proposed framework is applicable to any type of high dimensional

data that are measured longitudinally. For example, in the application to neuroimag-

ing data, our method is applicable to longitudinal/multi-session studies collecting

fMRI, PET, EEG, and MEG data. The longitudinal property refers to multiple

scanning sessions (e.g. images or collections of images acquired on different days).

Importantly, for some neuroimaging data (e.g. fMRI data), there may be a series of

images measured at different time points within one session. Therefore, we usually

use features reflecting various summaries from the original data at each session. For

example, the features in our method may include functional connectivity, localized

activity summary statistics (first level analysis results for fMRI data), or frequency

domain summary statistics. Hence with appropriate summary statistics, our approach

can handle a range of high-dimensional data modalities.

The rest of the paper is organized as follows. In Section 2, we present the new

longitudinal SVC and provide an accompanying computational strategy. Further-

more, we discuss its extension to nonlinear kernels and RFE based feature selection

algorithm. In Section 3, we examine the classification performance of the proposed

method for a data example and in a stimulation study. Section 4 concludes the paper
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with a summary and a discussion of the major strengths of our novel SVC for LHDD.

2.2 Methods

2.2.1 Classical Support Vector Classifier

SVC is a popular kernel machine learning algorithm that is derived to solve classifica-

tion problems (Vapnik, 1996). For one subject indexed by s, the p dimensional feature

space is denoted as x s ∈ Rp, for s = 1, 2..., N and group indicators ys ∈ {−1, 1} de-

note a binary state such as disease status (positive/negative) or treatment response

(recovery or not). A classifier is defined by constructing a separating function (or

hyperplane) h(x s) = w · x s + b and then generating ŷi = sign(h(x s)), if the data are

linearly separable. The SVC chooses the unique hyperplane that maximizes the mar-

gins, which are the distances between the hyperplane and the support vectors. For

cases when data are not linearly separable, a ‘soft margin’ is introduced that allows

some data points to be misclassified. Therefore, the SVC is subject to optimize the

following objective function:

min
w

1

2
‖ w ‖2 +C

N∑
s=1

ξs s = 1, 2, ...N, (2.2.1)

subject to

ys(w · x s + b) > 1− ξs, and ξs > 0.

where ξs is the distance of the subject s from its correct side of the margin and

the constraint constant C is the tuning parameter regarding the tolerance level of

misclassification.

Then, we obtain the Lagrange (Wolfe) dual by substituting w =
N∑
s=1

ysαsx s to the
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Lagrange primal function of formula 2.2.1.

min
αs

1

2

∑
s,s′

αsαs′ysys′〈Φ(x s),Φ(x s′)〉 −
N∑
s=1

αs for s and s′ = 1, 2, ...N, (2.2.2)

subject to

C > αs > 0, and
∑
s

αsys = 0.

where K(x s,x s′) = 〈Φ(x s),Φ(x s′)〉means that we first map data into a higher dimen-

sion through the function Φ(.), then take the inner product of the mapped vectors.

The formula 2.2.2 could be expressed as:

min
α

1

2
αTGα− 1′α (2.2.3)

where , G is a Gram matrix (N × N) satisfying the Mercer’s condition (requiring

G is at least semi positive definite) multiplied by corresponding group labels, α is

a 1 by N vector of estimands. Gs,s′ is 〈Φ(x s),Φ(x s′)〉ysys′ . Then, the ’Wolfe’ dual

is well suited for quadratic programming (QP) optimization programs in most soft-

ware. The objective function in formula 2.2.3 can be also considered as the sum

of penalty and loss functions in terms of reproducing kernel Hilbert space with

h(·) =
N∑
s=1

αsysK(x s, ·) ∈ HK (Wahba, 1990; Hastie and Tibshirani, 1990). Once

the separating hyperplane has been determined through quadratic programming op-

timization, the class label of a new observation xnew can be determined by the sign

function of h(xnew) =
N∑
s=1

αsysK(x s,xnew) + b.
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2.2.2 Longitudinal Support Vector Classifier - LSVC

Consider longitudinal data collected from N subjects at T measurement occasions

or scanning sessions, with p features quantified during each session. The expanded

feature matrix is then TN by p. Let x s,t be used to represent the features col-

lected for one subject s at time t. Hence, our aim is to classify each individual

x̃ s = {x s,1,x s,2, ...,x s,T}′ to a certain group ys ∈ {−1, 1}. We characterize linear

trends of change: x s = x s,1 + β1x s,2 + β2x s,3... + βT−1x s,T , with unknown param-

eter vector β = (1, β1, β2, ..., βT−1)′. The trend information is input into the SVC.

A key challenge that we address is how to jointly estimate the parameter vectors β

and α. We propose a novel longitudinal support vector classifier (LSVC) that jointly

estimates the separating hyperplane parameters and the temporal trend parameters

using quadratic programming. We present our approach using a simple linear kernel,

but the ideas naturally extend to other kernel functions.

Let X̃m = [X̃t=1, X̃t=2, ..., X̃t=T ]′ be a p by TN matrix, with components X̃t=k =

(y1x 1,t=k, y2x 2,t=k, ..., yNxN,t=k) representing data from N subjects each with p fea-

tures. The corresponding βm is a TN by N matrix.

G = (X̃t=1 + β1X̃t=2 + ...+ βT−1X̃t=T )T (X̃t=1 + β1X̃t=2 + ...+ βT−1X̃t=T )

= (X̃mβm)T (X̃mβm)

= βTmGmβm,

(2.2.4)

with

Gm =


X̃
T

t=1X̃t=1 · · · X̃
T

t=1X̃t=T

...
. . .

...

X̃
T

t=T X̃t=1 · · · X̃
T

t=T X̃t=T


and βTm = [IN×N , β1IN×N , β2IN×N , ..., βT−1IN×N ]
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Then, we denote wnv as the estimate of separating hyperplane parameter in the

classical SVC with inputs in the form of x s = x s,1 + β1x s,2 + β2x s,3... + βT−1x s,T .

The primal objective function becomes

min
wnv

1

2
‖ wnv ‖2 +C

N∑
s=1

ξs s = 1, 2, ...N (2.2.5)

Similarly, with substituting wnv =
N∑
s=1

ysαs(x̃ sβm)T , we can reparameterize the

Langrange (Wolfe) dual function as:

min
α

1

2
αTmGmαm − 1′α (2.2.6)

with subject to

C > αm(s) > 0,

T∑
t

N∑
s

αm(s+ (t− 1)N)ys = 0,

for s = 1, 2, ...N and t = 1, 2, ...T − 1.

In this way, the model augments the dimension of Gm to TN by TN and the

augmented kernel is ensured to be semi-positive definite. After αm is determined, the

separating hyperplane parameter becomes

wnv =
[ n∑
s=1

αm(s)x s,1ys +
n∑
s=1

αm(s+N)x s,2ys, ...+
n∑
s=1

αm(s+N(T − 1))x s,Tys

]
.

(2.2.7)

Defining the 1 × T vector αm,s = (αm(s),αm(s + N), ...,αm(s + (T − 1)N)) we
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then have wnv =
∑n

s=1 ysαm,sx̃ s. In either case, we can notice that

wnv =
n∑
s=1

ysαm(s)(x s,1 + β1x s,2 + β2x s,3...+ βT−1x s,T ).

After obtaining wnv, we have b = 1
N

N∑
s=1

(wnv · (x̃ sβm)T − ys), in which βm can be

estimated based on αm. Hence, the separating hyperplane is

h(x̃ ) = wnv · (x̃βm)T + b. (2.2.8)

The subjects with all αm > 0 are considered as support vectors. Therefore, this

method is different from directly applying SVC after stacking up the features at

different times as independent features. In fact, this naive expansion of the feature

space is a special case of LSVC with all β = 1.

Besides estimating α and β vectors from αm, we can alternatively employ an

iterative procedure to estimate α and β with respect to an objective function of 2.6.

The algorithm will take T quadratic programming steps for each iteration. We rewrite

the first part of the objective function in 2.6 as:

αG0,0
m α+αβTmG0,T

m α+αG0,T
m βmα+αGT,T

m βmα, (2.2.9)

where we denote

Gm =

G0,0
m G0,T

m

GT,0
m GT,T

m

 . (2.2.10)

For example, G0,0
m (N ×N) is the submatrix in the left top corner of the matrix Gm

for the baseline data (X̃
T

t=1X̃t=1).

Since the sum of convex functions is still convex, we only need to prove that the
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objective function in 2.9 is convex with respect to α and β. We relegate the proof of

convexity to the appendix. The convexity guarantees that the local minimum is also

the global minimum and the solution for that minimum is unique. The algorithm is

described as follows: (1) we start with initial values of β and use QP to optimize

2.9 to obtain α ; (2) use the updated α obtained in step 1 and apply QP again to

estimate β; (3) repeat the above two steps until convergence. The uniqueness of the

solution leads to the convergence of the iterative algorithm.

2.2.3 Nonlinear Kernel Functions

Although the above derivations are considered in context of a linear kernel, it is

natural to extend to nonlinear kernels. First, we can denote

K̃(x̃ s, x̃ s′) =


K(x̃ s,1, x̃ s′,1) · · · K(x̃ s,1, x̃ s′,T )

...
. . .

...

K(x̃ s,T , x̃ s′,1) · · · K(x̃ s,T , x̃ s′,T ),

 (2.2.11)

and we have < βK(·, x̃ s,t),K(·, x̃ s′,t) >= βK(x̃ s,t, x̃ s′,t) , where K(·, x̃ s,t) indicates

the reproducing kernel map of x̃ s,t. Therefore, the temporal trend is taken on the

reproducing kernel mapped space which may be a set of nonlinear transformations of

x̃ s,t, say K(·, x̃ s,t=0) + β1K(·, x̃ s,t=1)..,+βT−1K(·, x̃ s,t=T−1).

Thus, the reproducing kernel function of separating hyperplane becomes

h(x̃ ) =
N∑
s=1

ysαmK̃(x̃ , x̃ s)β
T
m + b, (2.2.12)

where b is obtained by b = 1
N

N∑
s=1

N∑
s′=1

(ysy
′
sαmK̃(x̃ s, x̃ s′)β

T
m − ys). In this way, the

temporal trend parameter vector’s length is increased in accordance with the dimen-
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sion of features mapped. Hence, it also could be considered to estimate nonlinear

temporal trends of the original features.

2.2.4 Feature Selection and Parameter Tuning

Feature selection is a critical step in supervised learning, as it can reduce the di-

mensionality of the feature space, leading to increased robustness, improved stability

of the classifier, and reduced computational load. However, for longitudinal HDD

feature selection based on ‘filtering’ may not be applicable because elements of β are

unknown and thus no statistical test can be conducted for each feature. Neverthe-

less, ‘wrapper’ procedures such as SVC based recursive feature elimination (RFE)

algorithm is valid under our new LSVC model. The SVC-RFE algorithm was first

proposed by Guyon et al., 2002, and it ranks all the features according to a classifier

based weight function and eliminates one or more features with the lowest weights.

This process is repeated until the minimal set of features achieve high classification

accuracy. For a linear SVC, the weights are simply summarized from the p× 1 vector

w . For non-linear kernel SVC, the rank of a feature is determined by the impact that

its removal has on the variation of ‖w‖2. In context of longitudinal HDD, the rank

is determined by:

|‖wnv‖2 − ‖w−vnv ‖2| = |αTmGmαm − (α−vm )TG−vm α
−v
m |, (2.2.13)

where w−vnv , α−vm , and G−vm are the estimates and inputs without feature or features

v.

In addition, the tuning parameters such as cost C are also important, as they can

affect the estimate of separating hyperplane parameters as well as temporal trend

parameters. If we consider C as the level of shrinkage, and large C corresponds
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to light regularization and small C stands for heavy regularization. Therefore, we

can use the SVC path algorithm by starting with large C (low regularization) and

increase it gradually, and observe the path of shrinkage in terms of αm(C) (Hastie and

Tibshirani, 2004). This process will provide insight concerning the bias and variance

trade off. For LSVC, we can utilize this shrinkage path algorithm to better estimate

the temporal trend parameters.

2.3 Results

We investigate the performance of the proposed method by using simulation data and

by using data from a longitudinal neuroimaging study.

2.3.1 Simulation study

To evaluate the performance of our proposed LSVC, we generate longitudinal data for

200 subjects and evenly divide them into two groups. Data for each subject includes

p = 100 features at two time points (T = 2). We generate a group label ys ∈ {−1, 1}

and features xs for each subject. We also use a binary variable z to determine the

baseline feature expression level, e.g. if zs = 1 then xs = 1 otherwise xs = 0. Within

each group, half of of the subjects have zs = 1 at the lowest level of separability of

the baseline data. If zs = ys, the baseline data are 100% separable. We then set up

the temporal change variable ∆ that depends on the group label y by letting ∆s = 1,

if ys = 1, otherwise ∆s = 0. Thus, different groups have different temporal trends.

Therefore, the simulation is generated as follows:

xs,t=1|z = 0 ∼ N(0, I · σ2),
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xs,t=1|z = 1 ∼ N(1, I · σ2),

∆s|y = −1 ∼ N(0, I · τ 2),

∆s|y = 1 ∼ N(1, I · τ 2),

and xs,t=2 = xs,t=1 +a ·∆, where a is scalar to denote the magnitude and direction of

the change. In this simulation, we use σ2 = 0.01, τ 2 = 0.001, and a = 1 to generate

the data. The generated data is depicted in Figure 1, with the x -axis indicating the

subject number (the first 100 subjects are in group one, the rest are in group two),

and the y-axis indicating the feature expression level. The three subplots describe

baseline, time one, and the temporal trend.

Figure 2.1: Simulated Data Set: (A) Baseline data, (B) Time one data, and (C)
Temporal change

We test the performance of the model using different parameter and separability

conditions. The variance has little influence on the model if the data are not sepa-

rable, but separability definitions do impact the results. Therefore, we consider four

methods: SVC based on baseline data, SVC based on both baseline and time one data

36



stacked and treated as independent (i.e. no temporal trends), our proposed LSVC,

and SVC with a known trend. We test these methods using separability levels of

50%, 60% and 70%. The separability level between groups could also be considered

as a function of the variation between subjects within each group, where a lower level

of separability between groups results from higher between-subjects (in one group)

variation. Also, we run an additional simulation by introducing different random

“subject” effects upon the features both at baseline and time 1. The random effects

are assumed to have zero mean and variance σ2, 2σ2, and 5σ2 (totally blurring), and

the higher level of noise leads to lower level of SNR ratio. We then evaluate the per-

formances of the classifiers under different levels of SNR ratios (see table 2). For all

cases, we only consider linear kernels for equitable comparisons. In addition, for the

tuning parameter C there is no closed form estimator though cross validation can be

applied to assist in determining the best-performing value of C from a pre-specified

list of values (Hastie and Tibshirani, 2004). We feel that generating prediction results

based on different levels of C provides a better evaluation of the SVC’s performance

when comparing different models.

We present the accuracy results (and standard deviation) for each method and for

each simulation setting in Table 1. The results indicate that our LSVC has excellent

performance, which is comparable to the ‘oracle’ model with perfect accuracy in our

simulation example. Here, SVC with ‘oracle’ represents the SVC as if the temporal

trend is known and maximal information is obtained for LHDD. The traditional SVC

performs very poorly across all simulation settings.

Similarly, Table 2 shows the results for the simulated data with 50% separability

and different levels of noise. When the noise level is low, LSVC performs better

than traditional methods and approximates the ‘oracle’ model. When we double the

original noise level considered, i.e. the noise is taken to be 2σ2, the LSVC still performs
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quite well and shows marked improvements over the traditional SVC. We also consider

a case where the noise level saturates the signal, specifically 5σ2. Although this case

is not likely to arise in practice, we wanted to evaluate the performance of our method

under extreme conditions. Naturally, the performance of our model declines in this

setting, but it still outperforms the conventional SVC approaches.

Table 2.1: Simulation Classification Results with Different Separability

Cost (C) SVC baseline SVC stack LSVC SVC ‘oracle’
50% separable at baseline

0.1 .49 (0.06) .51 (0.04) .99 (0.01) 1(0.0)
1 .52 (0.03) .50 (0.03) 1 (0.00) 1(0.0)
100 .50 (0.02) .53 (0.04) 1 (0.01) 1(0.0)
10000 .53 (0.03) .48 (0.06) .99 (0.03) 1(0.0)

60% separable at baseline
0.1 .57 (0.16) .71 (0.31) 1 (0.0) 1(0.0)
1 .52 (0.23) .75 (0.11) 1 (0.0) 1(0.0)
100 .58 (0.12) .73 (0.14) 1 (0.01) 1(0.0)
10000 .63 (0.08) .72 (0.26) 1 (0.02) 1(0.0)

70% separable at baseline
0.1 .72 (0.13) .83 (0.04) 1 (0.01) 1(0.0)
1 .78 (0.07) .87 (0.03) 1 (0.02) 1(0.0)
100 .73 (0.12) .82 (0.04) 1 (0.02) 1(0.0)
10000 .71 (0.21) .81 (0.06) 1 (0.06) 1(0.0)

2.3.2 Data Example

We analyze data from the ADNI database (www.loni.ucla.edu/ADNI), which includes

longitudinal PET scans acquired at baseline, 6 months, and 12 months. We used data

from 80 subjects, 40 Alzheimer’s disease (AD) patients and 40 healthy controls, ages

62 to 84. We used SPM5 for data preprocessing. We illustrate our longitudinal SVC

procedure using PET scans from baseline and 12 months.

We use 1877 voxels within AD relevant regions of interest (ROI) as features, for
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Table 2.2: Simulation Classification Results with Different Noise Level

Cost (C) SVC baseline SVC stack LSVC SVC ”oracle”
Noise: σ2

0.1 .47 (0.13) .54 (0.07) .98 (0.03) 1(0.0)
1 .56 (0.09) .50 (0.12) .99 (0.01) 1(0.0)
100 .51 (0.06) .61 (0.14) .99 (0.01) 1(0.0)
10000 .52 (0.10) .55 (0.08) .99 (0.01) 1(0.0)

Noise:2σ2

0.1 .57 (0.16) .55 (0.21) .96 (0.03) 1(0.0)
1 .52 (0.23) .55 (0.14) .96 (0.02) 1(0.0)
100 .48 (0.12) .52 (0.18) .98 (0.01) 1(0.0)
10000 .55 (0.08) .49 (0.21) .97 (0.02) 1(0.0)

Noise: 5σ2

0.1 .48 (0.33) .47 (0.28) .56 (0.22) .73 (0.11)
1 .54 (0.17) .52 (0.23) .61 (0.18) .68 (0.20)
100 .53 (0.22) .51 (0.26) .54 (0.15) .70 (0.17)
10000 .51 (0.24) .49 (0.16) .58 (0.06) .62 (0.13)

example the hippocampus and entorhinal cortex (see Figure 2). Based on voxels

within selected ROIs, we applied our novel longitudinal SVC to discriminate healthy

and AD groups. Our goal here is not to chase perfect classification of accuracy through

tuning parameters and feature selection, rather we demonstrate the usage of the

proposed method and compare with the alternatives. For the validation procedure,

we choose leave one out cross-validations. We tested on the data by using three

Figure 2.2: Voxels in these ROIs are used for analysis
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classification methods SVC with baseline session only, SVC with two sessions stacked

independently (N by 2p); and the proposed LSVC. Also, different kernels are used.

The results show that the accuracies for the two alternative methods across all costs

are around 50% when polynomial (degree 2, 3, 5, 10) and Gaussian kernels (with

various values of σ) are used. We tune the cost parameter across C = (0.1, 1, 100,

10000). The accuracies are listed in Table 3 based on a leave-one-out cross validation

across all costs. In general the accuracy of LSVC method is 10 to 15 percent higher

than the other two alternative methods.

Table 2.3: ADNI PET Data Classification Results

Cost (C) SVC baseline SVC stack LSVC
0.1 .65 .66 .78
1 .66 .67 .76
100 .65 .67 .75
10000 .66 .66 .75

Overall, based on the simulation study and neuroimaging data analysis, our pro-

posed method outperforms the traditional methods.

2.4 Discussion

In this article, we present a novel support vector classifier for LHDD. Our proposed

method estimates decision function parameters and longitudinal parameters simulta-

neously using quadratic programming. The classifier can be extended to any kernel

that satisfies Mercer’s condition, and then the temporal trend is based on the non-

linear transformations of the original feature space. The SVC-RFE feature selection

procedure can also be conducted in our LSVC, with ranking weight based on the

width of the separating margins.
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We apply the proposed method to longitudinal neuroimaging data which is a type

of LHDD with temporal and spatial correlation structure. A growing literature has

addressed the issue of temporal and spatial correlation when modeling neuroimaging

data as dependent variables (Bowman et al., 2008, Derado et al., 2010). However,

in our model the LHDD represent independent variables, and the group label for

each subject is the dependent variable, and usually we do not explicitly account for

correlations of the predictors. Note that we model the temporal trend for the LHDD

to account for the temporal correlations introduced by the longitudinal experimental

design. For fMRI data, since we use the first level analysis results as features, the scan

to scan temporal correlation is considered in the first level analysis using conventional

approaches such as prewhitening or precoloring.

In our data example, we use biological information to effectively reduce the number

of features from around 300,000 to 1,877, rather than performing variable selection

empirically. When such biological information is not present, some supervised meth-

ods are applicable. Based on the results from our simulation study and our data

example, the LSVC leverages the additional information from longitudinal measure-

ments to achieve higher prediction accuracy. The computational load of our LSVC

technique is generally quite manageable, and on average training a LSVC model of

200 subjects with 100 features takes roughly 14 minutes on a PC with Intel Core2

Duo 2.83G CPU and 4G memory.

2.5 Appendix: Proof of Convexity of Objective

function w.r.t. α and β

Proposition. f = αTmGmαm is a convex function regarding α and β, where αm =

(α, β1α, ..., βT−1α).
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Proof. The second order condition of convexity requires the Hessian matrix ∇2f

to be positive semidefinite (p.s.d.). and

∇2f =

 ∂2f
∂α2 , ∂2f

∂α∂β

∂2f
∂β∂α

, ∂
2f
∂β2

 .

Here we first present the case of two time points and extend it to T time points.

Therefore,

f =

 α

βα


T G0,0

m G0,1
m

G1,0
m G1,1

m


 α

βα


where G0,0

m = X̃
T

t=1X̃t=1, G0,1
m = X̃

T

t=1X̃t=2, G1,0
m = X̃

T

t=2X̃t=1and G1,1
m = X̃

T

t=2X̃t=2.

Then, the four derivatives are:

∂2f

∂α2 (N×N)
= G0,0

m + βG0,1
m + βG1,0

m + β2G1,1
m

∂2f

∂α∂β (N×1)

= (G0,1
m + βG1,1

m )α

∂2f

∂β∂β (1×N)

= αT (G0,1
m + βG1,1

m )

∂2f

∂β2
(1×1)

= αTG1,1
m α

Next, we need to prove ∇2f is p.s.d. For any nonzero vector v of length N and
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scalar u,

v

u


T  ∂2f

∂α2 , ∂2f
∂α∂β

∂2f
∂β∂α

, ∂
2f
∂β2


v

u


=vTG0,0

m v + vTG0,1
m αu+ βvTG0,1

m v + uαTG0,1
m v + vTG1,0

m vβ

+ uαTG1,1
m vβ + βvTG1,1

m αu+ βvTG1,1
m vβ + uαTG1,1

m αu

=[X̃t=2(βv + uα) + X̃t=1v]T [X̃t=2(βv + uα) + X̃t=1v] + βvTG1,1
m vβ + uαTG1,1

m αu ≥ 0

because G1,1
m is p.s.d.

Similarly for T time points data set, the Hessian matrix

∇2f =[X̃t=1v +
T−1∑
k=1

X̃t=k+1(βkv + ukα)]T [X̃t=1v +
T−1∑
k=1

X̃t=k+1(βkv + ukα)]

+
T−1∑
k=1

ukα
TGk,k

m αuk +
T−1∑
k=1

βkv
TG1,1

m vβk

is also p.s.d.

Moreover, the objective functions with nonlinear kernels are also convex if each

K̃(X̃t=k, X̃t=k) follows Mercer’s condition and is p.s.d. for k = 1, 2, ..., T .
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Chapter 3

Topic 2: Bayesian Hierarchical

Model for Comprehensive Brain

Connectivity Analysis

3.1 Introduction

Functional connectivity in the human brain refers to the inter-links between neuronal

processing units. Specific patterns of functional connectivity are linked to correspond-

ing actions, emotions, and cognitions, and disruptions of these functional connectivity

patterns are associated with pyschiatric and neurological disorders. Modern neu-

roimaging technologies including functional magnetic resonance imaging (fMRI) and

electroencephalography (EEG) provides a pathway to detect brain connectivity (Jirsa

et al., 2007; Sporns et al., 2010, Lindquist, 2008; Caffo et al., 2010). For example,

the fMRI technique enables the assessment of functional connectivity by measuring

temporal coherence between distinct neural processing units within the human brain.

Furthermore, the brain connectivity can be used at a population level to explore its
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association with age, gender, disease status (e.g. normal vs. Alzheimer disease or

schizophrenia), and different treatment responses. For functional connectivity, there

are several connectivity metrics available to measure the coherence of the temporal

profiles such as Pearson correlation, spectral coherence, and dynamic causal modeling

(Sun et al., 2004; Friston et al., 2003; Ombao et al., 2008; Freyermuth et al., 2010).

There are several intrinsic challenges to evaluating functional connectivity in the

brain. Typical neuroimaging data in standard 2mm MNI space usually includes

roughly 300 thousand voxels, therefore more than 40 billion voxel pairs for whole

brain connectivity analysis. In addition, the voxel pairs are not independent and their

covariance matrix would include 2.3×1026 parameters. If voxel pair level connectivity

analysis is conducted for the whole brain, such ultra-high dimensionality will pose

an infeasible computational load for parameter estimation. Therefore, the current

methods either (i) choose a small set of seed voxels among all voxels and associate the

rest of the voxels with the seed voxels or (ii) quantify region pair level connectivity

that first summarizes all voxels within each region by taking averages (or similar

dimension reduction), and then measuring the connectivity by using the regional

representatives (Greiciuset al., 2003).

The seed voxel approach is simple for computation, but it is inherently limited

in scope as it ignores connectivities other than the ones associated with the seeds

and does not account for the spatial correlation structure between connectivity unit

pairs. The region based method neglects the variations within regions that may

lead to substantial bias and information loss. Recently, there has been a focus on the

application of graph theory metrics to depict complex brain networks mostly by using

regions’ representatives (Bullmore, 2009). Graph theory metrics reflect important

topological properties of brain networks, for example the “small-worldness” property,

which indicates that most neural units are only highly likely to be connected with
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their neighbors, but they may achieve the distant connnections, typically through

only a few hub neural units (Achard et al., 2005). The ”small-worldness” property is

common in highly organized networks such as the internet, vehicle traffic, and social

networks. Nevertheless, those metrics usually only function as summary statistics

rather than as motifs for establishing brain connectivity.

We propose a novel Bayesian hierarchical model for brain connectivity analysis.

The base level of this framework assumes that the connectivities between voxel pairs

between two brain regions follow a mixture distribution with two modes reflecting

connected and non-connected voxel pairs. The assumption follows naturally from the

“small-worldness” property of the brain networks, since two distant ROIs could be

well connected through only a small proportion of efficiently connected neural units.

The connectivity information from all cross-region voxel pairs is utilized. Then, the

mixture model parameters capturing the proportion are passed to the next level as

connectivity strength. Additionally, we adjust for a individual’s covariate effects such

as age, gender, and psychiatric conditions in the GLM.

The parameters across different levels of this model can be estimated using Markov

Chain Monte Carlo (MCMC) methods, and inferences are drawn based on the joint

posterior probability distribution for all of the model parameters. Although the focus

of our data application in this paper targets functional connectivity, the proposed

method is also well suited for structural connectivity analysis by using DTI data

along with an associated metric for structural connectivity strength, for instance

probabilistic diffusion tensor tractography (Behrens et al., 2007; Hagmann et al.,

2003; Parker et al., 2003).

The rest of the paper is organized as follows. In section 2, we introduce the mo-

tivating data set. In Section 3, we present the new Bayesian hierarchical model for

brain connectivity and parameter estimation strategies by using MCMC. In Section
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Figure 3.1: Sagittal View of Brain with ROIs of Our Main Research Interest

4, we discuss the results from our analysis and the simulation study. Section 5 con-

cludes the paper with a summary and a discussion of the major strengths and future

improvement of our proposed method.

3.2 Motivating Example

There is a major focus on resting-state functional connectivity in the field of neu-

roimaging, which examines connectivity properties during a so-called default mode of

neural activity when subjects are left to think for themselves. We consider resting-

state fMRI data from 32 treatment naive subjects currently diagnosed with major

depression disease, ages 24 to 57 years. The sample includes 12 males and 20 females

who have no significant psychological comorbidities or neurological disorders. The

fMRI scans were acquired at baseline and clinical covariates includes age, gender,

and baseline Hamilton Depression Rating Scale 17 items (HAM-D17). HAM-D17

ranges from 0 to 54 and is used to indicate the depression severity. We consider 0

to 7 as normal, 8 to 17 as mild/moderate depression, and 18 or above as moder-

ate/severe (Maruish, 1999; Schutte and John, 1995). Therefore, the patients could

be categorized to two groups: 11 mildly depressed subjects and 21 severely depressed

subjects. The data were collected on a 3T Siemens scanner with a Z-saga sequence to
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Figure 3.2: Histograms of voxel pair functional connections for two example subjects.
The asymmetry and highly connected component at the right side are demonstrated.

avoid orbitofrontal signal ablation. At each scanning session, 150 fMRI volumes were

scanned in 7.5 minutes during visual fixation with 30 slices, field of view covering

= 220 mm, voxel resolution of 3.4375mm x 3.4375mm x 4mm, TR= 2.92ms, TE =

30ms, and FA=90◦. The data preprocessing steps include: motion correction, slice

timing correction, normalization and spatial smoothing using 6mm Gaussian FWHM

by using AFNI and FSL. Also, the de-trending and demeaning steps were applied

to remove the incoherent background shift and texture variation. We want to assess

the functional connectivities between ROI, then make inference at the group level

that how would depression level affect the connectivities. Particularly, we are inter-

ested in connections between prefrontal cortex (PFC) including medial frontal cortex

(mF10),orbital frontal cortex (OF11), and lateral prefrontal cortex (latF9) and sub-

genual cingulate cortex (Cg25) and anterior cingulate (Cg24) which may be involved

in emotion experience and processing. (Seminowicz et al., 2004; Ressler and Mayberg,

2007). The regions of interest are demonstrated in Figure 3.1.

When we explore the distribution of voxel-level functional connections (using cor-
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relation metric for example) between two ROIs, we notice that it follows a mixture

distribution with two components: relatively weakly connected voxel pairs and more

closely connected voxel pairs (see Figure 3.2). Moreover, each subject has different

proportion of connected component. According to the ”small-worldness” property,

the size of connected component can represent the connectivity breadth. Therefore,

we would develop a method to study such connectivity breadth and identify what

factors may influence the connectivity breadth.

3.3 Methods

We formulate a model that builds on the calculated voxel-level functional connections

within ROIs and between ROIs. The ROIs are defined by existing anatomical parcel-

lation of the brain, for example AAL or Brodmann brain atlas (?; Garey, 1994). ROIs

are labeled as g = 1, . . . , G, where we may set G as high as 116 for AAL map and 48

for Brodmann map. Therefore, we denote zig̈v̈ connectivity (suitably transformed, e.g.

using Fisher transformation) between voxels v and v′ labeled by v̈, between regions

g (v ∈ g)and g′ (v′ ∈ g′) labeled by g̈, for subject i (i = 1, . . . , n). For a region pair

g̈, the total number of voxel pairs is Vg̈. If region g and g′ include Vg and Vg′ voxels

respectively, then we have Vg̈ = Vg × Vg′ voxel pairs and we assume all subjects share

the same region masks.

3.3.1 Bayesian Hierarchical Model

The Bayesian hierarchical framework is developed to jointly model the voxel pair con-

nectivities, ROI pair connectivities, and clinical covariate effects while bookkeeping

the variability at each level (see Figure 3.3).
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Figure 3.3: chart illustration of the Bayesian hierarchical model. From the bottom
to top are voxel pair data (observed and augmented), region level parameters, and
hyperpriors.

Distribution for connectivity

In the proposed Bayesian hierarchical model, the first level specifies the links between

ROIs per subject by using distribution of voxel pair connections within the region pair.

The heuristic behind this is that according to the “small-world” property of brain

networks, two regions can be efficiently connected through only a small proportion of

connected neural units, for here voxel pair connections. Therefore, at the first level,

we assume that zig̈v̈ follows a mixture with two modes representing two populations:

connected or non-connected voxel pairs. The two components vary around means

µ0ig̈ (non-connected population) and µ1ig̈ (connected population), with the variances

σ2
0ig̈ and σ2

1ig̈, and we set µ1ig̈ > µ0ig̈ to aid identifiability.
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zig̈v̈|ωig̈v̈, µ0ig̈, σ
2
0ig̈µ1ig̈, σ

2
1ig̈ ∼ ωig̈v̈N(µ1ig̈, σ

2
1ig̈) + (1− ωig̈v̈)N(µ0ig̈, σ

2
0ig̈),

ωig̈v̈|πig̈ ∼ Bernoulli(πig̈),

Ωig̈|λig̈ ∼ Poisson(λig̈), where Ωig̈ =

Vg̈∑
v̈

ωig̈v̈ and λig̈ = Vg̈πig̈

(3.3.1)

The latent indicator variable ωig̈v̈ assigns a voxel pair connectivity to either con-

nected or non-connected group. In Bayesian data analysis, the latent variables are

usually treated as missing data and data augmentation techniques can be used for

purpose of estimation. Our interest lies in detecting the between ROIs connectivity

breadth represented by the number of connected pairs λig̈
.
= Vg̈πig̈ which is the sum

of latent indicator variables. Since Vg̈ is very large number at the order of hundreds

of thousands, Ωig̈ =
∑Vg̈

v̈ ωig̈v̈ can be considered to follow a Poisson distribution with

parameter λig̈.

Prior specifications

As shown in formula 2, at the second level of the hierarchical model expresses a prior

belief that each subject’s mixture component means µ0ig̈ and µ1ig̈ arise from normal

distributions with across subject means µ0g̈ and µ1g̈ and variances τ 2
0g̈ and τ 2

1g̈. The

functional connections of voxel pairs within a ROI across all subjects shed light on

the prior assumption for µ1g̈, because numerous amount of voxel pairs are connected

within a ROI. On the other hand, the connectivities of voxel pairs between ROIs

across all subjects yield information about µ0g̈. Thus, we empirically specify µ1g̈ by

calculating the mode of voxel pair functional connections within a ROI across all

subjects, because it seems to represent a reasonable starting point to assume that

voxel pairs within anatomically-defined regions exhibit high association. Note that
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we exclude the voxel pairs within a ROI of geometric distance greater than 30 mm to

avoid the incoherent voxel pairs. Similarly, µ0g̈ could be specified by using the mode

of voxel pair functional connections between ROIs across all subjects The variances

τ 2
0g̈ and τ 2

1g̈ reflect the confidence of the observed information from data. Usually, we

set τ 2
1g̈ as a relatively small value (say τ1g̈ = 0.01) to ensure all subjects use similar

criteria to determine that a voxel pair is connected or non-connected. In addition,

for the first level variance parameters σ2
0ig̈ and σ2

1ig̈ we set Gamma distributions with

hyperprior parameters a0 = 0.1, b0 = 0.005, a1 = 0.1, b1 = 0.005 as vague priors.

µ0ig̈|µ0g̈, τ
2
0g̈ ∼ N(µ0g̈, τ

2
0g̈),

µ1ig̈|µ1g̈, τ
2
1g̈ ∼ N(µ1g̈, τ

2
1g̈),

σ−2
0ig̈ ∼ Gamma(a0, b0),

σ−2
1ig̈ ∼ Gamma(a1, b1),

log(λig̈) = βg̈0 + βg̈xi, where λig̈ = E(Ωig̈|βg̈0, βg̈),

(3.3.2)

More importantly at the second level, we model the region pair connectivity breadth

Ωig̈ through a generalized linear model (GLM) with log link to accommodate the

Poisson distribution. The main effects βg̈ of the GLM include the clinical covariates

such as disease status, age, and treatment group. The priors for βg̈ are set vague

enough to let the large amount of observed data determine posterior distribution by

using normal distributions with zero mean and large variance, for example 20.

βg̈0 ∼ N(0, τ 2
0b), βg̈ ∼ N(0, τ 2

b ),
(3.3.3)
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A link to local fdr

We esteem that there is a natural link between the mixture model in the proposed

method and the local fdr method by Efron, 2005. Both models target identification

the true positive elements from a mixture model consisting of a dominating null

distribution and a small hump rather than using hard cut-off values. But, the local

fdr method tends to focus on fdr(z) at specific z values, while we are interested in

the marginal effect of Ωig̈:

E(Ωig̈) =

∫ Vg̈∑
v̈

P (zig̈v̈)f(zig̈v̈)dzig̈v̈

=

Vg̈∑
v̈

∫ (
πig̈f1(zig̈v̈)

πig̈f1(zig̈v̈) + (1− πig̈)f0(zig̈v̈)

)
f(zig̈v̈)dzig̈v̈

= Vg̈πig̈

(3.3.4)

where f(zig̈v̈) = πig̈f1(zig̈v̈) + (1 − πig̈)f0(zig̈v̈) and P (zig̈v̈), the probability of “true

positive” is identical to 1 − fdr. Clearly, the marginal variable is subject to less

variance, and Ωig̈ is invariant to the choice of f0 and f1 as long as they can capture

the mixture distribution curves. Usually, the local fdr methods apply parametric

or nonparametric regression to estimate curves of the two components in order to

obtain accurate estimate of f̂dr at each z. However, in our case, we are interested

in the marginal estimate and include multiple subjects with each subject having its

own mixture distribution and parameters; and these parameters follow hyperprior

distributions with hyperparameters in the hierarchical structure. Therefore, we feel

that the normal mixture model is effective to yield robust estimates of the marginal

variables while it does introduce too much complexity to the multilevel model.
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3.3.2 Estimation and posterior inference

MCMC algorithms are employed to estimate the massive numbers of parameters in

our hierarchical probability model. Since the GLM is introduced, no conjugate prior

could be specified for the main effects β. Therefore, we use a Gibbs sampler with

Metropolis updates where needed for model fitting. The full conditionals are given

by the following:

ωig̈v̈ ∼ Bernoulli

(
πig̈N(zig̈v̈|µ1ig̈, σ

2
1ig̈)

πig̈N(zig̈v̈|µ1ig̈, σ2
1ig̈) + (1− πig̈)N(zig̈v̈|µ0ig̈, σ2

0ig̈)

)

µ0ig̈ ∼ Normal
(

Ψ0ig̈{τ−2
0ig̈µ0g̈ + (Vg̈ − Ωig̈)σ

−2
0ig̈z0ig̈},Ψ0ig̈

)

µ1ig̈ ∼ Normal
(

Ψ1ig̈{τ−2
1ig̈µ1g̈ + Ωig̈σ

−2
1ig̈z1ig̈},Ψ1ig̈

)

σ−2
0ig̈ ∼ Gamma

{
a0 + (Vg̈ − Ωig̈)/2,

( 1

b0

+
1

2

∑
∀ωig̈v̈=0

(zig̈v̈ − µ0ig̈)
2
)−1
}

σ−2
1ig̈ ∼ Gamma

{
a1 + (Ωig̈)/2,

( 1

b1

+
1

2

∑
∀ωig̈v̈=1

(zig̈v̈ − µ1ig̈)
2
)−1
}

βg̈0 ∝
n∏
i

e(βg̈0+βg̈xi)Ωig̈exp(−e(βg̈0+βg̈xi))N(βg̈0|0, τ 2
0b)

βg̈ ∝
n∏
i

e(βg̈0+βg̈xi)Ωig̈exp(−e(βg̈0+βg̈xi))N(βg̈|0, τ 2
b )

(3.3.5)

where Ψ0ig̈ =
(

(Vg̈ −Ωig̈)σ
−2
0ig̈ + τ−2

0ig̈

)
, Ψ1ig̈ =

(
Ωig̈σ

−2
1ig̈ + τ−2

1ig̈

)
, z1ig̈ is the mean for all

v̈ of ωig̈v̈ = 1, z0ig̈ is the mean for all v̈ of ωig̈v̈ = 0, and πig̈ = eβg̈0+βg̈xi/Vg̈.

In the first stage of MCMC, we first sample the latent indicator variable, then

sample the four parameters of the Gaussian mixture model. For one region pair,

the latent indicators are summarized by the number of connected voxel pairs Ωig̈

out of total number Vg̈ of pairs. At the second stage, the GLM parameters are
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updated through Metropolis steps with input of Ωig̈ following a Poisson rather than

a Binomial distribution (log link rather than logistic link). The reason is that Ωig̈

and Vg̈ are usually on the order of thousands and millions respectively and therefore

the ratio function of Metropolis step may be easily overflowed and generate zeros in

the denominator if the logistic link is used but not for the log link. Also, from the

perspective of neurophysiology, the connection breadth between two regions would be

represented by number of connected voxels because the ratio could heavily depend

on the sizes of the regions. The ratios of βs in the Metropolis step are:

rβ = exp

{ n∑
i

[Ωig̈(β
′
ig̈ − βig̈) + exp(−η′ig̈)− exp(−ηig̈)]

+ log(p0(β′ig̈|0, τ 2
b ))− log(p0(βig̈|0, τ 2

b ))

}
where β′ are proposed values, and accordingly plug in ηig̈ = βg̈0 + βg̈xi to obtain

ηig̈. Let p0 indicate the prior distribution. The proposed value will be accepted

with probability of min(1, rβ). All the other parameters can be sampled from known

distributions through Gibbs sampler as shown in formula 5.

The proposed Bayesian model formulation and implementation would take samples

from the joint posterior distribution for all of the model parameters for statistical

inferences (e.g. Bayes factor and credible intervals) regarding connectivity and brain

network properties at different levels. First, the posteriors include the voxel pair

connectivity (the indicator function) information for each subject, thus we can make

inference about 1: The probability of a voxel pair being connected denoted by PPig̈(v̈)

by calculating the rate of ωig̈(v̈) = 1; 2: Identifying which voxels are hub voxels that

connect with numerous other voxels; and 3: which voxels are highly connected to

each other(modularity). Second, at the region pair level, we can draw inference

about the connectivity breadth of region pair by calculating the posterior of eβg̈0+βg̈xi ;

furthermore at the whole brain level, the graph theoretical property metrics such as
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“small-worldness”, assortativity, and centrality could be measured with their posterior

distributions based on the voxel pair level inferences. Last and most important, at the

population level, we can investigate impacts of the clinical covariate effects β such as

age, disease groups, and treatment responses on connectivity breadth between ROIs.

3.4 Results

We apply our Bayesian hierarchical model to both the resting-fMRI for depression

study and a simulation study.

3.4.1 MDD Study Using Resting-state fMRI Data

In the MDD study, our goal is to explore the neural circuits associated with regions

of prefrontal cortex (e.g. latF9, mF10, OF11) and regions that may be involved in

emotion experience and processing including Cg25 and Cg24. Among all the region

pairs, the functional connections between Cg25 and mF10, as well as Cg25 and OF11

are our most interest according to previous studies and neurophysiological knowledge

(Ressler and Mayberg, 2007). For resting-state fMRI data, the voxel pair functional

connections are determined by the temporal coherence between time series of distant

voxels. Hence, it is natural to use correlation or spectral coherence as metrics, and

here we use correlation for the purpose of demonstration. In addition, the Fisher

transformation and linear transformation are used towards the correlations as voxel

pair connectivity metrics. As demonstrated in Figure 3.2, the functional connections

follow a mixture distribution. The average of the connected voxel pairs is centered

around correlation of 1.65 (which maps to Pearson correlation of 0.4), which is cal-

culated by the mode of the distribution of within region voxel pair functional con-

nections. Then, we apply our Bayesian hierarchical model for connectivity analysis
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based on the transformed correlation metrics. For the purpose of demonstration, we

use the region pair mF10 and Cg25 for model comparison and results illustration.

Table 3.1: Patient Group Comparisons for Breadth of Connectivity between Specified
Regions (Entries represent number of connected voxel pairs.)

Parameters Median (Percent) std 25 pct 75 pct Mode Difference(CI) Percent
Cg25 & mF10 (122,591 voxel pairs)
(Mildly depressed) 6967 (5.7) 17 6961 6988 6974 -880 -13 %
(Severely depressed) 6087 (4.9) 15 6069 6100 6088 (-892,-846)
Cg25 & latF9 (119,426 voxel pairs)
(Mildly depressed) 954 (0.8) 14 928 993 961 -240 -25 %
(Severely depressed) 714(0.6) 11 686 740 715 (-226,-250)
Cg25 & OF11 (214,376 voxel pairs)
(Mildly depressed) 29202 (13.6) 409 28624 29349 29173 -8593 -30 %
(Severely depressed) 20609 (9.6) 487 20486 21171 20578 (-8611,-8568)
Cg25 & Cg24 (32,705 voxel pairs)
(Mildly depressed) 4064 (12.4) 49 4048 4105 4072 135 3 %
(Severely depressed) 4201 (12.8) 46 4155 4222 4201 (110,147)

We first draw inferences on the voxel pair level functional connections. Within each

region pair, we summarize the probability of each cross-region voxel pair is connected,

then identify which voxels are connected to an amount of voxels in the other region

as a hub at the population level. In Figure 3.4, each row in the heatmap represents

a voxel and each column represents a subject, and the intensity indicates its number

of connected voxels. Based on the results, using region mF10 as a example, we can

notice there is a clear pattern that there are an amount of voxels are highly connected

to region Cg25 across all 32 subjects and these highly connected voxels serves has

neural processing hubs since they reveal coherent activity with a lot of other voxels.

This will enhance our understanding of the neurophysiology of the human brain. In

addition, we can also obtain the information of which voxel pairs are connected with

high probability (Figure 3.5), and we can infer which voxel pairs are most commonly

connected functionally for one region pair. Based on the 3D figure, we notice that

the voxels highly connected to the other region are evenly distributed.

Then, we investigate the results at the voxel pair levels, as well as the impact
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Figure 3.4: Heatmap showing the number of functional connections for each voxel
in mF10 across 32 Subjects, with the connections extending to voxels in Cg25. The
voxels are ordered such that the voxel with most connections are listed first. Note
that some voxels in mF10 consistently show a large number of connections to voxels
in Cg25 across the 32 subjects. These highly connected voxels serves has neural
processing hubs since they reveal coherent activity with a lot of other voxels
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Figure 3.5: 3D plot showing voxel pairs connected with high probabilities(cut-off 0.9
for across subject average) falling in regions Mf10 and Cg25.
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Figure 3.6: Trace plots for main effects of connectivity between Cg25 and mF10. The
plots indicate the chains converge after 1000 iterations with small variations.

Figure 3.7: Histograms for connectivities between Cg25 and mF10 by using region
representatives for all subjects in two groups. The region representatives connectivi-
ties indicate that the two region in two groups are equally connected, but the mildly
depressed group is lower than the severely depressed group.
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Figure 3.8: Density plots for all voxel pairs of Cg25 and mF10 for all subjects in
two groups. The mildly depressed group is slightly more connected than the severely
depressed group.

of the clinical disease status on connections between regions. Although functional

connections of all voxel pairs in all ROIs could be used for analysis and the computa-

tional load is manageable, we only demonstrate the results from our most interested

ROI pairs and those reflect significant differences between different depression levels,

since most region pairs show similar connectivity extent. We summarize the breadth

of connected voxel pairs by different HAM-D score severity groups. In Table 3.1,

we can notice the region pair of mF10 and Cg25, OF11 and Cg25, Cg24 an Cg25

are relatively highly connected. The connectivity breadth between mF10 and Cg25,

OF11 and Cg25 differ between the two patient groups: the patients with more severe

depression have 15% and 30% less functional connections , which may reveal the fact

that the neural units for emotion processing interact less with the prefrontal cortex

neural units. But, there is almost no difference in functional connections between

groups for Cg24 and Cg25 (3% difference), which indicates that the two group have

the similar functional connections between the regions for emotion processing. The

difference in the table indicates the difference of numbers of connected voxel pairs

in two groups with reference of mildly depressed group. Also, we investigate the age
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and gender effect and find the parameters are very close to zero.

As a comparison, we further apply the region representative method by using

correlations of the temporal profiles of the first vectors of SVD decomposition of all

temporal profiles in mF10 and Cg25 for all subjects. Figure 3.7 depicts the results:

based on the functional connections between mF10 and Cg25 representatives there

is no difference between the two groups (with t test p value at 0.63), and the mean

number of functional connections in mildly depressed group is lower than in the

severely depressed group which contradicts the findings by our model. Furthermore,

we check the density plot (Figure 3.8) for voxel pairs functional connections in two

groups and found the fact that the mildly depressed group has higher numbers of

functional connections than the severely depressed group. Therefore, we conclude

that our model is able to reveal the subtle difference caused only by the connected

voxel pairs, and accordingly detect the group effects.

In addition, we investigated the voxel pairs are highly connected

The MCMC runs were checked to ensure the stability of the results and the con-

vergence of the chains. However, the massive number of voxel pairs of the data in

question prevents formal use of MCMC convergence tools for voxel level parame-

ters. We monitor the trace plots at the region level. The resulting posterior samples

converge after around 1000 burn-in period (Figure 3.6 for example).

3.4.2 Simulation Study

In the simulation, we assume that there are 20 subjects with 10 controls and 10 cases,

and within each subject there are 30,000 (Vg̈) voxel pairs for each region pair. We first

generate the random numbers of connected cross-region voxel pairs by using Poisson
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Figure 3.9: Histograms of voxel pair connectivities for simulated 20 simulated sub-
jects. The big bump in each histogram represents unconnected voxel pairs, and the
small bump represents the connected voxel pairs. The size of the small bumps decide
the breadth of the connectivities.

distributions with mean parameters:

Ωig̈ = exp(βg̈0 + βg̈xi).

Here, we use βg̈0 = 7.5 and βg̈1 = 1 to indicate the controls have more breadth

in connectivity than cases do. Then, we simulate Ωig̈ voxel pairs following normal

distribution of mean 1.5 and variance 0.5, and Vg̈ − Ωig̈ voxel pairs following normal

distribution of mean 0 and variance 0.5. The simulated data are demonstrated in the

histograms in Figure 3.9, where the controls have a larger component of connected

voxel pairs. Our main goal is to detect main group effect as well to check the number

of voxel pair are sampled as connected for each subject. We apply our proposed

hierarchical Bayesian framework to the simulated data set.

We check the trace plots of Figure 3.10 to ensure the convergence of the chains

of all parameters. Based on the results, we notice the chains converge after around
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Table 3.2: Summaries of Distributions of Posteriors in the Simulation Study

Parameters Median std 25 pct 75 pct Mode

Ω0 1891.5 9.44 1884.8 1898 1892
Ω1 4965.1 11.28 4957.9 4972.7 4966
β0 (7.5) 7.54 0.0083 7.54 7.55 7.54
β1 (1) 0.97 0.0088 0.96 0.97 0.97

Figure 3.10: Trace plots for main effects of the simulation data set. Both parameters
converge to the true after burn-in iterations.

300 iterations to vary around the true values with relatively small variances. We

summarize some of the results in Table 3.2 and we feel the estimates are accurate

and the model can reveal the group effect effectively and accurately. Therefore, this

simulation supports the validity of the proposed method and parameter estimation

algorithm. The small bias of βs may come from the false negative classification of

the mixture model because of gravity of the huge null component.

All the programming including MCMC and imaging processing was implemented

in MATLAB. With sample size of one group of 20 subjects, the MCMC will take

around 6 minutes to run for one region pair on a Intel i7 3.4 GHz CPU and 8G
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memory PC.

3.5 Discussion

Our proposed method is the first approach that is able to use all available voxel pair

connectivity information to gain region pair connectivity information, and the first

model to incorporate the brain network graph theoretical properties to determine the

brain connectivity. Based on the posterior distributions of the parameters at all levels,

we can make inferences on numerous quantities about brain connectivities. For most

clinical studies, we are interested in how the main effects affect the connectivities.

By our model setup, the main effects detect the change of the “small proportion”

of connected neural units and therefore the subtle difference. It is also robust to

the bias due to non-perfect image registration, because inferences about the main

interests do not depend on the specific location s of voxel pairs and marginal region

pair connectivity can be effectively and efficiently estimated. In addition, each voxel

pair has a posterior probability of being connected. The inter-region “hub” voxel

could be detected if it is connected to many voxels with high probabilities.

The mixture model in the first level determines the number of connected voxel

pairs in a fashion of local fdr rather than choosing hard cutoff points, which im-

proves the accuracy of sampled numbers of connected voxel pairs. In the model, we

assume the independence of all voxel pairs between a region pair, and this assumption

does not affect the marginal quantity of total number of voxel pairs and hence the

group parameters. Furthermore, based on the 3D plot showing the voxel pair con-

nections (Figure 3.5), it does not imply any explicit correlation of spatially adjacent

voxels. In the future, we will further investigate the impact of the assumption and

alternative strategies for modeling. Although numerous voxel pairs per subject and
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many subjects may be included, the computational load is manageable with around

10 minutes per region pair by average on a regular PC and better performance on

clusters. In the future, we will run multiple chains for the purpose of model check-

ing by parallel computing on a cluster. The proposed model is also applicable to

other functional connectivity metrics and other brain connectivity measures such as

structural connectivity from DTI data.
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Chapter 4

Topic 3: An Unified Bayesian

Framework for Resting-state fMRI

Data Analysis: Jointly Modeling

Frequency Activity and

Connectivity

4.1 Introduction

Functional magnetic resonance imaging (fMRI) techniques provides a pathway to

investigate in vivo neural activity in a detailed 3D space. fMRI has been widely

applied in the fields of human cognition, emotion, and behavior as well as mental

illness studies. During an fMRI experiment, the brain signal is recorded as the neural

responses based on external stimuli (task-induced fMRI) or brain activity at resting

status (resting-state fMRI). The fMRI data analysis generally include brain activation
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analysis and functional connectivity analysis, depending on the research objectives.

The typical brain activation analysis is based on task induced fMRI data, and the

goal is to detect the intensity of the neural responses towards the experimental tasks

and the differences of those responses in patterns of brain activity between various

experimental conditions, between different subgroups of subjects, e.g. normal subjects

and patients with major depression. For a task-induced fMRI study, a two stage data

analysis strategy is often employed (Worsley et al., 2002). The first stage involves

the general linear model towards single voxel time series with task event based design

matrix, but for resting-state fMRI data such analysis is not feasible because no event is

included. Therefore, for resting-state fMRI analysis we first measure the brain activity

by using fractional amplitude of low frequency fluctuation (fALFF), which is the ratio

of power spectrum of low-frequency (0.01 to 0.08 Hz) to that of the entire frequency

range and reflects the intensity of regional spontaneous brain activity (Zou et.al,

2008). Also, resting-state fRMI data enable us to conduct functional connectivity

analysis to cluster brain areas to different networks based on the similarity of their

temporal/frequency domain properties (Bowman 2004, 2005).

The Bayesian hierarchical framework has been shown as an efficient and effective

method for detecting task-related changes in brain activity and covariance between

distinct brain locations simultaneously, based on the first level analysis statistics

(Bowman et al 2008). However, such a model is designed for the task data anal-

ysis and the dimension of spatial covariance matrix is restricted by no more than

the number of subjects in the smallest study group. In this article, we propose a

novel Bayesian hierarchical model particularly for resting-state fMRI data analysis to

jointly model the localized fALFF “brain activity” and functional connectivity based

on frequency coherence. The functional connectivity is incorporated as a part of the

hierarchical framework based on the Bayesian infinite mixture model, also known as
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Dirichlet process mixture model (Ferguson, 1973, Neal, 2000, Rasmussen, 2000). It

does not require pre-specifying the number of the mixture components. The cluster-

ing procedure is implemented by using the Chinese restaurant process by treating the

number of networks and network distribution as latent components (Aldous, 1985;

Pitman, 1996). This entire multilevel framework is estimated using Markov Chain

Monte Carlo (MCMC) techniques via Gibbs sampling. The Bayesian framework pro-

vides inference based on the posterior distribution of the model parameters with

regard to the voxel level and region level frequency band “brain activity”, and func-

tional connectivity network maps based on the frequency coherence. We monitor the

likelihood as the behavior of the CRP process.

The rest of the paper is organized as follows. In Section 2, we present the Bayesian

framework and provide an accompanying computational strategy. In Section 3, we

examine the classification performance of the proposed method for a data example.

Section 4 concludes the paper with a summary and a discussion of the major strengths

of our model.

4.2 Motivating Example

We consider resting-state fMRI data from 36 subjects currently diagnosed with major

depression disease. The sample includes 16 males and 20 females who have no sig-

nificant psychological comorbidities or neurological disorders. The fMRI scans were

acquired at baseline and clinical covariates includes age, gender, and baseline Hamil-

ton Depression Rating Scale 17 items (HAM-D17). HAM-D17 ranges from 0 to 54

and is used to indicate the depression severity. We consider 0 to 7 as normal, 8

to 17 as mild/moderate depression, and 18 or above as moderate/severe (Maruish,

1999; Schutte and John, 1995). Therefore, the patients could be categorized to two
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groups: 18 mildly depressed subjects and 18 severely depressed subjects. The fre-

quency descriptor is an important feature for resting-state fMRI data, and we intend

to differentiate the difference between mildly depressed patients with severely de-

pressed patients as well as to investigate the region level connectivity network based

on the frequency coherence.

The data were collected on a 3T Siemens scanner with a Z-saga sequence to avoid

orbitofrontal signal ablation. At each scanning session, 150 fMRI volumes were

scanned in 7.5 minutes during visual fixation with 30 slices, field of view covering

= 220 mm, voxel resolution of 3.4375mm x 3.4375mm x 4mm, TR= 2.92ms, TE =

30ms, and FA=90◦. The data preprocessing steps include: motion correction, slice

timing correction, normalization and spatial smoothing using 6mm Gaussian FWHM

by using AFNI and FSL. Also, the de-trending and demeaning steps were applied to

remove the incoherent background shift and texture variation.

4.3 Method

In this section, we describe the unified Bayesian framework for frequency response

and brain network analysis in details.

The region of interest (ROI) is often defined based on existing brain anatomical

parcellation maps, for example, the AAL map includes up to 116 ROIs and the

Brodmann map includes 48 ROIs with region index g = 1, . . . , G(Tzourio- Mazoyer et

al., 2002; Garey, 1994). We use Vg to denote the number of voxels in a particular region

indexed by g. The individualized fALFF frequency band proportions are denoted by

βig = {βig(1), . . . , βig(Vg)}′ (localized effects from all voxels in region g are collected

into a single vector), and xiq is the qth covariate of subject i. Suppose we have N

subjects, and all regions could be allocated to a cluster k, with unknown number of
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total clusters (infinite mixture model) with the cluster size nk and the initial number

of cluster K0.

Then, our hierarchical Bayesian framework has the following structure:

βig|µg, αig, σ2
g ∼ MVN(µg + 1αig +

Q∑
q=1

γgqxiq, σ
2
gI)

µg|λ2
g ∼ MVN(1µ0g, λ

2
gI)

γgq|τ 2
g ∼ MVN(0, τ 2

gqI)

σ−2
g ∼ Gamma(a0, b0)

λ−2
g ∼ Gamma(c0, d0)

τ−2
gq ∼ Gamma(e0q, f0q)

αig|θig ∼ N(θig) and θig = {φig, ε2ig}

θig ∼ G,G =
∞∑
k=1

πkδθik , and θik = {φik, ε2ik}

G ∼ DP (h0, H0)

φik ∼ N(0, ξ2
k)

ε2ik ∼ Gamma(a0, b0)

ξ2
k ∼ Gamma(a0, b0)

(4.3.1)

where βi = (βi1, . . . , βiVg)′, µg = (µg(1), . . . , µg(Vg))
′, and γgq = (γgq(1), . . . , γgq(Vg))

′.

µ0g is the global mean across all subjects and intra-regional voxels. θig is a vector of

the mean and variance parameters for the normal distribution for region g, and given

the cluster allocation (say k), then they are the the mean and variance parameters

for the kth mixture component represented by θik = {φik, ε2ik}.

The top level of the model assumes that the brain activity βig vector in region g
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follows a multivariate normal distribution. Each element of the vector, βig(v) varies

around the population-level mean parameter µg(v), q clinical effects
∑Q

q=1 γgqxiq (e.g.

age and gender), and an subject-wise region level random effect component αig.

At the second level of the model, it indicates that each voxel within the ROI arises

from a normal distribution with a mean given by the overall region mean µ0g and

variance λ2
g. We obtain the mean prior parameter µ0g by taking the region mean, as

it is reasonable to assume that the voxels within the same anatomically defined regions

often tend to exhibit more coherent frequency property due to neurophysiology as well

as spatial smoothing. In addition, we assume clinical covariates regression coefficients

γiq follow a normal distribution with zero mean and variance τ 2
gq.

Gaussian Infinite Mixture Model (GIMM) and functional connectivity: Our model

also allows to investigate the functional connectivity by constructing αig with GIMM.

We assume that αig of all ROIs from one subject arises from the GIMM, in that each

ROI can be allocated to a brain network cluster (one mixture component). However,

the allocation and number of mixture components are both unknown, and we use θig

to present the unknown component mean and variance parameter for region g. Given

a cluster, say k all ROIs wihtin it follow a normal distribution with the component

mean φik and variance ε2ik. Then, we denote G as a probability measure for the

mixture component and specifying distributional assumption for G by using Dirichlet

process DP (h0, H0) to determine g going to which cluster. H0 is the base measure of

G and h0 is the concentration parameter.

To complete our Bayesian hierarchical model, we specify diffuse or weakly infor-

mative hyperpriors for the variance parameters with inverse Gamma distribution by

setting a0 = 0.1, b0 = 0.005, c0 = 0.1, d0 = 0.01, e0 = 0.1, f0 = 0.01. The rationale

for using these vague priors is to ensure that the results based on the posteriors are

primarily governed by the information in the data, especially when no reliable prior
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information is available.

Full conditionals: For estimation, MCMC methods with Gibbs sampling was imple-

mented. Applying MCMC is complicated by the massive amount of the data, large

number of spatial locations, and the large number of parameters, but the Gibbs-

friendly model reduces the computing time and the memory usage. Full conditional

distributions are derived for each parameter. For simplification, we denote by

αig =
1

N

∑
g∈k

αig, βg =
1

N

N∑
i=1

βig, βig =
1

V g

Vg∑
v=1

βig(v),

µ = (µ̄1, . . . , µ̄G), γq = (γ̄1q, . . . , γ̄Gq), µ̄g =
1

Vg

Vg∑
v=1

µg(v),

and u2
ig = (βig − µg − 1αig −

Q∑
q=1

γgqxiq)
′(βig − µg − 1αig −

Q∑
q=1

γgqxiq)
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Then the full conditionals are given by:

µg ∼ MVN
(
Ωg{λ−2

g µ0g1 +Nσ−2
g (βg − 1ᾱg −

1

N

N∑
i=1

Q∑
q=1

γgqxiq)},Ωg

)

γgq ∼ MVN
(
Φgq{σ−2

g

N∑
i=1

xiq(βgi − µg − 1αig −
Q∑
q′ 6=q

γgq′xiq′)},Φgq

)
σ−2
g ∼ Gamma

{
a0 +NVg/2,

( 1

b0

+
1

2

N∑
i=1

µ2
ig

)−1
}

τ−2
gq ∼ Gamma

{
e0q +N/2,

( 1

f0q

+
1

2

N∑
i=1

γgqγ
′
gq

)−1
}

λ−2
g ∼ Gamma

{
c0 + Vg/2,

(
1

d0

+
(µg − 1µ0g)

′(µg − 1µ0g)

2

)−1}
αig(g ∈ k) ∼ N

(
Ψ{σg−2Vg(βig − µg −

Q∑
q=1

γjqxiq) + ε−2
ik φik},Ψ

)
φik ∼ N

(
Γ{nkε−2

ik αik},Γ
)

ε−2
ik ∼ Gamma

{
a0 + nk/2,

( 1

b0

+
1

2

∑
g∈k

(αig − φik)2
)−1
}

ξ−2
k ∼ Gamma

{
a0 +N/2,

( 1

b0

+
1

2

N∑
i=1

φ2
ik

)−1
}

(4.3.2)

where we denoted Ωg = (λ−2
g + Nσ−2

g )−1I, Φgq = (τ−2
gq + σg

−2
∑N

i=1 xiq
2)−1I, Ψ =

(Vgσg
−2 + ε−2

ik )−1, and Γ = (nkε
−2
ik + ξ−2

k )−1 (For simplicity, we omitted notation for

conditional variables).

To determine that region g is allocated to which cluster (E(g)), we implement the

Chinese restaurant process to sample E(g) from multinomial distribution where the

proportion for region g going to cluster k is modeled with the posterior probabilities:
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P (E(g) = j | E(1), · · · , E(g − 1)) ∝

 nkP (αig | E(g) = j) j = k

h0P (αig | E(g) = 0) j = 0

where j = 0 indicates to allocate g to a new cluster, the likelihood P (X | E) =∏N
i=1

∏K
k=1

∏
g∈k f(X|E, θik, ε2ik), where f is a normal probability density.

Furthermore, we illustrate the detailed CRP algorithm for GIMM as:

• Initialization: randomly assign brain regions into an arbitrary number of K0

clusters 1 <= K0 <= G before all MCMC steps.

• Start MCMC, at each iteration update the other parameters than the mixture

component parameters E(g), φik, ε
2
ik and ξ2

k.

• Update the the assignment of each brain region g to the mixture component,

perform the following reassignment:

– Remove brain region g from its current cluster, given the current assign-

ment of all other brain regions, sample φik and ε2ik, calculate the probability

of this brain region joining each of the existing cluster as well as starting

a new cluster.

– Assign brain region g to the K + 1 possible clusters according to probabil-

ities. Update indicator variable E(g) based on the assignment.

• Update φik and ε2ik after all regions are assigned, then base current cluster

parameters and assignment update all αig.

• Repeat the above steps in each MCMC iteration.

During the process of MCMC, we not only store the parameters of interest but also

the likelihood in order to monitor the clustering effect of the mixture model. The
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posteriors of parameters and functions of parameters yield inference via point esti-

mates (mode or median of the samples) or credible intervals. In addition, the results

from the Chinese Restaurant Process provides clustering assignment of the regions

which could be considered as the frequency property based connectivity.

4.4 Results

We first calculate the frequency domain summary quantity fALFF for all fMRI data.

Then we test the normality of all voxels by using Shapiro-Wilks test, and the test

results indicate that 1938 (8%) among total 22127 voxels (in the selected ROIs) reject

the null hypothesis by setting the α = 0.05. Therefore, we feel that the normality

assumption is appropriate (Figure 4.1 randomly selects several voxel to show the his-

tograms). Next, we apply our our Bayesian hierarchical model to the fALFF quantity

for the resting-state fMRI data. We also conducted chain diagnosis based on the re-

sults, the evidence indicate the chain converge after burn-in iterations (Figure 4.2),

due to massive number of parameters we choose the chip parameter as 5. In the data

analysis, we use 90 AAL regions for this study, the number of voxels within each ROI

ranges from 90 to 650.

4.4.1 Voxel-level results

The analysis results provide voxel-specific inference, and we focus on the frequency

band ratio (fALFF) difference between mildly depressed and severely depressed pa-

tients. We fit the model by using the two groups separately and contrast the µ for

each voxels (Bowman 2008) Figure 4.3 and 4.4 display axial slices showing voxels ex-

hibiting difference between mildly depressed patients and severely depressed patients

based on the metric of fALFF. The highlighted voxels have posterior probabilities
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Figure 4.1: Histogrms of Selected Voxels’ fALFF across subjects

Figure 4.2: Likelihood trace plots for two groups (recorded once for every 5 iterations)

exceeding 0.80 of increased or decreased fALFF difference between two groups. The

figures show that the severely depressed group have higher fALFF at cingulate gyrus

especially at right anterior and posterior cingulate gyrus, somasensory gyrus, left me-

dial frontal gyrus; while mildly depressed group have higher fALFF right prefrontal

gyrus and precentral gyrus.

4.4.2 Regional results

Our model also enables the investigation of fALFF levels at a regional level. Compar-

ing to task-induced fMRI analyses, the resting-state fMRI regional-level analyses may
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Figure 4.3: Brain map showing the voxels with voxel-specific posterior probabili-
ties exceeding 0.8 that severely depressed patients have higher fALFF than mildly
depressed patients
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Figure 4.4: Brain map showing the voxels with voxel-specific posterior probabili-
ties exceeding 0.8 that mildly depressed patients have higher fALFF than severely
depressed patients
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Figure 4.5: Brain map showing the voxels with voxel-specific posterior probabilities
that severely depressed patients have higher fALFF than mildly depressed patients

include more variance between voxels within same region without task orientation.

Therefore, the difference of region-level fALFF between the two groups tend to be

attenuated by such variance. We summarize the posterior probabilities in Figure 4.5,

and it indicates that only a handful of regions exceed the thresholds with above 0.80

or below 0.20. The mildly depressed group have higher fALFF at Amygdala Right,

Lingual Left, at Thalamus Left than severely depressed group.

4.4.3 Regional connectivity networks

In addition to the fALFF intensity analysis at a voxel and a region level, the estimation

of the infinite mixture model yield connectivity network clustering results. We obtain

different clustering results for different groups and since CRP does not require the

preselection of the numbers of clusters and the model determines them adaptively, the

80



Figure 4.6: Connectivity network clusters for mildly depressed patients: the major
cluster

two groups have different number clusters(6 for mildly depressed and 8 for severely

depressed patients). Each clinical group contain a major cluster which includes most

of default mode network regions such as medial prefrontal cortex (MPFC), medial

temporal lobes (MTLs), posterior cingulate cortex (PCC)/retropslenial cortex, and

medial occipital cortex as well as the regions spatially adjacent to them. In addition,

each clinical group has smaller networks that are spatially adjacent or functionally

correlated. The brain clusters are demonstrated in the following figures.
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Figure 4.7: Connectivity network clusters for severely depressed patients: the major
cluster
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Figure 4.8: Connectivity network clusters for mildly depressed patients: the smaller
cluster

Figure 4.9: Connectivity network clusters for severely depressed patients: the smaller
cluster
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4.5 Discussion

We propose a unified Bayesian hierarchical model for analyzing resting-state fMRI

neuroimaging data for simultaneous frequency descriptor (fALFF) analysis as well

as connectivity analysis. This model provides a pathway to investigate neuroactivity

at certain frequency band at both a voxel level and at a regional level. Therefore,

we can estimate voxel-specific fALFF to detect partially activated regions as well as

detect regional summaries while accounting for the correlations between the parame-

ters. Our model accounts for prominent spatial correlations or functional connections

in the brain by using the subject-wise random effect and infinite mixture model.

Comparing our approach to the use Wishart distribution as a conjugate prior for the

covariance matrix between regions, the CRP and infinite mixture model not only ac-

count for the spatial correlation but also provides the network clustering results, and

is not subject to the restriction that region number must be less than the minimum

group subject number. The discovered networks show functional coherence based on

previous studies or/and spacial adjacency. Regarding to the computational load, the

MCMC estimation procedures produce samples from the joint posterior distribution

of all model parameters, which facilitates the point and interval estimate of those

parameters and functions of the parameters. In our example, the voxel and region

level fALFF analysis can detect difference between clinical groups and the clustering

networks reveal the frequency coherence. Despite the complex model structure and

rather rich formulation of our Bayesian hierarchical model as well as massive number

of the data, computations for estimation are manageable. For instance, our example

(36 subjects) took less than 40 minutes each group based on a PC i7 CPU (3.1Ghz)

and 8GB RAM.
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Chapter 5

Summary and Future Work

The nature of neuroimaging data: high dimensionality, complex spatial and temporal

structure, and substantial noises at each stage of data acquisition raises challenges

for data analysis and information retrieval. Our goal is to decipher or mine the

meaningful neurophysiological and neuropathological information from the massive

and complex data sets. To achieve this aim, therefore we usually do not restrict

ourselves by only using one or a few specific statistical tools for, rather we often

are problem-solving oriented. In this dissertation, we develop three novel models to

tackle several challenges in current neuroimaging data analysis by using statistical

techniques such as machine learning, Bayesian modeling, graph theory, and signal

processing.

First, we develop a general classification approach for repeatedly measured high-

dimensional data based on support vector classifier. We use neuroimaging data as

predictors and disease status or treatment response as dependent variable. Rather

than treating the features at each time as independent variable, we also seek the

optimal temporal trend while calculating the separating hyperplane parameters. In

the future, we mainly consider two extensions based on this method: i) to develop

85



a scheme for multiclass classifier of longitudinal high dimensional data; ii) to de-

velop a ‘wrapper’ feature selection method based LSVC. Both of these two extensions

are subject to expensive computational cost, efficient algorithms are desired for the

implementation.

Second, we propose a Bayesian hierarchical framework first to summarize voxel

level connectivity for the region level connectivity analysis and further account the

clinical covariates. Based this work, we plan to jointly model structural connectivity

and functional connectivity by letting structural connectivity as predictors for func-

tional connectivity at the region level and the model will determine the fibre tracks

along which region pairs could affect the FC for the chosen region pair. In addition,

we could also extend all above frameworks for the longitudinal setting by accounting

for the temporal correlation and predict the later images.

Lastly, we build a unified hierarchical Bayesian framework to jointly quantify local-

ized resting-state brain ‘frequency band’ activity as well as the functional connectivity

brain network by allocating each region to a latent network cluster. A natural exten-

sion could be rather using a single scalar fALFF descriptor, we use a series of power

spectral band descriptors for the analysis by using more information. In the future, we

will conduct more model validation and sensitivity analysis such as how subject-wise

clustering varies from group clustering and MCMC performance on larger data sets.

The extended framework could also be applied to task-induced fMRI data by summa-

rize each HRF to scalar at each event, then use the vector of summary statistics for

all events as input of the model, then conduct temporal (frequency for resting-state)

and spatial localized activity analysis, while accounting for the spatial correlation by

clustering coherently behaved regions as one component.
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